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ALGEBRAIC CYCLES AND VERRA FOURFOLDS
ROBERT LATERVEER
ABSTRACT. This note is about the Chow ring of Verra fourfolds. For a general Verra fourfold,
we show that the Chow group of homologically trivial 1-cycles is generated by conics. We also
show that Verra fourfolds admit a multiplicative Chow–Ku¨nneth decomposition, and draw some
consequences for the intersection product in the Chow ring of Verra fourfolds.
1. INTRODUCTION
Verra fourfolds [50] are defined as double covers of P2(C)× P2(C) branched along a smooth
divisor of bidegree (2, 2).
One could say these varieties live in a world parallel to the world of cubic fourfolds. For ex-
ample, their Hodge diamond looks much like that of a K3 surface (cf. Corollary 2.5). Also, both
cubic fourfolds and Verra fourfolds are related (via an Abel–Jacobi isomorphism) to hyperka¨hler
fourfolds: for the first, this is the famous [7]; for the second, this is the more recent [25].
The aim of this note is to explore the analogy
Verra fourfolds ! cubic fourfolds
on the level of Chow groups. A famous result for smooth cubic fourfolds X is that the Chow
group of 1-cyclesA3(X) is generated by lines [40] (cf. also [44, Corollary 4.3] and [47, Theorem
1.7] for alternative proofs). Here is the analogous statement for Verra fourfolds:
Theorem (=Corollary 4.4). LetX be a general Verra fourfold. The Chow group of homologically
trivial 1-cycles A3hom(X)Q is generated by (1, 1)-conics (i.e., conics that project to lines via both
projectionsX → P2).
This is proven using (a slight variant on) Voisin’s celebrated method of spread of algebraic
cycles in families [56], [58], [57], [59], combined with the Abel–Jacobi type isomorphism in
cohomology.
Next, we show the following:
Theorem (=Theorem 4.12). Any Verra fourfold admits a multiplicative Chow–Ku¨nneth decom-
position, in the sense of Shen–Vial [45].
For background on the concept of multiplicative Chow–Ku¨nneth decomposition, cf. Subsec-
tion 3.5 below. Theorem 4.12 has the following consequence, reminiscent of the structure of the
Chow ring of K3 surfaces [8]:
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Corollary (=Corollary 5.3). Let X be any Verra fourfold. The subalgebra
R∗(X) := 〈A1(X)Q, A
2(X)Q, cj(TX)〉 ⊂ A
∗(X)Q
injects into cohomology via the cycle class map. (Here, cj(TX) are the Chow-theoretic Chern
classes.)
(This can be generalized to self-productsXm, cf. Corollary 5.6.) The construction of a multi-
plicative Chow–Ku¨nneth decomposition relies once more on the spread argument, by first show-
ing (Theorem 4.8) that any Verra fourfold can be motivically related to a genus 2 K3 surface.
This close link to K3 surfaces also has the following consequence:
Corollary (=Corollary 5.9). Let X,X ′ be two Verra fourfolds that are isogenous (i.e., there
exists an isomorphism of Q-vector spaces H4(X,Q) ∼= H4(X ′,Q) compatible with the Hodge
structures and with cup product). Then there is an isomorphism of Chow motives
h(X)
∼=
−→ h(X ′) inMrat .
Further consequences concern a multiplicative decomposition in the derived category (Corol-
lary 5.12), the generalized Hodge conjecture for self-products, and finite-dimensionality of the
motive of certain special Verra fourfolds (Corollary 5.14).
Conventions. In this note, the word variety will refer to a reduced irreducible scheme of finite
type over C. For any n-dimensional variety X , we will write Ai(X) for the Chow group of
dimension i cycles on X with Q-coefficients, and Aj(X) for the operational Chow cohomology
of [17] with Q-coefficients (this can be identified with An−j(X) for smoothX).
The notations A
j
hom(X) and A
j
AJ(X) will indicate the subgroups of homologically trivial
(resp. Abel–Jacobi trivial) cycles.
For a morphism between smooth varieties f : X → Y , we will write Γf ∈ A
∗(X × Y ) for the
graph of f , and tΓf ∈ A
∗(Y ×X) for the transpose correspondence.
The contravariant category of Chow motives (i.e., pure motives with respect to rational equiv-
alence as in [43], [39]) will be denotedMrat.
We will write H∗(X) = H∗(X,Q) for singular cohomology with Q-coefficients.
2. VERRA FOURFOLDS
Definition 2.1 ([50]). A Verra fourfold is a double cover of P2 × P2 branched along a smooth
divisor of bidegree (2, 2).
Remark 2.2. The moduli space of Verra fourfolds is 19-dimensional [25, Section 0.3].
Lemma 2.3. A Verra fourfold X is a Fano variety (i.e., the canonical bundle is anti-ample). In
particular, A4(X) = Q and the Hodge conjecture is true forX .
Proof. The canonical bundle formula shows that X is Fano. Fano varieties are rationally con-
nected [13], [30], and so A4(X) = Q. The Hodge conjecture is known for fourfolds with trivial
Chow group of 0-cycles [10]. 
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Just as for cubic fourfolds [7], there is an Abel–Jacobi isomorphism relating the cohomology
of a general Verra fourfold with that of a certain hyperka¨hler fourfold:
Theorem 2.4 ([25], [27]). Let X → P2 × P2 be a Verra fourfold. There exists a variety Z (the
associated double EPW quartic). Assume Z is smooth (which is the case for general X). Then
Z is a hyperka¨hler fourfold of K3[2]-type, and there is an isomorphism of Q-vector spaces
fKKM : H
4
tr(X,Q)
∼=
−→ H2tr(Z,Q)(1) ,
compatible with cup product up to a coefficient. (HereH∗tr() denotes transcendental cohomology,
i.e. the orthogonal complement of the subspace of algebraic classes.)
Proof. One way to construct the double EPW quartic Z is in terms of (1, 1)-conics on X , cf.
Theorem 2.7 below. The isomorphism fKKM is constructed in [27, Section 3.1]. The gist of the
argument is to use the associated K3 surface S. More precisely, the projection to any of the two
factors P2 is a quadric fibration X → P2. The discriminant locus of any of these two fibrations
is a sextic curve C ⊂ P2 which has at most simple double points, and which is smooth for the
generic X [5, section 1]. The double cover of P2 branched over C is a K3 surface S with at
most rational double points, and which is smooth for generic X . (NB: in the course of this note,
we will use “K3 surface” to mean a surface with at most rational double points, for which the
minimal desingularization is a smooth K3 surface.)
Laszlo has constructed [31, Proposition II.3.1] an isomorphism of Hodge structures
(1) fLasz : H
4
prim(X,Q)
∼=
−→ H2prim(S,Q)(1) ,
which implies in particular that there is an isomorphism
fLasz : H
4
tr(X,Q)
∼=
−→ H2tr(S,Q)(1) .
On the other hand, it is known [25, Proposition 4.1] that the double EPW quartic Z associated to
X is isomorphic to the moduli space of twisted stable sheaves on theK3 surface S (such moduli
spaces are constructed in [61]):
Z ∼= Mν(S, α) .
Here ν is a Mukai vector, and α is a certain Brauer class. Building on work of Mukai, Yoshioka
has constructed [61, Theorem 3.19] an isomorphism of Hodge structures
fYosh : H
2(Z,Q)
∼=
−→ ν⊥
(here the right-hand side denotes the orthogonal to ν inside the Mukai lattice H˜∗(S,Q)). Taking
the transcendental part on both sides, this induces in particular an isomorphism
(2) fYosh : H
2
tr(Z,Q)
∼=
−→ H2tr(S,Q) .
The required isomorphism is now defined as a composition:
fKKM := (fYosh)
−1 ◦ fLasz : H
4
tr(X,Q)
∼=
−→ H2tr(Z,Q) .
The compatibility with cup product follows from the fact that both fLasz and fYosh are compat-
ible with bilinear forms up to a coefficient (cf. [31, p. 251], resp. [61, Theorem 3.19]). 
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Corollary 2.5. Let X be a Verra fourfold. The Hodge diamond of X is
1
0 0
0 2 0
0 0 0 0
0 1 21 1 0
0 0 0 0
0 2 0
0 0
1
Proof. Let C¯ := C(P2 × P2) denote the cone over P2 × P2 with vertex ν, and let C◦ := C¯ \ ν
denote the open cone. The cone C¯ lives in P(C⊕ C3 ⊗ C3) ∼= P9. Any Verra fourfoldX can be
obtained by intersecting C¯ with a quadric hypersurface:
X = C¯ ∩Q ⊂ P9 .
As C◦ is an affine bundle over P2 × P2, we have
Hj(C¯) = Hj(C◦) =
{
0 if j is odd ,
Q2 if j = 2 .
Because C¯ has only locally complete intersection singularities, the weak Lefschetz theorem for
rational cohomology is still valid for the inclusion X →֒ C¯ (indeed, the affine lci variety U :=
C¯ \X verifies Hjc (U,Q) = 0 for j < 5 according to [22, Expose´ III Corollaire 3.11(iii)]). This
gives all but the central line of the Hodge diamond.
As for the central line, X is Fano (Lemma 2.3) and so h4,0(X) = 0. The remaining Hodge
numbers follow from the Abel–Jacobi isomorphism (Theorem 2.4): Indeed, for generic Z, the
K3 surface S is also generic, and hence
H2tr(Z)
∼= H4tr(X)
∼= H2tr(S)
is of dimension 21. For very general X , the space of algebraic classes inside H4(X) is 2-
dimensional (indeed, the isomorphism (1), plus the fact that H2prim(S) = H
2
tr(S) for very gen-
eral degree 2 K3 surfaces, implies that H4prim(X) = H
4
tr(X) for X very general). This gives
dimH4(X) = 23. 
Remark 2.6. To further the analogy with cubic fourfolds, we remark that the general Verra
fourfold is suspected to be irrational [25, Remark 4.2]. Certain special Verra fourfolds are known
to be rational [12, Corollary 6.4]. No examples of irrational Verra fourfolds seem to be known.
For several reasons, we need a somewhat modified version of the Abel–Jacobi isomorphism
of Theorem 2.4. One of the reasons is that we want a correspondence-induced isomorphism. We
will rely on the following description of the double EPW quartic:
Theorem 2.7 (Iliev–Kapustka–Kapustka–Ranestad [25]). Let X be a general Verra fourfold, let
Z = Z(X) be the associated double EPW quartic, and let F = F(1,1)(X) be the Hilbert scheme
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of (1, 1)-conics on X (i.e., conics projecting to lines under the two projections X → P2). Then
F is smooth of dimension 5, and there is a morphism
σ : F → Z
which is a P1-fibration.
Proof. This is [25, Theorem 0.2]. 
Here is our home-made modified version of the Abel–Jacobi isomorphism of Theorem 2.4:
Proposition 2.8. Let X be a general Verra fourfold as in Theorem 2.7, let Z be the associated
double EPW quartic, and let F be the Hilbert scheme of (1, 1)-conics onX .
(i) Let
C
p
−→ F
↓ q
X
denote the universal (1, 1)-conic. There is an isomorphism
p∗q
∗ : H4tr(X,Q)
∼=
−→ Im
(
H2tr(Z,Q)
σ∗
−→ H2(F,Q)
)
.
(ii) Assume X is very general. The isomorphism of (i) coincides with the isomorphism of The-
orem 2.4 up to a coefficient:
p∗q
∗ = λ σ∗fKKM : H
4
tr(X,Q)
∼=
−→ Im
(
H2tr(Z,Q)
σ∗
−→ H2(F,Q)
)
,
for some λ ∈ Q∗.
(iii) Let Φ denote the induced Abel–Jacobi isomorphism
Φ: H4tr(X,Q)
p∗q∗
−−→ H2tr(F,Q)
·ξ
−→ H4tr(F,Q)
σ∗−→ H2tr(Z,Q) ,
where ξ ∈ A1(F ) is a relatively ample class for the P1-fibration F → Z.
This isomorphism respects bilinear forms up to a coefficient: for all α, β ∈ H4tr(X,Q)
there is equality
〈α, β〉X = µ 〈Φ(α),Φ(β)〉Z ,
for some µ ∈ Q∗. Here 〈−,−〉X denotes the cup product, and 〈−,−〉Z denotes the
Beauville–Bogomolov form. The constant µ is the same for all Verra fourfolds.
Proof. (i) We claim that
p∗q
∗ : H3,1(X) → H2,0(F )
is injective, for very general X . This claim suffices to prove (i): indeed, the claim implies that
also the composition
H3,1(X)
p∗q∗
−−→ H2,0(F )
·ξ
−→ H3,1(F )
σ∗−→ H2,0(Z)
is non-zero (hence an isomorphism), since σ is a P1-fibration. That is,
Φ(H4tr(X)) ⊂ H
2
tr(Z)
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is a non-zero Hodge substructure. However, since dimH2,0(Z) = 1 the Hodge structureH2tr(Z)
is simple. As such, the image of Φ must be all of H2tr(Z). Since both H
4
tr(X) and H
2
tr(Z) are
21-dimensional, Φ is an isomorphism for very general X . Using a specialization argument, Φ
must be an isomorphism for all X for which the P1-fibration σ of Theorem 2.7 exists.
Let us now establish the claim. Let F ′ := F ∩ h2 be the intersection of F with 2 general
hyperplanes (so F ′ has dimension 3), and form the fibre diagram
C ′
p′
−→ F ′
↓ iC ↓ i
C
p
−→ F
↓ q
X
To ease notation, let us write q′ := q◦iC : C
′ → X . The morphism q′ is dominant, hence gener-
ically finite. (Indeed, a general fibre Cx of q is 2-dimensional, corresponding to a 2-dimensional
family of conics passing through x ∈ X . The image p(Cx) ⊂ F is a surface; a general F
′ will
meet this surface in a finite number of points). To prove the claim, we make the new claim that
(p′)∗(q
′)∗ : H3,1(X) → H2,0(F ′)
is injective, for very general X . To see that this new claim implies the first claim, let α ∈
H3,1(X). We observe that
i∗(p
′)∗(q
′)∗(α) = p∗(iC)∗(iC)
∗q∗(α)
= p∗
(
q∗(α) · C ′
)
= p∗
(
q∗(α) · p∗(h2)
)
= p∗q
∗(α) · h2 inH4,2(F ) .
Hard Lefschetz guarantees that H2(F ) ∼= H2(F ′) → H6(F ) is injective, and so the new claim
indeed implies the first claim.
To prove the new claim, we borrow the argument of [7, Proposition 6]. That is, let E → F ′ be
the rank 2 vector bundle such that C ′ is the projectivisation of E , and let c1, c2 denote the Chern
classes of E . As (q′)∗(h) is a relative hyperplane class for the P1-bundle C ′ → F ′, there is a
relation
(3) (q′)∗(h2) + (p′)∗(c1) · (q
′)∗(h) + (p′)∗(c2) = 0 inH
4(C ′) .
The projective bundle formula says that for any given α ∈ H4(X), one can write
(q′)∗(α) = (p′)∗(α1) · (q
′)∗(h) + (p′)∗(α2) inH
4(C ′) ,
where αj ∈ H
2j(F ′). In particular, this implies that α1 = (p
′)∗(q
′)∗(α).
Multiplying with (q′)∗(h), we get
(q′)∗(α · h) = (p′)∗(α1) · (q
′)∗(h2) + (p′)∗(α2) · (q
′)∗(h)
= (p′)∗(α2 − α1 · c1) · (q
′)∗(h)− (p′)∗(α1 · c2) in H
4(C ′) ,
where in the last equality we have used relation (3). In particular, if α is primitive (i.e. α ·h = 0),
we must have
α1 · c2 = α2 − α1 · c1 = 0 .
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That is, for any α ∈ H4tr(X) we can write
(q′)∗(α) = (p′)∗(α1) · (q
′)∗(h) + (p′)∗(α2)
= (p′)∗
(
(p′)∗(q
′)∗(α)
)
· (q′)∗(h) + (p′)∗(α1 · c1)
= (p′)∗
(
(p′)∗(q
′)∗(α)
)
·
(
(q′)∗(h) + (p′)∗(c1)
)
in H4(C ′) .
Taking squares on both sides, we get
(q′)∗(α2) = (p′)∗
(
(p′)∗(q
′)∗(α)
)2
·
(
(q′)∗(h2) + 2(p′)∗(c1) · (q
′)∗(h) + (p′)∗(c21)
)
= (p′)∗
(
(p′)∗(q
′)∗(α)
)2
·
(
(p′)∗(c1) · (q
′)∗(h) + (p′)∗(c21 − c2)
)
= (p′)∗
(
(p′)∗(q
′)∗(α)
)2
· (p′)∗(c1) · (q
′)∗(h) in H8(C ′)
(where the second equality uses relation (3), and the last equality is for dimension reasons).
The left-hand side equals d α2 in H8(C ′) ∼= Q, where d is the degree of the morphism q′.
Taking push-forward to F ′, we get
d α2 =
(
(p′)∗(q
′)∗(α)
)2
· c1 inH
6(F ′) ∼= Q .
This relation implies that any α, β ∈ H4tr(X) satisfy
(p′)∗(q
′)∗(α) · (p′)∗(q
′)∗(β) · c1 = d α · β ,
and so
(p′)∗(q
′)∗ : H4tr(X) → H
2(F ′)
is injective by non-degeneracy of the cup product.
(ii) Let Φ−1 be the inverse of the isomorphism Φ constructed in (i). The composition
Φ−1 ◦ fKKM : H
4
tr(X) → H
4
tr(X)
is an isomorphism of Hodge structures. However, for very general X , every Hodge endomor-
phism ofH4tr(X) = H
4
prim(X) is homothetic to the identity (this follows from the corresponding
property for very general genus 2 K3 surfaces, in view of the isomorphism (1)), and so we must
have
Φ−1 ◦ fKKM = λ id : H
4
tr(X) → H
4
tr(X) ,
for some non-zero λ ∈ Q. It follows that
fKKM = λΦ: H
4
tr(X)
∼=
−→ H2tr(Z) .
In view of the projective bundle formula, this proves (ii).
(iii) Using a specialization argument, one reduces to very general Verra fourfolds X . Using
(ii), one reduces to the corresponding property for fKKM , which is Theorem 2.4. 
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Remark 2.9. Let X be a very general Verra fourfold. As a consequence of Proposition 2.8, we
find that the map
fKKM : H
4
tr(X,Q)
∼=
−→ H2tr(Z,Q)(1)
of Theorem 2.4 is induced by a correspondence. Moreover, since Yoshioka’s map fYosh of (2) is
induced by a correspondence (it is defined in terms of characteristic classes of certain sheaves),
we find that also Laszlo’s map
fLasz : H
4
tr(X,Q)
∼=
−→ H2tr(S,Q)(1)
of (1) is induced by a correspondence. Since the argument in [31] is based on (the low-degree
exact sequence of) Leray spectral sequences, this is not obvious from looking directly at [31].1
We now elaborate on Remark 2.9:
Proposition 2.10. LetX be a very general Verra fourfold, and let S be an associated K3 surface.
(i) There exists a correspondence Ψ ∈ A3(X × S) inducing an isomorphism
Ψ∗ : H
4
tr(X)
∼=
−→ H2tr(S) .
(ii) A very general genus 2 K3 surface is related in this way to a Verra fourfold.
(iii) This isomorphism respects bilinear forms up to a coefficient: for all α, β ∈ H4tr(X) there is
equality
〈α, β〉X = ν 〈Ψ∗(α),Ψ∗(β)〉S ,
for some ν ∈ Q∗. (Here 〈−,−〉X and 〈−,−〉S denote the cup product.) The constant ν is
the same for all Verra fourfolds.
Proof. As noted in the proof of Theorem 2.4, there are two K3 surfaces S1, S2 naturally associ-
ated toX , related to the two quadric fibrationsX → P2. AsX is very general, the Sj are smooth
degree 2 K3 surfaces. In what follows, let S be either S1 or S2.
(i) The correspondence Ψ is constructed in remark 2.9.
(ii) As explained in [21, 9.8], the Verra threefold (and hence also the Verra fourfold) can be
reconstructed starting from (Sj, αj). (Alternatively, the period map for double EPW quartics has
19-dimensional image [25]. Thus, to a general point in the period domain (corresponding to a
general genus 2 K3 surface), one can associate a double EPW quartic Z, and to a general Z one
can in turn associate a Verra fourfold X according to [25, Theorem 0.2].)
(iii) For very general X , the Hodge structure H4tr(X) admits a unique polarization up to a
non-zero coefficient.
The second Hodge–Riemann bilinear relation plus the indecomposability of the Hodge struc-
ture H2tr(X) imply that
〈α, β〉Ψ := 〈Ψ∗(α),Ψ∗(β)〉S
1Possibly, a less round-about way of constructing a correspondence doing the job would be to mimick [54,
Proposition 1], where such a correspondence is constructed between a general cubic fourfold containing a plane and
a genus 2 K3 surface coming from the quadric fibration. The situation for Verra fourfolds looks very similar to that
of cubic fourfolds containing a plane; the only complication is that Verra fourfolds have Picard number 2 instead of
1, and so the argument of loc. cit. does not apply verbatim. I have tried, but failed to make this work.
ALGEBRAIC CYCLES AND VERRA FOURFOLDS 9
defines a polarization of H4tr(X). Consequently, there exists a non-zero coefficient ν
′ such that
〈α, β〉Ψ := ν
′ 〈α), β〉X .
Setting ν = 1
ν′
, this settles (iii).
(Alternatively, one could deduce (iii) directly from Proposition 2.8(iii), combined with the fact
that fYosh respects bilinear forms [61, Theorem 3.19].) 
For later use, we elaborate some more on Proposition 2.10, by adding that the correspondence
Ψ exists universally. (For details on the formalism of relative correspondences, cf. [39, Chapter
8]).
Proposition 2.11. Let X → B denote the universal family of Verra fourfolds (cf. Notation 4.1),
and let B′ ⊂ B be the open where Xb has a smooth associated K3 surface. Let S → B
′
denote the universal family of smooth degree 2 K3 surfaces. There exists a correspondence
Ψ ∈ A3(X ×B′ S), with the property that for each b ∈ B
′, fibrewise restriction induces an
isomorphism
(Ψ|b)∗ : H
4
prim(Xb)
∼=
−→ H2prim(Sb)(1) .
This isomorphism is compatible with bilinear forms up to a non-zero coefficient.
Proof. We will apply the following general principle:
Proposition 2.12. Let X , Y and Z be families over B, and assume the morphisms to B are
smooth projective and the total spaces are smooth quasi–projective. Let
Γ ∈ Ai(X ×B Z)
be a relative correspondence, with the property that for very general b ∈ B there exist Λb ∈
A∗(Yb × Zb), Ψb ∈ A
∗(Xb × Yb) such that
Γ|b = Λb ◦Ψb in H
2i(Xb × Zb) .
Then there exist relative correspondences
Λ ∈ A∗(Y ×B Z) , Ψ ∈ A
∗(X ×B Y)
with the property that for any b ∈ B
Γ|b = (Λ)|b ◦ (Ψ)|b inH
2i(Xb × Zb) .
Proof. The statement is different, but this is proven by the same argument as [35, Proposition
2.11], which in turn borrows the Hilbert schemes argument of [56, Proposition 2.7], [59, Propo-
sition 4.25].
By assumption, we dispose of a collection of data (b,Λb,Ψb) that are solutions to the splitting
problem
Γ|b = Λb ◦Ψb in H
2i(Xb × Zb) .
Using Hilbert schemes, these data can be encoded by a countable number of algebraic varieties
pi : Mi → B, qj : Nj → B, coming with universal objects
Λi ⊂ Y ×Mi Z , Ψj ⊂ X ×Nj Y ,
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with the property that for m ∈Mi and b = pi(m) ∈ B, we have
(Λi)|m = Λb inH
∗(Yb × Zb) .
(And similarly, for n ∈ Nj and b = qj(n), we have
(Ψj)|n = Ψb in H
∗(Xb × Yb) .)
By assumption, the union of the Mi dominates B (and likewise, the union of the Nj dominates
B). Since there is a countable number of Mi, one of them (say M0) must dominate B (and
likewise, there exists N0 dominating B). Taking hyperplane sections, we may assumeM0 → B
is generically finite (say of degree d). Projecting Λ0 to Y ×B Z and dividing by d, we have
obtained a relative correspondence Λ ∈ A∗(Y ×B Z) as requested (and similarly, a relative
correspondence Ψ). 
To prove Proposition 2.11, we apply the general principle (Proposition 2.12) with X = Z =
the universal family of Verra fourfolds restricted to B′, and Y = S, the universal family of
smooth degree 2 K3 surfaces. We take Γ to be the “corrected relative diagonal”
(4) Γ := ∆−X := ∆X − π
0
X − π
2
X − π
6
X − π
8
X − ΓS1 − ΓS2 ∈ A
4(X ×B X ) ,
where πiX , i 6= 4 are defined in terms of cycles coming from (the cone over) P
2×P2, and ΓSj |Xb ,
j = 1, 2 are projectors on the two surfaces S1, S2 that generically span H
2,2(Xb) (these surfaces
Sj are restrictions of codimension 2 subvarieties of the cone over P2 × P2 and so exist univer-
sally). This relative correspondence Γ is constructed such that the fibrewise restriction Γ|b is
a projector on the primitive cohomology H4prim(Xb,Q) (which coincides with the transcenden-
tal cohomology for very general b ∈ B). Proposition 2.10 furnishes fibrewise correspondences
Λb,Ψb fulfilling the assumption of Proposition 2.12. Thus, it follows from Proposition 2.12 that
there exists a relative correspondence Ψ ∈ A3(X ×B S) as requested.
The compatibility with bilinear forms is proven as above: one restricts to a very general fibre,
where it must be true by unicity. 
Remark 2.13. We will see later (Remark 4.11) that the isomorphism
H4prim(Xb)
∼= H2prim(Sb)(1)
of Proposition 2.11 can be extended to all Verra fourfolds, including those where the associated
K3 surfaces are singular.
3. VARIOUS GENERAL PRELIMINARIES
3.1. Alexander schemes. This subsection gathers some properties of singular surfaces that are
Alexander schemes, in the sense of Vistoli and Kimura. These surfaces S have the desirable
property that the Chow groups with rational coefficients of S and all its powers Sm behave just
as well as Chow groups of smooth varieties.
Proposition 3.1. Let S be a normal projective surface, and assume there is a resolution of
singularities such that the exceptional divisor is a union of rational curves. Then Sm is an
Alexander scheme in the sense of [53], [28]. In particular, the formalism of correspondences
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with rational coefficients works for Sm (and for products of Sm with smooth projective varieties)
just as for smooth projective varieties.
Proof. The fact that S is an Alexander scheme is a result of Vistoli’s:
Theorem 3.2 (Vistoli [53]). Let S be a normal surface. The following are equivalent:
(i) S is an Alexander scheme;
(ii) there exists a resolution of singularities of S such that the exceptional divisor is a union of
rational curves.
Proof. This is [53, Theorem 4.1]. 
Since the property “being an Alexander scheme” is stable under products [28, Remark 2.7(i)],
Sm is an Alexander scheme. (NB: the fact that the definitions of Alexander scheme given in [53]
and [28] coincide for connected schemes is [28, Corollary 4.5].)
The fact that products of Alexander schemes are Alexander, and that Chow groups of an
Alexander scheme have an intersection product and a pullback, means that the formalism of cor-
respondences can be extended from smooth projective varieties to projective Alexander schemes.

Remark 3.3. Since the formalism of correspondences (with rational coefficients) extends to
Alexander schemes, one may extend the category of pure Chow motives (with rational coef-
ficients) from smooth projective varieties to projective Alexander schemes. We will only use
this extension at the end of the proof of Theorem 4.8, when dealing with Verra fourfolds whose
associated K3 surfaces are singular.
3.2. Transcendental part of the motive.
Theorem 3.4 (Kahn–Murre–Pedrini [26]). Let S be a surface. There exists a decomposition
h2(S) = t2(S)⊕ h2alg(S) inMrat ,
such that
H∗(t2(S),Q) = H2tr(S) , H
∗(h2alg(S),Q) = NS(S)Q
(here H2tr(S) is defined as the orthogonal complement of the Ne´ron–Severi group NS(S)Q in
H2(S,Q)), and
A∗(t2(S)) = A2AJ(S) .
(The motive t2(S) is called the transcendental part of the motive.)
Proposition 3.5. Let X be a Verra fourfold. There exists a decomposition
h(X) = t4(X)⊕ h4alg(X)⊕
⊕
0≤j≤4,j 6=2
1(j) inMrat ,
such that
H∗(t4(X),Q) = H4tr(X) , H
∗(h4alg(X),Q) = N
2(X) := Im
(
A2(X)→ H4(X,Q)
)
,
and
A∗(t4(X)) = A∗hom(X) = A
3
hom(X) .
(The motive t4(X) will be called the transcendental part of the motive.)
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Proof. This is a standard construction (cf. [42, Section 4], where this decomposition is con-
structed for cubic fourfolds. Cf. also [51, Theorem 1], where projectors on the algebraic part
of cohomology are constructed for any smooth projective variety satisfying the standard conjec-
tures).

3.3. Chow–Ku¨nneth property.
Definition 3.6 (Totaro [48]). A quasi-projective variety M has the Chow–Ku¨nneth property if
for any quasi–projective variety Z, the natural map
A∗(M)⊗ A∗(Z) → A∗(M × Z)
is an isomorphism.
Proposition 3.7 (Totaro [48]).
(i) LetM be a quasi-projective variety that is a linear variety in the sense of [48] (in particular,M
may be a Grassmannian, a toric or spherical variety). ThenM has the Chow–Ku¨nneth property;
(ii) Let M → N be an affine or projective bundle. If N has the Chow–Ku¨nneth property, then
alsoM has the Chow–Ku¨nneth property;
(iii) LetM be a quasi-projective variety with the Chow–Ku¨nneth property. The cycle class maps
induce isomorphisms
Ai(M)
∼=
−→ W−2iH
BM
2i (M,Q) ,
whereW∗ denotes Deligne’s weight filtration.
Proof. Point (i) is [48, Proposition 1]. Point (ii) follows readily from the affine resp. projective
bundle formula. Point (iii) is [48, Theorem 3]. 
Remark 3.8. Property (iii) shows that the Chow–Ku¨nneth property implies “having trivial Chow
groups”, a notion studied by Voisin [56], [58]. While the notion of “having trivial Chow groups”
is well-behaved for smooth projective varieties, it is more problematic for open or singular vari-
eties (e.g., it is not clear whether “having trivial Chow groups” is closed under taking products of
varieties). The Chow–Ku¨nneth property avoids some of these issues (clearly, it is closed under
taking products of varieties).
3.4. Voisin’s spread, revisited. This subsection contains a variant of a result of Voisin [58],
concerning relative correspondences for the universal family of complete intersections of a cer-
tain type. The novelty consists in allowing the ambient space to have isolated singular points;
this notably applies to Verra fourfolds where the ambient space is a cone.
Proposition 3.9 (Voisin [58]). Let M¯ be a projective variety of dimension n + r with finite-
dimensional singular locus T , and let M := M¯ \ T . Given very ample line bundles L1, . . . , Lr
on M¯ , let
X → B
denote the universal family of n-dimensional smooth complete intersections of type (L1, . . . , Lr)
on M¯ avoiding T . Assume that for very general b ∈ B, the fibre Xb has non-zero primitive
cohomology (i.e. Hn(M)→ Hn(Xb) is not surjective).
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Let
R ∈ An(X ×B X )
be a cycle such that the restriction
R|Xb×Xb ∈ A
n(Xb ×Xb)
is homologically trivial, for very general b ∈ B. Then there exists
γ ∈ An(M ×M)
with the property that (
R + γ
)
|Xb×Xb = 0 ∈ A
n(Xb ×Xb) ∀b ∈ B .
Proof. This is (essentially) the argument of [58, Proposition 1.6] (cf. also [36, Proposition 5.1]
for a similar statement). Since the assumptions are different, we provide a stand-alone proof.
We consider the blow-up M˜ ×M ofM ×M along the diagonal, and the quotient morphism
µ : M˜ ×M → M [2] to the Hilbert scheme of length 2 subschemes. Let B¯ := PH0(M¯,⊕jLj)
and as in [58, Lemma 1.3], introduce the incidence variety
I :=
{
(σ, y) ∈ B¯ × M˜ ×M | s|µ(y) = 0
}
.
Since the Lj are very ample on M¯ , the variety I has the structure of a projective bundle over
M˜ ×M .
Next, let us consider
p : ˜X ×B X → X ×B X ,
the blow-up along the relative diagonal ∆X . There is an open inclusion ˜X ×B X ⊂ I . Hence,
given R ∈ An(X ×B X ) as in the proposition, there exists a (non-canonical) cycle R¯ ∈ A
n(I)
such that
R¯|
X˜×BX
= p∗(R) in An(X˜ ×B X ) .
Hence, we have
R¯|
X˜b×Xb
=
(
p∗(R)
)
|
X˜b×Xb
= (pb)
∗(R|
X˜b×Xb
) = 0 in H2n(X˜b ×Xb) ,
for b ∈ B very general, by assumption onR. (Here, as one might guess, pb : X˜b ×Xb → Xb×Xb
denotes the blow-up along the diagonal∆Xb .)
Adhering to the notation of [58, Proof of proposition 1.6], let δ ∈ A1(I) be the restriction of
the exceptional divisor of M˜ ×M , and let h ∈ A1(I) denote the tautological class with respect
to the projective bundle structure. Combining the blow-up formula and the projective bundle
formula, the cycle R¯ ∈ An(I) can be written
R¯ =
∑
r,s
hrδsπ∗(γr,s) , γr,s ∈ A
n−r−s(M ×M) ,
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where π : I → M ×M denotes the composition of projection and blow-up morphism. Let us
look at the restriction of R¯ to the fibres. On the one hand, by assumption on R, for b ∈ B very
general we have that
(5) (pb)∗(R¯|X˜b×Xb
) = 0 inH2n(Xb ×Xb) .
On the other hand, since (for all b ∈ B)
(pb)∗(δ
k
b ) =
{
0 in An(Xb ×Xb) , if 0 < k < n ,
(−1)n−1∆Xb in A
n(Xb ×Xb) , if k = n ,
we find that
(pb)∗(R¯|X˜b×Xb
) = ±γ0,n∆Xb + γ0,0|Xb×Xb in A
n(Xb ×Xb) ∀b ∈ B ,
where γ0,n ∈ A
0(M ×M) ∼= Q is some rational number.
Equality (5) forces γ0,n to be zero. (Indeed, supposing γ0,n 6= 0, one would have a homological
equivalence
(6) ∆Xb = ±
1
γ0,n
γ0,0|Xb×Xb inH
2n(Xb ×Xb) ,
for very general b ∈ B. Taking N ⊃ M a smooth compactification of M , one can write
γ0,0|Xb×Xb = ¯γ0,0|Xb×Xb for some ¯γ0,0 ∈ A
n(N × N). But then, letting both sides of (6) act
on Hn(Xb), one would have that H
n(Xb) comes from H
n(N), hence from Hn(M), contradict-
ing the assumption on primitive cohomology.) 
3.5. Multiplicative Chow–Ku¨nneth decomposition.
Definition 3.10 (Murre [38]). Let X be a smooth projective variety of dimension n. We say that
X has a CK decomposition if there exists a decomposition of the diagonal
∆X = π
0
X + π
1
X + · · ·+ π
2n
X in A
n(X ×X) ,
such that the πiX are mutually orthogonal idempotents and (π
i
X)∗H
∗(X) = H i(X). Given a CK
decomposition for X , we set
Ai(X)(j) := (π
2i−j
X )∗A
i(X).
The CK decomposition is said to be self-dual if
πiX =
tπ2n−iX in A
n(X ×X) ∀i .
(Here tπ denotes the transpose of a cycle π.)
(NB: “CK decomposition” is short-hand for “Chow–Ku¨nneth decomposition”.)
Remark 3.11. The existence of a Chow–Ku¨nneth decomposition for any smooth projective va-
riety is part of Murre’s conjectures [38], [39]. It is expected that for anyX with a CK decompo-
sition, one has
Ai(X)(j)
??
= 0 for j < 0 , Ai(X)(0) ∩ A
i
num(X)
??
= 0.
These are Murre’s conjectures B and D, respectively.
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Definition 3.12 (Definition 8.1 in [45]). Let X be a smooth projective variety of dimension n.
Let ∆smX ∈ A
2n(X ×X ×X) be the class of the small diagonal
∆smX :=
{
(x, x, x) : x ∈ X
}
⊂ X ×X ×X .
A CK decomposition {πiX} of X is multiplicative if it satisfies
πkX ◦∆
sm
X ◦ (π
i
X ⊗ π
j
X) = 0 in A
2n(X ×X ×X) for all i+ j 6= k .
In that case,
Ai(X)(j) := (π
2i−j
X )∗A
i(X)
defines a bigraded ring structure on the Chow ring ; that is, the intersection product has the
property that
Im
(
Ai(X)(j) ⊗ A
i′(X)(j′)
·
−→ Ai+i
′
(X)
)
⊆ Ai+i
′
(X)(j+j′) .
(For brevity, we will write MCK decomposition for “multiplicative Chow–Ku¨nneth decompo-
sition”.)
Remark 3.13. The property of having an MCK decomposition is severely restrictive, and is
closely related to Beauville’s “(weak) splitting property” [6]. For more ample discussion, and
examples of varieties admitting an MCK decomposition, we refer to [45, Chapter 8], as well as
[52], [46], [19], [20, Sections 5 and 6], [37].
Proposition 3.14 (Shen–Vial [46]). Let M,N be smooth projective varieties that have an MCK
decomposition. Then the productM ×N has an MCK decomposition.
Proof. This is [46, Theorem 8.6], which showsmore precisely that the product CK decomposition
πiM×N :=
∑
k+ℓ=i
πkM × π
ℓ
N ∈ A
dimM+dimN
(
(M ×N)× (M ×N)
)
is multiplicative. 
4. MAIN RESULTS
4.1. Generalized Bloch conjecture. The key result of this note is a “generalized Bloch con-
jecture” type of statement for universally defined correspondences (for the generalized Bloch
conjecture, cf. [9] and [59]). The results announced in the introduction (Corollaries 4.4 and 5.3
and Theorem 4.12) will be deduced from Theorem 4.3.
Notation 4.1. Let C¯ := C(P2 × P2) be the cone over P2 × P2, and let
B ⊂ B¯ := PH0(C¯,O(2))
be the open parametrizing smooth dimensionally transverse intersections of C¯ ⊂ P9 with a
quadric (i.e., B parametrizes all Verra fourfolds). We will write
X → B
for the universal family of Verra fourfolds, i.e.
X :=
{
(x, σ) ∈ C(P2 × P2)× B
∣∣ σ|x = 0} .
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Remark 4.2. By assumption, the fibres Xb over b ∈ B are smooth, i.e. they avoid the vertex ν
of the cone C¯. As such, the family X enters into the set-up of Proposition 3.9.
4.2. Generalized Bloch conjecture.
Theorem 4.3. Let X → B denote the universal family of Verra fourfolds (cf. Notation 4.1). Let
Γ ∈ A4(X ×B X ) be a relative correspondence such that
(Γ|Xb×Xb)∗H
3,1(Xb) = 0 for very general b ∈ B .
Then also
(Γ|Xb×Xb)∗A
∗
hom(Xb) = 0 ∀b ∈ B .
Proof. The assumption on Γ (plus the shape of the Hodge diamond of Xb, and the fact that the
Hodge conjecture is true for Xb by Lemma 2.3) implies that for the very general b ∈ B there
exist 2-dimensional subvarieties V ib ,W
i
b such that
(Γ ◦∆−X )|Xb×Xb =
s∑
i=1
V ib ×W
i
b inH
8(Xb ×Xb) .
(Here ∆−X is the “corrected relative diagonal” as in (4).) By Noether–Lefschetz, the subvarieties
V ib ,W
i
b are actually obtained by restriction from subvarieties of (the cone over) P
2 × P2, hence
they exist universally. (Instead of evoking Noether–Lefschetz, one could also apply Voisin’s
Hilbert scheme argument [56, Proposition 3.7] to obtain that the V ib ,W
i
b exist universally). That
is, there exist codimension 2 subvarieties V i,W i ⊂ X such that(
Γ ◦∆−X −
s∑
i=1
V i ×B W
i
)
|Xb×Xb = 0 inH
8(Xb ×Xb) , for very general b ∈ B .
We now wave the magic wand of Proposition 3.9 over the relative correspondence
R := Γ ◦∆−X −
s∑
i=1
V i ×B W
i ∈ A4(X ×B X ) .
The effect is that there is a cycle γ ∈ A4(M ×M) (whereM is the cone over P2 × P2 minus its
vertex) with the property that
(7)
(
Γ−
∑
j 6=4
Γ ◦ πjX −
s∑
i=1
V i ×B W
i + γ
)
|Xb×Xb = 0 in A
4(Xb ×Xb) ∀b ∈ B .
The quasi-projective variety M , being an affine bundle over a cellular variety, has the Chow–
Ku¨nneth property (Proposition 3.7). In particular, the cycle γ decomposes as
γ =
t∑
j=1
αj × βj in A4(M ×M)
(where codim(αj)+codim(βj) = 4 for each j). For any given b ∈ B, one can find representatives
for αj , βj,V i,W i that lie in general position with respect toXb. The same applies to π
j
X |Xb with
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j 6= 4, which also (by construction) comes from M ×M . Substituting this in (7), the upshot is
that for any b ∈ B, there is a rational equivalence
Γ|Xb×Xb =
s+t∑
i=1
V ib ×W
i
b in A
4(Xb ×Xb) ,
where V ib ,W
i
b ⊂ Xb are subvarieties and dim(V
i
b ) + dim(W
i
b ) = 4 for all i, i.e., Γ|Xb×Xb is a
completely decomposed cycle. As is well-known ([10], [32]), completely decomposed cycles do
not act on A∗hom(Xb), whence the conclusion. 
4.3. Conics and 1-cycles. The results stated in the introduction can be obtained as special cases
of Theorem 4.3:
Corollary 4.4. Let X be a Verra fourfold, let F := F(1,1)(X) denote the Hilbert scheme of
(1, 1)-conics, and let
C
p
−→ F
↓ q
X
be the universal (1, 1)-conic. Assume that F is non-singular. Then there exists a correspondence
Ψ ∈ A5(X × F ) such that
A3hom(X)
Ψ∗−→ A5(F )
q∗p∗
−−→ A3(X)
is the identity.
Proof. Let Z denote the double EPW quartic associated toX . TakingX sufficiently general, we
may assume Z is smooth. Proposition 2.8 states that there is a correspondence Ω such that
(8) Ω∗p∗q
∗ : H4(X)0 → H
2(Z)0(1)
is an isomorphism (precisely, Ω consists of intersecting with a relatively ample class for the
fibration σ : F → Z, followed by projection to Z). As noted before, both X and Z verify the
standard conjectures, and so their Ku¨nneth components are algebraic. The isomorphism (8), plus
Manin’s identity principle, implies that there is an isomorphism of homological motives
Ω ◦ Γp ◦
tΓq : h
4(X)⊕ 1(2)⊕2
∼=
−→ h2(Z)(1)⊕ 1(1) inMhom .
This means there exists a correspondence Φ which is inverse to Ω ◦ Γp ◦
tΓq, and so in particular
there is equality
(Φ ◦ Ω ◦ Γp ◦
tΓq)∗ = id : H
4
tr(X,Q) → H
4
tr(X,Q)
(here H4tr(X,Q) denotes the orthogonal complement of the algebraic part with respect to the
polarization). Taking transpose on both sides, we obtain that also
(Γq ◦
tΓp ◦
tΩ ◦ tΦ)∗ = id : H
4
tr(X,Q) → H
4
tr(X,Q) ,
(and so in particular q∗p
∗ : H2tr(F,Q)→ H
4
tr(X,Q) is surjective). For brevity, let us write
Ψ := tΩ ◦ tΦ ∈ A6(X × F ) ,
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so that according to the above we have that
H4tr(X)
Ψ∗−→ H8tr(F )
q∗p∗
−−→ H4tr(X)
is the identity.
Now, we can also consider the above construction family-wise. As before, let X → B denote
the universal family of GM fourfolds, and let F → B denote the universal family of Hilbert
schemes of (1, 1)-conics. There is a diagram of B-schemes
C
p
−→ F
↓ q
X
(where C is the “relative universal (1, 1)-conic”). Let B′ ⊂ B denote the Zariski open where the
Hilbert schemes Fb are non-singular, and let B
′′ ⊂ B′ denote the Zariski open where both Fb and
the double EPW quartic Zb are non-singular. By the above construction, for each b ∈ B
′′ there
exists a correspondence Ψb ∈ A
6(Xb × Fb) such that((
Γq ◦
tΓp
)
|Fb×Xb ◦Ψb
)
∗ = id : H
4
tr(Xb) → H
4
tr(Xb) .
Using Voisin’s Hilbert schemes argument [56, Proposition 3.7] (cf. also [35, Proposition 2.11]
for a very similar statement), these fibrewise cycles Ψb can be spread out. More precisely, there
exists a relative correspondence Ψ ∈ A6(X ×B F) doing the job of the various Ψb, i.e.((
Γq ◦
tΓp ◦Ψ
)
|Fb×Xb
)
∗ = id : H
4
tr(Xb) → H
4
tr(Xb) ∀b ∈ B
′′ .
Theorem 4.3, applied to the relative correspondence
Γ := Γq ◦
tΓp ◦Ψ−∆X ∈ A
4(X ×B′ X )
gives us that((
Γq ◦
tΓp ◦Ψ
)
|Xb×Xb
)
∗ = id : A
3
hom(Xb) → A
3
hom(Xb) ∀b ∈ B
′ .
In particular, this means that there is a surjection
(qb)∗(pb)
∗ : A5hom(Fb) ։ A
3
hom(Xb) ∀b ∈ B
′ .
Corollary 4.4 is now proven. 
Remark 4.5. Regarding Corollary 4.4, it is worth pointing out that for any rationally connected
variety X (in particular, for a Verra fourfold), one knows that the group of 1-cycles A1(X)Z is
generated by rational curves [47, Theorem 1.3].
Remark 4.6. It would be interesting to prove that Corollary 4.4 is true for Chow groups with
integer coefficients. Unfortunately, the method employed here seems ill-adapted for proving
statements with integer coefficients.
Also, it would be more satisfactory to obtain a statement for all smooth Verra fourfolds. Unfor-
tunately, when the Hilbert scheme of (1, 1)-conics is singular, the correspondence-type argument
employed here becomes problematic.
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4.4. A motivic relation. Before establishing the existence of an MCK decomposition, we first
prove a statement that may be of independent interest: a motivic relation between a Verra fourfold
and its associated K3 surface. Let us make precise what we mean by “associated K3 surface”:
Definition 4.7. Let X be a Verra fourfold, and let S¯1, S¯2 be the double cover of P2 branched
along the discriminant loci of the two quadric fibrationsX → P2. An associated K3 surface is a
minimal resolution
Sj → S¯j ,
where j = 1, 2.
With this definition, every Verra fourfold has 2 associated K3 surfaces.
Theorem 4.8. Let X be a Verra fourfold, and let S be an associated K3 surface (cf. Definition
4.7). There is an isomorphism of Chow motives
Φ: t4(X)
∼=
−→ t2(S)(1) inMrat .
Proof. As before, let X → B denote the universal family of Verra fourfolds, and S → B the
universal family of degree 2 K3 surfaces. As we have seen (Propositions 2.10 and 2.11), there is
a smaller non-empty set B′ ⊂ B, and a correspondence
Φ ∈ A3(X ×B′ S) ,
with the property that
(Φb)∗ : H
4
tr(Xb)
∼=
−→ H2tr(Sb)
is an isomorphism, for all b ∈ B′.
We state a lemma:
Lemma 4.9. Set-up as above. There exists a relative correspondence
Φ−1 ∈ A3(S ×B′ X ) ,
which fibrewise induces the inverse isomorphism:
(Φ−1|b)∗(Φ|b)∗ = id : H
4
tr(Xb) → H
4
tr(Xb) ∀b ∈ B
′ .
Proof. This is a standard argument. The isomorphism of cohomology groups translates into an
isomorphism of cohomological motives
Φb : t
4(Xb)
∼=
−→ t2(Sb)(1) inMhom ,
for any b ∈ B′. Thus, for any b ∈ B′ there exists an inverse correspondence Φ−1b ∈ A
3(Sb×Xb).
An application of proposition 2.12 then gives a relative correspondence Φ−1 doing the job. 
Let us now consider the relative correspondence
(9) Γ := Φ−1 ◦∆−S ◦ Φ−∆
−
X ∈ A
4(X ×B′ X ) ,
where ∆−X is the corrected relative diagonal as in (4), and ∆
−
S is the corrected relative diagonal
for the universal family of degree 2 K3 surfaces defined similarly (i.e., by subtracting π0, π4 and
20 ROBERT LATERVEER
the relative cycle restricting to h2 × h2 ⊂ Sb × Sb, where h
2 is a general complete intersection).
This has the property that
(Γb)∗ = 0: H
4
tr(Xb) → H
4
tr(Xb) ∀b ∈ B
′ .
Applying Theorem 4.3 to Γ, it follows that
(Φ−1|b)∗(Φ|b)∗ = id : A
∗
hom(Xb) → A
∗
hom(Xb) ∀b ∈ B
′ ,
and so we get injections
(Φb)∗ : A
3
hom(Xb) →֒ A
2
hom(Sb)
for all b ∈ B′.
We now proceed to upgrade from Chow groups to Chow motives. Inspecting the proof of The-
orem 4.3, we observe that Theorem 4.3 actually gives a bit more: given a relative correspondence
Γ ∈ A4(X×B′X )which is fibrewise homologically trivial, there exists a relative correspondence
δ such that on the one hand
(Γ− δ)|b = 0 in A
4(Xb ×Xb)
for all b ∈ B′, and on the other hand the restriction δ|b may be assumed to be completely
decomposed, for any b ∈ B′. That is, in the above argument we actually have an equality of
correspondences
(10) (Φ−1|b) ◦ (∆
−
Sb
) ◦ (Φ|b) = ∆
−
Xb
+ δ|b in A
4(Xb ×Xb) ∀b ∈ B ,
with δ|b completely decomposed. The correspondence δ|b, being completely decomposed, has
the property that
(11) π
4,tr
Xb
◦ (δ|b) ◦ π
4,tr
Xb
= 0 in A4(Xb ×Xb) ,
where π
4,tr
Xb
is the projector defining the transcendental motive t4(Xb), which is a submotive of
the motive (Xb,∆
−
Xb
, 0). (To prove property (11), one reasons just as in [26, Theorem 7.4.3],
where this is proven for surfaces.)
Hence, taking equality (10) and composing on both sides with π
4,tr
Xb
, we obtain
π
4,tr
Xb
◦ (Φ−1|b) ◦ (∆
−
Sb
) ◦ (Φ|b) ◦ π
4,tr
Xb
= π4,trXb in A
4(Xb ×Xb) ∀b ∈ B .
In other words, the map of motives
Φ|b : t
4(Xb) → (Sb,∆
−
Sb
, 1) inMrat
has a left-inverse (given by Φ−1|b). For very general b ∈ B
′ (i.e. for those b such that Sb has
Picard number 1), the right–hand side is just the transcendental motive t2(Sb), and so we get a
map
(12) Φ|b : t
4(Xb) → t
2(Sb)(1) inMrat
admitting a left-inverse (given by Φ−1|b). For arbitrary b ∈ B
′, the motive t2(Sb)(1) is a submo-
tive of (Sb,∆
−
Sb
, 1), and there is a splitting
(13) (Sb,∆
−
Sb
, 1) ∼= t2(Sb)(1)⊕ 1(1)
ρ−1 inMrat
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(where ρ is the Picard number of Sb). On the Verra fourfold side, there is a similar splitting
(14) (Xb,∆
−
Xb
, 0) ∼= t4(Xb)⊕ 1(2)
ρ−1 inMrat .
The map
Φ−1|b : (Sb,∆
−
Sb
, 1) → (Xb,∆
−
Xb
, 0) inMrat
sends the Lefschetz part 1(1)ρ−1 of the splitting (13) to the Lefschetz part 1(2)ρ−1 of the splitting
(14) (if not, there is non-zero cohomologyH2(1(1)ρ−1) = H2(Sb)0 ∩H
1,1(Sb) which is sent to
zero under Φ−1|b, contradicting the isomorphism of Proposition 2.11). It follows that the map
(12) admits a left-inverse for all b ∈ B′.
Starting from the K3 side, things are slightly easier. That is, we now consider the relative
correspondence
Γ := Φ ◦∆−X ◦ Φ
−1 −∆−S ∈ A
2(S ×B′ S) .
We are going to use a particular instance of the “generalized Franchetta conjecture”:
Theorem 4.10 ([18]). Let S → B denote the universal family of smooth degree 2 K3 surfaces.
Let Γ ∈ Ai(Sm/B) where m ≤ 3. The restriction
Γ|(Sb)m ∈ A
i
(
(Sb)
m)
is homologically trivial if and only if it is rationally trivial.
Proof. This is [18, Theorem 1.5(i)]. 
Applying Theorem 4.10 (withm = 2) to Γ, we conclude that
(Φ|b) ◦ (Φ
−1|b)−∆
−
Sb
= 0 ∈ A2(Sb × Sb) ,
for all b ∈ B′. Reasoning as above, this implies that Φ−1|b is a right-inverse to
(15) Φ|b : (Xb,∆
−
Xb
, 0) → (Sb,∆
−
Sb
, 1) inMrat ,
for all b ∈ B′, and so this map is an isomorphism for all b ∈ B′. This already gives the
required isomorphism of transcendental motives for very general b ∈ B′. To extend this to all
of B′, we note that for any b ∈ B′, we again consider the splittings (14) and (13). Under the
isomorphism (15) the Lefschetz motives of the splitting (14) are sent to the Lefschetz motives
on the splitting (13) (this follows because the isomorphism of proposition 2.11 sends algebraic
classes to algebraic classes). It follows that the isomorphism (15) induces an isomorphism
Φ|b : t
4(Xb)
∼=
−→ t2(Sb)(1) inMrat , ∀b ∈ B
′ .
To wrap up the proof, it only remains to extend from B′ to B. Given a point on the boundary
b ∈ B \ B′, there exists a pencil X → B1 (i.e. dimB1 = 1) such that the central fibre X0 is Xb,
and a general fibre is a Verra fourfold in the restricted family X → B′. On the K3 surface side,
we get a pencil S → B1 where the central fibre S0 is a K3 surface with rational double points, and
the general fibre is smooth. From the Brieskorn–Tyurina theory of simultaneous resolution, we
know that (up to shrinking B1 around 0) there exists a finite base-change π : B
♥
1 → B1 such that
the base-changed family S♥ → B♥1 has a simultaneous resolution f : S˜
♥ → S♥. The formalism
of relative correspondences applies to the families S˜♥ → B♥1 and X
♥ → B♥1 .
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Let us define open subsets B′1 := B1 ∩ B
′, and B′ ♥1 := π
−1(B′1). The relative cycles Φ ∈
A3(X ×B′ S) and Φ
−1 ∈ A3(S ×B′ X ) restrict to cycles
Φ1 := Φ|X×B′
1
S ∈ A
3(X ×B′
1
S),
Φ−11 := Φ
−1|S×B′
1
X ∈ A
3(S ×B′
1
X ) .
We can pull-back these cycles along π ◦ f , and then extend over all of B♥1 , i.e. there exist
(non-canonical) cycles
♥Φ¯1 ∈ A
3(X♥ ×B♥
1
S˜♥),
♥Φ¯−11 ∈ A
3(S˜♥ ×B♥
1
X♥)
restricting to f ∗π∗(Φ1) resp. to f
∗π∗(Φ−11 ) (NB: by abuse of language, we will simply write π
for all morphisms induced by π).
By construction, for general b ∈ B♥1 the fibrewise restrictions of these cycles induce mutually
inverse isomorphisms of motives
♥Φ¯1|b : t
4(Xb)
∼=
−→ t2(S˜b)(1),
♥Φ¯−11 |b : t
2(S˜b)(1)
∼=
−→ t4(Xb) inMrat .
But then, the extension principle for families of cycles [59, Lemma 3.2], [60, Proposition 2.4]
implies that the same is true for all b ∈ B♥1 .
Let us now pick a point b0 ∈ B
♥
1 such that π(b0) = 0 in B1, and define correspondences
Φ0 := π∗(fb0)∗
(
♥Φ¯1|b0
)
∈ A3(X0 × S0) ,
Φ−10 := π∗(fb0)∗
(
♥Φ¯−11 |b0
)
∈ A3(S0 ×X0) .
Let us consider the diagram
t4(Xb0)
♥Φ¯1|b0−−−−→ t2(S˜b0)(1)
↑ tΓpi ↑ tΓpi
t4(X0) 99K t
2(S0)(1) .
(For the motive of the singular surface S0, cf. Subsection 3.1.) As we have just seen, the upper
horizontal arrow is an isomorphism. The vertical arrows are isomorphisms, because the tran-
scendental motive is a birational invariant. For the same reason, if S → S0 denotes a minimal
resolution of singularities, there is an isomorphism t2(S0) ∼= t(S). As a result, we get an isomor-
phism
t4(X0) ∼= t
2(S)(1) inMrat .
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This closes the proof.2 
Remark 4.11. It follows from Theorem 4.8 (by taking cohomology of the motives) that for every
Verra fourfoldX , with associated K3 surface S, there is an isomorphism
H4tr(X)
∼= H2tr(S)(1) .
Using a simultaneous resolution of singularities (as in the above proof), one can check this iso-
morphism is compatible with bilinear forms up to a non-zero coefficient.
4.5. MCK decomposition. The motivic relation between Verra fourfolds and K3 surfaces (The-
orem 4.8) allows us to establish an MCK decomposition:
Theorem 4.12. Let X be a Verra fourfold. Then X has a self-dual MCK decomposition.
Proof. As above, let X → B denote the universal family of Verra fourfolds. One can define a
“relative Ku¨nneth decomposition”
π
j
X ∈ A
4(X ×B X ) , j = 0, . . . , 8 ,
by defining π
j
X for j < 4 as the restriction of certain completely decomposed correspondences
on C¯ × C¯ (where C¯ is as before the cone over P2 × P2). Concretely, this means that
π0X |b =
1
d
h4 ×Xb in A
4(Xb ×Xb)
for some d ∈ N, where h is a hyperplane section, and
π2X |b = ℓ1 × ℓ
∨
1 + ℓ2 × ℓ
∨
2 in A
4(Xb ×Xb) ,
where the ℓi are a basis for H
6(Xb), and the ℓ
∨
i are a dual basis for H
2(Xb).
The other components are defined as π
j
X =
tπ
8−j
X for j > 4, and finally
π4X := ∆X −
∑
j 6=4
π
j
X ∈ A
4(X ×B X ) .
It is readily checked that the fibrewise restriction π
j
X |b is a self-dual Chow–Ku¨nneth decomposi-
tion, for every b ∈ B.
Let us check that this fibrewise restriction is multiplicative. Let
∆smX := (p12)
∗(∆XX) · (p23)
∗(∆X ) ∈ A
8(X ×B X ×B X )
be the “relative small diagonal”. Given a triple (i, j, k) ∈ N3, we can form the composition of
relative correspondences
Γijk := π
i
X ◦∆
sm
X ◦
(
(p13)
∗(πjX ) · (p24)
∗(πkX )
)
∈ A8(X ×B X ×B X ) .
To establish multiplicativity of the fibrewise CK decomposition, we need to prove the fibrewise
vanishing
(16) Γijk|(Xb)3
??
= 0 in A8(Xb ×Xb ×Xb) ∀b ∈ B , ∀i 6= j + k .
2The last step in the proof is somewhat delicate and round-about. This is due to the fact that the formalism of
relative correspondences only exists for smooth morphisms between smooth quasi-projective varieties. Hence, if we
extend the correspondencesΦ1,Φ
−1
1 over all of B1, we cannot make sense of their composition.
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Restricting to a smaller open B′ ⊂ B, there is a universal family S → B′ of associated
degree 2 K3 surfaces, and a correspondence Φ ∈ A3(X ×B′ S)⊕
⊕
A∗(X ), inducing a fibrewise
inclusion as submotive
Φb : h(Xb) →֒ h(Sb)(1)⊕
⊕
1(∗) inMrat
(i.e., fibrewise there exists a left-inverse), cf. Theorem 4.8.
Let us now consider the “product arrow” (in the categoryM
/B′
rat of relative Chow motives over
B′, cf. [39, Chapter 8])
(Φ,Φ,Φ): h(X 3/B
′
) → h(S3/B
′
)(3)⊕
⊕
h(S2/B
′
)(∗)⊕⊕
h(S)(∗)⊕
⊕
h(B′)(∗) inM
/B′
rat .
Since fibrewise there exists a left-inverse, the fibrewise induced maps on Chow groups are injec-
tive: for all b ∈ B′, one has injections
(17) (Φb,Φb,Φb)∗ : A
ℓ
(
(Xb)
3
)
→֒ Aℓ−3
(
(Sb)
3
)
⊕
⊕
A∗
(
(Sb)
2
)
⊕
⊕
A∗(Sb)⊕
⊕
Q .
Let us now pick up our relative correspondence Γijk with i 6= j + k, and restrict it to A
8(X 3/B
′
).
Under the assumption i 6= j + k, we have that Γijk is fibrewise homologically trivial. Hence, the
image
(Φ,Φ,Φ)∗(Γijk) ∈ A
∗(S3/B
′
)⊕
⊕
A∗(S2/B
′
)⊕
⊕
A∗(S)⊕
⊕
Q
is also fibrewise homologically trivial. But then, Theorem 4.10 implies that the image is fibrewise
rationally trivial:
(Φ,Φ,Φ)∗(Γijk)|b = 0 in A
∗
(
(Sb)
3
)
⊕
⊕
A∗
(
(Sb)
2
)
⊕
⊕
A∗(Sb)⊕
⊕
Q ,
for all b ∈ B′. Now, in view of the injectivity (17), we may conclude that
Γijk|b = 0 in A
8
(
(Xb)
3
)
∀b ∈ B′ .
An application of [59, Lemma 3.2] allows to extend this to the larger base B:
Γijk|b = 0 in A
8
(
(Xb)
3
)
∀b ∈ B ,
and so we have proven the required vanishing (16). 
We record an observation for later use:
Lemma 4.13. Let X be a Verra fourfold, let S be an associated K3 surface, and let
Ψ: h(X) → h(S)(1)⊕
⊕
1(∗) inMrat
be the map of motives that has a left-inverse (cf. Theorem 4.8). Then Ψ is of pure grade 0, i.e.
Ψ ∈ A3(0)(X × S)⊕ A
∗
(0)(X).
Proof. This is an easy corollary of the generalized Franchetta type result (Theorem 4.10). Indeed,
let π
j
X be the “relative Ku¨nneth decomposition” as in the proof of Theorem 4.12. The universal
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family S → B of smooth genus 2 K3 surfaces also has a “relative Ku¨nneth decomposition”
π
j
S ∈ A
2(S ×B S). This induces a “relative Ku¨nneth decomposition”
π
j
X×BS
:=
∑
k+ℓ=j
(pX )
∗πkX · (pS)
∗πℓS ∈ A
6
(
(X ×B S)×B (X ×B S)
)
,
where pX , pS are the obvious projections from X ×B S ×B X ×B S to X ×B X resp. to S ×B S.
As we have seen, the correspondence labelledΨ in the statement of the lemma is the restriction
to a fibre of a relative correspondence
Ψ = (ΨS ,Ψ0, . . . ,Ψ4) ∈ A
3(X ×B S)⊕
4⊕
i=0
Ai(X ) .
We consider the relative cycle
Γj := (π
j
X×BS
)∗(ΨS) ∈ A
3(X ×B S) , j 6= 6 .
Clearly, the relative cycle Γj is fibrewise homologically trivial for j 6= 6. It follows that
(Ψ,∆S)∗(Γj) ∈ A
2(S ×B S)⊕
⊕
A∗(S)
is also fibrewise homologically trivial. But then Theorem 4.10 (withm = 2) implies that(
(Ψ,∆S)∗(Γj)
)
|b = 0 ∈ A
2(S ×B S)⊕
⊕
A∗(S) , ∀b ∈ B .
But as Ψ has a fibrewise left-inverse, the map
(Ψ|b,∆S |b)∗ : A
∗(Xb × Sb) → A
∗−1(Sb × Sb)⊕
⊕
A∗(Sb)
is injective, and so
(Γj)|b = 0 in A
3(Xb × Sb) ∀b ∈ B .
This means that
(ΨS)|b = (π
6
Xb×Sb
)∗(ΨS)|b in A
3(Xb × Sb) ,
i.e. (ΨS)|b is of pure grade 0.
The same reasoning, using theorem 4.10 withm = 1, gives that the (Ψi)|b, i = 0, . . . , 4 are of
pure grade 0. We conclude that
Ψ|b = (ΨS ,Ψ0, . . . ,Ψ4)|b ∈ A
3(Xb × Sb)⊕ A
∗(Xb)
is of pure grade 0 for all b ∈ B, which is what we wanted to prove. 
5. COROLLARIES
5.1. The Chow ring of X .
Definition 5.1. LetX be a Verra fourfold, and let π : X → P2×P2 denote the double cover. We
define two curve classes
ℓ1 := π
∗(h× h2) ,
ℓ2 := π
∗(h2 × h) ∈ A3(X) ,
where h ∈ A1(P2) is the class of a hyperplane.
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Remark 5.2. Clearly, the classes ℓ1, ℓ2 generate H
6(X) ∼= Q2.
Corollary 5.3. Let X be a Verra fourfold. The subalgebra
R∗(X) :=< A1(X)Q, A
2(X)Q, cj(TX), ℓ1, ℓ2 > ⊂ A
∗(X)Q
injects into cohomology via the cycle class map.
Proof. It follows from Theorem 4.12 (via Definition 3.12) that the Chow ring of X admits a
bigrading A∗(∗)(X). Since X is rationally connected, one has A
j
hom(X) = 0 for j ≤ 2. Since
clearly (πkX)∗A
j(X) ⊂ Ajhom(X) for all k 6= 2j, it follows that
Aj(X) = Aj(0)(X) ∀j ≤ 2 .
It remains to show that the Chern class c3(TX) is in A
3
(0)(X). To this end, we consider again
the universal family X → B of Verra fourfolds. The MCK decomposition obviously exists
relatively, i.e. we have relative cycles
π
j
X ∈ A
4(X ×B X ) , j = 0, . . . , 8 ,
restricting to an MCK decomposition on each fibre Xb. (Indeed, the π
j
Xb
for j 6= 4 are defined
in terms of cycles coming from (the cone over) P2 × P2, and the remaining component π4Xb is
obtained by subtraction from the diagonal.)
Let us now consider the relative cycle
Γ := (πjX )∗c3(TX/B) ∈ A
3(X ) , j 6= 6 .
Since j 6= 6, the restriction Γ|Xb is homologically trivial for each b ∈ B.
Restricting to a smaller openB′ ⊂ B, there exists a universal family of associated K3 surfaces
S → B, and a relative correspondence Φ ∈ A3(X ×B′ S) as in Theorem 4.8. The relative cycle
Φ∗(Γ) ∈ A
2(S)
is fibrewise homologically trivial (since Γ is fibrewise homologically trivial). Theorem 4.10 then
implies that Φ∗(Γ) is fibrewise rationally trivial:
(Φb)∗(Γ|Xb) =
(
Φ∗(Γ)
)
|b = 0 in A
2(Sb)⊕
⊕
A0(point) .
But we have seen (Theorem 4.8) that
(Φb)∗ : A
3
hom(Xb) → A
2
hom(Sb)⊕
⊕
Q
is injective, and so Γ|Xb = 0 in A
3(Xb) for all b ∈ B. This shows that c3(TXb) ∈ A
3
(0)(Xb) for all
b ∈ B.
The same argument also proves that ℓ1, ℓ2 ∈ A
3
(0)(X). Since A
∗
(0)(X) ⊂ A
∗(X) is a subring,
we may thus conclude that
R ⊂ A∗(0)(X) .
It remains to show that the cycle class map induces an injection
A∗(0)(X) → H
∗(X) .
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This is only non-trivial for A3(0)(X) := (π
6
X)∗A
3(X). However, the Ku¨nneth component π6X is
supported on X × C where C ⊂ X is a union of irreducible curves C = ∪Cj . The action of π
6
X
on A3(0)(X) ∩A
3
hom(X) (which is the identity) factors over ⊕A
0
hom(Cj) = 0. It follows that
A3(0)(X) ∩A
3
hom(X) = 0 ,
as requested. 
Remark 5.4. The curve classes ℓ1, ℓ2 ∈ A
3(X) play the role of the Beauville–Voisin distin-
guished 0-cycle oS =
1
24
c2(TS) ∈ A
2(S) on a K3 surface S [8]. Indeed, Corollary 5.3 implies
that
A1(X) · A2(X) ∈ A3(0)(X) = Q[ℓ1]⊕Q[ℓ2] ⊂ A
3(X) .
Remark 5.5. One can add more cycles to the subring R∗(X) of Corollary 5.3. For example,
let D ⊂ X denote the ramification locus of the double cover π : X → P2 × P2. Then D is
isomorphic to the Verra threefold Y ⊂ P2 × P2 (i.e., the branch locus). Hence,
Im
(
A1(D)→ A
3(X)
)
= Im
(
A1(Y )→ A
3(X)
)
⊂ Im
(
A3(P2 × P2)→ A3(X)
)
= Q[ℓ1]⊕Q[ℓ2] = A
3
(0)(X) ,
and so Im
(
A1(D)→ A
3(X)
)
may be added to the subring R∗(X).
The divisorD ⊂ X has behaviour akin to that of constant cycle subvarieties [23].
5.2. The Chow ring of Xm. More generally, one can consider the Chow ring of self-products
of X:
Corollary 5.6. Let X be a Verra fourfold, and let m ∈ N. Let R∗(Xm) ⊂ A∗(Xm) be the
Q-subalgebra
R∗(Xm) := 〈(pi)
∗A1(X), (pi)
∗A2(X), (pij)
∗(∆X), (pi)
∗cℓ(TX)〉 ⊂ A
∗(Xm) .
(Here pi : X
m → X and pij : X
m → X2 denote projection to the ith factor, resp. to the ith and
jth factor.)
The cycle class map induces injections
Rj(Xm) →֒ H2j(Xm)
in the following cases:
(1) m = 2 and j ≥ 5;
(2) m = 3 and j ≥ 9.
Proof. Theorem 4.3, in combination with Proposition 3.14, ensures that Xm has an MCK de-
composition, and so A∗(Xm) has the structure of a bigraded ring under the intersection product.
The corollary is now implied by the combination of the two following claims:
Claim 5.7. There is inclusion
R∗(Xm) ⊂ A∗(0)(X
m) .
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Claim 5.8. The cycle class map induces injections
A
j
(0)(X
m) →֒ H2j(Xm)
providedm = 2 and j ≥ 5, orm = 3 and j ≥ 9.
To prove Claim 5.7, we note that Ak(X) = Ak(0)(X) for k 6= 3, and c3(TX) is in A
3
(0)(X)
(Corollary 5.3), and so all Chern classes cℓ(TX) are inA
∗
(0)(X). The fact that∆X ∈ A
4
(0)(X×X)
is a general fact for any X with a self-dual MCK decomposition [46, Lemma 1.4]. Since the
projections pi and pij are pure of grade 0 [46, Corollary 1.6], and A
∗
(0)(X
m) is a ring under the
intersection product, this proves Claim 5.7.
To prove Claim 5.8, we observe that Manin’s blow-up formula [43, Theorem 2.8] gives an
isomorphism of motives
h(X) ∼= h(S)(1)⊕ 1⊕ 1(1) ⊕ 1(2) ⊕ 1(3) ⊕ 1(4) inMrat .
Moreover, we know from Lemma 4.13 that the correspondence inducing this isomorphism is of
pure grade 0.
In particular, taking Chow groups on both sides it follows that for anym ∈ N we have isomor-
phisms
Aj(Xm) ∼= Aj−m(Sm)⊕
4⊕
k=0
Aj−m+1−k(Sm−1)⊕
⊕
A∗(Sm−2)⊕
⊕
ℓ≥3
A∗(Sm−ℓ) ,
and this isomorphism respects the A∗(0)() parts. Claim 5.8 now follows from the fact that for any
surface S with an MCK decomposition, and anym ∈ N, the cycle class map induces injections
Ai(0)(S
m) →֒ H2i(Sm) ∀i ≥ 2m− 1
(this is noted in [52, Introduction], cf. also [33, Proof of Lemma 2.20]). 
5.3. Motives of isogenous Verra fourfolds.
Corollary 5.9. Let X,X ′ be two Verra fourfolds that are isogenous (i.e., there exists an isomor-
phism of Q-vector spaces H4(X,Q) ∼= H4(X ′,Q) compatible with the Hodge structures and
with cup product). Then there is an isomorphism of Chow motives
h(X)
∼=
−→ h(X ′) inMrat .
Proof. The assumption implies (actually, is equivalent to) the existence of a Hodge isometry
H4tr(X)
∼= H4tr(X
′) .
Let S, S ′ be twoK3 surfaces associated toX resp. X ′. Then, because the isomorphismH4tr(X)
∼=
H2tr(S)(1) is compatible with Hodge structure and with cup product (up to some universal non-
zero coefficient (cf. Remark 4.11)), there is also a Hodge isometry
H2tr(S)
∼= H2tr(S
′) .
The celebrated Huybrechts result [24, Theorem 0.2] then gives the existence of an isomorphism
of Chow motives h(S) ∼= h(S ′), and so in particular an isomorphism of Chow motives t2(S) ∼=
t2(S ′). One concludes by applying Theorem 4.8. 
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One has the following variant of Corollary 5.9:
Corollary 5.10. Let X be a Verra fourfold, let T be a K3 surface and assume there exists a
Hodge isometryH4tr(X,Q) ∼= H
2
tr(T,Q)(1) Then there is an isomorphism of Chow motives
t4(X)
∼=
−→ t2(T )(1) inMrat .
Proof. Let S be a K3 surface associated to X . As above, the Abel–Jacobi isomorphism (cf.
remark 4.11) gives a Hodge isometry
H2tr(S)
∼= H2tr(T ) .
Then Huybrechts’ result [24] allows to conclude there is an isomorphism of Chow motives
t2(S) ∼= t2(T ). Combined with the isomorphism of Theorem 4.8, this proves the corollary. 
Remark 5.11. The argument of Corollary 5.10 shows in particular the remarkable fact that any
Hodge isometry between a Verra fourfold and a K3 surface is induced by an algebraic cycle.
The same statement is known (but considerably more difficult to prove !) for integral Hodge
isometries between cubic fourfolds and K3 surfaces [3, Theorem 1.3].
5.4. Decomposition in the derived category. For a smooth projective morphism π : X → B,
Deligne [15] has proven a decomposition in the derived category of sheaves of Q-vector spaces
on B:
(18) Rπ∗Q ∼=
⊕
i
Riπ∗Q[−i] .
As explained in [55], for both sides of this isomorphism there is a cup product: on the right-hand
side, this is the direct sum of the usual cup-products of local systems, while on the left-hand side,
this is the derived cup product (inducing the usual cup product in cohomology). In general, the
isomorphism (18) is not compatible with these cup-products, even after shrinking the base B (cf.
[55]). In some rare cases, however, there is such a compatibility (after shrinking): this is the case
for families of abelian varieties [16], and for families of K3 surfaces [55] (cf. also [52, Theorem
4.3] and [19, Corollary 8.4] for some further cases).
Given the close link to K3 surfaces, it is not surprising that Verra fourfolds also have such a
multiplicative decomposition:
Corollary 5.12. Let X → B be a family of Verra fourfolds. There is a non-empty Zariski open
B′ ⊂ B, such that the isomorphism (18) becomes multiplicative after shrinking to B′.
Proof. This is a formal consequence of the existence of a relative MCK decomposition, cf. [52,
Proof of Theorem 4.2] and [19, Section 8]. 
This has the following concrete consequence, which is similar to a result for families of K3
surfaces obtained by Voisin [55, Proposition 0.9]:
Corollary 5.13. Let X → B be a family of Verra fourfolds. Let z ∈ Ar(Xm/B) be a polynomial
in (pullbacks of) divisors and codimension 2 cycles on X . Assume the fibrewise restriction z|b is
homologically trivial, for some b ∈ B. Then there exists a non-empty Zariski open B′ ⊂ B such
that
z = 0 inH2r
(
(X ′)m/B
′
,Q
)
.
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Proof. The argument is the same as [55, Proposition 0.9]. First, one observes that divisors di and
codimension 2 cycles ej on X admit a cohomological decomposition (with respect to the Leray
spectral sequence)
di = di0 + π
∗(di2) in H
0(B,R2π∗Q)⊕ π
∗H2(B,Q) ∼= H2(X ,Q) ,
ej = ej0 + π
∗(ej2) + π
∗(ej4) in H
0(B,R4π∗Q)⊕ π
∗H2(B)⊕2 ⊕ π∗H4(B) ∼= H4(X ,Q) .
We claim that the cohomology classes dik and ejk are algebraic. This claim implies the corollary:
indeed, given a polynomial z = p(di, ej), one may take B
′ to be the complement of the support
of the cycles di2, ej2 and ej4. Then over the restricted base B
′ one has equality
z := p(di, ej) = p(di0, ej0) inH
2r
(
(X ′)m/B
′
,Q
)
.
Multiplicativity of the decomposition ensures that (after shrinking the base some more)
p(di0, ej0) ∈ H
0(B′, R2r(πm)∗Q) ⊂ H
2r
(
(X ′)m/B
′
,Q
)
,
and so the conclusion follows.
The claim is proven for divisor classes di in [55, Lemma 1.4]. For codimension 2 classes ej ,
the argument is similar to loc. cit.: let h ∈ H2(X ) be an ample divisor class, and let h0 be the
part that lives in H0(B,R2π∗Q). One has
ej(h0)
4 = ej0(h0)
4 + π∗(ej2)(h0)
4 + π∗(ej4)(h0)
4 inH12(X ,Q) .
By multiplicativity, after some shrinking of the base the first two summands are contained in
H0(B′, R12π∗Q), resp. in H2(B′, R10π∗Q), hence they are zero as π has 4-dimensional fibres.
The above equality thus simplifies to
ej(h0)
4 = π∗(ej4)(h0)
4 inH12(X ,Q) .
Pushing forward to B′, one obtains
π∗(ej(h0)
4) = π∗
(
(h0)
4
)
ej4 = λ ej4 inH
4(B′) ,
for some λ ∈ Q∗. As the left-hand side is algebraic, so is ej4.
Next, one considers
ej(h0)
3 = ej0(h0)
3 + π∗(ej2)(h0)
3 + π∗(ej4)(h0)
3 inH10(X ,Q) .
The first summand is again zero for dimension reasons, and so
π∗(ej2)(h0)
3 = ej(h0)
3 − π∗(ej4)(h0)
3 ∈ H10(X ,Q)
is algebraic. A fortiori, π∗(ej2)(h0)
4 is algebraic, and so
π∗(π
∗(ej2)(h0)
4) = π∗
(
(h0)
4
)
ej2 = µ ej2 inH
2(B′) , µ ∈ Q∗ ,
is algebraic. 
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5.5. Finite-dimensionality, generalized Hodge conjecture.
Corollary 5.14. Let X be a Verra fourfold, and assume dimH2,2(X,Q) ≥ 20.
(i) X has finite-dimensional motive, in the sense of Kimura [29].
(ii) The generalized Hodge conjecture is true forXm,m ∈ N.
Proof. The assumption on X is equivalent to dimH4tr(X) ≤ 3. This means that any of the two
associated K3 surfaces S has dimH2tr(S) ≤ 3, and so the Picard number of S is ≥ 19. Since
K3 surfaces of Picard number 19 or 20 are either Kummer surfaces, or are related to Kummer
surfaces via a Shioda–Inose structure, they have finite-dimensional motive [41]. In view of
Theorem 4.8, this implies that X also has finite-dimensional motive.
As for (ii), the above can be restated as saying thatX ismotivated by an abelian surface, in the
sense of [4]. The generalized Hodge conjecture is known for self-products of abelian surfaces
[1, 7.2.2], [2, 8.1(2)]. This implies (via the argument of [4]) the generalized Hodge conjecture
for self-products of X . 
Remark 5.15. It is worth pointing out that for Verra fourfolds as in Corollary 5.14, the associated
double EPW quartic Z also has finite-dimensional motive. This follows from [11, Theorem
0.1], in view of the fact that Z is a moduli space of twisted stable sheaves on a K3 surface S
with ρ(S) ≥ 19. This argument actually shows that if the Verra fourfold has finite-dimensional
motive, then also the associated double EPW quartic has finite-dimensional motive. In order to
explain this “coincidence”, it would be interesting to find a motivic relation between X and Z,
similar to the relation between a cubic fourfold and its Fano variety of lines [34].
Acknowledgements. Thanks to a referee for helpful comments. Many thanks to papa and Ute for
hospitably receiving me in sunny Breskens (June 2018), where this note was conceived. Many
thanks to Jiji and Baba for their hospitality in mushiatsui Kokuryo¯ (August 2018), where this
note was completed.
REFERENCES
[1] S. Abdulali, Filtrations on the cohomology of abelian varieties, in: The arithmetic and geometry of alge-
braic cycles, Banff 1998 (B. Brent Gordon et al., eds.), CRM Proceedings and Lecture Notes, American
Mathematical Society Providence 2000.
[2] S. Abdulali, Tate twists of Hodge structures arising from abelian varieties, in: Recent Advances in Hodge
Theory: Period Domains, Algebraic Cycles, and Arithmetic (M. Kerr et al., eds.), London Mathematical
Society Lecture Note Series 427, Cambridge University Press, Cambridge 2016.
[3] N. Addington and R. Thomas, Hodge theory and derived categories of cubic fourfolds, Duke Math. J. 163
(2014), no. 10, 1885–1927.
[4] D. Arapura, Motivation for Hodge cycles, Adv. Math. 207 (2006), no. 2, 762–781.
[5] A. Beauville, Varie´te´s de Prym et jacobiennes interme´diaires, Ann. Sci. Ecole Norm. Sup. 10 (1977), no.
4, 309–391.
[6] A. Beauville, On the splitting of the Bloch–Beilinson filtration, in: Algebraic cycles and motives (J. Nagel
and C. Peters, editors), London Math. Soc. Lecture Notes 344, Cambridge University Press 2007,
32 ROBERT LATERVEER
[7] A. Beauville and R. Donagi, La varie´te´ des droites d’une hypersurface cubique de dimension 4, Comptes
Rendus Acad. Sci. Paris Se´r. 1 Math. 301 (1985), 703–706.
[8] A. Beauville and C. Voisin, On the Chow ring of a K3 surface, J. Alg. Geom. 13 (2004), 417–426.
[9] S. Bloch, Lectures on algebraic cycles, Duke Univ. Press Durham 1980.
[10] S. Bloch and V. Srinivas, Remarks on correspondences and algebraic cycles, Amer. J. Math. Vol. 105
(1983), no. 3, 1235–1253.
[11] T.-H. Bu¨lles, Motives of moduli spaces on K3 surfaces and of special cubic fourfolds,
arXiv:1806.08284v1,
[12] C. Camere, G. Kapustka, M. Kapustka and G. Mongardi. Verra fourfolds, twisted sheaves and the last
involution, to appear in Int. Math. Res. Not.,
[13] F. Campana, Connexite´ rationnelle des varie´te´s de Fano, Ann. Sci. E´cole Norm. Sup. (4) 25 (1992), no.
5, 539–545.
[14] F. Charles and E. Markman, The standard conjectures for holomorphic symplectic varieties deformation
equivalent to Hilbert schemes ofK3 surfaces, Comp. Math. 149 (2013), 481–494.
[15] P. Deligne, The´ore`me de Lefschetz et crite`res de de´ge´ne´rescence de suites spectrales, Inst. Hautes Etudes
Sci. Publ. Math. (1968), 259–278.
[16] C. Deninger and J. Murre, Motivic decomposition of abelian schemes and the Fourier transform, J. Reine
Angew. Math. 422 (1991), 201–219.
[17] W. Fulton, Intersection theory, Springer–Verlag Ergebnisse der Mathematik, Berlin Heidelberg New York
Tokyo 1984.
[18] L. Fu, R. Laterveer and Ch. Vial, The generalized Franchetta conjecture for some hyper-
Ka¨hler varieties (with an appendix joint with M. Shen), Journal de Math. Pures et Applique´es,
https://doi.org/10.1016/j.matpur.2019.01.018.
[19] L. Fu, Zh. Tian and Ch. Vial, Motivic hyperKa¨hler resolution conjecture: I. Generalized Kummer vari-
eties, arXiv:1608.04968.
[20] L. Fu and Ch. Vial, Distinguished cycles on varieties with motive of abelian type and the Section Property,
arXiv:1709.05644v2.
[21] B. van Geemen, Some remarks on Brauer groups ofK3 surfaces. Adv. Math., 197 (2005), no. 1, 222–247.
[22] F. Guille´n, V. Navarro Aznar, P. Pascal–Gainza and F. Puerta, Hyperre´solutions cubiques et descente
cohomologique, Springer Lecture Notes in Mathematics 1335, Springer–Verlag Berlin Heidelberg 1988.
[23] D. Huybrechts, Curves and cycles on K3 surfaces, with an appendix by C. Voisin, Algebr. Geom. 1 (2014),
no. 1, 69–106.
[24] D. Huybrechts, Motives of isogenousK3 surfaces, Comment. Math. Helvetici.
[25] A. Iliev, G. Kapustka, M. Kapustka and K. Ranestad, Hyperka¨hler fourfolds and Kummer surfaces, Pro-
ceedings of the LMS 115 (2017), no. 6, 1276–1316.
[26] B. Kahn, J. Murre and C. Pedrini, On the transcendental part of the motive of a surface, in: Algebraic
cycles and motives (J. Nagel and C. Peters, eds.), Cambridge University Press, Cambridge 2007.
[27] G. Kapustka, M. Kapustka and R. Moschetti, Equivalence of K3 surfaces from Verra fourfolds,
arXiv:1712.06958v2.
[28] S.-I. Kimura, On the characterization of Alexander schemes, Comp. Math. 92 (1994), no. 3, 273–284.
[29] S.-I. Kimura, Chow groups are finite dimensional, in some sense, Math. Ann. 331 (2005), 173–201.
[30] J. Kolla´r, Y. Miyaoka and S. Mori, Rational connectedness and boundedness of Fano manifolds, J. Dif-
ferential Geom. 36 (1992), no. 3, 765–779.
[31] Y. Laszlo, The´ore`me de Torelli ge´ne´rique pour les intersections comple`tes de trois quadriques de dimen-
sion paire, Invent. Math., 98 (1989), no. 2, 247–264.
[32] R. Laterveer, Algebraic varieties with small Chow groups, J. Math. Kyoto Univ. Vol. 38 (1998), no. 4,
673–694.
[33] R. Laterveer, Algebraic cycles on some special hyperka¨hler varieties, Rend. Mat. Appl. (7) 38 (2017), no.
2, 243–276.
ALGEBRAIC CYCLES AND VERRA FOURFOLDS 33
[34] R. Laterveer, A remark on the motive of the Fano variety of lines of a cubic, Ann. Math. Que´bec 41
(2017), no. 1, 141–154.
[35] R. Laterveer, A family of cubic fourfolds with finite-dimensional motive, J. Math. Soc. Japan 70 (2018),
no. 4, 1453–1473.
[36] R. Laterveer, J. Nagel and C. Peters, Complete intersections in varieties with finite-dimensional motive,
Q. J. Math. 70 (2019), no. 1, 71–104.
[37] R. Laterveer and Ch. Vial, On the Chow ring of Cynk–Hulek Calabi–Yau varieties and Schreieder vari-
eties, arXiv:1712.03070.
[38] J. Murre, On a conjectural filtration on the Chow groups of an algebraic variety, parts I and II, Indag.
Math. 4 (1993), 177–201.
[39] J. Murre, J. Nagel and C. Peters, Lectures on the theory of pure motives, Amer. Math. Soc. University
Lecture Series 61, Providence 2013.
[40] K. Paranjape, Cohomological and cycle-theoretic connectivity, Ann. of Math. 139 (1994), no. 3, 641–660.
[41] C. Pedrini, On the finite dimensionality of aK3 surface, Manuscripta Mathematica 138 (2012), 59–72.
[42] C. Pedrini, On the rationality and the finite dimensionality of a cubic fourfold, arXiv:1701.05743v1.
[43] T. Scholl, Classical motives. Motives (Seattle, WA, 1991), 163–187, Proc. Sympos. Pure Math., 55, Part
1, Amer. Math. Soc., Providence, RI, 1994.
[44] M. Shen, On relations among 1-cycles on cubic hypersurfaces, J. Algebraic Geom. 23 (2014), 539–569.
[45] M. Shen and Ch. Vial, The Fourier transform for certain hyperKa¨hler fourfolds, Mem. Amer. Math. Soc.
240 (2016), no. 1139, vii+163 pp.
[46] M. Shen and Ch. Vial, On the motive of the Hilbert cubeX [3], Forum Math. Sigma 4 (2016).
[47] Z. Tian and H. Zong, One-cycles on rationally connected varieties, Compos. Math. 150 (2014), no. 3,
396–408.
[48] B. Totaro, Chow groups, Chow cohomology, and linear varieties, Forum Math. Sigma 2 (2014), e17, 25
pp.
[49] G. Tyurina, Resolution of singularities of flat deformations of double rational points, Funkcional. Anal. i
Prilozˇen. 4 (1970), no. 1, 77–83.
[50] A. Verra, The Prym map has degree 2 on plane sextics, The Fano conference, 735–759, Univ. Torino,
Turin 2004.
[51] Ch. Vial, Projectors on the intermediate algebraic Jacobians, New York J. Math. 19 (2013), 793–822.
[52] Ch. Vial, On the motive of some hyperka¨hler varieties, J. Reine Angew. Math. 725 (2017), 235–247.
[53] A. Vistoli, Alexander duality in intersection theory, Comp. Math. 70 (1989), 199–225.
[54] C. Voisin, The´ore`me de Torelli pour les cubiques de P5, Invent. Math. 86 (1986), 577–601.
[55] C. Voisin, Chow rings and decomposition theorems for families of K3 surfaces and Calabi–Yau hyper-
surfaces, Geometry and Topology 16 (2012), 433–473.
[56] C. Voisin, The generalizedHodge and Bloch conjectures are equivalent for general complete intersections,
Ann. Sci. Ec. Norm. Supe´r. (4) 46, fascicule 3 (2013), 449–475.
[57] C. Voisin, Bloch’s conjecture for Catanese and Barlow surfaces, J. Differential Geometry 97 (2014),
149–175.
[58] C. Voisin, The generalizedHodge and Bloch conjectures are equivalent for general complete intersections,
II, J. Math. Sci. Univ. Tokyo 22 (2015), 491–517.
[59] C. Voisin, Chow Rings, Decomposition of the Diagonal, and the Topology of Families, Princeton Univer-
sity Press, Princeton and Oxford, 2014.
[60] C. Voisin, Unirational threefolds with no universal codimension 2 cycle, Invent. Math. 201 (2015), 207–
237.
[61] K. Yoshioka, Moduli spaces of twisted sheaves on a projective variety, in: Moduli spaces and arithmetic
geometry, volume 45 of Adv. Stud. Pure Math., pages 1–30, Math. Soc. Japan, Tokyo 2006.
34 ROBERT LATERVEER
INSTITUT DE RECHERCHE MATHE´MATIQUE AVANCE´E, CNRS – UNIVERSITE´ DE STRASBOURG, 7 RUE
RENE´ DESCARTES, 67084 STRASBOURG CEDEX, FRANCE.
E-mail address: robert.laterveer@math.unistra.fr
