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22.1
2.2
{
x[k + 1] = Ax[k] + Br[k], x[0] = x0
y[k] = Cx[k]
(2.1)
k ∈ Z+ = {0, 1, 2, · · · } x ∈ R
n
x0 y ∈ R r ∈ R
( )
z[k] = Lx[k] + Dr[k] ∈ Z ⊆ RNz , ∀k ∈ Z+ (2.2)
Z ⊆ RNz
Z = {z : Mz ≤m } (2.3)
M ∈ RNM×Nz ,m ∈ RNM (2.1)
2.1 A (|λi(A)| < 1, i = {1, · · · , Nx}) (L,A)
5
2.2. 6
2.2 r ∈ RNr zˆ(r)
zˆ(r) = Lxˆ(r) + Dr = 0. (2.4)
, L(I −A)−1B + D = 0 xˆ(r) = (I −A)−1Br.
2.2.1
(2.2) [27]
RG
2.1 r x0 = x[0] k = 0
(2.1) x[k; 0, x0, r] z[k; 0, x0, r] = Lx[k; 0, x0, r] + Dr
Ω∞(r) , {x0 : z[k; 0, x0, r] ∈ Z,∀k ∈ Z}.
2.1 k ≥ 0 x˜[k] , x[k; 0, x0, r]− xˆ(r) x˜0 , x0 − xˆ(r)
x˜[k + 1] = Ax˜[k] (2.5)
(2.2) zˆ = 0 x˜[k] = Akx˜0 z[k; 0, x0, r] = Lx˜[k] + zˆ(r) = LAkx˜0
Ω∞(r)
Ω∞(r)= {x˜0 + xˆ(r) : z[k; 0, x0, r] ∈ Z, ∀k ∈ Z}
= {x˜0 + xˆ(r) : LA
kx˜0 ∈ Z, ∀k ∈ Z}
= Ω¯∞(0) + xˆ(r), (2.6)
Ω¯∞(0) = {x˜0 : LA
kx˜0 ∈ Z, ∀k ∈ Z}. (2.7)
(2.2) (2.7)
Ω¯k(0) = {x˜0 :


MLA0
MLA1
.
.
.
MLAk

 x˜0 ≤


m
m
.
.
.
m

} (2.8)
2.2. 7
A kˆ Ω¯
kˆ
(0) = Ω¯
kˆ+1(0) = Ω¯∞(0)
(L,A) Z Ω¯∞(0)
[27] m > 0 , (2.8)
Ω¯∞(0) =
{
x˜0 :
1
mj
[ML]jA
kx˜0 ≤ 1
}
, (2.9)
(i, k) h>i,kx˜0 ≤ 1 Ω∞
Ω¯∞(0) = {x˜0 : h
>
i,kx˜0 ≤ 1, (i, k) ∈ SIK} (2.10)
j ∈ [1, · · · , NM ], k ∈ [1, · · · , kˆ] mj [ML]j
m ML j (2.10)
Ω¯∞(0) =
{
x˜0 : h
T
` x˜0 ≤ 1, ` ∈ [1, 2, · · · , N`]
}
, (2.11)
hT` =
1
mj
[ML]jA
k ∈ R1×Nx
2.2.2 r[k]
PSfrag replacements
r∗
RG
r[k]
Ks
Kr
r[k]
System
y[k]
x[k]
Fig. 2.1 Block diagram of control system using RG.
Fig. 2.1 (2.1) r∗
(2.1) r[k]
k ∈ Z j ≤ k x[k] ∈ Ω∞(r[j]) RG
r[k + 1]
r[k + 1] = λ¯(r∗ − r[k]) + r[k]. (2.12)
λ¯
λ¯ = max
λ∈[0,1]
λ
s.t. x[k]− xˆ
(
λ(r∗ − r[k]) + r[k]
)
∈ Ω¯∞(0) (2.13)
2.2. 8
(2.11) (2.13)
hT`
(
x[k]− xˆ(r[k]) + λ
(
xˆ(r[k])− xˆ(r∗)
))
≤ 1, ` = 1, 2, · · · , N` (2.14)
(2.13) λ¯
λ¯ = min
hT
`
[xˆ(r[k])−xˆ(r∗)]>0
λ`, (2.15)
λ` =
1− hT` [x[k]− xˆ(r[k])]
hT` [xˆ(r[k])− xˆ(r
∗)]
(2.16)
2.2.3
[18]
2.1 (2.1) x0
r∗ ∈ R (2.2)
J({r[k]}Nk=0;x0, r
∗) =
N∑
k=0
(|y[k] − r∗|2 + w2r |r[k]− r
∗|2) (2.17)
{r[k]}Nk=0
+
-
+
+
PSfrag replacements
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Fig. 2.2 Block diagram of the control system using outer feedback, where Ks = (I−A)−1B, Kr = Yˆ Qˆ
−1
and (εˆ, Qˆ, Yˆ ) is the optimal solution of (LMI 1).
(2.1) {r[k]}Nk=0
(Reference input Shaping[6] RS ) (2.1) 2
2.2. 9
O(n3N3)
nN r∗ x0 2
[43]
2.1 (LMI 1: Linear Matrix Inequality) (εˆ, Qˆ, Yˆ )
(LMI 1) :


min
ε,Q,Y
ε
subject to Q = QT , Q− I  0,
 Q (∗21)
T (∗31)T
(∗21) Q 0
(∗31) 0 εI

  0
∗21 = −(AQ + BY ) ∗31 = −(SQ + RY )
S = [C> 0 ]> R = [0 wr ]
> M  0 M
Fig. 2.2 Pˆ = Qˆ−1 Kr = Yˆ Pˆ
r[k] = Kr[x[k] − xˆ(r[k])] + r[k] (2.18)


x[k + 1] = A˜x[k] + B(I−KrKs)r
∗,
y[k] = Cx[k],
z[k] = L˜x[k] + D(I−KrKs)r
∗
(2.19)
A˜ = A + BKr, L˜ = L + DKr
x0 (2.1) (2.2)
J({r[k]}Nk=0;x0, r
∗) ≤ εˆ|x0 − xˆ(r
∗)|2 (2.20)
r[k] (2.18) (2.19) r[k] ≡ r∗
r0 x0 ∈ Ω∞(r0) x0 r
∗
λ ∈ [0, 1] r˜(λ) = λr∗+(1−λ)r0 x[0] = x0 ∈ Ω∞(r˜(λ0)),
λ0 = 0 RG RG x[k] (2.1)
rˆ[k] (2.2)
[27] rˆ[k−1] = r˜(λk−1), x[k−1] ∈ Ω∞(rˆ[k−1]) x[k]
2.3. 10
x[k] ∈ Ω∞(r˜(λ)), λ ∈ [λk−1, 1] λM λk = λM , rˆ[k] = r˜(λk)
Ω∞ λM ∈ [λk−1, 1] x[k+1] ∈ Ω∞(r[k])
(2.2)
+
-
+
+
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Fig. 2.3 Block diagram of the control system using outer feedback, where Kf = (I − A)−1B, Kr =
Yˆ Qˆ
−1
and (εˆ, Qˆ, Yˆ ) is the optimal solution of (LMI 1).
Fig. 2.3 r[k] = Kr[x[k]−xˆ(r˜)]+r˜ A˜ (2.19)
servo system zˆ(rˆ) = Lxˆ(rˆ)+Drˆ = 0
(2.19) e[k] = x[k]− xˆ(rˆ)
e[k + 1] = A˜e[k], z[k] = L˜e[k]
Ω∞(rˆ) = {e0 + xˆ(rˆ) : L˜A˜
ke0 ∈ Z, k ∈ Z+}
= Ω′∞(rˆ) + xˆ(rˆ)
Ω′∞(r˜) = {e0 : L˜A˜
ke0 ∈ Z, k ∈ Z+}
rˆ Ω′∞(rˆ) = Ω
′
∞(0)
r[k] 2.2.2
(2.13) Ω¯∞(0) Ω′∞(0)
2.3
33.1
[54, 62, 65, 66, 67, 68]
[18, 27, 43, 44]
[43]
[54]
( ) Ts
(FFSC)[66] FSC[67] 10[track]
0.538[ms] 0.496[ms]
11
3.2. 12
3.2
(Hard Disk Drives HDD)
[54, 55] [54]
(Ver.2)
HDD Pf (t) 100kTPI (Tracks Per Inch) 3.5inch
HDD Fig. 3.1 HDD
uf (t) (VCM) [A] yf (t)
[track]
PSfrag replacements
uf (t)
e−Td·s
[A]
Kf
[N ]
1
m [m/s2]
Pmech
[m]
1
Tp
yf (t)
[track]
Fig. 3.1 Block diagram of the plant.
Table.3.1 Parameters of plant.
(Ver.2)
Td 1.0 ×105 [s]
Kf 1.0 [N/A]
m 1.0 ×10−3 [kg]
Tp 2.54 ×10−7 [m]
HDD Pf (s)
Pf (s) = KpPmech(s)e
−Td·s, Kp =
Kf
mTp
. (3.1)
Kp Td Table.3.1 Pmech(s)
Pmech(s) =
1
s
+
7∑
i=2
Ai
s2 + 2ζiωis + ω
2
i
ωi = 2pifi (3.2)
fi ζi (i = 5, 6, 7) Ai Table.3.2
Table.3.3 254 (54 = 6 × 3 × 3)
18
3.3. 13
Table.3.2 Parameters of Pmech.
i fi[Hz] ζi Ai
2 3000 0.01 −0.01
3 4100 0.03 −1.0
4 5000 0.01 0.3
5 7000 0.01 −1.0
6 12300 0.005 1.0
7 16400 0.005 −1.0
Table.3.3 Variation range of parameters of Pmech.
fi Min[%] Max[%]
f2 −2 +1
f3 −5 +2.5
f4,5,6,7 −2 +0.5
A2,4 −200 +0
A3 −0 +20
ζ5,6,7 −50 +100
[54]
1.
2. 10[track]
3. ±0.1[track]
4. |uf [k]| ≤ 0.1[A]
3.3
3.3.1
Pm(s)
Pm(s) =
Kp
s2
Kp =
Kf
mTp
(3.3)
Cm(s)
Cm(s) = Km
αms + 2piFm
s + αm2piFm
(3.4)
Km = 5.67× 10
−4 αm = 2.65× 10
2 Fm = 42.11
Pm(s) Cm(s) Ts = 3.7879× 10
−5[s]
3.3. 14
(2.1) {
x[k + 1] = Ax[k] + Br[k], x[0] = x0
y[k] = Cx[k]
(3.5)
2.1 2.2 k ∈ Z+ =
{0, 1, 2, · · · } x ∈ Rn x0 y ∈ R
r ∈ R 2
(2.2) (2.3) z u |u[k]| ≤ 0.1
Nc = 2 h1 = 10 h2 = −10
1)
Fig. 3.2
+
-
+
+
+
-
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T
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T
xc[k] xp[k]
Cm
yf [k]
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Cf
Nf Pf
u[k]e[k]
uf [k]
saturation
Fig. 3.2 Block diagram of the control system using the reference governor with outer feedback and the
model following control.
Pm(z) Pf (z)
2.1.3
r[k] y[k] (3.5) Fig. 3.2 Kf = (I−A)−1B
Kr 2.1 (LMI 1)
(εˆ, Qˆ, Yˆ ) Kr = Yˆ Qˆ
−1
Kf = 10
−3 × [0.52 0 0]T
Kr = [−551.67 − 336.93 2.35]
3.3. 15
Nf (z) Pf (z)
Nf (s) =
7∏
i=2
s2 + di2ζiωis + ω
2
i
s2 + 2ζiωis + ω2i
(3.6)
ωi = 2pifi ζi di
Table.3.4
Table.3.4. Parameters of notch filter.
i fi[Hz] ζi di
2 3000 0.56 0.77
3 4100 0.3 0.11
4 5000 0.2 0.18
i fi[Hz] ζi di
5 7000 0.4 0.10
6 12300 0.5 0.18
7 16400 0.5 0.18
103 104 105
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M
ag
ni
tu
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Bode Diagram
Frequency  (rad/sec)
nominal plant
full−order plant
full−order plant + notch filter
Fig. 3.3 Open-loop characteristics with and without notch filter.
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Fig. 3.4 Input u[k] and output y[k] of nominal plant Pm using RS or RG with outer feedback Kr.
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Fig. 3.5 Input u[k] and output yf [k] of full-order plant Pf and its enlargement using RG with feedback Kr
from 0[track] to 10[track] when using sampling period Ts.
3.4. 18
0.42[ms]
u[k]
Matlab(R2007b)
Fig. 3.4 (3.5) RS
Fig. 3.4
Fig. 3.5 Pf uf [k] yf [k] Fig. 3.5
Ts
Pf (a) u[k]
(c) (b)
yf [k] 0.09[track]
yf [k] 0.496[ms] (FFSC)[66]
FSC[67] 0.538[ms] 8%
3.4
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3
2 [86]
2
2
[43]
[54] (
)
2
[54, 68, 78, 87].
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4.2. 20
3
4.2
2 [86]
2
[43]
[54] ( )
4.2.1 2
(3.3) Pm(s) Ts = 3.7879 × 10−5[s]
{
xp[k + 1] = Apxp[k] + Bpu[k], xp[0] = xp0
y[k] = Cpxp[k]
(4.1)
k ∈ Z+ = {0, 1, 2, · · · } xp ∈ R
n xp0
y ∈ R u ∈ R
J =
∞∑
k=0
{eT [k]Qpe[k] + u˜T [k]Rpu˜[k]} (4.2)
4.2. 21
e[k] = rˆ − y[k], u˜[k] = u[k]− uˆ x˜p = xp[k]− xˆp(rˆ)[
xˆp
uˆ
]
=
[
Ap − I Bp
Cp 0
]−1 [
0
I
]
rˆ
J u˜[k]
u˜[k] = −(Rp + BTp PpBp)
−1BpP Tp Apx˜p. (4.3)
Pp Riccati
Pp = CTp QpCp + A
T
p PpAp −A
T
p PpBp(Rp + B
T
p PpBp)
−1BTp PpAp
(4.3) u[k]
u[k] = F0xp[k] + H0r (4.4)
F0 = −(Rp + BTp PpBp)
−1BpP Tp Ap H0 = −{Cp(Ap− I + BpF0)
−1Bp}
−1
xp[k + 1] = (Ap + BpF0)xp[k] + BpH0rˆ
y[k] = Cpxp[k] (4.5)
[86] Om
zˆ[k + 1] = (Ap − LˆCp)zˆ[k] + Bpu[k] + Lˆy[k]
xp[k] = zˆ[k] (4.6)
Lˆ = [0.0001; 0]
HDD
Fig. 4.1 2
e[k]
w[k + 1] = w[k] + e[k] (4.7)
w[k] xp[k + 1]− xp[k] = (Ap − I + BpF0)xp[k] + BpH0r
e[k] = Cp(Ap − I + BpF0)
−1{xp[k + 1]− xp[k]} (4.8)
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Fig. 4.1. Block diagram of the control system using the reference governor with outer feedback and 2DOF.
w[k] = w[0] − F1{xp[k]− xp[0]} (4.9)
F1 = Cp(Ap − I + BpF0)
−1 w[0]
k = 0 w[k]
s[k]
s[k] = w[k] + F1xp[k]− F1xp[0] − w[0] (4.10)
s[k] = 0
[
xp[k + 1]
w[k + 1]
]
︸ ︷︷ ︸
x[k+1]
=
[
Ap + Bp(F0 + GF1) BpG
−Cp I
]
︸ ︷︷ ︸
A
[
xp[k]
w[k]
]
︸ ︷︷ ︸
x[k]
+
[
BpH0
I
]
︸ ︷︷ ︸
B
r
−
[
BpG
0
]
{w[0] + F1xp[0]}
y[k] = [Cp 0]︸ ︷︷ ︸
C
[
xp[k]
w[k]
]
︸ ︷︷ ︸
x[k]
(4.11)
4.2. 23
G = (F1Bp)
−1(M − I) (4.12)
M x0 = [xp[0];w[0]]
(4.11) r[k] = rˆ Le[k] + zˆ(rˆ)
MAS Ω∞(rˆ0) = Ω′∞(0) + xˆ(rˆ0)
x0 ∈ Ω∞(rˆ0) Fig. 4.1 RG x[k]
λ[k] = max{λ ∈ [0, 1] : x[k] − xˆ(λ(r∗ − r0) + r0) ∈ Ω
′
∞(0)} λ[k]
rˆ[k] = λ[k](r∗ − r0) + r0
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Fig. 4.2. Input u[k] and output y[k] of nominal plant Pm using RS or RG with outer feedback Kr.
k0 rˆ[k0] = r
∗ x[k0] ∈ Ω∞(r
∗)
4.2. 24
rˆ[k] = r∗ (2.18) {r[k]} k0
x[k0] 2.1
Fig. 4.2
Pm u[k] y[k] y[k]
0.42[ms]
u[k]
Matlab(R2007b)
(4.11) RS
Fig. 4.2
4.2.2
[54]
Fig. 4.1 Pf (z) (3.1)
(3.2) Ts/10 ’zoh’ (Matlab
c2d ) Pf (s)
Ts/10
Pf
Fig. 4.1 Kf = (I−A)−1B
Kr 2.1(LMI 1) (εˆ, Qˆ, Yˆ ) Kr = Yˆ Qˆ−1
Kf = 10
−3 × [0.52 0 0]T Kr = [−551.67 − 336.93 2.35]
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Fig. 4.3. Input uf [k] and output yf [k] of full-order plant Pf using RG with feedback Kr and 2DOF from
0[track] to 10[track].
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Fig. 4.4. Input uf [k] and output yf [k] of full-order plant Pf using RG with feedback Kr and 2DOF from
0[track] to 100[track].
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Fig. 4.5 Block diagram of model following control scheme.
4.3. 28
Cm(s)
Cm(s) = Km
αms + 2piFm
s + αm2piFm
, (4.13)
Km = 1.5× 10
−6 αm = 6632 Fm = 10.56
Pf (s) Pm(s)
C1(s) ( + )
C1(s) =
1 + T1s
1 + αT1s
7∏
j=3
s2 + dj2ζ
′
jωjs + ω
2
j
s2 + 2ζ ′jωjs + ω
2
j
, (4.14)
T1 = 0.00005, α = 0.6 ωj = 2pif
′
j . f
′
j , ζ
′
j , dj
Table 3.1
Table.3.1 Design parameters of notch filters in C1(s).
j f ′j [Hz] ζ′j dj
3 3950 0.25 0.1259
4 5000 0.8 0.1
5 7000 0.8 0.1
6 12300 0.5 0.1
7 16400 0.5 0.18
Cm(s) C1(s) Ts = 3.7879× 10
−5 [s] Matlab ’c2d’
Pm(s) Pf (s) Ts Matlab ’zoh’
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Fig. 4.6 Frequency responses of Pm(z) (dashed-line) and Pf (z)C1(z) (solid-lines) for 18 perturbed plants.
4.3. 29
Fig. 4.5 Matlab ’dhfsyn’
H∞ Cf (z) Cf (z) = (0.01429z
5 − 0.04112z4 +
0.0394z3 − 0.01257z2 − 3.208 · 10−16z + 1.179 · 10−28)/(z5 − 1.385z4 − 0.9307z3 + 0.3753z2 +
0.01925z − 4.535 · 10−17)
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Fig. 4.7 Response y (dashed-line), yf (solid-lines) of Fig. 4.5 and step responses yf (doted-lines) without MFC.
Fig. 4.7 yf (i.e., Fig. 4.5 yf )
(i.e.,Fig. 4.5
y u r 0 )
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4.4
Fig. 4.5 r y Hyr r yf Hyfr
Hyr =
PmCm
1 + PmCm
, (4.15)
Hyf r =
CmPfC1 + PmCmPfC1Cf
(1 + PmCm)(1 + PfC1Cf )
, (4.16)
Hyf r
Hyfr = H1 ·H2, (4.17)
H1 =
C1PfCm
1 + PmCm
, H2 =
1 + PmCf
1 + PfC1Cf
. (4.18)
H1 H2 Fig. 4.8 Fig. 4.9 Fig. 4.8 H1
Hyr Fig. 4.7
yf Fig. 4.9 H2
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Fig. 4.8 Frequency responses of Hyr (dashed-line) and H1 (solid-lines) for 18 perturbed plants.
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Fig. 4.10
C2 Hyfr
H˜yfr = H1H˜2. (4.19)
H˜2 =
1 + PmC2Cf
1 + PfC1Cf
(4.20)
C2 |Pm(jω)C2(jω)Cf (jω)| ≥ 0.1
C2Pm PfC1
1 + PmC2Cf 1 + PfC1Cf
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Fig. 4.10 Block diagram of modified model following control scheme.
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Fig. 4.12 Output yf ’s in Fig. 4.5 (dotted-lines) and in Fig. 4.10 (solid-lines).
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[3, 5]
(Model Predictive Control MPC ) [10] [7]
(Reference input Governor RG ) [27, 31]
( HDD )
(a)
(b)
(c)
(d) (e)
[62, 67, 70]
MPC
35
5.2. 36
RG
[68, 77]
MPC RG
RG
K1
K2
HDD
HDD
0.5
HDD
5.2
5.2.1 HDD
[54] 2.8
HDD
[69]
Pa(s) =Kp
(
1
s(s(Lfs + Rf ) + KpKe)
+
7∑
i=2
Ai
s2 + 2ζiωis + ω2i
)
e−Td·s
[54]
Pa(s)
Pm(s)
Lf = 0.0012, Rf = 0.8,Ke = 5.0× 10
−9
[54, 55]
HDD
5.2. 37
1. (
)
2. |uf (t)| ≤ uf,max = 1.3[V ]
3. HDD |vf (t)| ≤ vf,max = 1 [m/s] = 3.937 × 106[track/s]
18
18
HDD
±0.1[track]
5.2.2
Fig. 5.1
Pa(s) Pa(z)
Fig. 5.1
( HDD ) y[k] (FF) u[k]
Fig. 5.1 Nf |PaNf | |Pm|
( ) Cf H∞
Fig. 5.1
Ks Cf Nf
• Ks = (I−A)
−1B = [0.00052019 0 0]T
• Cf (z) = (0.001892z
8−0.003386z7+0.00313z6−0.003356z5+0.002054z4−0.0008156z3+
0.0004821z2)/(z8 − 2.741z7 + 2.671z6 − 0.7965z5 − 0.3247z4 + 0.2102z3 − 0.01719z2 −
0.001493z)
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Fig. 5.1 Block diagram of the proposed control system using a gain scheduled RG and model following
control scheme.
• Nf (z)
Nf (z) =
7∏
j=2
ajz
2 + bjz + cj
z2 + djz + ej
(5.1)
Table 5.1
Table 5.1 Design parameters of the notch filter.
j aj bj cj dj ej
2 0.9337 −1.318 0.8091 −1.327 0.7516
3 0.8375 −0.9201 0.8039 −0.9425 0.6638
4 0.802 −0.5917 0.7901 −0.6209 0.6213
5 0.5602 0.1058 0.5527 −0.04506 0.2637
6 0.4179 0.8166 0.4178 0.5561 0.09614
7 0.3773 0.5442 0.3747 0.276 0.02018
Fig. 5.1 × r
yf
Hyfr(z) =
PaNfCm
1 + PnCm
H2(z), H2(z) =
1 + PnN
′
fCf
1 + PaNfCf
5.2. 39
N ′f [68] H2(z) ≈ 1
[77]
5.2.3
Pn
 x1[k + 1]x2[k + 1]
x3[k + 1]

=

 0.9751 −0.0005992 00.0383 1 0
0.001492 0.07758 1



 x1[k]x2[k]
x3[k]

+

 0.03830.000746
0.00001933

u[k](5.2)
y[k]= (0 0 1528)

 x1[k]x2[k]
x3[k]

 (5.3)
xp = [x1 x2 x3]
> x1 x2 = v
x3 Cm{
xc[k + 1] = 0.9628 xc[k] + 0.1250 e[k]
u[k] = −0.1430 xc[k] + 0.4908 e[k]
(5.4)
e[k] = r[k]− y[k] (5.2),(5.3), (5.4)
{
x[k + 1] = Ax[k] + Br[k], y[k] = Cx[k] (5.5)
x = [x>p xc]
> ∈ Rn, n = 4, r ∈ R, y ∈ R xp = [x1 x2 x3]
> Pn
xc Cm (A,B)
5.2.1 uf vf HDD
(34 Pa(s)
) RG
uf vf
u v = x2
u v uf vf
Fig. 5.2 Fig. 5.5
uf vf u v
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Fig. 5.2 Left: the input u(t) of nominal model Pn, where t = kTs. Right: the input uf (t) of 18 full-order
plants Pa, where t = kTs. Here we using RG and single outer feedback K1 under constraints |u| ≤ 1.3,
|v| ≤ 1.0.
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Fig. 5.3 Left: the velocity v(t) of nominal model Pn, where t = kTs. Right: the velocity vf (t) of 18
full-order plants Pa, where t = kTs. Here we using RG and single outer feedback K1 under constraints
|u| ≤ 1.3, |v| ≤ 1.0.
5.2. 41
u v
|u| ≤ umax = 1.1 < 1.3 = uf,max,
|v| ≤ vmax = 0.98 < 1.0 = vf,max
z = [u x2]
T = Lx + Du ∈ RNz , Nz = 2 (5.6)
h>1 = [1/umax 0], h2 = −h1, h
>
3 = [0 1/vmax], h4 = −h3
z[k] ∈ Z = {z : h>j z ≤ 1, j = 1, 2, 3, 4} (5.7)
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Fig. 5.4 Left: the input u(t) of nominal model Pn, where t = kTs. Right: the input uf (t) of 18 full-order
plants Pa, where t = kTs. Here we using RG and single outer feedback K1 under constraints |u| ≤ 1.1,
|v| ≤ 0.98.
Fig. 5.1 Servo System Cm A
Fig. 5.1 r[k] = r˜( )
xˆ(r˜) = Ksr˜, Ks = (I− A)
−1
B
Fig. 5.1 K1 K2
Ki r[k] = Ki(x[k]−Ksrˆ[k]) + rˆ[k] FF


x[k + 1] = A˜ix[k] + B(I−KiKs)rˆ[k],
y[k] = Cx[k],
z[k] = L˜ix[k] + D(I−KiKs)rˆ[k]
(5.8)
5.3. 42
A˜i = A+BKi, L˜i = L+DKi Ki ∈ {K1,K2}
A˜i
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Fig. 5.5 Left: the velocity v(t) of nominal model Pn, where t = kTs. Right: the velocity vf (t) of 18
full-order plants Pa, where t = kTs. Here we using RG and single outer feedback K1 under constraints
|u| ≤ 1.1, |v| ≤ 0.98.
5.3
5.3.1
Fig. 5.1 Ki ∈ {K1,K2} LMIi (i=1,2)
[43, 76]
(LMIi) :


min
εi,Qi,Yi
εi
subject to Qi = QTi , Qi − I  0,
 Qi (∗21)
T (∗31)T
(∗21) Qi 0
(∗31) 0 εiI

  0,
∗21 = −(AQi + BYi), ∗31 = −(SiQi + RiYi), Si = [C> 0 (WziL)T ]>,
Ri = [0 wri (WziD)T ]
>
, Wzi = diag(wui, wx2i)
5.1 [43, 44] LMIi (εˆi, Qˆi, Yˆ i) Pˆ i = Qˆ
−1
i , Ki = Yˆ iPˆ i
A˜i = A + BKi
A˜Ti PiA˜i − Pi +
1
εi
(Si + RiKi)T (Si + RiKi) ≺ 0
x[k0] = x˜ ∈ Ω∞,i(r
∗) (5.8)
5.3. 43
rˆ[k] = r∗, k ≥ k0
∞∑
k=k0
(|y[k]− r∗|2 + w2ri|r[k]− r
∗|2 + |z[k] − zˆ|2Wzi) ≤ εˆi|x[k0]− xˆ(r
∗)|2 (5.9)
|z|2Wzi , (Wziz)
T (Wziz)
(LMI1) u x2
K1 wr1 = 0.01, wu1 = 1200 wx21 = 1200
K1 = [−4.6 − 8.3 1525 3] (LMI2) Pn Pa
y r∗ Fig. 5.9 Fig. 5.12 u 0
wu2
x2 wx22
wr2 = 0.1, wu2 = 150 wx22 = 1200 K2 = [−10.7 − 35.5 1507.2 3]
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Fig. 5.6 Left: Ω∞,1(0) ∩ {x : xc = 0} (white region) and Ω∞,2(0) ∩ {x : xc = 0} (gray region). Right:
Output y(t) when using RG with outer feedback Ki = K1(dashed line) or Ki = K2 (solid line), where
t = kTs.
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Fig. 5.7 Left: the input u(t) of nominal model Pn, where t = kTs. Right: the input uf (t) of 18 full-order
plants Pa, where t = kTs. Here we using RG and single outer feedback K1 (Solid line) or single outer
feedback K2 (dashed line).
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Fig. 5.8 Left: RG with single outer feedback K1 determines the trajectory of velocity v(t) of nominal
model Pn, where t = kTs. Right: RG with single outer feedback K2 determines the trajectory of velocity
v(t) of nominal model Pn, where t = kTs.
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Fig. 5.9 Left: the output yf (t) of 18 full-order plants Pa, where t = kTs. Right: the largement of outputs
uf (t) of 18 full-order plants Pa, where t = kTs. Here we using RG and single outer feedback K1 (Solid
line) or single outer feedback K2 (dashed line).
5.3.2
[36, 76]
x[k] Ω∞,2(r
∗) K1 K2
Fig. 5.10 Fig. 5.11 Fig. 5.10 Ω∞,1(0) Ω∞,2(0) xc = 0
Fig. 5.11( ) Fig. 5.11( )
5.3. 46
FF u(t)
HDD
Fig. 5.12 18 yf (t)
−2 0 2 4 6 8 10
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
PSfrag replacements
x1
x
2
Fig. 5.10 Gain scheduled RG determines the trajectory of velocity v(t) of nominal model Pn using switch
scheme in [44], where t = kTs.
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Fig. 5.11 Left: the input u(t) of nominal model Pn, where t = kTs. Right: the input uf (t) of 18 full-order
plants Pa, where t = kTs. Here we switch the gain from K1 to K2 once x[k] arrives at Ω∞,2(r∗).
[83] x[k] ∈ Ω∞,2(r∗)
HDD D′r Vsw
|y[k] − r∗| ≤ D′rV
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Fig. 5.12 Left: the velocity y˙f (t) of 18 full-order plants Pa, where t = kTs. Right: the outputs yf (t)
of 18 full-order plants Pa, where t = kTs. Here we switch the gain from K1 to K2 when x[k] arrives at
Ω∞,2(r
∗) [44].
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Ki = K1 k1 x[k] ∈ Ω∞,1(r
∗)
Fig. 5.1 rˆ[k] = r∗ Ki = K1
x[k] (k ≥ k1) Ω∞,1(r∗) xˆ(r∗)
(5.3) y[k] y[k] = Cpxp[k] e[k] = r[k] − y[k] = r[k] − Cpxp[k]
(5.4) u[k] u[k] = Cuxc[k] + Due[k] u[k] =
Lux[k] + Dur[k], Lu =
[
−DuCp Cu
]
Cu = −0.1430, Du = 0.4908
Fig. 5.1 rˆ[k] = r∗ Ki = K1 Ki = K2
r[k] = Ki(x[k]− xˆ(r
∗)) + r∗
u[k] = Lux[k] + Du[Ki(x[k] − xˆ(r
∗)) + r∗] (5.10)
kS (Ki = K1)
u[kS ] u(kS ;K1)
u(kS ;K1) = Lux[kS ] + Du[r
∗ + K1(x[kS ]− xˆ(r
∗))],
(Ki = K2) u[kS ] u(kS ;K2)
u(kS ;K2) = Lux[kS ] + Du[r
∗ + K2(x[kS ]− xˆ(r
∗))]
Du = 0.4908 6= 0 u[kS ] u(kS ;K1) =
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(K1 −K2)(x[kS ]− xˆ(r
∗)) = 0 (5.11)
H
H = {x : (K1 −K2)(x− xˆ(r
∗)) = 0} (5.12)
H xˆ(r∗)
x[kS ] ∈ Ωˆ = Ω∞,1(xˆ(r
∗)) ∩ Ω∞,2(xˆ(r
∗)) (5.13)
Ω∞,1(xˆ(r
∗)) Ω∞,2(xˆ(r
∗)) xˆ(r∗)
Ωˆ 6= ∅ xˆ(r∗) ρ0
S[xˆ(r∗); ρ0] = {x : |x − xˆ(r
∗)|2 ≤ ρ0} ⊆ Ωˆ | · |2
A˜1 = A + BK1 rˆ[k] = r
∗
Ki = K1 x[k] (k ≥ k1) xˆ(r∗) ρ1 < ρ0
k2 k ≥ k2 x[k] ∈ S[xˆ(r
∗); ρ1] ⊆ Ωˆ
(5.13) kS
Ki = K1 x[k] xˆ(r
∗)
x[k] H H xˆ(r∗)
Ki = K1
x[k] H xˆ(r∗)
x[k] xˆ(r∗) xˆ(r∗)
x[k] |x[k]− xˆ(r∗)|2 H
(5.11) (5.13) kS
(5.11) kS Ki =
K1 x[kS−1], x[kS ] ∈ Ωˆ (K1−K2)(x[kS−1]−xˆ(r
∗)) (K1−K2)(x[kS ]−xˆ(r
∗))
kS (K1 −K2)(x[kS ] − xˆ(r
∗)) 0 kS
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Fig. 5.14 Left: the input u(t) of nominal model Pn, where t = kTs. Right: the input uf (t) of 18 full-order
plants Pa, where t = kTs. Here Ki is switched at tsw in (5.12).
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Fig. 5.15 Left: the velocity y˙f (t) of 18 full-order plants Pa, where t = kTs. Right: the outputs yf (t) of
18 full-order plants Pa, where t = kTs. Here Ki is switched at tsw in (5.12).
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Fig. 5.16 Left: the reference input r∗(t), where t = kTs. Right: the outputs yf (t) of 18 full-order plants
Pa, where t = kTs. Here Ki is switched at tsw in (5.12).
Fig. 5.16 r∗ 18 Pa yf (t) Fig. 5.17
uf (t) y˙(t) yf (t)
output=5000[track] (upper:left), output=65000[track] (upper:right) and
output=35000[track] (lower) Fig. 5.18
5.5. 52
0 10 20 30 40 50 60 70 80 90 100
−1.5
−1
−0.5
0
0.5
1
1.5
 
 
PSfrag replacements
u
f
(t
)
t[ms]
0 10 20 30 40 50 60 70 80 90 100
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
 
 
PSfrag replacements
y˙
f
(t
)
t[ms]
Fig. 5.17 Left: the input uf (t) of 18 full-order plants Pa, where t = kTs. Right: the outputs yf (t) of 18
full-order plants Pa, where t = kTs. Here Ki is switched at tsw in (5.12).
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Fig. 5.18 Left: enlargement of output=5000[track]. Middle: enlargement of output=65000[track]. Right:
enlargement of output=35000[track]. Here Ki is switched at tsw in (5.12).
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(LMIi) wx2i [76] MAS
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(Model Predictive Control MPC ) [12, 13]
(Reference input Governor RG )[14, 27, 43, 44, 45]
MPC
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(Maximal output Admissible Set
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6.2. 56
⊕{· · · } {· · · } ⊕{−0.2, 0.3, 0.8, −
0.9, pi, 0} = {0.3, 0.8, pi}.
6.2
x0 r0 xˆ(r0) x0 ∈ Ω(r0)
r∗
y(k) = Cx(k) r∗ r(k)
x(k) [x(k)− xˆ(λr∗ + (1− λ)r0)] ∈ Ω¯∞, λ ∈ [0, 1] λ
λk r(k) r(k) = λkr
∗ + (1− λk)r0
r0 = 0 xˆ(r
∗) xˆ∗ (2.10) SIK NS
λk NX NS
NS NS λk
NS Ω¯∞ 0
E0[88] Ω¯∞ λk
(x(k)− λxˆ∗) ∈ E0, λ ∈ [0, 1] λ Q
E0 E0 = {x : (Qx)
>(Qx) ≤ 1} λk
|xˆ∗|22λ
2 + 2x(k)>xˆ∗λ + |x(k)|22 ≤ 1, 0 ≤ λ ≤ 1 (6.1)
λk NX 1 NX + 3
λk NX  NS
(5.5)
A =
[
0.96 0.05
−0.031049 0.80322
]
, B =
[
0
0.01
]
C =
[
1 0
]
, L =
[
−4 5
]
, D = 0
M =
[
1 −1
]>
, m =
[
1 1
]>
, x0 = 0
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Fig. 6.1, Fig. 6.2 Ω¯∞ (E0) r(k) y(k)
z(k) ( ) Ω¯∞(E0) r(k)
tk = k · Ts, Ts = 0.01[s] Fig. 6.1 E0
y(k) r∗ = 10 Fig. 6.2 E0
z 1
6.3. 58
-0.1 -0.05 0 0.05 0.1 0.15
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
PSfrag replacements
Ω¯∞
E0
h1,0
h2,0
h1,1
h2,1
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Fig. 6.3 x(k)− xˆ(r(k)) Ω¯∞ E0
◦ Ω¯∞ λk x(k)− xˆ(r(k))
r(k) = λkr
∗ ◦ 9.94[s] Ω¯∞
Ω¯∞ ◦ h
>
1,0x = 1 z = 1
h>1,1x = 1 z 1 1
Fig. 6.2, Fig. 6.3 Fig. 6.3 ( ) h>1,0x = 1
h>1,1x = 1 ◦
9.87[s] ∗ E0
λk x(k) − xˆ(r(k)) 11.9[s] E0
E0 z(k) ∈ Z (
|z(k)| ≤ 1) h>j,0[x− xˆ(rˆ)] = 1, j = 1, 2
E0 E0 λk
6.3
6.3. 59
(2.16) λ` h` h¯ (2.15)
λ¯ Table.1 k = 0, 1, 2, · · · h¯ Ω¯∞(0)
i ∈ {1, 2, · · · , N`} hi hi+1 ↔
h0 ↔ h1 h1 ↔ h2
Table.1 In (2.15), optimal h¯ at time k.
Time k 0 1 2 3 4 5 6 · · ·
h¯ h1 h1 h2 h2 h4 h7 h9 · · ·
Table.1
(a). k h¯ k + 1 h¯ 1 h¯ h1
0 h¯ 2 h¯ h2, 1 h1
4 h¯ h4, 3 h2 h2 ↔ h3 ↔ h4 5 h¯ h7
4 h4 h4 ↔ h5 ↔ h6 ↔ h7
(b). k λ¯ h¯
λ` h` 2 λ2 ≤ λ1 λ2 ≤ λ3
4 λ4 ≤ λ5 λ4 ≤ λ3
(2.15)
Ω¯∞(0) h` k k + 1
h`
λ¯
Ω¯∞(0)
6.3.1 MAS
S+(h`) = {x : hT` x ≥ 1} S−(h`) =
{x : hT` x ≤ 1}
Ω¯∞(0) N` S−(h`) ` = 1, 2, · · · , N`
H(h`) = {x : h
T
` x = 1}
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Fig. 6.5. Data structure of cuboid, i.e., 1 denote denotes node x1, 24 denotes edge between node x2 and node x4,
“1234” denotes facet F(h1).
intΩ¯∞(0) ⊆ S−(h) Ω¯∞(0) ∩ H(h) 6= ∅ (face)
int Nx
Nx− 1 (facet) F(h`)
MAS Ω¯∞(0)
Fig. 6.4
Fig. 6.4 3 {x1, · · · , x8} {h1 , · · · , h6}
Fig. 6.5
x “1” x1 “1234”
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F(h1) “24” x2 x4 2-face
Fsb 1-face Fsb “1234”
1-face “24”, “12”,“13” “34” 1-face Fsp 2-face
Fsp 1-face“24” 2-face “1234” “2467”
1-face
“1234” “1256” 1-face“12” “1234”
“1256” Fadj(F(h`)) F(h`)
µ Fig. 6.4 Fadj(F(h1)) =
{F(h1),F(h2),F(h3),F(h4)} F(h`) µ
F(h`) Fsb
1-face 1-face Fsp
2-face Fig. 6.5 “1234”(
F(h1)) Fsb (dashed line) “1234”
1-face “24,12,13,34” Fsp(dot line) 1-face
“24” “2467” “12”
“1256” “1234”
“1256,1358,3478,2467”
6.3.2 MAS
(2.15) λ¯ h¯
F(h¯) Fadj((F(h¯)) = {F(h¯1), · · · ,F(h¯µ)} (2.16)
h` = h¯1, · · · , h¯µ λ¯1, · · · , λ¯µ λ¯ ≤ min{⊕{λ¯1, · · · , λ¯µ}}
2
k x[k], xˆ(r[k]) Fig. 6.6 Ω∞(r[k]) = Ω¯∞(0) + xˆ(r[k])
Ω∞(r[k]) S−(h1), S−(h2), · · · , S−(h12)( )
(2.14) λ1 λ2 λ3
x[k]− xˆ(r[k]) + λ
(
xˆ(r[k])− xˆ(r∗)
)
H(h1) H(h2) H(h3) Ω∞(r[k])
(2.14) Ω∞(r[k])
λ2 λ2 λ¯
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Fig. 6.6. Geometrical relationship of vector of (2.14).
6.1 (2.15) x[k] xˆ(r[k]) xˆ(r∗)
i) λ¯ ≤ min{⊕{λ¯1, · · · , λ¯µ}};
ii)λ¯ ≤ min{⊕{λ1, · · · , λN`}}.
. ii)→ i). {λ¯1, · · · , λ¯µ} ⊂ {λ1, · · · , λN`} ⊕{λ¯1, · · · , λ¯µ} ⊂
⊕{λ1, · · · , λN`} λ¯ ≤ min{⊕{λ1, · · · , λN`}} ≤ min{⊕{λ¯1, · · · , λ¯µ}}
i)→ ii). x[k]− xˆ(r[k]) + λ(xˆ(r[k])− xˆ(r∗)) x[k]− xˆ(r[k])
λ
(
xˆ(r[k]) − xˆ(r∗)
)
x[k] − xˆ(r[k]) + λ
(
xˆ(r[k]) − xˆ(r∗)
)
x[k]− xˆ(r[k]) xˆ(r[k])− xˆ(r∗) k
j ≤ k x[k] ∈ Ω∞(r[j]) x[k]− xˆ(r[k]) ∈ Ω∞(r[k])
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x[k] − xˆ(r[k]) Ω∞(r[k])
Ω∞(r[k]) Ω∞(r[k])
λ¯
F(h¯) H(h`) Ω∞(r[k])
H(h`), ` ∈ {1, 2, · · · , N`}
λ` ⊕{λ¯1, · · · , λ¯µ} H(h¯1), · · · ,H(h¯µ)
λ¯ ≤min{⊕{λ¯1, · · · , λ¯µ}}
Ω∞(r[k]) F(h¯)
λ λ¯ ≤min{⊕{λ¯1, · · · , λ¯N`}}
2
Fig. 6.6 (5.5) r∗ k = 0 r[0] = 0
x[0] = x0 (2.12) λ¯ r1 = λ¯r∗ (2.16)
λ¯ h¯ Ω¯∞(0) h¯ Fadj(F(h¯))
RG r[k]
algorithm 1:
Step 1 At time k = 0,
if r1 = r∗, go to Step 5
else let r[1] = r1.
Step.2 At time k > 0,
x[k], r[k], h¯ and {h¯1, · · · , h¯µ} are given,
Let h¯ and {h¯1, · · · , h¯µ} is substituted in (2.16),
get λ¯ and {λ¯1, · · · , λ¯µ}, respectively.
while λ¯ > min{⊕{λ¯1, · · · , λ¯µ}}
let λ′ = min{⊕{λ¯1, · · · , λ¯µ}},
find h′ is responding to λ′ in (2.16),
find adjacent facet Fadj((F(h′)) =
{F(h′1), · · · ,F(h
′
µ)} of F(h′) in Ω¯∞(0),
let h¯← h′, {h¯1, · · · , h¯µ} ← {h′1, · · · , h′µ},
Let h¯ and {h¯1, · · · , h¯µ} is substituted in (2.16),
get λ¯ and {λ¯1, · · · , λ¯µ}, respectively.
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end
let rk+1 = λ¯(r∗ − r[k]) + r[k], (6.2)
Step 3 if rk+1 = r∗,
go to Step 5.
else
let r[k + 1] = rk+1,
end
Step 4 At time k + 1, r[k]← r[k + 1],
x[k]← x[k + 1], go to Step 2.
Step 5 let r[k] ≡ r∗.
6.1 Step.5 k x[k] Ω∞(r∗) r[k] ≡ r∗
j > k x[j] ∈ Ω∞(r
∗)
6.2 Step.2 k k + 1 h¯
Fig. 6.6
I k h3 h¯ F(h2), F(h4) F(h3)
0 < λ2 < λ3 < λ4 < 1 h2 h
′ h2 6.1
( λ2 < λ1 λ2 < λ3), k + 1 F(h2)
II: k h4 h¯ F(h3) F(h5) F(h4)
λ5 < 0 0 < λ3 < λ4 < 1 h3 h
′ h3 6.1
λ2 < λ3 I k + 1 h2
k k + 1
h¯
6.3.3 MAS
1 Ω¯∞(0)
F(h`)
MAS CPU
Ω¯∞(0)
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{xα}
Nα
α=1 Ω¯∞(0) Ω¯∞(0)
Ω¯∞(0) =
{
x : hT` x ≤ 1, ` ∈ [1, · · · , N`]
}
(6.3)
= Co{xα}
Nα
α=1.
Co
Fig. 6.7(upper) Ω¯∞(0) {Ω¯∞(0)}′
(6.3) Ω¯∞(0) {Ω¯∞(0)}′ {F(h1),F(h2), · · · ,F(h18)}
N` = 18 F(h6),F(h7),F(h8),F(h9) F(h
′
5)
{Ω¯∞(0)}
′ ⊆ Ω¯∞(0)
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Fig. 6.7. Approximation computation of Ω¯∞(0) (upper), using {Ω¯∞(0)}D (lower).
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{Ω¯∞(0)}
′ Ω¯∞(0)
[29]
{Ω¯∞(0)}
D =
{
h : xTαh ≤ 1, α ∈ [1, · · · , Nα]
}
(6.4)
= Co{h`}
N`
`=1.
Fig. 6.7(lower) {Ω¯∞(0)}′
` = 5, 6, 7, 8, 9, 10 h` h`+1 {{Ω¯∞(0)}
D}′
h5 h10 (h5 + h10)/2(Fig. 6.7(lower)
) h′5 = α(h5 + h10)/2 Co{h5, h6, h7, h8, h9, h10} ⊂
Co{h′5, h5, h10} α > 1 {{Ω¯∞(0)}
D}′ =
Co{ext{{Ω¯∞(0)}
D}, h′5, h
′
14} ext{Ω¯∞(0)} Ω¯∞(0)
Ω¯∞(0) = {{Ω¯∞(0)}
D}D {Ω¯∞(0)}
D ⊆ {{Ω¯∞(0)}
D}′
MAS
{Ω¯∞(0)}
′ = {{{Ω¯∞(0)}
D}′}D ⊆ Ω¯∞(0).
{Ω¯∞(0)}
′ x[k] ∈ {Ω¯∞(0)}
′
j > k x[j] ∈ {Ω¯∞(0)}
′
(6.2) {Ω¯∞(0)}′ λ¯ {Ω¯∞(0)} λ¯
x[k] ∈ {Ω¯∞(0)}
′ x[k + 1] ∈ Ω¯∞(0)
RG {Ω¯∞(0)}′
6.3.4
Fig. 6.8 (upper) Pm(s)
{
x˙(t) = f(x(t)) + g(x(t))u(t) x(0) = x0
y(t) = Cpx(t)
(6.5)
x(t) = [p(t) p˙(t) θ(t) θ˙(t)]T , x0 α = 43.2539,
β = 4.4107, ζ = 60, ξ = 40 γ = 0.0778 p(t) y(t)
θ(t) u(t)
Fig. 6.8 (lower)
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Fig. 6.8. Upper: cart with pendulum. Lower: physical quantity of cart about transfer function.
f(x(t)) =


p˙(t)
−ζp˙(t)
θ˙(t)
αsin(θ(t)) + βζcos(θ(t))p˙(t)− γθ˙(t)

 ,
g(x(t)) =


0
ξ
0
−βξcos(θ(t))

 , Cp = [1.0 0 0.34 0],
f(xˆ) + g(xˆ)uˆ = 0 xˆ = [p0 0 kpi 0]T uˆ = 0
p0 k (6.5)
{
x˙(t) = Ap(θ)x(t) + Bp(θ)u(t), x(0) = x0
y(t) = Cpx(t)
(6.6)
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Ap(θ) =


0 1 0 0
0 −ζ 0 0
0 0 0 1
0 βζcos(θ) α sin(θ)
θ
−γ

 , Bp(θ) =


0
ξ
0
−βξcos(θ)

 .
+
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Fig. 6.9. Block diagram of control system using RG.
(6.6)
∀ θ ∈ [−pi/6, pi/6], ∃ S > 0 : He(S(Ap(θ) + Bp(θ)F0)) < −2λS. (6.7)
He(∗) = ∗+ ∗T (6.7)
F0 F0 = [−9.0389 − 1.7366 1.6637 − 0.3918]. Fig. 6.9
“1”
H0 = −{Cp(Ap(kpi) + Bp(kpi)F0)
−1Bp(kpi)}
−1 = 9.0389
|u| ≤ umax = 1.2, |θ| ≤ θmax = pi/6 (6.8)
(6.5)

x˙(t) = A(θ)x(t) + B(θ)r(t), x(0) = x0
y(t) = Cx(t)
z(t) = Lx(t) + Dr(t) ∈ Z
(6.9)
A(θ) = Ap(θ) + Bp(θ)F0, B(θ) = H0Bp(θ), C = Cp, z(t) = [u(t), θ(t)]T ,
L =
[
F0
0 0 1 0
]
, D =
[
H0
0
]
.
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(6.9) Z (2.3)
M =


1 0
0 −1
1 0
0 −1

 , m =


umax
umax
θmax
θmax

 .
xˆ = [p0 0 kpi 0]T (6.9) (6.9)
2.1: (6.9) ( )
2.2: r zˆ(r) = Lxˆ(r) + Dr = 0
(6.9) MAS
e(t) = e(t; e0) = x(t;x0, r)− xˆ(r), e0 = x0 − xˆ(r),
e˙(t) = A(θ(t))x(t) + B(θ(t))r −A(θ(t))xˆ(rˆ)−B(θ(t))r
= A(θ(t))e(t). (6.10)
[29] Ts = 0.02[s]
(6.10)
e[k + 1] = e[k] + TsA(θ)e[k]. (6.11)
(6.11) A1 = I + TsA(0), A2 = I + TsA(pi/6)
(2.8) MASΩ¯∞(0) Ak
A1 =
[
A1
A2
]
A2 =


A1A1
A1A2
A2A1
A2A2

 A3 =


A1A1A1
A1A1A2
A1A2A1
A1A2A2
A2A1A1
A2A1A2
A2A2A1
A2A2A2


.
zˆ(r) = Lxˆ(r)+Dr = 0 (6.11) MAS (6.10)
MAS Ω¯∞(0) N` = 436 {Ω¯∞(0)}′ N` = 116
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Fig. 6.10. The simulation result of r[k], u(t), θ(t), p(t) and y(t). Solid line: simulation result using Ω¯∞(0) or
{Ω¯∞(0)}
′
. Dashed line: experiment result using {Ω¯∞(0)}′.
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umax = 0.8 < 0.95 Ω¯∞(0)
Ω¯∞(0) NF = 468 Ω¯∞(0) Fi
Fadj(Fi) {Fadj(Fi)}
NF
i=1
156
x0 = [−0.2 0 0 0]T r
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Fig. 6.11 r[k], u(t), θ(t), y(t)
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Fig. 6.11. The simulation result of r[k], u(t), θ(t), p(t) and y(t). Solid line: simulation result using Ω¯∞(0). Dashed
line: experiment result.
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Ω¯(kˆ) = {x˜0 : h
>
i,kx˜0 ≤ 1, (i, k) ∈ SIK , k ≥ kˆ} (6.12)
Ω¯(kˆ) 0 E
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Fig. 6.12 Ω¯∞, {hi,k, (i, k) ∈ SIK}, E0, and E3
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