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Abstract
Vortex-induced vibration (VIV) of a circular cylinder has been the
focus of extensive research, as it can lead to fatigue damage in a
wide range of industrial applications. When the forces induced by the
periodic shedding of vortices from a structure in crossflow coincide
with one of its natural frequencies, the structure can exhibit large
amplitude vibrations. The majority of the work performed in this
area has focused exclusively on transverse vibration, while relatively
little is known about VIV acting in the streamwise (flow) direction,
although this is known to have a strong effect on the overall response of
structures with multiple degrees-of-freedom (DOFs). This work aims
to characterise the behaviour of the wake and the structural response
of a cylinder throughout the streamwise VIV response regime, which
is crucial if the wealth of information on the transverse-only case is
to be extended to the more practical and complex case of multi-DOF
structures. Experiments were performed on a cylinder free to move in
the streamwise direction for a range of reduced velocities in a closed-
loop water tunnel. Particle-Image Velocimetry (PIV) was used to
simultaneously measure the cylinder displacement and the velocity
field in the wake, in the Reynolds number range 400 - 5500.
The response regime was characterised by two branches, separated
by a region of low amplitude vibration, as reported in the literature.
Five distinct regions were identified, each of which was discussed in
terms of the dominant wake mode, structural response characteristics,
velocity profiles and estimates of the strength and trajectories of the
shed vortices. In the first branch the mode was found to switch in-
termittently between the symmetric S-I mode (in which two vortices
were shed simultaneously from either side of the cylinder) and the al-
ternate A-II mode (which is similar to the von Ka´rma´n vortex street
observed behind stationary bodies). A criterion was developed which
could determine which mode was dominant in a given instantaneous
PIV field, and the effect of both modes on the cylinder response and
wake characteristics was examined.
Multi-modal behaviour was also observed in the second branch. At
one value of reduced velocity, the wake could exhibit one of three
modes; the A-II, the SA (similar to the A-II mode, with the vortices
forming closer to the cylinder base) or the A-IV mode (which was
characterised by the shedding of two pairs of counter-rotating vor-
tices). Each mode was associated with a different cylinder response
amplitude. The stability of the cylinder response while each mode
dominated was examined using phase-portraits, which indicated that
the system behaved as a hard oscillator.
The forces acting on the cylinder were estimated using two methods,
based on the measurements of the cylinder displacement signal and
the flow field, respectively. The results found using both methods
were in agreement, and the accuracy of the estimates was discussed.
It was found that the amplitude of the unsteady drag force was very
low between the two response branches, which was thought to be
the cause of the reduction in the cylinder vibrations in this region.
Finally, the effect of the various wake modes on the amplitude of the
fluid forces throughout the response regime was examined.
The results presented in this study provide a comprehensive descrip-
tion of the behaviour of the wake and the associated fluid forces
throughout the streamwise response regime. The work reveals the in-
herent differences between the extensively studied case of transverse-
only VIV and the streamwise-only case, which is crucial if the wealth
of information available on transverse VIV is to be extended to the
more practical multi-DOF case.
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C Cross-correlation matrix of velocity fields, [m2/s2]
F Force vector, [N]
G2D Two-dimensional velocity gradient tensor, [1/s]
H Matrix of eigenvectors of C, [m2/s2]
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x Position vector, [m]
Sti Strouhal number calculated, neglecting i
th data point, [-]
C˜d,num Amplitude of section drag coefficient in numerical simulations, [-]
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C˜l,num Amplitude of section lift coefficient in numerical simulations, [-]
A Amplitude response of cylinder, [m]
ai Temporal coefficient of the i
th POD mode, [m/s]
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3]
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y−c Transverse position of negative vortex core, [m]
ybin Size of binning window in y-direction, [pixels]
z Spanwise position, [m]
Greek Symbols
∆x Displacement vector of particles between PIV images, [pixels]
∆m Added mass, [kg]
∆t Timestep, [s]
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2/s2]
Λ Matrix of eigenvalues of C, [m2/s2]
ω Vorticity vector, [1/s]
Φ Spatial POD modes, [-]
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ζw Combined structural and hydrodynamic damping ratio, [-]
Other Symbols
H Hilbert transform
N Number of spatial dimensions [-]
Abbreviations
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PIV Particle-Image Velocimetry
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PSD Power-Spectral Density
R1, R2, . . . Response Regime 1, 2, . . .
rms root-mean-square
VIV Vortex-Induced Vibrations
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Re Reynolds number, Re = U0D
ν
St Strouhal number, St = fStD
U0
Ur Conventional reduced velocity, Ur =
U0
fnD
f ∗ Frequency ratio, f ∗ = fx/fn
UrSt/f
∗ ‘True’ reduced velocity, UrSt/f ∗ = fSt/fx
AR Aspect ratio, AR = L/D
Ca Added mass coefficient, Ca =
∆m
ρD2L/4
Cd Sectional drag coefficient, Cd =
Fx(z)
0.5ρU20D
CD Overall drag coefficient, CD =
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Chapter 1
Introduction
1.1 Background
Vortex-Induced Vibration (VIV) occurs throughout both industry and nature,
affecting bodies as diverse as nuclear reactors, vegetation [Levy et al., 2011]
and whiskers of marine creatures [Hanke et al., 2010]. VIV caused by the wind
was utilised by the ancient Greeks to create music with Aoelian harps, while
more recently, VIV has been proposed as a potential source of renewable energy
[Bernitsas et al., 2008]. VIV can also cause significant damage in many industrial
applications, such as bridges, chimneys, marine structures, riser cables and heat-
exchangers; detailed descriptions of two instances in which VIV caused severe
damage in a nuclear reactor are presented by Pa¨ıdoussis [2006].
Despite the wide range of areas affected by VIV, it was not until the mid-
twentieth century that the physical mechanism causing it was identified. Feng
[1963] performed measurements in a wind tunnel of the fluid forces and vortex-
shedding frequency of a cylinder which was free to move normal to the flow, and
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attributed the structural vibrations to resonance between the forces induced by
the vortex-shedding and the natural frequency of the cylinder. The majority
of subsequent VIV studies have also examined the case of cylinder free to move
only in the transverse direction, as the vibrations and unsteady fluid forces in this
direction tend to be an order of magnitude larger than those in the drag direction
(see reviews by Bearman [1984]; Sarpkaya [2004]; Williamson and Govardhan
[2004]). However, in recent years there has been a renewed interest in streamwise
VIV. This has been motivated in part by the failure of a thermowell in the ‘Monju’
nuclear reactor in Japan; design engineers had accounted for VIV acting in the
transverse direction, but not in the streamwise direction, which occurs at lower
flowrates [Okajima et al., 2001]. The recent interest has also been motivated by
the work of Williamson and Jauvtis [2004], who showed that the freedom of a
cylinder to move in both the streamwise and transverse directions can have a
dramatic effect on the overall response regime, compared to the transverse-only
case. However, there remains relatively little work in the literature concerning
the response of a cylinder free to move in the streamwise direction. Many of
the recent investigations of cylinders with multiple degrees-of-freedom (DOFs)
have focused on the effects of the streamwise motion on the transverse response
[Flemming and Williamson, 2005; Williamson and Jauvtis, 2004], rather than the
region of the response regime where the cylinder vibrations occur primarily in
the streamwise direction.
The freedom of a structure to move in the streamwise direction also has sig-
nificant implications for the prediction of VIV. Chaplin et al. [2005] measured
the streamwise and transverse response along the span of a long tension riser in
uniform crossflow, and compared the results to the predictions of 11 numerical
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models. The set of modes included algorithms presented in the literature as well
as commercial design codes, which were based on either numerical simulation of
the flow field or empirical relations derived from experiments performed on rigid
cylinders. It was found that predictions of the response of the riser produced
by the models based on numerical simulations were poor, particularly in the
streamwise direction. The empirical models were found to provide more accurate
estimates of the transverse response. However, they were unable to predict the
streamwise response due to a lack of experimental data. While the variation in
the wake mode throughout the response regime of a cylinder free to move trans-
versely to the flow has been well-documented [Govardhan and Williamson, 2000;
Morse and Williamson, 2009], comparatively little is known about the behaviour
of the wake in the streamwise-only case due to a lack of experimental data. Chap-
lin et al. [2005] noted that the inability of the models to predict to the streamwise
response will have significant implications for the design of structures vulnerable
to VIV, because, in practice, the fatigue damage caused by streamwise vibrations
may exceed that caused by vibrations in the transverse direction. Detailed in-
formation on streamwise VIV is needed if the design codes are to be improved
to accurately represent the structural motion and fatigue damage experienced by
multi-DOF bodies, which occur in practice.
The aim of this study is to characterise the structural response and wake
characteristics of a cylinder free to move in the streamwise direction. Simultane-
ous measurements of the cylinder displacement and the surrounding velocity field
throughout the streamwise response regime were performed using Particle-Image
Velocimetry (PIV). The measurements were used to examine the variation in
both the dominant and transient wake modes, to relate the modes to the cylinder
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motion, and to estimate the fluid forces associated with VIV.
1.2 Literature Review
The aim of this review is to provide an overview of the previous work in the
literature which relates to the experimental results and discussions presented in
the following chapters. The review is divided into four sections, which provide
a description of the phenomenon of VIV, and summarise the various studies of
the flow around cylinders which are forced to oscillate, freely oscillating cylinders
and cylinders with multiple degrees-of-freedom (DOFs).
A number of books and extensive reviews of VIV occurring in the transverse
direction are available in the literature [Bearman, 1984; Blevins, 1977; Gabbai
and Benaroya, 2005; Sarpkaya, 2004; Williamson and Govardhan, 2004]. This
literature review focuses on experimental studies of VIV of rigid circular cylinders
which are free to move either in the streamwise or both the streamwise and
transverse directions.
1.2.1 Phenomenon of VIV
Flow Around Stationary Cylinders
A cylinder in crossflow is a classical case of fluid-structure interaction. As
the freestream velocity, U0, is increased above a critical value (which depends on
the fluid properties and cylinder geometry), flow separation occurs at the cylin-
der surface, which can lead to the periodic formation and shedding of vortices.
The vortices shed from a stationary cylinder form the well-known von Ka´rma´n
vortex street in the wake, which is shown in Figure 1.1. The frequency at which
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the vortices are shed from a stationary body, fSt, is non-dimensionalised as the
Strouhal number, St = fStD/U0, (where D is the cylinder diameter) which is
approximately equal to 0.2. The structure of the von Ka´rma´n street and the
value of the Strouhal number are stable over a large Reynolds number range,
Re = U0D/ν, where ν is the kinematic viscosity of the fluid [Blevins, 1977].
Fluid Forces
The periodic vortex-shedding induces unsteady fluid forces on the cylinder
in the drag and lift directions (parallel and perpendicular to the flow direction,
respectively). Due to the symmetry of the cylinder and the wake, the vortices
shed from either side of the cylinder have an identical effect on the drag force;
therefore the unsteady drag force occurs at 2fSt, while the lift force occurs at
fSt. When the forcing frequency occurs near one of the natural frequencies of
the structure, it can excite large amplitude oscillations, a phenomenon known as
Vortex-Induced Vibrations (VIV). The structural motion in turn can affect the
wake, causing the vortex-shedding frequency to occur at the vibration frequency
or a sub-harmonic rather than the Strouhal frequency (a condition known as lock-
in), as well as altering the arrangement of the shed vortices in the wake (the wake
mode).
Forced and Free Studies
The majority of investigations of VIV can be classed as either free or forced
studies; in the former, typically the freestream velocity is varied and the effect
on the non-dimensional amplitude response of the cylinder, A/D, is examined,
while in the latter the cylinder is forced to oscillate at a range of amplitudes and
frequencies which allows the effect of the structural motion on the wake to be
isolated and examined. The freestream velocity is typically non-dimensionalised
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as the reduced velocity, Ur = U0/fnD, where fn is the natural frequency of the
structure in still fluid. However, in order to account for variations in the Strouhal
number between studies and changes in the cylinder vibration frequency, fx, the
so-called ‘true’ reduced velocity, UrSt/f
∗, where f ∗ = fx/fn, can be employed
instead [Govardhan and Williamson, 2000]. This parameter, henceforth referred
to simply as the reduced velocity, is equal to the ratio of the Strouhal frequency
and the vibration frequency, fSt/fx. As the lift force occurs at the vortex-shedding
frequency and the unsteady drag force at twice this value, resonance between the
fluid forces and the structural motion will occur in the streamwise and transverse
directions at UrSt/f
∗ = 0.5 and 1, respectively.
1.2.2 Flow Past Cylinders Forced to Oscillate
Transverse Forced Ocsillation Studies
Several studies have been performed in which a cylinder was forced to oscillate
in steady flow, the majority of which have examined transverse oscillations, e.g.
Carberry et al. [2005]; Morse and Williamson [2009]. Williamson and Roshko
[1988] forced a cylinder to oscillate in the transverse direction over a wide range of
amplitudes and reduced velocities and developed a ‘mode map’, shown in Figure
1.2, which presented the dominant wake mode as a function of UrSt/f
∗ and A/D
(in this case the natural frequency is given by the forcing or oscillation frequency,
fx, and by definition f
∗ = 1). Subsequent free-vibration studies indicated that
the mode map in Figure 1.2 can be used to accurately predict the dominant wake
mode throughout the response regime of a cylinder free to move in the transverse
direction [Flemming and Williamson, 2005; Fujarra et al., 2001]. A more recent
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study of the variation of the wake characteristics throughout the UrSt/f
∗−A/D
plane for transverse vibrations was performed by Morse and Williamson [2009],
who used PIV to measure the velocity fields in the wake and a force balance to
measure the lift force acting on a cylinder forced to oscillate. By relating the
measurements of the force to the cylinder displacement signals, they were able to
accurately predict the response of a freely oscillating cylinder, and could relate the
various excitation mechanisms to the different wake modes observed. The work
of Williamson and Roshko [1988] and Morse and Williamson [2009] demonstrates
the potential of forced oscillation studies to provide insight into the dynamics
and flow behaviour of a freely moving body.
Streamwise Forced Studies
The fluid forces and wake modes associated with a cylinder oscillating in the
streamwise direction have also been the focus of a number of studies [Griffin and
Ramberg, 1976; Nishihara et al., 2005; Ongoren and Rockwell, 1988]. Several
studies have also examined the case of a fixed cylinder in pulsating flow, which
is equivalent to the case of a cylinder vibrating in the streamwise direction in
steady flow, providing the wavelength of the pulsations is large with respect to
the cylinder diameter. In this case, the equivalent forcing amplitude is given by:
A/D =
∆u
U0
1
2pifeD
, (1.1)
where ∆u and fe are the amplitude and frequency of the pulsations, respectively.
In the following discussion, the results of studies in pulsating flow are presented
in terms of the equivalent forcing amplitude, and the reduced velocity is defined
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with respect to pulsation frequency, i.e. fn = fe and f
∗ = 1.
Table 1.1: Summary of various experimental studies which examine the effect of
streamwise oscillations on lock-in, and are presented in Figure 1.3.
Researcher Method of excitation Re Symbol
Armstrong and Barnes [1986] Flow pulsations 21500 Closed blue ?
Barbi et al. [1986] Flow pulsations 3000 Closed red 
Barbi et al. [1986] Flow pulsations 40000 Closed green ♦
Griffin and Ramberg [1976] Cylinder oscillations 190 Open blue 
Konstantinidis et al. [2003] Flow pulsations 2150 Closed cyan ©
Tanida et al. [1973] Cylinder oscillations 80 Open red O
Tanida et al. [1973] Cylinder oscillations 4000 Open green ♦
Tatsuno [1972] Cylinder oscillations 100 Open cyan ©
Lock-in
When the forcing frequency is near fSt/2, and the amplitude is sufficiently
large, the vortex-shedding locks-in to the excitation frequency. The reduced ve-
locity range over which lock-in occurs has been examined in a number of studies,
some of which are summarised in Table 1.1 and Figure 1.3. The lock-in range
is roughly centred at UrSt/f
∗ = 0.5, and increases with A/D. Konstantinidis
et al. [2003] noted that the lock-in range appears to increase with Re, based on a
similar graph to that shown in Figure 1.3; this is particularly clear in the results
of Tanida et al. [1973], at A/D = 0.028, and Re = 80 and 4000. This trend was
also noted in the numerical simulations of Marzouk and Nayfeh [2009], which
they attributed to the influence of viscous effects; at low Re, the effect of the
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structural motion on the flow field is weaker due to greater viscous dissipation,
and a larger A/D is required to maintain lock-in.
The fluid force measurements of Griffin and Ramberg [1976] (which were used
to determine the presence of lock-in) indicated that the frequency of the forcing
did not change abruptly at the boundary of the lock-in region, but instead varied
smoothly as the reduced velocity was increased. The lack of a sudden step-change
in the vortex-shedding frequency may also be responsible for some of the scatter
in the estimated boundary of the lock-in region shown in Figure 1.3.
Armstrong and Barnes [1986] found that lock-in corresponded to an increase in
the mean drag coefficient, and caused the wake to become more two-dimensional.
Konstantinidis et al. [2003] observed that lock-in was also associated with a con-
traction of the recirculation region (the region in the near wake in which the
streamwise velocity component is reversed) and the vortex formation length (the
position along the wake centreline at which the transverse velocity fluctuations
reach a maximum).
Nishihara et al. [2005] measured the forces acting on a cylinder forced to oscil-
late in the streamwise direction at A/D = 0.05 for a range of reduced velocities.
By examining the phase of the drag force with respect to the displacement signal,
they showed that there was positive energy transfer to the cylinder in the ranges
UrSt/f
∗ ≈ 0.3 − 0.5 and 0.52 − 0.67. Outside these ranges the unsteady drag
force opposed the cylinder motion (i.e. it acted as a damping force), including at
UrSt/f
∗ ≈ 0.51, which corresponded to the centre of the lock-in range.
Wake Modes
The streamwise motion of the cylinder also affects the wake, resulting in a
number of different wake modes, some of which are sketched in Figure 1.4. Except
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where otherwise stated, the modes are referred to using the notation of Ongoren
and Rockwell [1988], where ‘A’ and ‘S’ indicate modes in which the vortices are
shed alternately and symmetrically, respectively. The A-II mode is similar to
the von Ka´rma´n vortex street observed in the wake of a stationary body, and is
observed when the amplitude of the cylinder oscillations is low. A similar mode
was observed by Jauvtis and Williamson [2003] in the wake of a cylinder free to
move in both the streamwise and transverse directions, in which the vortices were
formed very close to the cylinder base and remained close to the wake centreline
as they were shed downstream. They referred to this mode as the ‘Streamwise
Antisymmetric’ or SA mode. As the SA mode consists of two vortices shed
alternately per wake cycle, it maybe viewed as a special case of the A-II mode.
In order to aid discussion, in this work the distinction between the A-II and SA
modes is maintained, despite the two modes typically being treated as one. Griffin
and Ramberg [1976] noted that the transverse spacing between the shed vortices
decreased with A/D. As the SA mode is characterised by negligible transverse
vortex-spacing with respect to the A-II mode, the SA mode can be expected to
occur when the amplitude is large.
Ongoren and Rockwell [1988] also observed the A-IV mode, which was char-
acterised by the formation of four vortices per wake cycle. The vortices were
shed into the wake as two counter-rotating pairs. When the cylinder oscillations
contained a streamwise component (i.e. the motion was not purely in the trans-
verse direction), the S-I mode was either dominant or appeared intermittently in
the wake. This mode was characterised by the simultaneous shedding of vortices
from either side of the cylinder. The vortex-shedding occurred at the frequency of
the cylinder motion, unlike the A-II, SA and A-IV modes, in which one shedding
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cycle corresponded to two cylinder oscillation cycles (during lock-in).
Other modes observed include the A-III and S-II modes [Ongoren and Rock-
well, 1988; Xu et al., 2006]; these have not been observed at reduced velocities
and amplitudes relevant to VIV of freely oscillating cylinders, and thus are not
shown in Figure 1.4. The former mode is characterised by the shedding of three
vortices per wake cycle; a single vortex is shed from one side of the cylinder and
a counter-rotating pair from the other. The S-II mode was observed by Xu et al.
[2006] at very high forcing frequencies and amplitudes, when the maximum ve-
locity of the cylinder throughout its vibration cycle exceeded U0. This caused
the local flow at the cylinder surface to become reversed and a vortex-pair to be
shed simultaneously from either side of the cylinder at the oscillation frequency.
Previous forced oscillation studies in which the wake mode was identified are
summarised in Table 1.2. The reported wake modes are shown in Figure 1.5 as
a function of the reduced velocity and forcing amplitude, in a similar manner to
the mode map measured for transverse VIV by Williamson and Roshko [1988]
(Figure 1.2). There are few regions in which one mode can be said to be clearly
dominant. This uncertainty may be caused by the variation in the experimental
conditions (Re, blockage ratio etc.) used in the reported studies, and ‘mode-
switching’, in which the wake was observed to switch randomly between different
modes, making the classification of the dominant mode difficult.
The A-II mode tends to occur outside the lock-in range (as indicated in Figure
1.3), while the SA mode is observed at higher values of A/D, as was noted
previously, and tends to occur near UrSt/f
∗ ≈ 0.5.
Mode Switching
The S-I mode is observed at UrSt/f
∗ ≈ 0.25. Naudascher [1987] described this
11
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Table 1.2: Review of experimental forced streamwise oscillation studies in which
wake modes were clearly identified.
Researcher UrSt/f
∗ A/D Visualisation
Method
Modes Symbol
(Figure
1.5)
Griffin and
Ramberg
[1976]
0.45− 0.57 0.06− 0.24 DEHPa A-II, A-III,
A-IV, SA
F
Kim et al.
[2006]b
0.5 0.02 PIV SA ♦
Konstantinidis
et al. [2005]b
0.45− 0.57 0.04− 0.05 PIV A-IV, SA 
Konstantinidis
et al. [2007]b
0.53− 0.57 0.01− 0.03 PIV A-IV, SA 
Konstantinidis
and Balabani
[2007]b
0.25− 0.33 0.02− 0.04 PIV A-II, S-I 
Konstantinidis
and Balabani
[2008]b
0.5 0− 0.09 PIV A-II, SA 
Nishihara
et al. [2005]
0.25− 2 0.05 LIF A-II, A-IV,
S-I, SA
4
Ongoren and
Rockwell
[1988]
0.23− 2 0.15 Hydrogen
Bubbles
A-II, A-III,
S-I
O
Xu et al. [2006] 0.32− 2 0.5− 0.67 LIF A-III, A-IV,
S-I, S-II
+
a Bis(2-ethylhexyl) phthalate.
b Studies were performed using a fixed cylinder in pulsating flow.
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mode as a ‘wake-breathing’ mechanism, in which the fluid entrained by the cylin-
der motion causes the shear layers to periodically move close together and then
separate (to ‘breath’); this causes the layers to roll up and the resulting vortices
to separate from the cylinder simultaneously, as shown in Figure 1.6. As a result
of the symmetry of the wake, the lift force induced by the S-I mode is negligible
[Nishihara et al., 2005]. However, this symmetrical structure tends to rearrange
downstream into an alternate pattern (i.e. the A-II mode) [Griffin and Ramberg,
1976; Konstantinidis and Balabani, 2007; Ongoren and Rockwell, 1988]. Ongoren
and Rockwell [1988] found that the breakdown of the S-I mode was affected by
the amplitude of the cylinder oscillations and transient conditions; the sudden
excitation of the cylinder from rest caused the appearance of the S-I mode in
the wake, which reverted to the alternate mode after a number of cycles. They
attributed this rearrangement to the competing effects of the structural motion
and the far wake; the symmetrical motion of the cylinder promotes a symmetric
arrangement of vortices (which they referred to as the ‘downstream influence’ of
the cylinder), while the stability of the von Ka´rma´n vortex street which occurs
downstream promotes an alternate arrangement (the ‘upstream influence’). Kon-
stantinidis and Balabani [2007] examined the wake of a cylinder in pulsating flow
at UrSt/f
∗ = 0.25 − 0.33 and at lower forcing amplitudes, A/D = 0.02 − 0.04,
and found that the downstream position at which the breakdown occurred was
a probabilistic function of both the forcing amplitude and the reduced velocity.
They also observed mode switching between the S-I and A-II modes in the near
wake.
In a similar study, Konstantinidis et al. [2007] observed mode competition be-
tween the SA and the A-IV modes at slightly higher reduced velocities, UrSt/f
∗ =
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0.55− 0.57, A/D = 0.01− 0.03. In this case the modes were found to occur con-
sistently over long periods (of the order of 102 cycles), before randomly switching.
1.2.3 Flow Past Freely Oscillating Cylinders
Effect of Mass-Damping
The response of a cylinder free to move in the streamwise direction was mea-
sured by Aguirre [1977] (summarised by Naudascher [1987]), and subsequently
by Okajima et al. [2003] and Blevins and Coughran [2009]. The amplitude re-
sponse measured by Aguirre [1977] for three cylinders with different damping
coefficients is shown in Figure 1.7. The response regime is characterised by
two branches which have peak amplitudes of approximately A/D ∼ 0.1, sep-
arated by a region of low amplitude vibration at UrSt/f
∗ ≈ 0.5. The peak
amplitude is affected by the structural damping ratio, ζ, and the mass ratio,
m∗ = (vibrating mass)/(displaced fluid mass). Okajima et al. [2003] found that
the peak amplitude was controlled by the combined mass-damping parameter,
which he expressed as Cn = 2m
∗δ, where δ is the logarithmic decrement, δ =
2piζ/
√
1− ζ2. They found that the streamwise response was negligible when
Cn = 2.12. Similarly, Blevins and Coughran [2009] found that the response was
negligible when Cn = 2.6 (m
∗ = 4.14, ζ = 0.05).
Added Mass Effects
The mass ratio of the cylinder also affects the structural response in a distinct
and more complex manner which is related to the ‘added mass ’. The apparent
mass of a body moving in a fluid differs from that measured in a vacuum, as
it includes not only the mass of the body, but also the mass of the fluid which
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is permanently displaced by the structural motion, as well as the effects of the
fluid forcing which is in phase with the structural acceleration [Sarpkaya, 2004].
The added mass of the body, ∆m, is non-dimensionalised as the added mass
coefficient:
Ca =
∆m
piρD2L/4
, (1.2)
where ρ is the fluid density and L is the cylinder length. The added mass of a two-
dimensional cylinder is commonly taken as Ca = 1 [Leonard and Roshko, 2001].
However, as Sarpkaya [2004] notes, Ca is dependent on the cylinder motion, and
the ideal value of Ca = 1 will only hold at very low vibration amplitudes.
The added mass of the cylinder has significant implications for the response
frequency of the structure and the lock-in range. The natural frequency of the
structure measured in a vacuum (or in a light fluid such as air, in which case the
added mass is negligible) is inversely proportional to the square root of the mass,
fn,a ∝ m−1/2. However, when the body is vibrating in a dense fluid, the response
frequency is dependent on the total effective mass; fx ∝ (m+ ∆m)−1/2. Previous
researchers (e.g. Khalak and Williamson [1999]; Sarpkaya [2004]) have shown
that the added mass coefficient can be derived a posteriori from the displacement
signal:
Ca = m
∗
((
fx
fn,a
)2
− 1
)
. (1.3)
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The added mass can be negative [Sarpkaya, 2004; Vikestad et al., 2000; Williamson
and Govardhan, 2004], which raises the response frequency of the cylinder, thus
extending the range of Ur over which lock-in will occur. In contrast to the clas-
sical case of lock-in of cylinders with large mass ratios, in which the vortex-
shedding frequency changes to match the response frequency, in the case of low
m∗ cylinders, the response frequency also varies to match the shedding frequency
[Williamson and Govardhan, 2004]. This effect can be accounted for by expressing
the cylinder response as a function of the ‘true’ reduced velocity (i.e. UrSt/f
∗),
which is dependent on the actual response frequency, rather than the natural
frequency in a still fluid. Thus, in this thesis the results of previous studies are
presented in terms of UrSt/f
∗, which facilitates the direct comparison between
studies that employed different mass ratios.
Amplitude Response Branches
The first amplitude response branch occurs in the range UrSt/f
∗ ≈ 0.3− 0.45
[Aguirre, 1977; Okajima et al., 2003], as can be seen in Figure 1.7, and is generally
associated with the S-I mode [Jauvtis and Williamson, 2003; Okajima et al.,
2003]. However, Aguirre [1977] found that the A-II mode was dominant for
UrSt/f
∗ & 0.4. There is also some disagreement regarding the frequency of
vortex-shedding during the first branch. Jauvtis and Williamson [2003] estimated
the shedding frequency using measurements of the fluid forces, and found that
lock-in occurred for the entirety of the first branch, while Aguirre [1977] found
that the onset of lock-in occurred at a slightly higher reduced velocity, based on
flow visualisation of the wake. Finally, Okajima et al. [2003] measured the velocity
fluctuations six diameters downstream of the cylinder using a hot-film probe, and
found that the wake continued to follow the Strouhal relation throughout this
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region, i.e. lock-in was not occurring. The cause of this disagreement, as well as
the effects of the different methods of estimating the presence of lock-in, have not
been examined.
The SA mode is dominant in the second branch [Aguirre, 1977; Okajima et al.,
2003], and the vortex-shedding is locked-in to the cylinder motion. Aguirre [1977]
found that the second branch occurred over the range UrSt/f
∗ ≈ 0.52−0.65. This
range of reduced velocity and amplitude response (A/D . 0.1) corresponds to the
region of the UrSt/f
∗−A/D plane in which Nishihara et al. [2005] observed the A-
IV mode and Konstantinidis et al. [2007] observed mode competition between the
A-IV and SA modes; however, the A-IV mode has not previously been recorded
in the wake of a freely oscillating cylinder. Aguirre [1977] found that the reduced
velocity range over which the second branch extended was significantly shorter
when the reduced velocity was decreased, i.e. the response regime was affected
by hysteresis in this region. He also noted that the second branch extended over
a wider range of UrSt/f
∗ when the structural damping was reduced, as can be
seen in Figure 1.7.
Low Amplitude Region at UrSt/f
∗ ≈ 0.5
The counter-intuitive nature of the low amplitude region separating the two
response branches at UrSt/f
∗ ≈ 0.5 has been noted by previous researchers (e.g.
Konstantinidis et al. [2005]; Naudascher [1987]; Okajima et al. [2003]); for trans-
verse VIV and classical resonance, the synchronisation between the forcing and
the structural response causes the vibrations to increase in amplitude and become
steadier [Govardhan and Williamson, 2000], while for streamwise VIV the oppo-
site is observed. Various hypotheses have been proposed to explain the reduction
in A/D in this region.
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Okajima et al. [2003] installed a splitter-plate in the cylinder wake, which
prevented the alternate shedding of vortices, as demonstrated schematically in
Figure 1.8. The amplitude response of the cylinder measured with and without
the splitter-plate attached is shown in Figure 1.9 in terms of the conventional
reduced velocity, Ur. When the splitter-plate was attached, the low amplitude
region at UrSt/f
∗ ≈ 0.5 (which corresponds to Ur ≈ 2.5) was not observed; the
amplitude response continued to increase throughout this region, before dropping
off at approximately the same reduced velocity at which the original cylinder
(without a splitter-plate) began to exhibit the second response branch. Aguirre
[1977] performed similar experiments and observed the same response. Based
on these results, Naudascher [1987] proposed that the low amplitude region was
caused by the incompatibility between the symmetric S-I and the alternate SA
modes which dominate in the first and second branches, respectively; in the low
amplitude region, symmetric vortex-shedding is required to excite large ampli-
tude cylinder vibration, but as the reduced velocity is increased the wake has
an increased tendency to form an alternate structure. At UrSt/f
∗ ≈ 0.5 the
alternate arrangement dominates at the expense of the S-I mode, and the fluid
excitation becomes negligible. However, this hypothesis does not explain why the
SA mode is capable of providing positive energy transfer to the cylinder in the
second branch, but not at UrSt/f
∗ ≈ 0.5.
The forced oscillation experiments of Nishihara et al. [2005] indicated that the
unsteady drag force was in phase with the cylinder displacement in the region
UrSt/f
∗ ≈ 0.5 (for A/D = 0.05), which corresponded to negligible fluid excita-
tion. They suggested that there was a change in the phase of vortex-shedding
(and therefore the unsteady fluid forces) with respect to the cylinder motion in
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this region, which reduced the levels of fluid excitation and was responsible for the
low amplitude response observed for freely oscillating cylinders. Similarly, Kon-
stantinidis et al. [2005] observed a change in the phase of vortex-shedding with
respect to the external forcing (i.e. the pulsations in the freestream velocity) be-
tween UrSt/f
∗ = 0.5 and 0.57 and argued that this was likely to cause a change
in the fluid forcing and excitation acting on a freely oscillating cylinder. However,
the transverse forced vibration study of Morse and Williamson [2009] indicated
that the fluid excitation was negative whenever the forcing amplitude was larger
than the amplitude of a freely oscillating cylinder (with negligible damping) at
the same reduced velocity. Therefore, the results of Nishihara et al. [2005] regard-
ing the negative fluid excitation observed at UrSt/f
∗ ≈ 0.5 for A/D = 0.05 may
simply indicate that the non-dimensional amplitude response of a freely oscillat-
ing cylinder will not exceed 0.05 at this reduced velocity, rather than indicating
the physical mechanism causing the reduction in amplitude at this point.
Fluid Forces
Knowledge of the fluid forces acting on a freely oscillating cylinder is crucial
if the excitation and structural dynamics throughout the VIV response regime
are to be fully understood. Govardhan and Williamson [2000] used simultaneous
measurements of the structural displacement, fluid forces and velocity fields the
wake of a cylinder free to oscillate in the transverse direction to examine the
hysteretic switching between the ‘Initial’ and ‘Upper’ response branches. The
Initial branch is associated with the ‘2S’ mode (shown in Figure 1.10(a)), while
the ‘2P’ mode (Figure 1.10(b)) occurs during the Upper branch. These two modes
are similar in appearance to the SA and A-IV modes, respectively [Konstantinidis
et al., 2007]. Govardhan and Williamson observed that, despite the 2P mode
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causing significantly higher levels of cylinder vibration, it did not correspond to
greater fluid forces. However, they found that at the transition between the two
branches, there was a change in the phase of the forcing with respect to the
cylinder motion; when the 2P mode occurred the forcing was largely in phase
with the cylinder velocity and more energy was transmitted to the structure than
when the 2S mode was dominant.
As far as the author is aware, no previous study in the literature has attempted
to measure the fluid forces acting on a cylinder freely oscillating in the streamwise
direction. Therefore, it is not known whether the mode competition observed in
streamwise VIV will also correspond to a change in the amplitude and phase of
the fluid forces, as Govardhan and Williamson [2000] observed for the transverse
case. Similarly, it is unclear how the drag force behaves throughout the response
regime; in particular, whether there is a change in its phase with respect to the
cylinder motion near UrSt/f
∗ = 0.5, as hypothesised by Nishihara et al. [2005]
and Konstantinidis et al. [2005].
1.2.4 Flow Past Cylinders with Multiple Degrees-of-Freedom
Cylinders with Large Mass Ratios
In practice, the majority of structures which are vulnerable to VIV will be
free to move in more than one direction, i.e. they will have multiple degrees-
of-freedom. Sarpkaya [1995] and Jauvtis and Williamson [2003] compared the
amplitude response of cylinders which had mass ratios above 6, and were free to
move in both the streamwise and transverse directions, to those of cylinders free
to move only transversely to the flow. Both studies found that the additional
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DOF caused an increase in the peak transverse amplitude of approximately 10%,
but concluded that the streamwise motion did not significantly alter the overall
cylinder response. Jauvtis and Williamson [2003] observed the S-I and the SA
modes at the peaks of the first and second response branches, respectively, in
agreement with the results of Okajima et al. [2003], for a single-DOF cylinder.
Cylinders with Low Mass Ratios
A subsequent series of experiments performed by Williamson and Jauvtis
[2004] indicated that when the mass ratio of the cylinder was below 6, the stream-
wise freedom significantly altered the cylinder response; the response regime con-
tained a new branch at UrSt/f
∗ ≈ 1.2− 1.5, which they referred to as the ‘Super
Upper’ branch. The streamwise frequency doubled (i.e. fx ≈ 2fn) and the cylin-
der followed a figure-of-eight trajectory, with peak amplitudes of approximately
A/D = 0.3 and 1.5 in the streamwise and transverse directions, respectively. A
new mode was observed in the wake, which involved the shedding of two triplets
of vortices per cycle (the ‘2T’ mode). Throughout the response regime examined,
UrSt/f
∗ ≈ 1− 2, it was found that the additional DOF caused an increase in the
transverse amplitude response compared to the single DOF case.
Blevins and Coughran [2009] examined the fluid forces acting on a series of
cylinders with m∗ < 6 which could be constrained to move in only the stream-
wise or transverse directions, or allowed to move in both. They found that the
the streamwise amplitude response of the multi-DOF cylinder was similar to
that measured for the streamwise-only case (as was also found by Jauvtis and
Williamson [2004]). In the first response branch the multi-DOF cylinder vibrated
only in streamwise direction, which is consistent with the results of Nishihara
et al. [2005], who found that the amplitude of the lift force was negligible in this
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region. In the second branch the cylinder followed a figure-of-eight trajectory, in
which the cylinder vibrated in the streamwise and transverse directions at fx and
fx/2, respectively; the amplitude was slightly larger in the streamwise direction
compared to the transverse vibrations.
1.3 Main Findings
The main findings of the literature review are summarised below:
· Vortex-Induced Vibrations occur when the fluid forces caused by the vor-
tices shed from a bluff body coincide with one of its natural frequencies.
The resulting vibrations can cause the vortex-shedding to lock-in to the
frequency of the structural motion.
· VIV can occur in both the streamwise and transverse directions, although
the former case has received comparatively little attention.
· For the case of a cylinder oscillating in the streamwise direction, the lock-in
range is centred at UrSt/f
∗ = 0.5 and increases with A/D.
· The wake of a cylinder oscillating in the streamwise direction can exhibit
a number of modes, including the A-II, SA, A-IV and S-I modes (shown in
Figure 1.4).
· The S-I mode induces a negligible lift force, and tends to decay into an
alternate structure downstream. The point at which breakdown occurs is
affected by the vibration amplitude and reduced velocity, as well as transient
conditions.
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· The response regime of a cylinder free to move in the streamwise direction
is characterised by two branches, separated by a low amplitude region at
UrSt/f
∗ ≈ 0.5. The mass-ratio and structural damping control the peak
amplitude observed. The reduced velocity range over which VIV occurs
is affected by the mass ratio (due to added mass effects), the structural
damping and hysteresis.
· The first branch occurs over the range UrSt/f ∗ ≈ 0.3 − 0.45. There are
conflicting results in the literature in terms of the reduced velocity range
over which the S-I mode dominates and the existence of lock-in in this
region.
· The second branch is observed for UrSt/f ∗ ≈ 0.5 − 0.6 and is associated
with the SA wake mode. The A-IV mode has also been observed at similar
values of UrSt/f
∗ and A/D in forced oscillation studies, but to the best of
the author’s knowledge, it has not been recorded in the wake of a freely
oscillating cylinder.
· The low amplitude region in the response regime at UrSt/f ∗ ≈ 0.5 coincides
with the centre of the lock-in range. It has been suggested that this counter-
intuitive reduction in amplitude is caused by the incompatibility of the S-
I and SA modes which dominate at lower and higher reduced velocities,
respectively [Naudascher, 1987], or a change in the phase of the vortex-
shedding with respect to the cylinder motion [Konstantinidis et al., 2005;
Nishihara et al., 2005]. However, no studies have attempted to measure the
fluid forces acting on a cylinder freely oscillating in the streamwise direction
and thus explain the presence of low amplitude vibrations at UrSt/f
∗ ≈ 0.5.
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1.4 Objectives of Current Study
The literature review has shown that while VIV in the transverse direction has
been well-studied, comparatively little in known about the streamwise case. A
number of areas in which the results of previous investigations of streamwise VIV
have been lacking or conflicting results exist are listed below:
· No previous studies have presented simultaneous, quantitative measure-
ments of the structural response and the wake of a cylinder experiencing
VIV in the streamwise direction.
· There are conflicting results regarding the dominant wake mode and the
existence of lock-in in the first response branch.
· The A-IV mode and unsteady mode-competition has been observed in the
region of the second response branch in previous forced oscillation studies,
but no such behaviour has been reported in the wake of a freely oscillating
cylinder in the same region.
· There has been no attempt to estimate the fluid forces acting on a freely
oscillating cylinder throughout the streamwise response regime.
Based on these observations the objectives of the thesis are outlined as:
1. Design a system in which the wake and the structural motion of a cylinder
exhibiting VIV in the streamwise direction can be measured simultaneously
using time-resolved Particle-Image Velocimetry.
2. Characterise the variation in the structural response and dominant wake
mode throughout the streamwise response regime.
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3. Examine the behaviour of the wake in the first response branch, focusing
on the conflicting results in the literature regarding the presence of the S-I
mode and lock-in.
4. Examine the effects of hysteresis on the wake and structural response near
the second branch, and investigate the stability of the system in this region.
5. Estimate the fluid forces acting on the cylinder throughout the response
regime and relate the estimates of the forcing to the dominant wake modes
observed.
1.5 Outline of Thesis
The remainder of this thesis is divided into six chapters. The following chapter
outlines the experimental facilities and techniques used throughout this study.
Chapter 3 describes the dominant wake modes and cylinder response character-
istics throughout the response regime. The presence of multiple wake modes and
their effect on the structural motion in the first and second response branches are
discussed in Chapters 4 and 5, respectively. Chapter 6 presents estimates of the
fluid forces acting on the cylinder, while the final chapter summarises the work
presented throughout the entire thesis and makes some suggestions for future
work.
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1.6 Figures
Figure 1.1: Flow visualisation presented in Van Dyke [1982], showing the von
Ka´rma´n vortex street in the wake of a stationary cylinder (Re = 140).
26
1. Introduction
Figure 1.2: Mode map, adapted from Williamson and Roshko [1988], showing the
wake modes observed throughout the UrSt/f
∗ − A/D plane. The cylinder was
forced to oscillate in the transverse direction.
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Figure 1.3: Minimum forcing amplitude required to induce lock-in as a function
of reduced velocity, compiled from various studies in the literature. The details of
the studies and the symbols are listed in Table 1.1. The shaded region corresponds
to the approximate lock-in range.
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Figure 1.4: Sketch representing the S-I, A-II, SA and A-IV wake modes.
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Figure 1.5: Summary of published forced studies of streamwise VIV in which
the wake modes have been identified. The symbol colour denotes the wake mode
observed at each point; S-I (cyan); S-II (black); A-II (red); A-III (magenta); A-IV
(green); and SA (yellow). The study is indicated by the symbol used, as detailed
in Table 1.2. Symbols with two colours (i.e. the studies of Konstantinidis et al.
[2005, 2007] and Konstantinidis and Balabani [2007]) indicate points at which
mode-switching was observed.
Figure 1.6: Sketch representing the stages of the wake-breathing process (i.e. the
S-I wake mode). The black and red arrows indicate the direction of the cylinder
motion and the fluid entrainment, respectively. Adapted from Aguirre [1977].
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Figure 1.7: Amplitude response of three cylinders with different levels of damping.
The mass ratio was 1.2, and ζw was measured in water, i.e. it included the effects
of both the structural and the hydrodynamic damping. Adapted from Aguirre
[1977].
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Figure 1.8: Schematic showing the splitter-plate used by Okajima et al. [2003]
and Aguirre [1977]; when the plate is absent the vortices are shed alternately (a);
however, when the splitter-plate is present this shedding mode is not possible and
the S-I mode is observed (b).
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Figure 1.9: Amplitude response of a circular cylinder with and without a splitter-
plate (closed and open symbols, respectively), adapted from Okajima et al. [2003].
The cylinder had a combined mass-damping parameter of Cn = 0.7 (the values of
the mass ratio and damping were not identified), and the Reynolds number range
was 8000 − 40000. The cylinder response frequency was not presented, and the
results are not shown in terms of the true reduced velocity. The low amplitude
region occurs at Ur ≈ 2.5.
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Figure 1.10: Vorticity distributions indicating the ‘2S’ (a) and ‘2P’ modes (b),
adapted from Govardhan and Williamson [2000]. The cylinder is vibrating in
the transverse direction at Ay/D = 0.33, Ur/f
∗ = 5.4 (a) and Ay/D = 0.6,
Ur/f
∗ = 5.82 (b). Contour levels for each case are ωzD/U0 = ±0.4,±0.8, . . .
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Chapter 2
Experimental Details
2.1 Introduction
The experimental facilities and techniques as well as the various post-processing
algorithms used to obtain the results presented throughout this thesis are de-
scribed in this chapter.
The experiments involved the simultaneous measurement of the displacement
signal of a cylinder undergoing VIV in the streamwise direction and the surround-
ing velocity field using Particle-Image Velocimetry (PIV). The measurements were
performed in two stages; the results presented in Chapter 3 and Sections 4.2 to
4.6 were performed in the first stage, while those discussed in Sections 4.7 to 4.8
and Chapters 5 and 6 were performed in the second stage. The same experimen-
tal facilities and cylinder were used in both stages; however, the cylinder had a
higher natural frequency in the second stage (due to changes in the stiffness of
the supports) and the experimental procedures employed in both stages differed
slightly, as will be outlined in the following sections. For convenience, the mea-
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surements used to obtain the results presented in Chapter 3 and Sections 4.2 to
4.6 are referred to as Test Stage 1, while those presented in Sections 4.7 to 4.8
and Chapters 5 and 6 are referred to as Test Stage 2.
2.2 Water Tunnel Facility
The experiments were performed in a closed-loop water tunnel, which is shown
schematically in Figure 2.1. A pump is used to generate the flow, and the flowrate
can be adjusted using two valves (labeled ‘A’ and ‘B’ in Figure 2.1). The maxi-
mum flowrate was approximately 290L/min, which corresponded to a freestream
velocity of approximately 1m/s. The water tunnel is also capable of generating
pulsating flow using a rotating valve and motor, which was employed in the work
of Konstantinidis and Balabani [2007, 2008] and Konstantinidis et al. [2003, 2005,
2007], who investigated unsteady flow past a fixed cylinder. However, the current
experiments were performed under steady-flow conditions and the section of the
tunnel containing the rotating valve was not used. A magnetic flowmeter was
used to monitor the flowrate (but not to estimate the freestream velocity, which
was performed using PIV). A chiller unit was connected to the reservoir, which
was used to control the water temperature to within 22 ± 0.5◦C. Bleeds were
installed at the top of the tunnel and in the reservoir to remove any air in the
system.
The test-section had a cross-sectional area of 72mm×72mm, and the walls
were made of Perspex to allow optical access. A hexagonal honeycomb, screens
and a 9:1 contraction were used to condition the flow upstream of the test-section.
The profiles of the mean and fluctuating components of the velocity were mea-
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sured using PIV. The details of the measurements are presented in Section 2.4.2.
The fluctuating velocity was calculated as:
u′(y) =
1
N
N∑
i=1
∣∣∣∣u(y, ti)− u(y, ti)∣∣∣∣, (2.1)
where u is the streamwise velocity component, N is the number of fields
examined (N = 1000), and ti is the time-step of the measurements.
The symmetry of the flow in the test-section is indicated in Figure 2.2, which
shows the profiles of the mean and fluctuating components of the streamwise ve-
locity measured at three values of Reynolds number (Re = 1540, 2910 and 4340).
The profiles were measured approximately eight cylinder diameter upstream of
the mean cylinder position. The magnitude of the fluctuating velocity was found
to be less than 2% of the U0 and u/U0 was uniform to within 1% 1.5 cylinder
diameters (10.7mm) from the test-section walls.
2.3 Test Section and Cylinder Supports
It was necessary to design a test-section such that the cylinder could be supported
within the flow and vibrate in the streamwise direction. A number of constraints
existed; the structural damping had to be sufficiently low so as to allow relatively
large streamwise oscillations; the cylinder supports should not prevent optical
access to the flow surrounding the cylinder; and any motion of the cylinder other
than translation in the streamwise direction (e.g. transverse motion or pitching)
was required to be negligible. The cylinder was also required to have a sufficiently
low natural frequency, such that the entire streamwise response regime could be
examined in the water tunnel. As the maximum freestream velocity attainable
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was approximately 1m/s, in order to reach a reduced velocity of UrSt/f
∗ = 0.8
(which is beyond the second response branch), the maximum response frequency
was required to be below fx ∼ 35Hz.
The cylinder was supported at either end using fishing wires, which were
perpendicular to both the flow direction and the cylinder axis, as shown in Figure
2.3. Fishing wire was found to be a suitable choice of material, as it allowed the
system to have a natural frequency in a suitable range (fn ≈ 15Hz − 25Hz),
provided low structural damping, was thin (and therefore had negligible blockage
effects) and did not snap at high flowrates. The cylinder was secured in place
along the wires using rubber sealant glue, which prevented it from moving in the
transverse direction. The ends of the wire were passed through small holes in the
test-section walls, which were then sealed with sealant glue to prevent leakage.
Figure 2.3 also indicates the coordinate system; the origin was defined as
the mean position of the centre of the cylinder, x and y were measured in the
streamwise and transverse directions, respectively, and z was measured along
the cylinder axis from its midspan. As the mean drag coefficient and the mean
cylinder position varied with the flowrate, the origin of the coordinate system
was also defined separately for each reduced velocity examined. The change in
the mean cylinder position throughout any of the experiments performed (i.e.
the difference in the mean position between the lowest and the highest flowrates
examined) was less than 0.14D.
The tension in the wires was maintained by suspending weights outside the
test-section. The stiffness of the supports was found to weakly depend on the
magnitude of the weight applied. The weights could therefore be adjusted to
ensure that the stiffness at both ends of the cylinder was approximately equal,
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and the cylinder motion was approximately symmetrical about its midspan. In
order to ensure that the levels of non-translational motion were negligible, tests
were performed in which the cylinder motion was tracked by illuminating it along
its axis and taking images at various flow rates. The maximum change in angle
of the cylinder axis was less than 1◦, and the maximum displacement at the
cylinder tip due to rotational motion was found to be less than 5% of that due to
translational motion. For all flowrates examined in which the cylinder experienced
VIV, the spectra of the displacement signals indicated that any energy contained
in any sub- or super-harmonics was less than 1% of that occurring at the primary
response frequency (i.e. fx). This indicated that the cylinder displacement signals
did not contain significant non-linear components, and that the stiffness of the
cylinder supports was essentially linear.
The cylinder was made of solid Perspex and had a mass ratio of m∗ = 1.17
(neglecting the mass of the support wires). It had a diameter and length of 7.1mm
and 71mm, respectively, which corresponded to an aspect ratio of AR = 10 and a
blockage ratio of 9.9%. As the aspect ratio is relatively low, the wake at the cylin-
der mid-span (where the velocity field is measured) may be subject to end-effects
which increase the three-dimensionality of the flow field. In order to assess the
effects any three-dimensional flow structures present would have on the current
set of experiments, prior work was performed using laser-Doppler anemometry
in which the fluctuating and mean velocity components in the streamwise and
transverse directions were measured at 1mm intervals along the axial direction of
the cylinder for a range of reduced velocities. It was found that the magnitude of
the streamwise and transverse velocity fluctuations were approximately constant
two diameters from either end of the cylinder. This is consistent with the results
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of Konstantinidis et al. [2003], who also performed laser-Doppler anemometry
measurements in the same water tunnel.
While a very large aspect ratio would be ideal, in practice this was not pos-
sible in the current test facilities. The aspect ratio of 10 is of the same order of
magnitude of the majority of the experimental work cited in this paper; in partic-
ular, Aguirre [1977] used an AR of 10, while Jauvtis and Williamson [2003] used
aspect ratios of 7.5 and 10. It is also worth noting, Govardhan and Williamson
[2000] compared the amplitude response of a cylinder free to move in transverse
direction for the case of AR = 10 and AR = 20 (the two cases also had different
mass-damping values), and found a very good matching. This suggests that in
spite of the three-dimensional flow structures associated with finite-length cylin-
ders, the results of studies with cylinders having an AR ∼ 10 are in general
applicable to cases with larger AR values.
The damping and natural frequency of the cylinder were found to depend
on the tension within the wires as they were sealed in place, i.e. the structural
parameters were not the same each time the cylinder was installed. The structural
parameters were estimated prior to each set of experiments from a series of ‘free-
decay’ or ‘tap’ tests. The displacement signal of a single-DOF, lightly damped
body following an applied perturbation is given by:
x(t) = A0 sin (2pifnt) e
−2pifnζt, (2.2)
where A0 is the amplitude of the initial disturbance, and fn and ζ are the natural
frequency and the damping ratio in the fluid in which the tap test was performed.
The natural frequency and damping of the system can be found by ‘tapping’ the
40
2. Experimental Details
structure, measuring the resulting displacement signal and fitting the signal to
equation 2.2.
A series of tap tests were performed in both air and water, in order to identify
the structural parameters with and without the added mass effects. A sample
displacement signal is shown in Figure 2.4(a). The cylinder was displaced a
number of times in each set of measurements. To ensure that the signal was
oscillating about zero, the mean was estimated from a small segment of the signal,
prior to the first time that the cylinder was perturbed (t < 0.25s in Figure 2.4(a)),
and was deducted from the signal. The resulting signal was then divided into
segments, each corresponding to one tap test, as shown in Figure 2.4(b). The
peaks in each segment were identified (red circles in Figure 2.4(b)), and the time
difference between the first and last peak (tp,1 and tp,N , respectively) were used
to estimate the natural frequency:
fn =
Np − 1
tp,N − tp,1 , (2.3)
where Np is the number of peaks identified. Finally, a least-squares optimisation
algorithm was used to fit the exponential decay curve A0e
−2pifnζt to the peaks
(green line in Figure 2.4(b)), which was used to find the damping ratio. This
method of estimating fn and ζ was found to provide more consistent estimates
than identifying the peak in the frequency spectra of the segments of the dis-
placement signal or applying the logarithmic decrement method.
The values of the natural frequency and the damping ratio found from each
test were averaged and the standard deviation was used to estimate the accu-
racy of the estimates. The natural frequency was found from tests performed
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in still water (in which case the effective mass of the system included the added
mass). Assuming an ideal mass coefficient of Ca = 1, and the density of air to be
1.225kg/m3, the total added mass of the system in air is ∆m = 3.49 × 10−6kg,
which is approximately 0.1% of the cylinder mass, and will have a negligible ef-
fect on the structural response. Therefore, the natural frequency measured in
air, fn,a, could be used as an estimate of the natural frequency in the absence of
added mass effects, as proposed by Sarpkaya [2004].
Table 2.1: Mean and standard deviation of a series of measurements of the damp-
ing and natural frequency of the cylinders used in Test Stages 1 and 2.
Test
Stage
Parameter Mean value Standard deviation Working
fluid
Number
of tests
1 fn 15.082Hz 0.057Hz(0.38%) Water 13
1 fn,a 27.866Hz 0.074Hz(0.265%) Air 9
1 ζw 0.029 0.0019(6.6%) Water 13
1 ζ 5.35× 10−3 0.426× 10−3(7.95%) Air 9
2 fn 23.703Hz 0.031Hz(0.13%) Water 9
2 fn,a 33.11Hz 0.09Hz(0.27%) Air 5
2 ζw 0.02 0.9× 10−3(4.55%) Water 9
2 ζ 3.74× 10−3 0.182× 10−3(4.86%) Air 5
Similarly, the fluid damping in air is likely to be negligible compared to that
in water; therefore, the damping ratio measured in air, ζ, will be approximately
equal to the structural damping, while the value measured in water, ζw, will be
equal to the combined hydrodynamic and structural damping.
The results of the tap tests performed for Test Stages 1 and 2 are presented
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in Table 2.1. In both cases, the uncertainty in the estimated natural frequency
was less than 0.4%, while the uncertainty in the estimates of ζ was higher, in the
range 4%− 8%.
2.4 Particle-Image Velocimetry
Particle-Image Velocimetry is a non-invasive optical flow measurement technique
which has become common practice in many areas of fluid mechanics research
[Westerweel et al., 2013]. A brief overview of two-component PIV (in which two
of the velocity components are measured) is outlined here; a thorough description
of the technique can be found in Raffel et al. [2007]. The method requires the
flow to be seeded with small particles which are assumed to follow the flow, i.e.
the velocity of the particles is assumed to be approximately equal to the local
velocity of the fluid. A thin plane of the flow is illuminated with a laser sheet and
two images are acquired in quick succession. These images are decomposed into
sets of interrogation windows containing a small number of particles (∼ 10). The
windows from the first image are then cross-correlated with those in the second
image, and the maximum of the cross-correlation matrix is used to estimate the
mean displacement of the particles, ∆x. The local fluid velocity can then be
estimated as:
u =
∆x
∆t
, (2.4)
where ∆t is the time difference between acquiring the first and second images.
The technique can be extended to measure the velocity component and gra-
dients normal to the laser sheet and in a three-dimensional volume [Raffel et al.,
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2007]. However, in this work only two-component measurements were performed.
The measurements were performed using a pulsed Nd:Yag laser, supplied by
Dantec Dynamics, and a high speed IDT X-3 CMOS (Complementary metaloxide-
semiconductor) camera which had a resolution of 1024 × 1280 pixels. The flow
was seeded using 14µm silver-coated hollow glass spheres. The laser sheet was
approximately ∼ 1mm thick, and was positioned at the cylinder midspan, as
shown in Figure 2.5. Both the CMOS camera and the light source of the laser
were mounted on a mechanical transverse which was controlled using BSA Flow
Manager Software (Dantec Dynamics), which had an accuracy of ±0.001mm and
moved independently of the water tunnel position.
The image-pairs were acquired using the Dynamic Studio software package
(Dantec Dynamics), which was also used to synchronise the camera and the laser
pulses. The velocity fields were estimated from the image-pairs using JPIV (http:
//www.jpiv.vennemann-online.de/). For both test stages a three-pass cross-
correlation scheme with 50% window overlap was used. The normalised median
test [Westerweel and Scarano, 2005] was applied after each pass, and erroneous
vectors were replaced with the local median vector. For Test Stage 1, a 3 × 3
smoothing filter was also applied to the fields after each pass. The specific details
of the cross-correlation scheme employed for Test Stages 1 and 2 are listed in
Table 2.2.
2.4.1 Calibration
The PIV images were calibrated by acquiring an image of a grid of circular dots,
which were 0.5mm in diameter and had a uniform spacing of 2mm. The images
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Table 2.2: Details of the three-pass cross-correlation scheme used to evaluate the
velocity fields for Test Stages 1 and 2.
Test Stage Setting Pass 1 Pass 2 Pass 3
[pixels] [pixels] [pixels]
1 Interrogation Window Size 64 32 24
1 Search Domain Size 12 4 4
1 Vector Spacing 32 16 12
2 Interrogation Window Size 64 32 24
2 Search Domain Size 12 4 4
2 Vector Spacing 32 16 12
were processed in Matlab using a black and white threshold filter, the centroid of
each dot was found, and the distance between each centroid was calculated. These
values were averaged to find the calibration constant (in units of pixels/mm),
and the standard deviation was found in order to approximate the accuracy of
the method. The calibration factor was found to be 26.183pixels/mm (with a
standard deviation of 0.138pixels/mm) for Test Stage 1, while for Test Stage
2, the calibration factor was estimated as 30.541pixels/mm (with a standard
deviation of 0.174pixels/mm). Based on these values, the calibration constants
found for Test Stages 1 and 2 were found to be accurate to within 0.53% and
0.57%, respectively.
It should be noted that, as the freestream velocity was also measured using the
same PIV system, the errors in the calibration constant will not lead to errors in
the non-dimensional velocity and its gradients, e.g. u/U0, ωz/DU0, etc. (as both
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the numerator and the denominator are scaled by the same calibration constant).
Similarly, while the estimation of groups such as Ur and St (see Section 2.9) will
be affected by calibration errors, the combined ‘true’ reduced velocity, UrSt/f
∗,
will not.
2.4.2 Freestream Velocity Measurements
The water tunnel contained a magnetic flowmeter which could be used to approx-
imate the freestream velocity. However, it was decided to measure U0 using PIV,
as this method was found to be more accurate, particularly at high flowrates, and
reduced the total errors in the calculation of the reduced velocity, as discussed in
the previous section.
A series of PIV measurements were acquired of a small region in the cen-
tre of the test-section eight diameters upstream of the mean cylinder position.
These were processed using JPIV, and the cross-correlation scheme listed in Ta-
ble 2.3 (the same scheme was used for both test stages). The streamwise velocity
component determined from all the fields was averaged to find an estimate of U0.
Freestream Velocity Profiles
In order to examine the conditions of the flow entering the test-section, the
mean and fluctuating streamwise velocity components were measured across the
span of the test-section, i.e. y/D = −5.07 to 5.07, eight diameters upstream of
the cylinder, as shown in Figure 2.2. It was not possible to capture the entire
width of the test-section in a single PIV image; therefore the mechanical traverse
was used to move the camera and laser source in the transverse direction, and
two sets of PIV measurements were acquired; the resulting vector fields spanned
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Table 2.3: Details of the two-pass cross-correlation scheme used to evaluate the
velocity fields in the freestream for Test Stages 1 and 2, as well as the velocity
profiles shown in Figure 2.2.
Measurement Setting Pass 1 Pass 2
Variable [pixels] pixels]
U0 Interrogation Window Size 128 64
U0 Search Domain Size 32 12
U0 Vector Spacing 64 32
u, u′ Interrogation Window Size 64 64
u, u′ Search Domain Size 32 12
u, u′ Vector Spacing 32 32
the ranges y/D = −4.76 to -0.28 and y/D = 0.01 to 4.83, respectively. These
could be combined to form a profile which spanned the width of the section.
At each flowrate, 1000 image-pairs were acquired at 100Hz on either side of
the test-section. The velocity vectors were estimated using the PIV settings listed
in Table 2.3.
2.4.3 Experimental Procedure
Each time the cylinder was installed in the water tunnel facility, a number of
measurements were performed prior to the PIV measurements of the cylinder
response and the wake.
Firstly, the tensions within both fishing wires were adjusted and the rotational
motion of the cylinder was measured to ensure that any pitching motion was
negligible. Series of tap tests were then performed in still water and air to measure
47
2. Experimental Details
the structural parameters of the system. The flow was subsequently seeded, and a
series of PIV measurements were performed at various flowrates to find an optimal
range of ∆t and a suitable cross-correlation scheme. Finally, the upstream velocity
profiles were measured and the measurements of the cylinder response and wake
were acquired throughout the response regime.
Prior to acquiring a set of PIV measurements, the flowrate was adjusted and
the system was allowed to settle for at least ten minutes to ensure that the
cylinder response and wake had reached a steady state (if one existed). The laser
and camera was moved in the upstream direction using a mechanical traverse, and
the freestream velocity was measured, as outlined in Section 2.4.2. The traversing
system was then returned to its original position, such that the cylinder and its
wake were within the measurement domain, and PIV image-pairs were acquired.
2.5 Phase-Averaging
The measurements of the cylinder motion and the velocity fields presented through-
out this thesis are subject to measurement noise, as well as turbulent fluctuations,
which can conceal the large scale, periodic vortical structures present. These ef-
fects can be reduced by averaging the results. However, the displacement signal
and velocity fields contain periodic phenomena which are of interest and would
also be removed by the averaging process. In order to retain information relat-
ing to the periodic phenomena, it is necessary to ensemble- or phase-average the
measurements. This process involves identifying the phase of each instantaneous
measurement using a suitable reference signal, and averaging all the measure-
ments which have a phase within a certain range.
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Phase-averaging was used to distinguish the dominant wake mode from back-
ground turbulence, and to relate the cylinder position throughout the vortex-
shedding cycle to the wake dynamics. In order to perform this for all reduced
velocities, including those outside the lock-in range, it was necessary to choose
a reference signal from within the wake (rather than the cylinder displacement
signal). Various methods of finding a suitable reference signal were rigorously
tested, such as the time series of the circulation generated in the near wake,
the amplitude of the Proper-Orthogonal Decomposition modes [van Oudheusden
et al., 2005] and the transverse velocity extracted directly from the PIV fields
at various points in the wake. All reference signals were low-pass filtered with a
cut-off frequency of twice the peak response frequency. The transverse velocity
in the wake was found to provide the most accurate reference signal for the phase
averaging process, as it resulted in the least variation within each phase. The
transverse velocity was extracted from the wake at (x/D, y/D) = (3, 0.5), (1, 0.5)
or (3, 0), depending on what wake mode was dominant, as will be discussed in
Chapters 3 - 5.
This method had the advantage of being applicable to situations in which the
wake switched intermittently between two modes occurring at different frequen-
cies. By extracting the velocity signal from a suitable location in the wake, it was
possible to have a reference signal which contained components occurring at the
frequencies of both wake modes. This is discussed in more detail in Section 4.2.
In order to calculate the phase, the reference signal was extracted and filtered,
and the times at which peaks in the signal occurred were recorded. In order
to reduce the influence of end-effects associated with the filtering process, the
segments of the signal before the second peak and after the second last peak were
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discarded, and thus the fields in this region were not phase-averaged. For a given
field at time ti, the phase angle was estimated as:
φ(ti) = 2pi
(
t1 − ti
t1 − t2
)
, (2.5)
where t1 and t2 are the times at which the previous and succeeding peaks oc-
curred, respectively, in the reference signal, as shown in Figure 2.6. Cubic spline
interpolation was used to increase the temporal resolution of the reference signal
(by a factor of 10), which ensured that the phase angle was not biased towards
0; this would occur when the magnitude of the reference signal at time ti was
larger than that at ti−1 and ti+1. It was found that the distribution of φ(ti) was
approximately uniform throughout [0, 2pi].
The same process was used to phase-average the cylinder displacement signal.
The phase-averaged fields were used to estimate the out-of-plane vorticity, 〈ωz〉,
where 〈.〉 denotes a phase-averaged quantity.
2.6 Accuracy of the PIV Measurements
The uncertainty associated with PIV measurements is caused by a wide range of
factors, and can be difficult to accurately quantify. In this section, the measure-
ment uncertainty from the laser illumination, three-dimensionality in the flow and
bias error are discussed; the uncertainty in the measurements are then quantified
by estimating the residual of the continuity equation in the wake.
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2.6.1 Laser Sheet Illumination
Sample PIV images are presented in Figure 2.7 for Test Stages 1 and 2. In both
cases, the laser illumination is directed from the bottom of the image. There
are regions where the illumination is not uniform; the region above the cylinder
(y > 0), as well as the region near the upstream (left) surface of the cylinder.
The refractive index of the cylinder does not match that of the water; therefore
the laser light is diffracted as it passes through the cylinder, resulting in regions
of intense illumination and shadow. As the particles in the first image of the
acquired pair move into a dark region, they will have lower intensity in the second
image, and may not be detected in the cross-correlation process; which will result
in errors in the estimated PIV fields. This effect will lead to an under-estimation
of the mean streamwise velocity in this region. Figure 2.8 shows the profiles of
the mean streamwise velocity measured at y/D = ±1.49 for U0 = 0.76 for Test
Stage 2. This case had the largest ∆t time with respect to U0, and is most likely
to be affected by the movement of particles from light to dark regions between
images. It is clear that the shadow region (y/D > 0) causes the value of u/U0 to be
under-estimated. It would be possible to account for these errors by interpolating
the velocity vectors in this region from neighbouring regions which had uniform
illumination; however, as this study focuses on the turbulent wake of the cylinder,
the errors in the velocity vectors in this region do not have a significant impact
on the results presented in the following chapters, and no interpolation was used.
A similar shadow region is observed slightly upstream of the cylinder in both
cases (Figure 2.7); the upstream (left) surface of the cylinder is not visible in either
PIV image. As the camera focuses on the wake and is positioned downstream
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of the cylinder, the upstream surface of the cylinder is obscured. This will also
lead to an under-estimation of the velocity vectors in this region. However, as
in the case of the shadow region discussed in the previous paragraph, the region
immediately upstream of the cylinder is of little interest to the present study, and
the errors will not impact on the results presented.
It should be noted that this problem will not affect the measurements of the
freestream velocity, as the traverse is used to move both the laser source and the
camera upstream such that the cylinder is not present in the PIV images, and no
regions of the images are obscured.
2.6.2 Three-dimensionality in the Flow
The wake of the cylinder is likely to contain velocity fluctuations in the direction of
the cylinder span [Williamson, 1996]. The velocity component in this direction,
w, acts normal to the PIV measurement plane and cannot be resolved in the
current experiments. The spanwise velocity component can decrease the accuracy
of the estimated velocity field due to ‘particle drop-out’, in which the velocity
component normal to the laser sheet causes particles which were visible in the
first PIV image to be absent in the second. This effect can be minimised by
employing small values of ∆t, such that the proportion of particles which drop-
out during the image-pair acquisition is small. The volume of the fluid in an
interrogation window is given by;
Viw = sAiw, (2.6)
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where s is the thickness of the laser sheet and Aiw is the area of the window,
while the volume of the window which leaves the laser sheet between each image
is given by:
∆Viw = w∆tAiw. (2.7)
The proportion of particles which drop-out between images (the drop-out
ratio) can therefore be expressed as:
∆Viw
Viw
=
w∆t
s
. (2.8)
The w velocity component in the wake of a cantilever was found by Adaramola
et al. [2006] to be less than 40% of the freestream velocity, and it is likely to be
lower in the wake of a two-dimensional cylinder which is exhibiting VIV [Arm-
strong and Barnes, 1986]. However, a conservative approximation of the drop-out
ratio can be found by taking w = U0. Figure 2.9 shows the variation in ∆Viw/Viw
with freestream velocity for Test Stages 1 and 2. As U0 was increased, ∆t was
decreased to ensure that the drop-out ratio did not become large. However, below
a certain value of ∆t (approximately 120µs), the PIV system was unable to main-
tain a comparable light intensity in both images of a given pair, which reduced
the accuracy of the velocity field estimates. As a result, for U0 > 0.4m/s in Test
Stage 2, the value of ∆t was not changed, and the drop-out ratio increased. The
maximum value of ∆Viw/Viw found in both Test Stages is approximately 0.09.
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This indicates that for all measurements at least 90% of the particles observed
in the first image of a given pair were also present in the second. Therefore, the
accuracy of the PIV measurements is not likely to be significantly affected by the
three-dimensionality in the wake.
2.6.3 Bias Error
The errors associated with the PIV measurements can be classed as one of two
forms; random errors and bias errors. The effects of the former appear as noise in
the velocity estimates and can be accounted for by averaging the results. However,
as bias errors are systematic, they cannot be reduced in this way, and will also
affect the mean and phase-averaged velocity and vorticity measurements.
The PIV software used to estimate the velocity vectors employs a sub-pixel
interpolation algorithm when identifying the location of the peak in the cross-
correlation matrix, which allows the displacement vector of the interrogation
windows (i.e. ∆x) to have non-integer values. However, if the seeding of the
flow in not optimal (i.e. the seeding density is too low/high, or the particles
are too large/small), the estimates of the particle displacement will be biased
towards integer values, which is known as ‘peak-locking’ or bias error [Raffel
et al., 2007]. The use of small values of ∆t reduces the errors associated with
particle drop-out and the shadow regions; however, it also increases the reliance
of the estimated velocity vectors on the sub-pixel algorithm employed, and can
make the measurements more vulnerable to bias error.
If the PIV measurements are affected by bias error, the components of the
velocity vectors will have a tendency to occur at integer values, and the his-
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tograms of the velocity components will contain peaks at each integer. This
effect was examined for each measurement set acquired in both Test Stages. His-
tograms of the streamwise velocity component acquired at three reduced veloci-
ties (UrSt/f
∗ = 0.187, 0.388 and 0.574, which correspond to pre-lock-in, and the
peaks of the first and second response branches, respectively) in Test Stage 2 are
shown in Figure 2.10, which are representative of the results found throughout
both stages. In each case, a peak is present at 0pixels, which is likely to be asso-
ciated with the velocity vectors calculated within the region of the images that
was occupied by the cylinder. However, the histograms do not show any sign of
peak-locking, and the PIV measurements were not deemed to be affected by bias
error. Consequently, the uncertainty associated with the estimates of the velocity
field can be attributed to random error, which can be removed by averaging the
instantaneous fields.
2.6.4 Estimation of Uncertainty
The uncertainty of the PIV measurements can be estimated by applying the
data to a known physical model, such as the continuity equation. As the flow is
incompressible, the surface integral of the velocity flux through a control volume
(bounded by a surface S) will be equal to zero:
∮
u · dS = 0. (2.9)
By defining a suitable control volume in the PIV domain, the residual of equa-
tion 2.9 can be used to approximate the uncertainty in the PIV measurements.
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However, as only two velocity components are measured, the magnitude of the
residual will also be affected by the three-dimensionality of the wake. The control
volume employed in the current work was taken as the boundary of the PIV fields,
i.e. xmin to xmax and ymin to ymax in the streamwise and transverse directions,
respectively.
By neglecting the w velocity component and assuming unit thickness in the
spanwise direction, equation 2.9 can be expressed in two-dimensional form as:
∫ ymax
ymin
(
u(xmin, y, t)− u(xmax, y, t)
)
dy
+
∫ xmax
xmin
(
v(x, ymin, t)− v(x, ymax, t)
)
dx = 0.
(2.10)
By converting equation 2.10 into discrete form, the residual of the continuity
equation evaluated for the instantaneous PIV fields can be expressed in non-
dimensional form as:
εu(t) =
1
NyU0
Ny∑
i=1
(
u(xmin, yi, t)− u(xmax, yi, t)
)
+
1
NxU0
Nx∑
i=1
(
v(xi, ymin, t)− v(xi, ymax, t)
)
,
(2.11)
where Nx and Ny are the number of vectors summed in the x and y directions,
respectively.
A similar method was used to quantify the residual of the continuity equation
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applied to phase-averaged velocity fields:
〈εu(φ)〉 = 1
NyU0
Ny∑
i=1
(
〈u(xmin, yi, φ)〉 − 〈u(xmax, yi, φ)〉
)
+
1
NxU0
Nx∑
i=1
(
〈v(xi, ymin, φ)〉 − 〈v(xi, ymax, φ)〉
)
.
(2.12)
The root-mean-square (rms) of εu(t) and 〈εu(φ)〉 were calculated at each re-
duced velocity examined in Test Stages 1 and 2, and were used to quantify the un-
certainty in the estimates of the instantaneous and phase-averaged velocity fields,
respectively. The phase-averaged fields were calculated using the transverse ve-
locity measured at (x/D, y/D) = (3, 0.5) as a reference signal, and contained 16
phases. The uncertainty in the estimated mean velocity fields was estimated as:
εu =
1
NyU0
Ny∑
i=1
(
u(xmin, yi)− u(xmax, yi)
)
+
1
NxU0
Nx∑
i=1
(
v(xi, ymin)− v(xi, ymax)
)
.
(2.13)
Figure 2.11 shows the variation in εu,rms, 〈εu〉rms and εu for each set of PIV
measurements in Test Stages 1 and 2. In both test stages, the errors in the
instantaneous measurements tend to be considerably larger than those in the
phase-averaged and mean velocity fields, and 〈εu〉rms tends to be slightly larger
than εu. The uncertainty in the measurements of the instantaneous velocity
fields in Test Stages 1 and 2 was less than 10.4% and 7.3% of the freestream
velocity, respectively, while the uncertainty in the phase-averaged fields was 5.5%
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and 2.4% of U0, respectively. These estimates of the uncertainty also include
the effect of three-dimensionality flow through the control volume, which has not
been measured or accounted for in equations 2.11 - 2.13). Therefore the actual
uncertainty is likely to be slightly lower than these values.
The estimates of the uncertainty in the measurement of the instantaneous,
phase-averaged and mean velocity fields was taken as the mean value of εu,rms,
〈εu〉rms and εu, respectively, and are summarised in Table 2.4 for each test stage.
Table 2.4: Measurement uncertainty in the velocity and vorticity estimates per-
formed in Test Stages 1 and 2.
Variable Uncertainty Uncertainty
Test Stage 1 Test Stage 2
u(t)/U0, v(t)/U0 0.104 0.073
〈u〉/U0, 〈v〉/U0 0.055 0.024
u/U0, v/U0 0.049 0.019
ωz(t)D/U0 2.28 1.85
〈ωzD/U0〉 1.2 0.62
The spatial gradients were estimated using the least-squares method, which
is robust with respect to noise in PIV measurements [Raffel et al., 2007], and was
found to clearly identify the vortical structures in the wake. The uncertainty in
the spatial gradients estimated using the least-squares method are related to the
uncertainty in the measurements of the velocity field as:
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ε
(
∂u
∂x
)
≈ 1.0ε(u)
∆x
, (2.14)
where ε
(
∂u
∂x
)
and ε(u) are the uncertainties in ∂u
∂x
and u, respectively, and ∆x is
the vector spacing [Raffel et al., 2007].
As the two-dimensional vorticity is the sum of two gradients, ωx =
∂v
∂x
− ∂u
∂y
,
the uncertainty in estimates of the vorticity will be given by:
ε
(
∂u
∂x
)
≈
√
2
ε(u)
∆x
, (2.15)
which can be found by applying the cumulative error formula.
The uncertainty of the instantaneous and phase-averaged measurements of
the non-dimensional vorticity found using equation 2.15 are also shown in Table
2.4. While the uncertainty in the instantaneous vorticity fields is relatively large,
the uncertainty in the phase-averaged quantities is considerably lower.
Table 2.4 indicates that the measurements performed in Test Stage 2 have a
greater accuracy than those of Test Stage 1, and that the phase-averaging pro-
cess outlined in Section 2.5 succeeds in reducing the uncertainty in the averaged
quantities.
2.7 Proper-Orthogonal Decomposition
Proper-Orthogonal Decomposition is increasingly becoming a standard tool in
the experimental and numerical analysis of flow fields, and has been applied to
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bluff body wakes to analyse large scale flow features by van Oudheusden et al.
[2005] and Konstantinidis et al. [2007], amongst others. In the present work,
POD is used to define a criterion to determine which wake mode is dominant as a
function of time. A brief overview of the method is presented here, while a more
extensive review can be found in Berzook et al. [1993].
The method of ‘snapshot’ POD decomposes a set of N flow fields into a set
of orthogonal spatial modes, Φi (x, y), where i denotes the mode number, and a
mean flow field, u, also known as the zeroth mode. Using amplitude coefficients,
ai(t), the original flow fields can be expressed as:
u (x, y, t) = u (x, y) +
N∑
i=1
ai(t)Φi (x, y) . (2.16)
In order to perform this decomposition, the mean velocity field is first sub-
tracted from each instantaneous velocity field, which is then expressed as a col-
umn vector for computational purposes. These fields are stored in a matrix, Υ, in
which each of the N columns corresponds to an instantaneous fluctuating velocity
field. A cross correlation matrix C is found as,
C = Υ>Υ. (2.17)
The decomposition can now be expressed as an eigenvector problem:
CH = ΛH (2.18)
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where H is a matrix whose columns contain the eigenvectors of C, and Λ is a
diagonal matrix in which Λii is the i
th eigenvalue, λi. The POD modes are derived
from the eigenvectors:
Φi =
N∑
n=1
HinΥn
||
N∑
n=1
HinΥn||
. (2.19)
where Υn is the n
th column of Υ. The matrix of amplitude coefficients is found
by projecting the matrix of POD modes onto the velocity fields
ak = Φ
>Υk. (2.20)
The total fluctuating kinetic energy of each mode is proportional to its eigen-
value; the modes can thus be rearranged in order of decreasing energy.
In this work, POD is applied to the instantaneous velocity fields measured
using PIV. Both the transverse and the streamwise velocity components were
stored in the matrix Υ; thus for a PIV measurement set containing N PIV fields,
each with RPIV × CPIV vectors, Υ contained 2RPIVCPIV rows and N columns.
POD is commonly used to decompose the flow into high energy modes which
contain the macroscopic flow features and low energy modes which can be at-
tributed to experimental error and small-scale turbulence, and be discarded.
However, in this work the use of POD is restricted to developing a criterion to de-
termine which wake mode is dominant, based on the magnitude of the amplitude
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coefficients, ak, as will be described in Chapter 4.
2.8 Cylinder Motion Tracking Algorithm
The instantaneous cylinder displacement was measured directly from the PIV
images using a template-matching algorithm. The process is outlined below:
(i) A small template image of the cylinder was cropped from a single PIV im-
age. A series of points along the cylinder surface were manually selected,
and the location of the centre of the cylinder was estimated using trigonom-
etry. In order to reduce the effects of the particles in the template image, it
was masked; thus the pixels which were a distance of 0.55D or more from
the cylinder centre were set to zero. A section of a sample PIV image and a
template image after the masking process was applied are shown in Figure
2.12(a) and (b), respectively.
(ii) The template was cross-correlated with each PIV image in a given mea-
surement set. The location of the maximum of the cross-correlation matrix
was identified. A sample cross-correlation matrix (found using the images
shown in Figure 2.12) is presented in Figure 2.13.
(iii) Spline curves were applied to the region of the matrix which contained the
maximum, in order to increase the resolution of the estimated location of
the peak (by a factor of 100).
(iv) The location of the peak was transformed into the frame of reference of the
PIV image, in order to provide an estimate of the location of the centre of
the cylinder within the image.
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(v) The process was repeated for every PIV image in a measurement set, and the
estimated displacement signals in the transverse and streamwise directions
(in units of pixels) were stored.
The displacement signal could then be used to estimate the amplitude re-
sponse and to find the area of each PIV field which was occupied by the cylinder,
allowing the velocity fields to be masked. As the illumination provided by the
first and second laser pulses was not identical, two separate template images were
used for each PIV image-pair, resulting in two sets of displacement signals for each
set. These signals were averaged to estimate the instantaneous cylinder displace-
ment associated with each PIV field. The peaks of the displacement signal were
identified, and the mean peak height was used to calculated the non-dimensional
cylinder response amplitude, A/D. A flow diagram summarising the process is
shown in Figure 2.14.
In order to estimate the accuracy of the method, the cylinder was statically
displaced over a range of 3mm, with an interval of 0.25mm, using a manual gauge.
Images were taken at each interval and the displacement was estimated. Figure
2.15(a) shows the estimated cylinder displacement, as well as a least-square linear
approximation. The difference between the applied and the estimated values is
plotted in Figure 2.15(b); it can be seen that the method is accurate to within
0.35pixels.
The robustness of the sub-pixel interpolation method (i.e. the spline fitting
used to estimate the location of the peak in the cross-correlation matrix) was
investigated by binning (compressing) a series of images, using a range of sizes of
binning windows, and examining the effect on the resulting streamwise displace-
ment signal. As the size of the binning window is increased, the resolution of
63
2. Experimental Details
the cross-correlation matrix (before the spline curves are fitted) is decreased, and
the interpolation method is required to perform over a greater range. The errors
associated with each signal were estimated as:
εbin =
1
N
N∑
i=1
|x(ti)− xbin(ti)|, (2.21)
where ti is the time step, N is the number of images examined (N = 500 in
this case), and x(ti) and xbin(ti) are the displacement signals estimated for the
un-binned and binned images, respectively. Equation 2.21 was evaluated for a
series of images acquired near the peak of the first branch (UrSt/f
∗ = 0.403, Test
Stage 2). As this corresponds to the approximately largest amplitude response
observed throughout this work (A/D = 0.08), the absolute value of the errors are
also likely to be the largest. Therefore, at other values of reduced velocity εbin
can be expected to be smaller.
Figure 2.16 shows the variation in εbin for a range of dimensions of binning
windows. The accuracy of the streamwise displacement signal is largely indepen-
dent of the transverse size of the binning window. Only when the binning window
size in the streamwise direction becomes large, xbin > 4pixels, does εbin exceed
0.25pixels. This indicates that the tracking algorithm is reasonably robust with
respect to changes in the size of the cylinder within the image (i.e. the calibration
factor of the PIV images) and that the sub-pixel interpolation method is unlikely
to be affected by the image resolution.
The magnitude of the errors presented in Figure 2.16 when the binning win-
dow is small indicates that the errors associated with the sub-pixel interpolation
do not contribute significantly to the overall accuracy of the method. The dis-
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placement estimates are therefore accurate to within ±0.35pixels, based on the
static displacement tests presented in Figure 2.15. The uncertainty of the non-
dimensional displacement signal, x/D, will depend on the calibration factor of
the PIV measurements (i.e. how many pixels per diameter); for Test Stage 1 the
non-dimensional signals are accurate to within ±2.15×10−3, while for Test Stage
2 the uncertainty is ±1.84× 10−3.
2.9 Strouhal Number Measurements
The Strouhal number, St = fStD/U0, of a body is typically found by varying
the freestream velocity and estimating the vortex-shedding frequency; a linear
correlation can then be fitted to the data to find St. The Strouhal number is
strictly defined only for fixed bodies. For bodies which are free to move, the
structural motion may cause the vortex-shedding frequency to differ from that
measured for a stationary body (due to lock-in).
In order to estimate the Strouhal frequencies of the current system, the vortex-
shedding frequency was estimated from the PIV measurements acquired at low
reduced velocities, below the onset of lock-in. The shedding frequency was es-
timated from the dominant frequency of velocity fluctuations in the wake, fvs,
which in turn was estimated from the power-spectral density (PSD) of the trans-
verse velocity signal extracted directly from the PIV fields at (x/D, y/D) =
(3, 0.5). The PSDs were calculated using Welch’s method [Welch, 1967], which
was implemented using Matlab. The errors in the measurement of fvs were as-
sumed to be equal to the resolution of the PSD, which was 0.391Hz for Test Stage
1, and 0.781Hz for Test Stage 2, while the uncertainty in U0 was taken as the
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magnitude of the fluctuating velocity in the freestream measurements acquired
at each flowrate.
A linear correlation was found between the measured values of fvsD and U0
using the least squares method, as shown in Figure 2.17. The estimates of St
found in both test stages are listed in Table 2.5, along with the corresponding
Reynolds number ranges over which the measurements were performed.
Table 2.5: Estimates of the Strouhal number found for Test Stages 1 and 2, using
the data presented in Figure 2.17.
Test Stage St εSt Re
1 0.2014 ±0.0021 450 - 1870
2 0.1999 ±0.0021 750 - 2170
In order to approximate the uncertainty in the estimates of St, the effect of
neglecting a single measurement point was examined. For each Test Stage, a
series of values, Sti, were found by fitting a linear regression to the values of
fvsD and U0, while neglecting the i
th measurement point, i.e. St1 was found
by fitting a regression to (fvsD)2−7 and (U0)2−7, and St2 was found using the
values (fvsD)1,3−7 and (U0)1,3−7, etc. The uncertainty in the estimates of the
Strouhal number, εSt, was given by the mean absolute difference between Sti and
the overall estimate of St:
εSt =
1
M
M∑
i=1
|St− Sti|, (2.22)
where M is the number of measurement points. The resulting estimates of the
uncertainty are also listed in Table 2.5. In both cases, the uncertainty is approx-
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imately 1% of St.
2.10 Closure
The test facilities and experimental methods used throughout this thesis have
been outlined in this chapter. The water tunnel facility and test-section design
have been described, as well as the PIV system used to measure the cylinder
motion and the velocity fields in the wake. The main sources of error in the
PIV measurements were discussed and the uncertainty was estimated. Details on
various post-processing algorithms have also been presented.
The methods and techniques outlined in this chapter were used to examine
the wake and structural response of a cylinder free to move in the streamwise
direction. The results are presented and discussed in the following chapters.
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2.11 Figures
Figure 2.1: Schematic of the water tunnel used to perform the experiments.
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Figure 2.2: Distributions of the mean streamwise velocity (a) and turbulence
intensity (b) across the test-section, eight diameters upstream of the cylinder;
Re = 1540 (blue); Re = 2910 (red); and Re = 4340 (green).
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Figure 2.3: Plan and elevation view of the test-section used, including the fishing
wire supports and the co-ordinate system employed.
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Figure 2.4: Displacement signal measured throughout a series of tap tests per-
formed in air(a), and a segment of the overall signal which was used to estimate
the natural frequency and structural damping (b). The displacement signal is
shown in blue, the peaks of the signal are indicated by red circles. The peaks were
fitted to equation 2.2, A0e
−2pifnζt; in this case A0 = 54.56pixels, fn = 27.89HzHz
and ζ = 0.0055.
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Figure 2.5: Schematic of the test section used, indicating the orientation of the
laser and camera used to perform the PIV measurements.
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Figure 2.6: Sample of a raw (blue symbols) and filtered (red line) transverse
velocity signal extracted at (x/D, y/D) = (3, 0.5), which is used as a reference
signal in the phase-averaging process. The times at which the successive peaks
in the signal occurred were identified (t1 and t2), and the phase at time ti was
identified using equation 2.5.
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Figure 2.7: Sample PIV images acquired in Test Stages 1 (a) and 2 (b). The flow
fields are illuminated from beneath the image.
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Figure 2.8: Distributions of the mean streamwise velocity along y/D = −1.49
(blue) and y/D = 1.49 (red line) at U0 = 0.75m/s in Test Stage 2, indicating the
effect of the non-uniform laser illumination on the estimates of the velocity fields.
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Figure 2.9: Variation in the particle drop-out ratio (defined in equation 2.8) with
freestream velocity for Test Stages 1 (blue circles) and 2 (red squares)).
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Figure 2.10: Histograms of the streamwise component of the velocity vectors es-
timated at UrSt/f
∗ = 0.187 (a), 0.388 (b) and 0.574 (c). These points correspond
to pre-lock-in, and near the peak of the first and second response branches, re-
spectively. The histograms were calculated from over 6× 106 values, and have a
resolution of 0.01 pixels.
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Figure 2.11: Estimates of the uncertainty in the instantaneous, phase-averaged
and mean velocity measurements performed in Test Stages 1 (a) and 2 (b). The
estimates were found by applying the continuity equation to a boundary sur-
rounding the PIV fields and evaluating equations 2.11-2.13.
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Figure 2.12: Section of a PIV image (a) and a template image (b), acquired
in Test Stage 2. The same template image was used for all PIV measurements
acquired within a test stage.
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Figure 2.13: Normalised cross-correlation matrix found by cross-correlating the
template image and the section of the PIV image shown in Figures 2.12. The
resolution of the matrix in the region of the peak could subsequently be increased
using interpolated spline curves.
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Figure 2.14: Flow diagram representing the cylinder tracking algorithm.
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Figure 2.15: Variation in the estimated displacement signal (in mm, blue sym-
bols) with the applied displacement (red line) (a), and the difference between the
applied and the estimated displacement. The images had a calibration factor of
24.866 pixels/mm.
82
2. Experimental Details
Figure 2.16: Variation in the mean absolute error in the estimated streamwise
displacement signal, εbin for various sizes of binning window. The transverse size
of the binning window does not have a significant effect on the accuracy, while the
errors increase with the streamwise spacing. However, the magnitude of the errors
remains low (εbin < 0.25pixels for xbin < 4pixels), and the sub-pixel interpolation
appears to be reasonably robust.
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Figure 2.17: Variation in the estimated vortex-shedding frequency with
freestream velocity, pre-lock-in, for Test Stages 1 (a) and 2 (b). The lines were
correlated to the data points using the least squares method, and the gradient
indicated the Strouhal number. The shedding frequency was estimated from the
PSD of the transverse velocity signal measured at (x/D, y/D) = (3, 0.5).
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Chapter 3
Wake Modes in the Response
Regime1
3.1 Introduction
The response regime of a fixed body exhibiting VIV is typically characterised
by measuring the variation in the cylinder response amplitude with reduced ve-
locity. This has been reported in a number of studies for the case of a cylinder
free to move in the transverse direction (e.g. Assi et al. [2006]; Brankovic and
Bearman [2006]; Govardhan and Williamson [2000]), as well as the 2DOF case
(e.g. Blevins and Coughran [2009]; Dahl et al. [2006]; Flemming and Williamson
1The results in this chapter have also been presented/published in:
N. Cagney and S. Balabani. Vortex modes and cylinder response in streamwise-
only vortex induced vibration. In IUTAM Symposium on Bluff Body Flows(BBVIV-7),
Kanpur, India, 2012.
N. Cagney and S. Balabani. Wake modes of a cylinder undergoing free stream-
wise vortex-induced vibrations. Journal of Fluids and Structures 38, 127-145.
85
3. Wake Modes in the Response Regime
[2005]; Jauvtis and Williamson [2003]). However, while the response regime of
a cylinder free to move in the streamwise direction has been measured [Aguirre,
1977; Nakamura et al., 2001; Okajima et al., 2003], to date no study has been per-
formed which provides quantitative measurements of both the cylinder response
and the associated flow field in the wake simultaneously.
In this chapter, simultaneous measurements of the wake and structural re-
sponse of a cylinder free to move only in the streamwise direction are presented
for a range of reduced velocities. The flow fields were measured using PIV, and
the cylinder displacement signal was estimated directly from the acquired image-
pairs.
The test facilities, the structural parameters of the cylinder and the post-
processing algorithms employed in the current chapter were presented in Chapter
2. The reduced velocity was controlled by incrementally increasing the flowrate
past the cylinder. The specific reduced velocity range was 0.11 - 0.72, which
corresponds to a Reynolds number range of 450 - 3700. For UrSt/f
∗ < 0.4, 500
image-pairs were acquired, spanning the region of x/D from -1.3 to 4.8 and y/D
from -2.3 to 2.9. For higher reduced velocities, the separation time between image-
pairs was reduced, and the data acquisition software used was capable of reducing
the region of interest without affecting the quality of the PIV images acquired.
For UrSt/f
∗ > 0.37, 1000 image-pairs were acquired, with a transverse span of
y/D = −0.75 - 0.9. The images were acquired at 100Hz, which corresponded
to approximately 80 and 160 cylinder oscillation cycles for measurements for
UrSt/f
∗ < 0.37 and > 0.37, respectively. A period of at least ten minutes was left
between increasing the reduced velocity and performing the PIV measurements,
in order to allow the vortex-shedding and cylinder response to stabilise and to
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reduce the impact of any transient behaviour present.
The velocity fields were estimated using JPIV. A three-pass cross-correlation
scheme was used, which is summarised in Table 2.2 and had a final vector spacing
of 12 pixels (corresponding to approximately 15.5 vectors per cylinder diameter).
After each pass the median test was applied, erroneous vectors were replaced by
the local median, and the vector fields were smoothed using a 3×3 averaging filter.
PIV measurements of a small region of the flow approximately eight diameters
upstream of the cylinder were used to estimate the freestream velocity.
In order to reduce the influence of noise and low frequency fluctuations which
were not associated with VIV on the measured cylinder displacement signals, the
signals were band-pass filtered with cut-off frequencies of a third and 2.5 times
the dominant cylinder response frequency.
3.2 Comparison with Previous Studies
In this section, the variation of the cylinder amplitude response with the con-
ventional reduced velocity (i.e. Ur = U0/fnD) is presented and compared with
that found in previous studies, in order to confirm that the present experiments
performed capture the main features of the streamwise response regime.
The cylinder amplitude response found in the current work is shown in Figure
3.1, along with that reported by Aguirre [1977]; Jauvtis and Williamson [2003];
Okajima et al. [2003] and Blevins and Coughran [2009]. The experimental details
of the various studies are given in Table 3.1. As the Strouhal number was not
known for some of the studies presented, the results are presented in terms of
Ur/f
∗, rather than the ‘true’ reduced velocity, UrSt/f ∗. The response regime
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measured in the present study is dominated by two response branches with peak
amplitudes of approximately A/D = 0.08 and 0.06 respectively. Between these
branches, near Ur/f
∗ ≈ 2.5 ≈ 1/2St, the amplitude drops to 0.02. Similar trends
are also apparent in the response regimes found in the published work, despite
differences in the experimental parameters employed. In all studies, the amplitude
response is characterised by two branches of comparable height, separated by a
region of reduced amplitude.
Table 3.1: Experimental details for previous studies presented in Figure 3.1.
Researcher m∗ ζ m∗ζ Re AR
Current study 1.17 0.0053 0.0062 450 - 3700 10
Aguirre [1977] 1.229 0.00178 0.00219 1700 - 17000 13.2
Okajima et al. [2003]a - - 0.195 8000 - 40000 8.15
Jauvtis and Williamson [2003]bc 6.9 0.00145 0.01 1000 - 6000 7.5 - 10
Blevins and Coughran [2009]b 0.8175 0.01 0.008175 5500 - 50000 17.8
a Only the combined mass-damping parameter was presented in this work. The experiments
were performed in water using cylinders made of duralumin and stainless steel, which will
have mass ratios of around 2.8 and 8, respectively. This would lead to damping ratios of
approximately either 0.07 or 0.024.
b The cylinder in these studies was free to move in both the streamwise and transverse
directions. Only the amplitude in the streamwise direction is presented here.
c It is not clear which aspect ratio was used in the data presented in this paper.
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Okajima et al. [2003] measured the amplitude in terms of the root-mean-
square of the cylinder displacement signal, rather than the mean peak height, as
used in other studies. Assuming a sinusoidal displacement signal, this will result
in the amplitude estimates being scaled down by a factor of 1/
√
2. Unlike other
studies, Okajima et al. [2003] and Blevins and Coughran [2009] found the second
response branch to have a larger magnitude than that of the first, and observed
the onset of the first branch to occur at a comparatively lower reduced velocity,
Ur/f
∗ ≈ 1.25. These differences may be related to Reynolds number effects, as
the Re range in these studies was approximately an order of magnitude larger
than those of the other works presented.
The response regime measured by Aguirre [1977] is quite similar to that mea-
sured in the current work, although the second response branch extends to a
slightly higher reduced velocity. A similar trend is observed in the results of Oka-
jima et al. [2003] and Jauvtis and Williamson [2003], and may be explained in
terms of an increase in the response frequency (due to added mass effects which
have not been accounted for in these two studies) which will act to increase the
lock-in range. However, the increased range over which the second branch is ob-
served in the work of Aguirre is likely to be attributable to the lower structural
damping compared to the current system; Aguirre [1977] also showed that the
extent of the second branch decreases with increasing damping.
Finally, the 2DOF cylinders examined by Jauvtis and Williamson [2003] and
Blevins and Coughran [2009] both exhibited notably larger peak amplitudes com-
pared to those found for cylinders free to move only in the streamwise direction,
despite the relatively large damping employed in the latter study (ζ = 0.01). It
is well known that the ability of a cylinder to oscillate in the streamwise direc-
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tion causes an increase in the transverse response amplitude [Dahl et al., 2006;
Williamson and Jauvtis, 2004] compared to that of a single DOF cylinder. There-
fore it is not surprising that this added DOF also increases the response amplitude
in the streamwise direction.
Despite differences in the experimental conditions employed (structural damp-
ing, Reynolds number, number of DOFs etc.) the response regime measured in
the current study shows strong similarities with previously published work, pro-
viding confidence that the results and discussion presented in this chapter are
relevant to the general case of a cylinder experiencing VIV in the streamwise
direction.
3.3 Cylinder Amplitude Response
The amplitude response of the cylinder and the dominant frequency of velocity
fluctuations at various points in the wake are shown in Figures 3.2(a) and (b),
respectively, as functions of reduced velocity. The blue and yellow shaded areas
indicate the regions over which the S-I and SA modes were dominant respectively,
while the A-II mode was observed for all other reduced velocities. The dominant
frequency of velocity fluctuations in the wake was obtained from the transverse
velocity signal extracted from the PIV fields at (x/D, y/D) = (1, 0.5) and (3, 0.5).
For convenience, these signals are hereafter referred to as the ‘near wake’ and
‘far wake’ signals, respectively. The former provides an indication of the flow
periodicity in the vicinity of the cylinder, i.e. the frequency at which the vortices
are formed and shed, while the latter yields the frequency of the downstream
wake once it has reached a stable configuration. Any change in the structure of
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the wake between the near and far wake is likely to be indicated by a difference
between the two frequencies. For all signals, the peak frequency was identified
from the PSD of the velocity signals, which has a resolution of 0.39Hz, or 0.023fn.
Figure 3.2(a) shows the cylinder amplitude response, presented in terms of
the ‘true’ reduced velocity. The first and second response branches occur in
the reduced velocity ranges 0.32 − 0.44 and 0.52 − 0.6, respectively, while the
low amplitude region is centred at UrSt/f
∗ ≈ 0.48, which is slightly below the
point at which the fluctuating drag force due to vortex-shedding is expected
to coincide with the cylinder vibration frequency. Beyond the second response
branch, UrSt/f
∗ > 0.6, the cylinder vibration amplitude is reduced to A/D ≈
0.01, similar to that seen before the onset of the first branch.
The A-II mode was found to occur when the cylinder response was low (i.e.
UrSt/f
∗ < 0.32 and > 0.6), and during the peak of the first response branch,
as was initially noted by Aguirre [1977]. The S-I mode was observed only at
UrSt/f
∗ = 0.34. This mode was found to occur over a larger reduced velocity
range by Ongoren and Rockwell [1988]. However, this mode is caused directly
by the cylinder motion [Naudascher, 1987]; as the amplitude in their study was
considerably larger (A/D = 0.13) than that observed in free vibration, it is
reasonable to expect the symmetric mode to occur for a narrower reduced velocity
range in the wake of a freely oscillating cylinder. This finding is counter to the
common claim that the entire first branch is associated with symmetric shedding,
but is in agreement with the distribution of modes observed by Aguirre [1977].
Finally, the SA mode was observed for the low amplitude region at UrSt/f
∗ ≈ 0.48
and the second response branch.
Figure 3.2(b) shows that the far wake (closed symbols) becomes synchronised
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to half the oscillation frequency (fvs/fx = 0.5) at UrSt/f
∗ = 0.48, and remains
locked in until UrSt/f
∗ = 0.6, which corresponds to the low amplitude region and
the second response branch. Unlike the case of the second branch and that of
general VIV, the far wake does not become synchronised to the cylinder motion
during the first response branch.
The frequency of the near wake fluctuations (open symbols) exhibits slightly
more complex behaviour. For all reduced velocities outside the first response
branch, the vortex-shedding frequency is approximately equal to that observed
further downstream. However, when the S-I mode dominates (UrSt/f
∗ = 0.34),
the velocity fluctuations occur at the cylinder response frequency; for this mode
the vortex-shedding is caused by the streamwise cylinder motion, and therefore
occurs at the same frequency [Naudascher, 1987]. For the region of the first re-
sponse branch over which the A-II mode is dominant, the near wake velocity
fluctuations occur at fvs/fx = 1 for UrSt/f
∗ = 0.39 and 0.5 for UrSt/f ∗ = 0.42.
This suggests that despite the A-II mode being dominant, the vortices are ac-
tually shed at the cylinder oscillation frequency, but quickly rearrange into an
alternate structure like that seen at lower reduced velocities (UrSt/f
∗ < 0.32)
in which the shedding follows the Strouhal relationship. The effects of this vor-
tex rearrangement on the frequency of the velocity fluctuations in the wake are
discussed further in Chapter 4.
The variation in the frequency ratio of the cylinder with reduced velocity is
shown in Figure 3.2(c). In general, the response frequency increases with reduced
velocity, with the sharpest increases occurring during the regions of large cylinder
vibration. Such variations in the frequency ratio are likely to be caused by changes
in the added mass coefficient, which acts to reduce to effective or ‘virtual’ mass
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of the system [Sarpkaya, 2004]. The frequency ratio appears to reach a steady
value of approximately 1.36 beyond the second response branch.
Based on the observed characteristics of the cylinder response and wake struc-
ture described above, the response regime was divided into five regions, denoted
R1-R5, which are summarised in Table 3.2. R1 occurs at reduced velocities be-
fore the first and after the second response branches, and is characterised by low
amplitude cylinder oscillations, and a wake which is similar to that seen behind a
stationary cylinder. R2 and R3 occur during the first response branch. The for-
mer is characterised by symmetric vortex-shedding, while the latter is associated
with the A-II mode. The lock-in range is divided into R4 and R5. R4 contains the
low amplitude region near UrSt/f
∗ = 0.5, while R5 contains the second response
branch.
Table 3.2: Reduced velocity ranges and dominant shedding mode observed for
the five response regions shown in Figure 3.2.
Response Region UrSt/f
∗ Wake Mode Sample UrSt/f ∗
R1 < 0.32, > 0.6 A-II 0.2
R2 0.32− 0.37 S-I 0.34
R3 0.37− 0.44 A-II 0.42
R4 0.44− 0.53 SA 0.49
R5 0.53− 0.6 SA 0.55
Each region is discussed in more detail in the following sections using sample
results for one reduced velocity, indicated in Table 3.2.
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3.4 Region 1: UrSt/f
∗ = 0.2
The raw displacement signal measured at UrSt/f
∗ = 0.2 is shown in Figure
3.3(a), along with the spectra of the displacement and transverse velocity signals
measured in the near and far wake (Figure 3.3(b)). As the absolute velocity was
low in the location at which the near wake signal was measured for this reduced
velocity, the near wake signal has been scaled up by 100 for clarity and economy
of space. The cylinder exhibited a low amplitude and irregular response, which is
most likely due to turbulent buffeting. The dominant frequencies of both velocity
signals are well below half the oscillation frequency, indicating the absence of lock-
in. The spectrum of the velocity signal measured in the far wake has a peak at
the Strouhal frequency (f/fx = 0.2), and a super-harmonic at twice this value.
Both peaks are broad, indicating some unsteadiness in the vortex-shedding and
disorganisation in the wake. The signal measured in the near wake also has
a dominant frequency slightly below that of the far wake signal. Two super-
harmonics are also visible, which are likely to be a result of the reorganisation of
the wake in this region, as the small vortices formed in the shear layer coalesce
into larger structures [Aguirre, 1977].
The phase-averaged vorticity fields for one shedding cycle are shown in Figure
3.4. The shear layers extend far into the wake, before they become saturated and
roll up to form vortices at approximately x/D = 1.7 (t/T = 5/16 and 13/16).
The vortices are then cut-off from the shear layer at approximately x/D = 2.5
(t/T = 7/16 and 15/16).
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3.5 Region 2: UrSt/f
∗ = 0.34
R2 is characterised by an increased response amplitude compared to R1, varying
between A/D = 0.02 − 0.07 (Figure 3.5(a)). Some irregularity is still evident
in the displacement signal. These amplitude fluctuations were not found to be
repeatable, i.e. they are not a result of beating behaviour, as is also indicated
by the absence of a second peak in the displacement spectrum shown in Figure
3.5(b).
The spectrum of the near wake velocity signal indicates that the vortex-
shedding occurs at the cylinder response frequency. However, the spectrum of
velocity fluctuations in the far wake has a peak near fSt and a super-harmonic at
2fSt (fvs/fx = 0.34 and 0.69 respectively), indicating that the wake has become
desynchronised with respect to the cylinder motion further downstream.
The phase-averaged vorticity fields for R2 are shown in Figure 3.6. In order
to capture the wake structure which was present in the instantaneous vorticity
fields, the near wake velocity signal was used as a reference for the phase-averaging
process, instead of the far wake signal, as described in Section 3.1. The symmetric
nature of the shedding can clearly be seen, as a vortex or shear layer on one side
of the cylinder wake has a counterpart of opposite sign on the alternate side. As
the cylinder moves downstream (a-d), the vorticity from the shear layers on either
side of the cylinder accumulates to form two parallel vortices of opposite sign.
These are shed from the cylinder as it moves upstream (e-h) and are convected
downstream approximately parallel to the flow direction.
The symmetric structure of the S-I mode is known to rearrange downstream
into an alternate pattern. This breakdown is described by Konstantinidis and
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Balabani [2007] and Ongoren and Rockwell [1988] for the case of a cylinder ex-
periencing forced excitation. As the flow field rearranges from the symmetric
pattern to an alternate structure, the wavelength of the wake increases, causing
a decrease in the local frequency of velocity fluctuations. The vortices in the S-I
mode are shed at the oscillation frequency, while the A-II mode is essentially the
von Ka´rma´n street found behind stationary cylinders [Aguirre, 1977]; therefore
the fluctuations at fx can be attributed to the S-I mode, and those near the
Strouhal frequency to the A-II mode. As the phase-averaging process suppresses
any information which is not correlated with the reference signal, the alternate
structure which appears downstream will not be visible in the phase-averaged
fields. Consequently, no large coherent structures are visible in Figure 3.6 for
x/D > 3, despite being present in some instantaneous fields. This effect can also
be observed in the vorticity distributions of the S-I presented by Konstantinidis
and Balabani [2007] and Jauvtis and Williamson [2003].
3.6 Region 3: UrSt/f
∗ = 0.42
The displacement signal in R3 is comparatively steady, with minor fluctuations
in the non-dimensional amplitude between 0.06 and 0.09 (Figure 3.7(a)). The
spectra shown in Figure 3.7(b) indicate a single narrow peak for cylinder dis-
placement and multiple peaks for the fluctuating velocity. The far wake signal
shows one large peak at the Strouhal frequency (f/fx = 0.42), and a smaller one
at f/fx = 1. The first peak is near, but not equal, to fx/2, indicating that the
downstream wake continues to follow the Strouhal relationship, as found by Oka-
jima et al. [2003]. The spectrum of the near wake signal has peaks at f/fx = 0.5, 1
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and the Strouhal frequency (0.42), as well as a smaller peak near 1.5. The peak
near f/fx = 0.5 indicates that while the far wake is not synchronised to the
cylinder motion, the near wake is. It is therefore reasonable to expect that a sig-
nificant component of the fluid forces also occurs at the response frequency, which
explains the paradoxical occurrence of a large amplitude response region in the
absence of synchronisation between the cylinder motion and far wake. The peaks
in the near wake spectra at f/fx = 0.5 and 1 were found to be of approximately
equal height for both reduced velocities in R3. Thus, the change in the dominant
frequency of near wake fluctuations in R3, which is apparent in Figure 3.2(b) is
caused by a minor change in the spectra of the near wake signals, rather than a
significant change in the structure of the wake.
The phase-averaged vorticity fields for this response region are shown in Figure
3.8; these were computed using the reference signal measured in the far wake, as
explained earlier. The vorticity fields reveal an alternate shedding pattern and
show that the A-II mode is dominant; however, the fields show some marked
differences from those seen in R1. The vortices are now formed closer to the
cylinder, at approximately x/D = 1.3. As the vortices are cut-off from the shear
layer, they convect downstream parallel to the flow without nearing the centreline.
3.7 Region 4: UrSt/f
∗ = 0.49
R4 is characterised by the onset of lock-in, with the velocity fluctuations in both
the near and far wake occurring at half the cylinder response frequency. The dis-
placement signal shown in Figure 3.9(a) is highly unsteady and shows a reduction
in mean peak height, which varies between A/D ≈ 0− 0.06. Low-frequency fluc-
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tuations, or riding waves, are also clearly present; for example, in regions such as
t = 1.7−1.8s and 3.2−3.7s the cylinder is clearly not oscillating about the mean
position, calculated from the overall signal. The reason for this unsteadiness is
not clear, as the periods in which the cylinder exhibits large or low amplitude vi-
brations do not correspond to changes in the shedding mode. As structures with
low mass ratios are highly susceptible to added mass effects, it is likely that the
cylinder in this case experiences significant unsteady modulations in its response
frequency - and thus the effective reduced velocity - due to the complex coupling
between its motion and added mass. This will affect the levels of energy transfer
to and from the structure, and is likely to be the cause of the variable amplitude
observed in this region.
These observations regarding the nature of the cylinder displacement signal
are counter-intuitive; for transverse VIV and classical resonance, the synchroni-
sation between the forcing and the structural response causes the response to
increase in amplitude and become steadier [Govardhan and Williamson, 2000].
The fact that the exact opposite occurs in streamwise VIV illustrates the com-
plex nature of the fluid-structure interaction involved.
The spectrum of the displacement signal (Figure 3.9(b)) has one large peak
at f/fx = 1, indicating that the fluctuations in amplitude are not the result of
beating behaviour. Both the near and far wake velocity spectra have one peak,
at fSt = fx/2. The peak is narrow compared to that seen for lower reduced
velocities, reflecting the steadiness of the wake, in spite of the unsteadiness of
the response amplitude. Unlike that seen for R1, R2 and R3, the two velocity
spectra are very similar, indicating that there is a reduced spatial dependence of
the frequency of velocity fluctuations in this response region.
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The phase-averaged cylinder position (Figure 3.10(i)) shows a clear sinusoidal
signal occurring at twice the shedding frequency. The amplitude of the phase-
averaged signal is approximately equal to that seen in Figure 3.2; the phase-
averaged displacement signal contains less scatter and shows no significant loss of
amplitude as a result of the averaging process, which indicates that the cylinder
motion and velocity fluctuations in the wake are now very closely correlated.
Despite the low response amplitude, the synchronised motion has a large effect
on the wake, causing the SA mode to dominate, as can be seen in Figure 3.10. The
shear layers roll up and vortices begin to form close to the cylinder (x/D < 1),
which are convected downstream along the centreline. As the cylinder moves
upstream (t/T = 1/16− 5/16 and 9/16− 12/16), fluid is entrained into the near
wake region that the cylinder has just vacated. This motion causes vorticity from
the shear layers to be convected towards the centreline, which then forms a new
vortex at the cylinder base. For R1 and R3, when the cylinder motion is not
continuously synchronised to the cylinder motion, this fluid-entrainment effect is
weaker, and the vortices are convected downstream further from the centreline,
and thus the SA mode is not observed.
It is difficult to define the point at which vortex-shedding occurs - i.e. the
specific phase at which the vortices are no longer connected to the cylinder by a
shear layer - by visually examining the vorticity fields. Konstantinidis et al. [2005]
proposed a method based on the magnitude of the phase-averaged transverse
velocity, 〈v〉/U0, across the wake centreline, whereby the shedding of a positive or
negative vortex is said to occur when the transverse velocity reaches a maximum
or minimum, respectively. By this definition, the newly formed positive vortex is
shed at t/T = 13/16 and the negative vortex at t/T = 6/16, as the cylinder is
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near its equilibrium position with a peak upstream velocity. This is in agreement
with what can be observed qualitatively in Figures 3.10(c-d) and 3.10(g-h).
3.8 Region 5: UrSt/f
∗ = 0.53
The displacement signal for R5, shown in Figure 3.11(a), is steady and has a peak
amplitude in the range A/D = 0.045−0.07. The spectra of the displacement and
wake velocity signals (Figure 3.11(b)) all exhibit only one narrow peak, with very
little energy occurring at other frequencies. The vortex-shedding and downstream
wake are locked in to the cylinder motion, with the velocity fluctuations occurring
at f/fx = 0.5.
As was also seen in R4, the phase-averaged displacement signal (Figure 3.12(i))
is clearly sinusoidal, with the amplitude matching that in the time-signal shown
in Figure 3.11(a). The phase-averaged vorticity fields indicate that the shedding
mode is SA, as in R4. However the fields exhibit some minor differences. Firstly,
the vortices are formed and shed even closer to the cylinder. This may be a result
of the greater fluid entrainment caused by the larger cylinder oscillations. Sec-
ondly, as the cylinder reaches its peak downstream position (and peak upstream
acceleration) (t/T = 3/16 and 11/16) a small region of vorticity is formed in
the cylinder base, which has a sign opposite to that of the vortex already in this
region. As the cylinder moves upstream (t/T = 3/16− 5/16 and 11/16− 13/16),
this region of counter-vorticity grows, causing the nearby vortex already formed
to be cut off from the attached shear layer. Using the definition outlined in the
previous section, the specific phases at which the positive and negative vortices
are shed are t/T = 13/16 and 5/16, respectively (Figures 3.12(c) and (g)), as
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the cylinder is approaching its peak downstream position. Although the phase-
averaged vorticity fields for R4 and R5 are qualitatively similar, there is a change
in the phase of the vortex-shedding with respect to the cylinder motion. This
change is similar to the change in phase between the fluid forcing and cylinder
motion between UrSt/f
∗ = 0.5 and the second response branch observed by Nishi-
hara et al. [2005], which was proposed as the cause of the low amplitude response
in the region. As far as the author is aware, no indication of this change in phase
of shedding has previously been noted for free streamwise vibrations. Further
information on the fluid forces is required to ascertain whether this change in
phase induces a corresponding change in the phase of fluid forcing, such as to
prevent any energy transfer to the structure.
3.9 Wake Velocity Profiles
The distributions of mean streamwise, u¯, and fluctuating transverse velocity, v′,
along the centreline for the five regions described in Sections 3.4 - 3.8 are shown
in Figure 3.13. The position of peak fluctuations along the centreline defines the
vortex formation length, lvf , while the position at which the mean streamwise
velocity increases above zero defines the recirculation length, lrc.
The mean velocity profile for R1 (Figure 3.13(a)) indicates that the recircu-
lation length, in the absence of significant cylinder oscillations, is approximately
2.2D. The peak reversed flow occurs at x/D = 1.53, after which the mean ve-
locity increases steadily. The S-I mode which occurs in R2 causes an increase in
the extent of the recirculation region, as the symmetrically shed vortices combine
to induce an upstream jet along the wake centreline. For x/D > 1.5, the mean
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streamwise velocity is lower than that seen for any of the other response regions.
R3 exhibits the same vortex-shedding mode as R1, except that the vortices are
now formed closer to the cylinder. This wake contraction is apparent in the mean
velocity profiles; the profiles for R1 and R3 are qualitatively similar, but the
recirculation length for the latter is reduced to 1.44D.
The onset of the SA mode in R4 causes a further wake contraction, with the
local streamwise velocity approaching the freestream value closer to the cylinder
base. For R5, the SA mode is still dominant; however, the vortices reach the
centreline closer to the cylinder (Figure 3.12). This closer vortex formation causes
a further reduction in the recirculation length, which is now equal to 0.67.
The fluctuating transverse velocity profile for R1 (Figure 3.13(b)) increases
in a roughly monotonic manner from the cylinder base to the formation length
at x/D = 2.63, beyond which the fluctuations decrease steadily. Due to the
symmetric arrangement of vortices observed during R2, the fluctuations across
the centreline for this region are small. These increase for x/D & 2.5, which is
likely to be a result of the breakdown in the symmetric wake structure which
occurs in this region of the wake.
For R3, the fluctuating velocity profile is qualitatively similar to that seen for
R1. As in the case of the mean velocity profiles, contraction of the wake which
occurs in R3 is also apparent in the fluctuating velocity distribution, with the
vortex formation length now reduced to 1.45D. The onset of the SA mode in R4
produces a notable change in the fluctuating velocity profiles; as well as reduc-
ing the recirculation length, the convection of the vortices along the centreline
observed for this mode also increases the levels of fluctuating transverse velocity
along this line. This effect is clearly seen in the R4 fluctuating velocity profile;
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compared to R3, the levels of fluctuating velocity have increased significantly for
all measured points along the centreline.
In R5, the vortices approach the centreline very close to the cylinder base. As
a result, the magnitude of the velocity fluctuations rises sharply at x/D ≈ 0.5.
The magnitude of the fluctuations is larger than that seen for R4 at all points
outside the very near wake, which is likely to be caused by greater vortex strength,
as will be discussed further in Section 3.11.
The estimated recirculation and vortex formation lengths discussed above are
plotted in Figure 3.14 as a function of reduced velocity. The trends indicate that
the wake lengths are largely consistent within most response regions. Within
R1, the vortex formation lengths (open symbols) varies for UrSt/f
∗ < 0.32, but
becomes more stable at higher values. It is not clear why such variation is ob-
served; this may be associated with increasing Reynolds number or changes in
the strength of shed vortices, as will be shown in Section 3.11.
Figure 3.14 clearly indicates that the dominance of the symmetric shedding
mode causes an increase in the recirculation and formation lengths. In contrast,
regions of large cylinder response (R3 and R5) and lock-in (R4 and R5) correspond
to a reduction in both lengths. These results are in agreement with the findings
of Konstantinidis et al. [2003], for the wake of a fixed cylinder in pulsating flow.
3.10 Vortex Trajectories
In order to estimate the vortex trajectories as a function of streamwise position,
yc(x), it was first necessary to identify the vortex cores. This was achieved using
the swirling strength parameter, Λci, as defined by Wu and Christensen [2006],
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which utilises the standard λ-criterion to distinguish between vorticity due to
coherent vortices and that due to shear layers. The swirling strength is given by:
Λci(x, y) = λci
ωz(x, y)
|ωz(x, y)| , (3.1)
where λci is the imaginary component of the complex eigenvalue of the local
velocity gradient tensor, which is defined in two dimensions as:
G2D =

∂u
∂x
∂u
∂y
∂v
∂x
∂v
∂y
 . (3.2)
The mean positive and negative swirling fields were calculated:
Λ+ci =
1
N
∑
N
Λ+ci, (3.3)
where the superscript ‘+’ denotes a positive-only variable, in which all negative
values are set to zero, and N is the number of fields summed. The centroid of
the mean swirling strength parameter was used to estimate the position of the
vortex core:
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y+c (x) =
∑
y
Λ+ci(x, y)y∑
y
Λ+ci(x, y)
. (3.4)
The positions of the vortex cores identified using equation 3.4 were joined
together to form the vortex trajectories. The paths of the negative vortices were
estimated in a similar manner. Figure 3.15 shows the trajectories for each of the
five response regions, overlaid on the mean swirling fields, obtained by averaging
all values of Λci (positive and negative).
The swirling motion of the vortices in the wake induce a negative streamwise
velocity component, which can cause the local flow to be reversed if the vortices
are sufficiently strong. As the vortices lose strength or approach the centreline,
this effect is weakened or cancelled out by the competing effects of positive and
negative vortices; the mean flow is no longer reversed, and the recirculation region
is closed. Thus, it is the trajectories and strength of the vortices which control
the extent of the recirculation region for each mode, which is indicated in Figure
3.15 by the thick black line.
It is interesting to note that the recirculation region for R1 (Figure 3.15(a))
is not connected to the cylinder, but starts at around x/D = 0.7. This can
be explained in terms of the delayed shear layer roll-up and vortex formation
compared to other response regions. The phase-averaged vorticity fields (Figure
3.4), and the mean swirling field, indicate that vortices are not formed for x/D .
1.5; as the magnitude of the reversed flow induced by the vortices will generally
decrease with distance from the vortex core, it is reasonable to expect that vortices
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which are formed further downstream of the cylinder will have a reduced effect
on the flow nearest the cylinder. Thus, it appears that the flow nearest the base
of the cylinder only becomes reversed when the vortices are formed reasonably
nearby. The shear layers roll-up to form vortices at approximately x/D = 1.7
(Figure 3.4), which coincides with the point of greatest proximity between the
positive and negative vortex trajectories. Beyond this point, vortices the move
away from they centreline as they are convected downstream.
During the symmetric shedding in R2, the vortices convect downstream roughly
parallel to the flow. As a result, the recirculation region is broader than that seen
for the other response regions, in which the vortices move towards the centreline.
The vortex trajectories in R3 tend to closely follow the boundary of the re-
circulation region, similar to R1 and R2. They converge towards the centreline
closer to the cylinder compared to R1, and the recirculation region is thus cut off
sooner at x/D = 1.44.
In R4, the vortices convect towards the centreline quickly after formation. By
x/D = 1, the vortices are approximately 0.2D away from the centreline, causing
the recirculation region to close at this point. The vortices roughly maintain this
level of separation as they move downstream.
In contrast, for the same vortex-shedding mode occurring in R5, the vortices
actually cross the centreline and remain on the opposite side of the wake as they
move downstream. The early crossing causes the recirculation region to contract,
extending less than 0.2D from the cylinder base. The crossing is also apparent
in the mean swirling field; beyond the point at which the trajectories cross the
wake centreline, in contrast to that seen for other response regions, the positive
swirling region occurs for y/D > 0 while negative swirling occurs for y/D < 0.
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3.11 Vortex Strength
Vortex strength is conventionally expressed in terms of the circulation, Γ, com-
puted by integrating the vorticity within or the velocity around some boundary.
A consistent method is required to define this integration boundary, as this af-
fects the final estimates. Previous researchers have chosen a boundary based on
physical assumptions of the vortex shape [Konstantinidis et al., 2005], experimen-
tal constraints [Cantwell and Coles, 1983], or by fitting experimental data to a
known model [Koopman, 1967].
In this work, the integration boundary was chosen by considering the phase-
averaged swirling fields, which were calculated in the same manner as the phase-
averaged vorticity. The position of a vortex was initially estimated by a peak
in the swirling field, Λci,peak. The contour of Λci(x, y) = 0.2Λci,peak surrounding
this point was identified, and a ray-casting algorithm was used to identify all the
data points contained within. The value of 0.2 was chosen to reduce the influence
of noise in the estimated vorticity and swirling fields. The vorticity within this
boundary was summed to provide an estimate of the circulation. This method has
the benefit of being based on the physical nature of the flow field, and requiring
no a priori assumptions on the nature of the vortex.
For each reduced velocity, the swirling field was estimated from 16 phase-
averaged velocity fields. The circulation of the vortices which had the strongest
positive and negative values of the swirling parameter were estimated for each
phase using the method outlined above. The centre of each such vortex was
estimated using the centroid of the swirling field, (xc, yc), which was defined in a
similar manner to equation 3.4:
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xc =
∑
x
∑
y
Λci(x, y)x∑
x
∑
y
Λci(x, y)
, (3.5)
yc =
∑
x
∑
y
Λci(x, y)y∑
x
∑
y
Λci(x, y)
. (3.6)
The summations are performed over all values of Λci within the vortex bound-
ary defined. This method of estimating the vortex centre provided values very
similar to those computed using the centroid of vorticity (within 0.05D in either
direction for all cases). The estimated vortex strength for each phase-averaged
field are shown in Figure 3.16(a-e) for R1-R5, as a function of the streamwise
position at which the vortex centre was found. It should be noted that the scales
used in Figures 3.16(a-e) are not the same.
The circulation of the shed vortices in R1 tends to increase with distance
from the cylinder, appearing to reach a maximum near x/D = 2.6, which cor-
responds to the region of maximum transverse velocity fluctuations along the
wake centreline (Figure 3.13(b)). No vortex centres are found for x/D < 1.2, as
the vorticity in this region of the wake is due to the shear layers, rather than
fully-formed vortices (see Figure 3.4), and the local swirling parameter is negli-
gible. For R2, vortices are apparent in this near wake region, as the S-I mode
now dominates and the vortices are formed very close to the cylinder, as seen in
Figure 3.6(a-d). After a short increase, they maintain a low, roughly constant
value of |Γ|/U0D ≈ 0.4 until x/D ≈ 1.5. Beyond this point no vortex peaks are
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identified. As the alternate downstream structure of the wake is not apparent in
the phase-averaged fields (as discussed in Section 3.5), the peaks in the swirling
parameter will be small. This does not imply that the strength of the vortices
in this region are negligible, as coherent vortices are apparent in Figure 3.6 as
far downstream as x/D = 2.5. However, such vortices will be weaker than those
occurring closer to the cylinder. Similar to R2, the strengths of the vortices in
R3 in the vicinity of the cylinder are low, but increase as the vortices are shed
downstream. The vortices reach a steady circulation of just below |Γ|/U0D = 1
at x/D ≈ 1. Similar to R2, no vortex centres are found downstream of around
x/D > 1.75.
In R4, as the SA mode dominates, the distance downstream at which vortices
are observed extends to x/D ≈ 2.8. The vortices again increase in strength
in the region x/D = 0.5 − 1 before reaching an approximately stable value of
|Γ|/U0D ≈ 1.3. The trend in the evolution of the vortex strength in R5 is
roughly similar to that in R4. However, the vortices continue to increase slightly
in strength beyond x/D ≈ 1, reaching a maximum value of |Γ|/U0D ≈ 2 at
x/D = 2.7.
The maximum values of vortex strength observed throughout the phase-averaged
shedding cycle are summarised in Figure 3.17. In general, there is a good cor-
respondance between the magnitude of circulation of the positive and negative
vortices, indicating that the method provides a reasonably consistent method of
estimating the vortex strength. The peak circulation is slightly variable within
R1, as was also found for the recirculation and vortex formation lengths in Figure
3.14, which may be due to Reynolds number effects. The first response branch
(R2 and R3) coincides with a reduction in the vortex strength. Although one
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might expect the vorticity generated by the increased cylinder motion to increase
the total circulation per vortex, the opposite effect is observed here. This may
be explained by the increased frequency of vortex formation (now occurring at
fx) with respect to the natural formation frequency (fSt); there is now less time
for each new vortex to entrain vorticity from the shear layers before being shed,
reducing the total circulation of the shed vortices. As the wake becomes synchro-
nised to the cylinder motion in R4, the shedding returns to the natural shedding
frequency, and the vortex strength continues to increase linearly. The strength
reaches a maximum in R5, with |Γ|/U0D = 2.09, an increase of just under 90%
based on the mean values before the onset of the first response branch. Post-lock-
in, as the cylinder response falls, the vortex strength is also reduced, reaching a
constant value which is slightly higher than that seen for UrSt/f
∗ < 0.32.
3.12 Closure
The wake and structural response of a circular cylinder undergoing streamwise
vortex-induced vibration were measured for a range of reduced velocities using
PIV. The measurements of the cylinder response were compared to the results of
previous studies in the literature, and the results contained within this chapter
were deemed to be representative of the general case of a cylinder experiencing
streamwise VIV. The variation in the amplitude response, frequency of velocity
fluctuations in the wake and the dominant shedding mode were then summarised
throughout the response regime, which was divided into five distinct regions.
These were analysed individually in terms of the cylinder displacement and ve-
locity signals extracted from the wake, as well as phase-averaged vorticity fields.
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Finally, the effects of the cylinder vibration and shedding modes upon the wake
were examined by comparing the regions in terms of velocity profiles and esti-
mates of the vortex trajectories and strength.
The cylinder experienced two regions of comparatively high amplitude oscilla-
tions, separated by a low amplitude region at UrSt/f
∗ ≈ 0.48. The velocity fields
were phase-averaged and the vorticity fields estimated in order to identify the
dominant wake mode. The S-I and A-II wake modes were observed during the
first response branch, at UrSt/f
∗ = 0.32 − 0.45. The latter occurred at slightly
higher reduced velocities and corresponded to a more regular displacement signal,
with a higher amplitude. The velocity fluctuations in the far wake were not found
to be synchronised to the cylinder motion during this region; however, synchro-
nisation was observed in the near wake. This spatial dependence was caused by
the reorganisation of vortices which are formed at the response frequency, but
rearrange downstream into a more stable alternate structure.
Lock-in of both the near and far wake occurred for UrSt/f
∗ = 0.45 − 0.61,
which corresponded to both the low amplitude region at UrSt/f
∗ ≈ 0.48 and the
second response branch. Both regions were characterised by the SA shedding
mode; however, while the displacement signal was highly irregular at UrSt/f
∗ ≈
0.48, it became very steady during the second response branch. A higher level of
vorticity was also entrained from the shear layers into the near wake, causing a
change in phase between the vortex-shedding and cylinder motion. This is likely
to be linked to the change in phase between the fluid forcing and cylinder motion
observed by Nishihara et al. [2005] for forced cylinder oscillations, and has not
previously been reported in free vibrations.
The mean streamwise and fluctuating transverse velocity profiles were com-
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pared and discussed in terms of the strength and trajectories of the shed vortices,
the cylinder response and the irregular breakdown of symmetry in the S-I mode.
Reductions in the vortex formation and recirculation lengths were found to occur
at the onset of the first and second branches. The trajectories of the shed vortices
were estimated using the modified swirling parameter, and the effect of the paths
of the vortices upon the recirculation regime in the near wake was examined.
The vortex strength was estimated for each reduced velocity, using the contours
of the fluctuating swirling parameter to define the vortex boundary and region
over which the vorticity was integrated. The increased shedding frequency which
was observed during the first response branch caused a decrease in the circulation
of shed vortices, but the vortex strength increased during the lock-in region of
the far wake, with the maximum occurring during the second branch.
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3.13 Figures
Figure 3.1: Variation of the cylinder amplitude response in the streamwise direc-
tion with the conventional reduced velocity (Ur = U0/fnD); present work (closed
blue circles), Okajima et al. [2003] (closed red squares), Jauvtis and Williamson
[2003] (closed black triangles), Aguirre [1977] (open green squares) and Blevins
and Coughran [2009] (open light blue triangles). The amplitude measured by
Okajima et al. [2003] is presented as the root-mean-square of the cylinder dis-
placement signal, while for all other cases the amplitude represents the mean
peak height of the signal. Details of the experimental studies are presented in
Table 3.1.
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Figure 3.2: Variation of the cylinder amplitude response and wake frequency
with reduced velocity: (a) amplitude response, (b) peak frequency of fluctuating
velocity measured in the near wake (open circles) and far wake (closed circles)
and (c) the variation in the cylinder frequency ratio. The wake frequencies are
normalised by the cylinder response frequency, fx, while in (c) the still water nat-
ural frequency is used to normalise the response frequency. The blue and yellow
shaded regions indicate the reduced velocities over which the wake exhibited the
S-I and SA modes, respectively, while the A-II mode was dominant for all other
cases.
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Figure 3.3: (a) Cylinder displacement signal and (b) spectra of cylinder displace-
ment (solid black) and transverse velocity signal measured in the near wake (solid
grey) and far wake (dashed black) for R1. For clarity and economy of space, the
near wake signal has been scaled up by a factor of 100 for this reduced velocity.
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Figure 3.4: Phase-averaged vorticity fields over one shedding cycle for R1
(UrSt/f
∗ = 0.2). The shedding cycle is not synchronised to the cylinder mo-
tion.
116
3. Wake Modes in the Response Regime
Figure 3.5: (a) Cylinder displacement signal and (b) spectra of cylinder displace-
ment (solid black) and transverse velocity signal measured in the near wake (solid
grey) and far wake (dashed black) for R2.
117
3. Wake Modes in the Response Regime
Figure 3.6: Phase-averaged vorticity fields over one shedding cycle for R2
(UrSt/f
∗ = 0.34). The phase-averaged cylinder positions for each vorticity field
are also shown (i). For this reduced velocity, the phase-averaged process was
performed using a reference signal measured at x/D = 1, y/D = 0.5. The closed
symbols in (i) indicate the phases for which the vorticity fields are shown.
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Figure 3.7: (a) Cylinder displacement signal and (b) spectra of cylinder displace-
ment (solid black) and transverse velocity signal measured in the near wake (solid
grey) and far wake (dashed black) for R3.
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Figure 3.8: Phase-averaged vorticity fields over one shedding cycle for R3
(UrSt/f
∗ = 0.42). The vorticity distributions are irregular, but the alternate
nature of the vortex-shedding is clear in phases 5/16 and 13/16.
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Figure 3.9: (a) Cylinder displacement signal and (b) spectra of cylinder displace-
ment (solid black) and transverse velocity signal measured in the near wake (solid
grey) and far wake (dashed black) for R4.
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Figure 3.10: Phase-averaged vorticity fields over one shedding cycle for R4
(UrSt/f
∗ = 0.49). The phase-averaged cylinder positions for each vorticity field
are also shown (i). The closed symbols in (i) indicate the phases for which the
vorticity fields are shown.
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Figure 3.11: (a) Cylinder displacement signal and (b) spectra of cylinder displace-
ment (solid black), transverse velocity signal measured in the near wake (solid
grey) and far wake (dashed black) for R5.
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Figure 3.12: Phase-averaged vorticity fields over one shedding cycle for R5
(UrSt/f
∗ = 0.55). The phase-averaged cylinder positions for each vorticity field
are also shown (i). The closed symbols in (i) indicate the phases for which the
vorticity fields are shown.
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Figure 3.13: (a) Distributions of the mean streamwise velocity and (b) fluctuating
transverse velocity along the centreline for R1-R5. The profiles have a resolution
of 0.065D.
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Figure 3.14: Variation in the recirculation length (closed symbols) and vortex
formation length (open symbols) with reduced velocity.
126
3. Wake Modes in the Response Regime
Figure 3.15: Estimated vortex trajectories for R1-R5 (a-e). The paths of the
positive and negative vortices are shown using the dashed and dotted lines, re-
spectively, while the solid line shows the boundary of the recirculation region.
The paths are overlaid on the mean swirling field ΛciD/U0.
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Figure 3.16: Variation of the maximum vortex strength with streamwise position
for R1 - R5 (a-e). The closed and open symbols represent the absolute strengths
of the positive and negative vortices, respectively. The scales used in each graph
and not the same.
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Figure 3.17: Variation of the maximum vortex strength with reduced velocity.
The closed and open symbols represent the absolute strengths of the positive and
negative vortices, respectively.
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Chapter 4
Mode Competition in the First
Branch1
4.1 Introduction
Chapter 3 described the wake modes which dominate throughout the response
regime and the effect of each mode upon the cylinder response and various wake
features. The first response branch was found to exhibit both the S-I mode (in
which two vortices are shed simultaneously from either side of the cylinder per
shedding cycle) and the A-II (in which the vortices are shed alternately). These
1The results in this chapter have also been been presented in:
N. Cagney and S. Balabani. Vortex modes and cylinder response in streamwise-
only vortex induced vibration. In IUTAM Symposium on Bluff Body Flows(BBVIV-7),
Kanpur, India, 2012.
N. Cagney and S. Balabani. Mode competition in streamwise-only vor-
tex induced vibrations. Journal of Fluids and Structures (Invited Paper,
http://dx.doi.org/10.1016/j.jfluidstructs.2013.02.009i).
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modes are sketched in Figure 1.4. The presence of both modes in this region is
consistent with the results of Aguirre [1977]. However, Okajima et al. [2003] and
Jauvtis and Williamson [2003], did not report the presence of the A-II mode in
this region, indicating that some disagreement remains regarding the dominant
wake mode in this reduced velocity range.
A number of studies in which a cylinder was forced to oscillate in the stream-
wise direction have observed mode competition between the S-I and A-II modes
in this region. Konstantinidis et al. [2007] studied the wake of a fixed cylin-
der in sinusoidally perturbed flow (which is equivalent to a cylinder oscillating
in the streamwise direction in steady flow) for a range of reduced velocities,
UrSt/f
∗ = 0.25 − 0.33, which is near the region over which the first response
branch occurs. They noted that the wake alternated between the A-II and S-
I modes. Similarly, Ongoren and Rockwell [1988] forced a cylinder to oscillate
at various angles with respect to the freestream at relatively large amplitudes
(A/D = 0.13), and noted that when the forcing occurred in the streamwise di-
rection both wake modes occurred intermittently. Both studies also noted the
tendency for the symmetrically shed vortices to rearrange downstream into an
alternate pattern similar to that of the A-II mode. While the presence of mode
competition has been observed in the wake of a cylinder experiencing forcing in
the streamwise direction, as far as the author is aware, no studies have examined
this phenomenon for the free vibration case. It is not known what effects such
mode competition and the downstream breakdown of the S-I mode may have on
the cylinder response.
In this chapter, the results of extended PIV measurements of the cylinder
motion and associated wake are presented for two points of the response regime,
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corresponding to the onset and the peak of the first response branch. Following
the measurements described in Chapter 3, extensive PIV measurements of the
cylinder response and wake at two values of reduced velocity were obtained in
order to investigate any mode competition or transient behaviour in the wake.
The cylinder and PIV system are the same as those described in Chapter 2
for Test Stage 1. These additional measurements were performed before the
onset of the first response branch (UrSt/f
∗ = 0.275) and at its peak (UrSt/f ∗ =
0.416). The corresponding Reynolds numbers were Re = 980 and 1800. Three
sets of 1000 image-pairs were acquired at 200Hz for each flowrate, which meant
the combined data sets for each reduced velocity contained approximately 250
cylinder oscillation cycles. The PIV fields were estimated using a three-pass
cross-correlation scheme, which had a final vector spacing of 16× 16 pixels. The
median test was applied after each pass and the erroneous vectors were replaced
by their local median. Unlike the PIV fields presented in Chapter 3, the fields in
this case were not smoothed. The estimated velocity fields spanned the domain
x/D = −1.17− 4.34, y/D = −2− 2.7.
In order to compute properties such as the amplitude of the fluctuating ve-
locity at a point or the cylinder response amplitude for either reduced velocity,
the relevant signals were acquired for each of the three data set and abridged
(forming one signal containing 3000 points). Thus, in this chapter, the cylinder
displacement and velocity signals refer to the abridged data sets, rather than the
signals acquired for only one data set.
The velocity fields acquired at both reduced velocities were analysed using
POD (as outlined in Section 2.7). Due to computational constraints, it was not
possible to apply the decomposition to all 3000 fields as a whole. Consequently,
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each data set was decomposed separately. For both reduced velocities, the low
order modes calculated in all three data sets were found to be approximately
identical, indicating that the method had sufficiently converged. Figure 4.1 shows
the cumulative relative kinetic energy of the POD modes for each data set. All
six cases converge at approximately the same rate, with the first five modes
accounting for over 50% of the total fluctuating kinetic energy.
An additional set of PIV measurements was acquired throughout the cylinder
response regime, which was performed as part of Test Stage 2, as described in
Chapter 2. The same cylinder and PIV system were used. However, the system
had a higher natural frequency compared to the original tests. Thus, for the same
approximate reduced velocity range, the corresponding Reynolds number range
was higher; Re = 740− 5400, compared to Re = 450− 3700 in the original set of
experiments discussed in Chapter 3. This allowed the effect of Reynolds number
upon the cylinder amplitude response and the distribution of wake modes to be
examined.
For each reduced velocity examined, 2000 image-pairs were acquired at 200Hz,
which corresponded to approximately 250 − 300 cylinder oscillation cycles.The
cross-correlation scheme used to estimate the velocity fields is summarised in
Table 2.2. These fields were also analysed using POD. Unlike the two large data
sets acquired in the lower Reynolds number range, in this case it was possible to
apply the decomposition to each set (of 2000 fields) without dividing the data
sets into blocks.
The results presented in Sections 4.2 - 4.6 relate to the measurements per-
formed in Test Stage 1 (i.e. at UrSt/f
∗ = 0.275 and 0.416), while the discussion
in Sections 4.7 and 4.8 relates to the measurements performed in the slightly
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higher Reynolds number range in Test Stage 2.
4.2 Cylinder Response and Mode-switching
The cylinder amplitude response, calculated from the two extended PIV sets
described in the previous section, are shown in Figure 4.2, superimposed upon
the response regime discussed in the Chapter 3. Konstantinidis et al. [2007] and
Ongoren and Rockwell [1988] observed mode competition between the S-I and A-
II modes in the region UrSt/f
∗ = 0.25−0.33. However, it is not clear whether such
competition will occur in the wake of a freely vibrating cylinder in this region, nor
what effects this may have upon the cylinder response. The instantaneous PIV
measurements acquired at UrSt/f
∗ = 0.275 indicated that the wake exhibited the
A-II mode continuously, i.e. unlike the forced cases analysed by Konstantinidis
et al. [2007], no mode competition was observed in this region. This is likely to be
due to the different equivalent levels of A/D, as the A-II mode tends to dominate
when the amplitude is low. However, the wake at UrSt/f
∗ = 0.416 was found to
be highly unstable, with both the S-I and A-II modes occurring intermittently.
Sample instantaneous vorticity fields are shown in Figure 4.3. The alternate
wake structure of the A-II mode is clear in 4.3(a), while two symmetrically shed
vortices, characteristic of the S-I mode, are apparent in 4.3(b), which was acquired
0.5s later. The symmetric arrangement is not apparent downstream.
Konstantinidis et al. [2007] and Ongoren and Rockwell [1988] used PIV and
hydrogen bubbles, respectively, to visualise the flow, and determined which wake
mode was dominant in each snapshot by eye. This method has the disadvan-
tage of being inherently subjective, which makes any statistical analysis of the
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velocity fields for each mode unreliable. Furthermore, the turbulent and tran-
sient behaviour in the wake often makes the task of distinguishing between the
two wake modes difficult. If the mode-switching behaviour in this region is to be
examined quantitatively, a criterion is required which is capable of determining
which mode is dominant as a function of time. POD was found to provide a
suitable basis for such a criterion.
For flows which are dominated by convective structures such as shed vortices,
the POD modes tend to occur in pairs which are 90◦ degrees out of phase [Ma
et al., 2000; van Oudheusden et al., 2005]. The vorticity fields, estimated from
the first four POD modes are shown in Figures 4.4(a-d), while samples of the
corresponding temporal coefficients are shown in 4.4(e-f). The relation between
modes 1 and 2 and modes 3 and 4 is immediately apparent in the vorticity fields;
the vorticity distribution in (a) is very similar to that found in (b), while (c)
and (d) also show strong similarities. The temporal coefficients oscillate with a
variable amplitude (Figure 4.4(e-f)). The signals corresponding to modes 1 and
2 are 90◦ out of phase with each other, as are those of modes 3 and 4, further
confirming the pairing between these modes.
The first two POD modes in this study were found to correspond to the basic
alternate shedding wake pattern, and could be used to reconstruct the A-II mode.
Figure 4.5(a) shows an instantaneous vorticity field, while 4.5(b) shows the same
field reconstructed using the mean velocity field and modes 1 and 2; these modes
clearly capture the alternate shedding pattern which characterises the A-II mode.
Similarly, Figure 4.5(c) shows the same field, reconstructed using the mean field
and modes 3 and 4, which capture the symmetric shedding of the S-I mode.
The correspondence between the various POD modes and the S-I and A-
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II wake modes is also apparent from the power spectra of the POD amplitude
coefficients. As the symmetrically shed vortices of the S-I mode are directly
caused by the cylinder motion (as discussed in Section 3.5), this mode will occur
at the cylinder response frequency. Similarly, the A-II mode is equivalent to
the von Ka´rma´n wake observed behind a stationary cylinder, and will therefore
occur at the Strouhal frequency. The power spectra of the temporal coefficients
of the first four POD modes, shown in Figure 4.5, indicate that the coefficients
for modes 1 and 2 fluctuate primarily at fSt, while modes 3 and 4 oscillate at fx,
further indicating the relation between the POD modes and the specific shedding
modes.
Based on this correspondence between the first four POD modes and the S-I
and A-II wake modes, a criterion is introduced to determine the dominant wake
mode in a given PIV field; if the sum of the instantaneous amplitudes (calculated
using the Hilbert transform) of the temporal coefficients of the first and second
POD modes exceeds that of the third and fourth modes, the A-II mode is said
to dominate, and when the opposite is true the S-I mode is said to occur. The
criterion may be summarised as:
|H (a1) |+ |H (a2) | > |H (a3) |+ |H (a4) | ⇒ A-II Mode (4.1)
|H (a1) |+ |H (a2) | < |H (a3) |+ |H (a4) | ⇒ S-I Mode, (4.2)
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where H denotes the instantaneous amplitude calculated using the Hilbert trans-
form, and ai denotes the temporal coefficient of the i
th POD mode.
Samples of the combined amplitude signals of modes 1 and 2 and modes 3 and
4 are presented in Figure 4.6. The shaded regions indicate time intervals at which
the S-I mode is found to be dominant, based on the criterion described above.
The snapshot and reconstructed vorticity fields shown in Figure 4.5 correspond
to t/T = 11.2s, where T = 1/fx. The points of mode transitions were found to
occur unpredictably, i.e. they were not the result of beating behaviour due to the
interaction of the competing effects of wake features occurring at fx and fSt.
Given the correspondence between the various POD and wake modes, it would
appear reasonable to simply analyse the velocity fields reconstructed using only
modes 1 and 2 for the case of the A-II mode, and modes 3 and 4 for the S-I
mode. However, Figure 4.1, indicates that the cumulative energy of the first four
modes accounts for less than half the total fluctuating energy; therefore the re-
constructed fields would neglect a significant amount of information contained in
the measurements. It was instead decided to analyse the different wake modes
directly from the instantaneous PIV fields. This approach had a number of ad-
vantages: (a) the results could readily be compared to those presented in Chapter
3 at different points in the response regime (e.g. the flow could be compared us-
ing phase-averaged velocity and vorticity fields, velocity profiles etc.), and (b)
the results from each wake mode are less reliant on the specific form of the POD
modes. This meant that the results for each wake mode were more dependent on
the actual flow measurements, rather than on the mathematical decomposition
(i.e. the form of the first four POD modes), which increases the generality of the
findings presented.
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This approach is also useful, as the effectiveness of the mode-detection crite-
rion could be demonstrated using the phase-averaged vorticity fields calculated
for the S-I and A-II wake modes. The ability of the criterion to divide the 3000
instantaneous fields into two sets which had significantly different phase-averaged
fields would prove that the method is capable of accurately capturing the bimodal
behaviour present. However, for this mode detection method to be validated in
this manner, the process by which the phase-averaged field for both wake modes
must be identical, i.e. the same reference signal must be used in both cases.
Therefore, the only difference between the two final sets of phase-averaged fields
will be the wake mode that the criterion determines to be dominant. As both
wake modes are known to occur at different frequencies, the frequency content
of the reference signal used in the phase-averaging process was required to be
variable and dependent only on the wake; reference signals with a fixed frequency
component (e.g. the cylinder displacement signal) would suppress information
occurring at other frequencies, and may promote the appearance of a given mode
in the final averaged fields. The transverse velocity signal, extracted from the
wake at (x/D, y/D) = (1, 0.5), shown in Figure 4.7(a), was found to have com-
ponents occurring at both the Strouhal and cylinder response frequency (Figure
4.7(b)), and was thus likely to contain information of both the alternate and sym-
metric shedding modes. These velocity signals were extracted from each data set,
low-pass filtered (with a cut-off frequency equal to twice the frequency at which
the maximum of the power spectrum was found) and used as a reference signal
in the phase-averaging process. The method of phase-averaging is summarised
below:
(i) The transverse velocity at (x/D, y/D) = (1, 0.5) was extracted
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from the PIV fields for use as a reference signal.
(ii) This was used to calculate a phase angle (rounded to the nearest
multiple of pi/4) for each instantaneous PIV field.
(iii) The phase-averaged vorticity fields for the A-II mode were found
by averaging all fields for each phase angle, ignoring any fields in
which the S-I mode was deemed to be dominant using the criterion
proposed.
(iv) Similarly, the phase-averaged vorticity fields for the S-I mode
were found by averaging all fields for each phase angle, ignoring any
fields in which the A-II mode was deemed to be dominant using the
criterion proposed.
The vorticity distributions calculated from the phase-averaged velocity fields
for the A-II and S-I modes are shown in Figures 4.8(a-d) and 4.8(e-f), respec-
tively. Given the relatively low number of fields in which the S-I mode was
detected, the averaging process divided the cycle into only 8 phases (compared
to 16 in the results presented in Chapter 3) to reduce the irregularities in the
final averaged fields. The symmetric and alternate structures of the S-I and A-II
modes, respectively, are clearly visible.
The ability of the mode-detection criterion to extract such distinct averaged
wake patterns from the same data set and using the same reference signal demon-
strates its robustness. Given the unsteady and turbulent nature of the flow, the
distinction between the S-I and A-II modes in an instantaneous field is inherently
subjective; however, the distinct flow features apparent in the phase-averaged
fields suggest that the criterion described above is effective in achieving this.
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This method of mode-detection is applicable to both time-resolved and irregu-
larly sampled data, but is limited to cases in which the POD mode-pairs can be
found to correspond to distinct wake modes. Providing that such a correspon-
dence is established, this approach has the advantage of being quantitative and
objective. This allows the various wake and cylinder response characteristics of
the S-I and A-II modes to be statistically analysed and compared, which could not
be reliably performed if the modes were identified by eye, as had been performed
previously [Konstantinidis et al., 2007; Ongoren and Rockwell, 1988].
The probability of occurrence of each mode is shown in Table 4.1, along with
the probability that a given mode will continue to occur one cylinder oscillation
cycle later and the associated cylinder response amplitude. The A-II mode was
detected for 92% of the 3000 velocity fields; despite the intermittent presence of
symmetric shedding, the alternate structure is clearly dominant at this reduced
velocity.
Table 4.1: Probabilities of occurrence and associated response amplitude for each
mode.
S-I A-II All Modes
Number of fields 239 2761 3000
Probability of occurrence 8% 92% 100%
Probability of same mode occurring in next cycle 50.0% 94.3% -
Mean peak height (A/D) 0.0764 0.0734 0.0737
The S-I mode tended to occur for a short number of cycles before the wake
reverted to the alternate mode. A given instance of the S-I mode was found
to have only a 50% probability of still being present in the following cylinder
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oscillation cycle (measured as the cylinder was in its peak downstream position),
compared to over 94% for the A-II mode, suggesting that the dominance of the
symmetric shedding is quite unstable. Mode-switching did not result in significant
variations in the cylinder response amplitude, as the difference between the mean
peak height occurring for both modes was less than one standard deviation of the
overall non-dimensional amplitude, (i.e. the difference in A/D measured in both
cases was less than 0.007). This may be because the number of cycles for which
the S-I mode occurred tended to be too small for changes in the level of fluid
excitation to become apparent in the cylinder displacement signal. Alternatively,
the wake mode may be variable along the cylinder axis; in which case variations
in the fluid forcing along the cylinder axis will have a reduced effect on the total
levels of excitation and overall vibrational amplitude. Regardless of the cause,
this case of mode-switching differs from that observed for transverse VIV by
Govardhan and Williamson [2000] and Morse and Williamson [2010], as it does
not significantly affect the overall levels of fluid excitation (which would lead to
a significant change in the amplitude response).
While this case of mode competition does not appear to significantly affect
the levels of fluid excitation in the streamwise direction, it is likely to affect
the response regime of a cylinder with freedom to move in both the transverse
and streamwise direction, as is more commonly found in industry. The inherent
symmetry of the S-I mode will mean that it is likely to induce a negligible lift
force; however, the alternate shedding of the A-II mode will be associated with
significant forcing in this direction [Cetiner and Rockwell, 2001]. Therefore, any
switching between the S-I and A-II modes in this region is likely to lead to vi-
brations in the transverse direction, and may alter the overall nature of the two
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degree-of-freedom cylinder response.
The incompatibility between the alternate shedding mode which occurs through-
out the second response branch, and the symmetric shedding which dominates
at lower reduced velocities has been considered to be the cause of the low ampli-
tude region at UrSt/f
∗ ≈ 0.5 [Naudascher, 1987]. However, while these two wake
structures compete in a complex and unsteady manner at UrSt/f
∗ ≈ 0.416, the
results presented here indicate that such competition does not prevent positive
energy transfer to the cylinder and comparatively large levels of vibration. There-
fore, the mechanism proposed by Naudascher is unlikely to account for the true
cause of the reduction in cylinder amplitude observed at UrSt/f
∗ ≈ 0.5, which
still remains unclear.
4.3 Origins of Mode Competition
Some insight into the nature of the competition between the two wake modes may
be gained from Figure 4.6. The amplitude of the POD modes associated with the
S-I wake structure does not vary significantly compared to the amplitude of the
POD modes associated with A-II shedding. Xu et al. [2006] showed that the two-
dimensional vorticity field surrounding a cylinder oscillating in the streamwise
direction can be expressed as the superposition of two components; an alternate
structure similar to that surrounding a stationary cylinder in steady flow, and
a symmetrical structure similar to that surrounding an oscillating body in fluid
at rest. The former corresponds to the A-II mode (and POD modes 1 and 2),
while the latter corresponds to the S-I wake mode (and POD modes 3 and 4).
The equivalence between the wake modes and the low-order POD modes allows
142
4. Mode Competition in the First Branch
the relative strength of the two vorticity field components described by Xu et al.
to be measured as a function of time. Figure 4.6 can therefore be viewed as the
time series of the components due to the cylinder motion (dotted line) and due
to the alternate shedding structure (solid line).
As the amplitude of the cylinder vibration does not vary significantly at this
reduced velocity (Figure 4.6), the component of the vorticity field caused by the
cylinder motion (and the associated POD modes 3 and 4) should also be ap-
proximately constant, as can be seen in Figure 4.6. In contrast, the amplitude of
modes 1 and 2 shows clear variations; at times the modes have a roughly constant
amplitude of around 0.75m/s, e.g. t/T = 9−14 and 57−60, while at other times
the amplitude falls below 0.25m/s, e.g. t/T = 45− 50 and 67− 70. Following the
findings of Xu et al. [2006], this implies that the alternate shedding - as would
occur for a fixed cylinder in crossflow - is intermittently interrupted. Although
the effects of the streamwise cylinder motion upon the surrounding velocity and
vorticity fields are always present, when the A-II shedding becomes disrupted,
the cylinder motion effects become dominant and the S-I mode dominates in the
wake.
Figure 4.9 presents the amplitude of the POD modes corresponding to the al-
ternate shedding wake mode for one data set acquired at UrSt/f
∗ = 0.275. As the
cylinder response amplitude was negligible (A/D = 0.006), no POD modes were
found to correspond to the S-I mode or the component of the vorticity field which
is caused by the cylinder motion. Similar to that found at UrSt/f
∗ = 0.416, the
amplitude of the first two POD modes shows large, low frequency fluctuations,
indicating that the alternate shedding structure is also being intermittently dis-
rupted at this reduced velocity. Figures 4.10(a) and (b) show the instantaneous
143
4. Mode Competition in the First Branch
vorticity fields computed at two instances corresponding to a maximum and a
minimum in the amplitudes of the POD modes associated with the A-II mode,
respectively. The well-known von Ka´rma´n wake (i.e. the A-II mode) is present
in Figure 4.10(a) (albeit quite disorganised due to turbulence) when the ampli-
tude of the associated POD modes is large. Figure 4.10(b) corresponds to a
point at which the amplitude of these POD modes is low. The negative vortex
at x/D ≈ 2.6 and the positive vortex near x/D ≈ 4 are considerably weaker
that those in Figure 4.10(a), indicating that the alternate vortex shedding is now
weaker than at t/T = 2.9. However, unlike the case for UrSt/f
∗ = 0.416, this
disruption of the alternate shedding mode does not lead to the appearance of
the S-I mode. Even though the alternate shedding component of the vorticity
field has become disrupted, the cylinder response amplitude is low, and does not
induce a component due to the structural motion which is strong enough to cause
the S-I mode to become dominant.
Mode competition in this region of the response regime can be said to be
caused by the disruption of the alternate shedding wake mode. While this occurs
both during and before the onset of the first response branch, it is only when
the cylinder response amplitude is large (i.e. during the first branch) that a
component of the vorticity field due to the cylinder motion is sufficiently strong
to cause the appearance of the S-I mode.
4.4 Comparison of S-I and A-II Modes
The S-I and A-II shedding cycles during the first response branch have been
examined separately in Sections 3.5 and 3.6, respectively, in terms of the cylinder
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displacement signal and phase-averaged vorticity fields. However, the presence
of both modes at the same point in the cylinder response regime allows the
difference between the modes to be examined without being affected by differences
in Reynolds number, reduced velocity and cylinder response amplitude.
The profiles of mean streamwise and fluctuating transverse velocity along the
wake centreline (y/D = 0) were computed for both modes. The total set of
3000 fields was divided into two sub-sets, based on the wake mode identified as
dominant in each field using the criterion described in Section 4.2. These sub-sets
were processed separately to find estimates of the mean and fluctuating velocity
fields for both modes. The resulting profiles are shown in Figure 4.11, normalised
with respect to the freestream velocity. The same profiles, computed for the
second and third response regions, R2 and R3 (discussed in Chapter 3) during
which the wake exhibited the S-I and A-II, respectively, are also presented. These
profiles have previously been discussed in Section 3.9. The reduced velocity and
Reynolds number for each case are summarised in Table 4.2.
Table 4.2: Reduced velocity and Reynolds number for the measurements shown
in Figure 4.11.
UrSt/f
∗ Re
R2 (S-I) 0.345 1430
R3 (A-II) 0.421 1870
S-I 0.416 1800
A-II 0.416 1800
The mean streamwise velocity profile computed from the A-II fields matches
that of R3 closely, which is to be expected, given the similarity between the values
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of the cylinder response amplitude and reduced velocity in both cases. However,
the corresponding profile for the fields exhibiting the S-I mode does not appear
to match that measured in R2 as well, although the differences in the reduced
velocity and cylinder response amplitude were larger in this case. The profiles
indicate that the recirculation region has contracted at UrSt/f
∗ = 0.416, when
bimodal behaviour occurs and the S-I mode dominates, compared to that in R2,
in which the same mode occurs.
Despite the strong similarities in the mean streamwise velocity profiles at R3
and the A-II fields at UrSt/f
∗ = 0.416, the profiles of the fluctuating transverse
velocity for both cases appear to be quite different. Although both exhibit sim-
ilar trends qualitatively, the peak fluctuations are lower for R3. This is likely to
result from the fact that no mode-detection was applied before computing the
profile for R3; any instantaneous manifestations of the S-I mode will contaminate
the estimates of the fluctuating velocity profiles. As the S-I mode is associated
with low levels of transverse flow across the wake centreline, this ‘contamination’
acts to reduce the peak magnitude of v′/U0. The fluctuating transverse velocity
profile has a larger magnitude while the S-I mode dominates at UrSt/f
∗ = 0.416
compared to R2. These fluctuations in R2 were attributed to the tendency for
the symmetric structure of the wake to breakdown as the vortices were convected
downstream (Section 3.5). The increased fluctuations at UrSt/f
∗ = 0.416 are
therefore likely to be a manifestation of the increased instability of the symmet-
rical arrangement of the vortices at this part of the response region, compared to
UrSt/f
∗ = 0.345, where the S-I mode was found to be most stable.
The fact that such distinct differences are apparent in the profiles of the mean
and fluctuating velocities calculated from the fields which were found to exhibit
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the S-I and A-II modes again demonstrates both the bimodal behaviour present at
UrSt/f
∗ = 0.416 and the effectiveness of the mode-detection criterion. It is also
notable that in most cases these trends - large transverse velocity fluctuations
while the A-II modes dominates and strong recirculation while the S-I modes
occurs - are more pronounced after the mode-detection criterion has been applied,
compared to the estimates for R2 and R3, for which no mode-detection was used.
This suggests that the estimates of the mean and fluctuating - as well as the
phase-averaged - velocity fields throughout the first response branch are affected
by the intermittent appearance of both modes, and that this bimodal behaviour
exists over a wide range of reduced velocity.
4.5 Effect of Mode-Switching on Vortex Strength
In Section 3.11, the first response branch was found to coincide with a decrease
in the strength of the shed vortices, which was attributed to an increase in the
frequency at which the vortices were formed. Similar to Section 3.11, the vortex
strength was estimated using the phase-averaged swirling and vorticity fields in
which the S-I and the A-II modes were detected. The maximum and minimum
values of the vortex strength estimated throughout the shedding cycles of both
modes are shown in Table 4.3, along with the corresponding values for R2 and
R3.
For both the S-I and A-II modes, the peak vortex strength at UrSt/f
∗ = 0.416
is approximately 33% higher that that found for R2 and R3, respectively. It is
notable that the phase-averaged vorticity fields shown in Figure 4.8, which were
computed at UrSt/f
∗ = 0.416 using the mode detection criterion, are smoother
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than those estimated for approximately the same reduced velocity for R3 (Figure
3.8). As in the case of the fluctuating transverse velocity profiles, the averaged
fields for R3 may be contaminated by the intermittent appearance of the S-I
mode. This increased variability in the instantaneous velocity fields reduces the
amplitude of the averaged vorticity and swirling fields, and is likely to be the
cause of the low estimates of the vortex strength found in R2 and R3, compared
to those at UrSt/f
∗ = 0.416 after the mode-detection algorithm has been applied.
Table 4.3: Maximum and minimum circulation of shed vortices, estimated using
phase-averaged fields at UrSt/f
∗ = 0.416 in which the S-I and A-II modes were
detected, and those computed for R2 and R3.
Wake Mode UrSt/f
∗ Γ/U0D(+) Γ/U0D(−)
S-I (R2) 0.345 0.674 -0.674
S-I 0.416 0.880 -0.909
A-II (R3) 0.421 1.208 -1.215
A-II 0.416 1.642 -1.593
The estimated circulation of vortices throughout the S-I and A-II shedding
cycles is shown in Figure 4.12 as a function of the corresponding streamwise
position of the vortex core, which is given by the centroid of Λci (Section 3.11).
For both modes the vortices have a circulation of approximately |Γ/U0D| ≈ 0.5
as they are formed near x/D ≈ 0.6, which then increases as they move away from
the cylinder. While the symmetrically shed vortices appear to reach a peak value
of around |Γ/U0D| ≈ 0.9, those shed alternately reach a peak strength of 1.64 at
x/D ≈ 1.2.
In Section 3.11 it was noted that the strength of the shed vortices decreases
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at the onset of the first response branch, which was attributed to an increase in
the shedding frequency. This gives vortices less time to entrain vorticity from
the shear layers before being convected away from the cylinder. This mechanism
of modulating the vortex strength implies that the strength should be inversely
proportional to the shedding frequency. Figure 4.12(b) also shows the variation
in the vortex strength through the S-I and A-II shedding cycles; however, the
estimates of the strength have now been scaled by the shedding frequency, fvs,
(which is equal to the cylinder vibration frequency for the S-I mode and the
Strouhal frequency for the A-II mode) over fx. This scaled vortex strength is
proportional to the total rate at which circulation of the vortices is created,
or the non-dimensional time-derivative of the circulation which the wake mode
transmits into the wake:
(
fvs
fx
)( |Γ|
U0D
)
∝ ∂|Γ|
∂t
(
1
U0Dfx
)
. (4.3)
If the circulation contained within the shed vortices is linearly proportional
to the formation period for each wake mode, the two trends in 4.12(a) should
collapse. In fact, the trends do not fully do so, as can be seen in Figure 4.12(b);
the symmetrically shed vortices have a slightly higher scaled strength, indicat-
ing that the shedding frequency does not entirely control the vortex strength.
Clearly the circulation will be affected by the annihilation of counter-vorticity
and other mechanisms, which have not been accounted for here. However, the
trends exhibited by the vortices shed for both wake modes are quite similar in
spite of the differences in the wake structure for the two modes; it is clear that
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the shedding frequency plays an important role in determining the strength of
the vortices shed.
4.6 Mode Breakdown
The S-I mode tends to occur for only a small number of cycles before the wake
reverts to the A-II mode, as has been noted in previous sections. The relative
instability of the symmetric mode is also apparent in the instantaneous vorticity
fields, as symmetrically shed vortices tend to rearrange into an alternate pattern
downstream. This can be seen in the sample vorticity field shown in Figure 4.13.
Two vortices of opposite sign are clearly visible close to the cylinder. However,
the wake quickly loses this symmetry downstream, and an alternate shedding
pattern is apparent from x/D & 2.
As the vortices convect downstream and rearrange into an alternate pattern,
the frequency of local velocity fluctuations can be expected to change from fx to
fSt. This can be explained in terms of the transition from the S-I to the A-II
arrangements increasing the wavelength of the wake, which causes a proportional
decrease in the frequency of velocity fluctuations.
In order to investigate the effects of the wake transition in more detail, the dis-
tribution of the dominant frequency of transverse velocity fluctuations throughout
the wake was measured. Time signals of the transverse velocity component were
extracted at every PIV measurement location using all 3000 fields, and the dom-
inant frequency of fluctuations was estimated from the respective PSDs. The
resulting ‘frequency map’ is shown in Figure 4.14. Unlike other fields presented
in this work, the frequency map is expected to be piecewise rather than smooth,
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as the transitions between regions at which the primary fluctuations occur at
fSt and fx will occur as jumps, regardless of the spatial resolution of the mea-
surements. As a result, unlike the vorticity distributions presented elsewhere, no
interpolation is used in Figure 4.14 to evaluate the contours.
The map shows that for the majority of the measured wake, the fluctuations
occur at the Strouhal frequency, which is to be expected, given the dominance
of the A-II mode at this reduced velocity. The no-slip condition at the cylin-
der surface ensures that the fluctuations in the vicinity of the cylinder occur at
fx regardless of the wake mode. However, the fx region is large, extending ap-
proximately two diameters into the wake on either side of the cylinder, roughly
following the path of the shed vortices. The strength of the fluctuations occurring
at fx in this region suggests that the shear layers may roll up to form vortices at
the cylinder response frequency, but these vortices tend to coalesce and reorgan-
ise such that they are convected into the wake in an alternate pattern, forming
the A-II mode. This will not be visible in the phase-averaged A-II fields, as the
averaging process will suppress any information which is not correlated to the
reference signal, i.e. occurring at, fSt.
In order to confirm that the fx region surrounding the cylinder is caused by
the formation of vortices at this frequency, and is not simply due to the no-slip
condition and the large amplitude cylinder motion, frequency maps were also
calculated for the five response regions discussed in Chapter 3, and are shown in
Figures 4.15(a-e). Sample phase-averaged vorticity fields, showing the dominant
wake mode, are also included for reference (Figures 4.15(f-j)). The frequency
maps indicate that, for all cases, there is a region near the cylinder at which
the velocity fluctuations occur at the response frequency, fx. However, it is only
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during the first response branch (i.e. R2 and R3, Figures 4.15(b) and 4.15(c),
respectively) that this region extends a significant distance from the cylinder.
In the absence of mode competition or the intermittent appearance of the S-I
mode, the region in which the transverse velocity fluctuations occur at fx does
not extend more than 0.5D from the cylinder surface, confirming that the large
region in which the fluctuations occur at the frequency of the cylinder motion at
UrSt/f
∗ = 0.416 (Figure 4.14) is attributable to the shedding of vortices at this
frequency.
In Section 3.3 it was noted that during the first response branch, the down-
stream velocity fluctuations are not synchronised to the cylinder motion, i.e.
lock-in is not occurring. This finding is counter-intuitive, as for transverse VIV,
no significant vibrations are observed outside of lock-in. However, as the fluid
forces acting on the cylinder will be controlled by the pressure and velocity fields
in the near wake where the fluid and cylinder motion are synchronised, it is likely
that the fluctuating drag will also occur at the response frequency. This will re-
sult in positive energy transfer to the structure, which may explain the presence
of relatively large amplitude vibrations in the apparent absence of lock-in.
The spatial dependence of the frequency of velocity fluctuations in the wake
is also likely to be the cause of the conflicting reports in the literature regard-
ing the vortex shedding frequency during the first response branch. Jauvtis and
Williamson [2003] used measurements of the fluid forces to estimate the shed-
ding frequency; as stated, the force information will relate primarily to the near
wake or fx region before vortex rearrangement has occurred. Consequently, their
study found lock-in to occur during the first branch. Meanwhile, Okajima et al.
[2003] based their estimates on velocity fluctuations in the far wake, six diam-
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eters downstream of the cylinder, well beyond the point at which the vortices
have rearranged; at this location the transverse velocity fluctuations have been
shown to occur at the Strouhal frequency. As a result, their study found no sign
of lock-in in this region. Aguirre [1977] estimated the shedding frequency using
a stopwatch and counting the number of vortices shed; however, the subjective
nature of the measurements makes it difficult to predict how his results would be
affected by the wake rearrangement.
It is clear that the appearance of lock-in is, in some cases, dependent on
the method used to estimate the vortex shedding frequency. If the shedding
frequency is to be estimated based on one (or more) points in the wake (as is
typical in LDA and hot-wire studies) the final estimation will depend on the choice
of measurement site(s). This is particularly true for the first response branch,
and other cases in which vortex rearrangement is likely, such as in the wakes of
structures undergoing forced motion. While lock-in is generally presented as an
objective, discrete phenomenon (i.e. lock-in is said to be clearly present or clearly
absent), for some cases its manifestation might be more complex. In practice,
its appearance may depend on the method by which the shedding frequency is
estimated, and thus the comparison of various experimental studies may not be
straightforward.
The results presented here highlight the role of the flow behaviour in the
near wake, as opposed to the downstream wake structure, in determining the
appearance of lock-in and the fluid forcing associated with vortex shedding, which
is of importance to both the streamwise and general case of VIV.
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4.7 Effect of Re on Mode-Switching
As detailed in Section 4.1, PIV measurements of the cylinder motion and the
wake throughout the response regime were also carried out for a slightly higher
Reynolds number range, Re = 750 − 5400, which had an increased spatial and
temporal resolution, as outlined in Sections 2.4 and 4.1. By comparing these
results to those presented in the preceding sections, the effects of Reynolds number
upon the mode-switching behaviour in this region can be examined. As the S-I
mode is induced by the streamwise motion of the cylinder [Naudascher, 1987;
Ongoren and Rockwell, 1988], and the Reynolds number affects the amplitude of
the cylinder response [Blevins and Coughran, 2009], it is reasonable to expect the
region over which the S-I mode dominates to be affected.
The cylinder amplitude response for both sets of measurements are compared
in Figure 4.16(a). Both response regimes align reasonably well. The differences
in A/D measured in the low amplitude region at UrSt/f
∗ ≈ 0.5 and the second
branch are discussed in Chapter 5. Within the first branch, the peak amplitude
is slightly greater for the higher Reynolds number case, which is likely to be asso-
ciated with the lower structural damping present in this experiment, as detailed
in Table 2.1. One notable difference between the two response regimes measured
is that for the higher Re case, the onset of the first response branch occurs at a
lower reduced velocity, UrSt/f
∗ ≈ 0.25, compared to UrSt/f ∗ ≈ 0.32 for the lower
Re case. Dickins [1976] and King [1974] did not observe VIV in the streamwise
direction for Re < 1000 and 750, respectively, suggesting that there is a critical
Reynolds number required for excitation due to the S-I mode. Figure 4.16(b)
shows the variation in the cylinder response amplitude for both sets of measure-
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ments as a function of Reynolds number. For both cases, the onset of the first
response branch occurs at approximately Re = 1200 − 1400, despite differences
in the actual reduced velocity, supporting the idea of a critical Re for excitation
due to the S-I mode. While the critical Reynolds number appears to be approx-
imately 1000, its exact value may be affected by other experimental parameters
such as freestream conditions, blockage ratio etc. This Reynolds number effect is
capable of altering the extent of the first branch considerably, and implies that
the reduced velocity ranges over which the various response regions described in
Chapter 3 will also depend on Re.
It is clear that the S-I mode is strongly affected by the Reynolds number.
Therefore, it is likely that the mode-switching behaviour observed in the first
branch will also be affected by Re. In order to study these effects, the velocity
fields acquired at a higher Reynolds number range at UrSt/f
∗ = 0.404 (Re =
2630), were analysed using POD, and the mode detection criterion was applied.
As in the low Re case, the first two POD modes were found to correspond to the
A-II mode and fluctuated at the Strouhal frequency, while the third and fourth
modes corresponded to the S-I wake and fluctuated at the cylinder response
frequency. Using the mode detection criterion given by equations 4.1 and 4.2, the
S-I and A-II modes were identified and averaged separately. The phase-averaged
vorticity fields for both modes are shown in Figure 4.17. As in the lower Re case,
the transverse velocity measured at (x/D, y/D) = (1, 0.5) was used as a reference
signal. The mode-detection criterion is again able to extract the symmetric and
alternate arrangements of the S-I and A-II modes, respectively.
A sample of the amplitude of the POD modes corresponding to the A-II and
S-I modes is shown in Figure 4.18. As in the case measured at Re = 1800 (Figure
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4.6), the amplitude of the POD modes relating to the S-I structure does not vary
significantly, while there are large scale fluctuations in the amplitude of the modes
corresponding to the A-II mode, indicating again that the mode competition
arises from the intermittent disruption of the alternate shedding pattern.
Table 4.4: Percentage of PIV fields which the mode-detection criterion determined
to be dominated by the S-I and A-II modes, for two values of Reynolds number
and reduced velocity.
Re UrSt/f
∗ Probability of S-I Probability of A-II
1800 0.416 8.7% 92.0%
2630 0.404 15.7% 84.3%
Table 4.4 lists the probability of occurrence of each wake mode for the sets
of data measured at high and low Reynolds number. The probability of the
appearance of the S-I mode has risen from approximately 8% at Re = 1800, to
over 15.7% at Re = 2630. It appears that for the higher Re case, the amplitude
of the first two POD modes has a greater tendency to drop off, i.e. the alternate
shedding structure is more likely to become disrupted and the S-I mode more
likely to dominate. This suggests that as well as affecting the reduced velocity
range over which the S-I mode is dominant, the Reynolds number also affects the
probability of this mode occurring for reduced velocities at which the A-II mode
is dominant.
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4.8 Effect of Reduced Velocity Upon Switching
The PIV measurements discussed in the previous section contained a large num-
ber of fields at each reduced velocity; it was thus possible to analyse each data
set using POD. This allowed the mode-detection criterion to be applied to each
set, and the dependence of the mode competition on the reduced velocity to be
examined. While the pairing relationship between the first two modes and the al-
ternate wake mode was present for all data sets examined, the relation between a
POD mode-pair and the S-I mode was only observed for UrSt/f
∗ = 0.307−0.473.
The vorticity distributions calculated for the POD modes associated with S-I and
A-II wake modes are shown in Figure 4.19. For brevity only one mode of each
POD mode-pair is shown.
Even when the S-I mode was found to dominate (UrSt/f
∗ = 0.253 − 0.355),
the first two POD modes corresponded to the alternate shedding structure. Ap-
parently, at these points, the fluctuating energy associated with the breakdown
of the wake into an alternate structure is greater than that caused by the initial
symmetric shedding pattern. It is also notable that despite the S-I mode appear-
ing consistently in the instantaneous PIV fields acquired at UrSt/f
∗ = 0.253, no
POD mode-pair was found to completely capturing this shedding mode. Rather,
features of the symmetric wake structure appeared in several POD modes, which
occurred at a range of frequencies. This also serves as a reminder that the indi-
vidual pairs of POD modes are not constrained to represent physical phenomena,
and care must be taken when attempting to interpret them.
For the data sets in which the POD mode pairing was observed for both
the S-I and A-II wake modes, the mode-detection criterion was applied, and the
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percentage of fields which were found to exhibit the S-I mode could be calculated,
as shown in Figure 4.20 as a function of reduced velocity. The S-I mode is
apparent in the highest proportion of PIV fields in the range UrSt/f
∗ ≈ 0.3−0.36,
which is the same range in which this wake mode was found to dominate in
Chapter 3 and in the experiments of Ongoren and Rockwell [1988]. The green
square point at UrSt/f
∗ = 0.416 represents the percentage of fields in which the
S-I mode was said to be dominant for the PIV measurements discussed in Sections
4.2 - 4.6 for Re = 1800. As noted in the previous section, the tendency for the S-I
mode to dominate was found to be greater for the measurements performed at
higher Reynolds numbers. It appears that throughout the first response branch
the S-I and A-II modes compete in an unsteady manner which is dependent on
both the reduced velocity and Reynolds number.
These results highlight the complexity of the distribution of wake modes dur-
ing the first response branch. Rather than the symmetric shedding mode simply
occurring for the entirety of the branch, as is commonly assumed [Jauvtis and
Williamson, 2003; Okajima et al., 2003], the wake exhibits both the A-II and
S-I modes intermittently, with the instantaneous mode being dependent on the
reduced velocity and Reynolds number, as well as varying spatially throughout
the wake. As the S-I mode induces zero fluctuating and mean lift acting upon the
cylinder, while the A-II mode can cause strong forces in this direction [Cetiner
and Rockwell, 2001], the tendency for the wake to switch between the two modes
may have significant consequences for cylinders which are free to move in both the
streamwise and transverse directions, although further work would be required
to confirm that such switching would occur in the 2DOF case.
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4.9 Closure
The transient variation in the dominant wake mode in the first response branch
was examined for two Reynolds number ranges. PIV measurements of the ve-
locity field in the wake were examined using POD and a criterion was developed
which could determine the presence of either the A-II or the S-I mode in a given
instantaneous field. The method was used to estimate phase-averaged vorticity
fields for both modes at UrSt/f
∗ = 0.416 using the same reference signal; the
ability of the criterion to detect such distinct phase-averaged quantities was used
to demonstrate the effectiveness and robustness of the approach. The A-II mode
was found to be the dominant mode at this reduced velocity, occurring in over
92% of the instantanteous fields. The appearance of either mode was not found
to have a statistically significant effect on the amplitude response of the cylinder.
Analysis of the temporal coefficients of the POD modes which corresponded
to the A-II and S-I wake modes indicated that the mode switching was caused by
the breakdown of the A-II mode; when the response amplitude was large (i.e. in
the first branch) the structural motion induced a vorticity field component similar
to the S-I mode which was capable of dominating when the alternate shedding
pattern was disrupted. However, pre-lock-in, the disruption of the A-II mode was
not associated with the appearance of the S-I mode as the response amplitude of
the cylinder was too low.
The velocity fields in which the S-I mode was dominant were found to cor-
respond to a large recirculation region and weak transverse velocity fluctuations
across the wake centreline compared to the A-II mode. This finding is consistent
with the velocity profiles presented for the response regions, R2 and R3 in Chap-
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ter 3 when the same mode dominated. The A-II mode was associated with an
increase in the strength of the shed vortices compared to the S-I mode. However,
when the vortex strength was scaled by the shedding frequency, the circulation of
the vortices shed in both modes was very similar. This supports the observation
discussed in Chapter 3 that the shedding frequency controls the strength of the
vortices.
It was found that in the first response branch the transverse velocity fluctua-
tions over a significant region of the near wake occurred at the response frequency,
while downstream they occurred at fSt. This spatial dependence of the frequency
of the velocity fluctuations was used to explain the paradoxical appearance of
VIV in the apparent absence of lock-in, as well as the cause of some of the con-
flicting results in the literature regarding the presence of lock-in in the region of
the response regime. It was found that the Reynolds number had a significant
effect on the wake mode. The S-I mode and the first response branch were not
observed for Re . 1000, while the measurements performed throughout the first
branch indicated that the S-I mode occurred in a greater proportion of the instan-
taneous velocity fields when the Reynolds number was larger. The probability of
the occurrence of the S-I mode was highest in the range UrSt/f
∗ ∼ 0.3 − 0.36,
which was consistent with the point in the response regime presented in Chapter
3 at which this mode dominated.
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4.10 Figures
Figure 4.1: Cumulative fluctuating kinetic energy of the POD modes computed
for the three data sets acquired at UrSt/f
∗ = 0.275 and 0.416. Only the values
for the first 100 modes are shown. The normalised fluctuating energy kinetic, εk,
is given by the mode’s corresponding eigenvalue, divided by the total sum of all
the eigenvalues within that data set.
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Figure 4.2: Cylinder amplitude response, as described in Section 3.3. The blue
and yellow shaded regions indicate the reduced velocity ranges over which the
S-I and SA modes were found to dominate, respectively, while the wake pre-
dominantly exhibited the A-II shedding mode in the white regions. The red and
yellow squares denote the amplitude response for the extended PIV measurements
discussed in this chapter.
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Figure 4.3: Instantaneous vorticity fields acquired 0.5s apart, at UrSt/f
∗ = 0.416.
The A-II mode is clear in (a), while the symmetric shedding (S-I) mode is domi-
nant in (b). Contour levels for each case are ωzD/U0 = ±1,±2, . . .
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Figure 4.4: Vorticity distributions calculated from the velocity fields of the POD
modes 1 to 4 (a-d). The vorticity fields in (a) and (b) are clearly symmetric, as is
the case with the A-II mode, while the fields in (c) and (d) exhibit anti-symmetry,
as is characteristic of the S-I mode. Contour levels are arbitrary. The spectra of
the temporal coefficients of modes 1 and 2 are shown in (e), and those of modes
3 and 4 are shown in (f).
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Figure 4.5: (a) Instantaneous vorticity field. (b) Vorticity distribution for same
PIV snapshot shown in (a), reconstructed using mean velocity field and POD
modes 1 and 2 only. The wake resembles the alternate shedding of the A-II mode.
(c) Vorticity distribution of same snapshot shown in (a), now reconstructed using
modes 3 and 4 only. Contour levels for each case are ωzD/U0 = ±1.5,±3, . . .
The symmetric shedding (S-I) mode is clearly captured. (d-e) Power spectra of
temporal coefficient of POD modes 1 - 4. The dashed lines in (d) indicates the
Strouhal frequency, while that in (e) denotes the cylinder response frequency.
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Figure 4.6: Combined amplitude of the temporal coefficients for the POD modes
which relate to the A-II, (|H (a1) | + |H (a2) |, solid line) and S-I (|H (a3) | +
|H (a4) |, dashed line) wake modes. The shaded regions indicate the times at
which the criterion described above predicts the S-I mode to be dominant.
Figure 4.7: Sample of the time series (a) and the power spectrum (b) of the
transverse velocity signal measured at (x/D, y/D) = (1, 0.5), at UrSt/f
∗ = 0.416.
The dashed lines denote the Strouhal and cylinder response frequencies.
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Figure 4.8: Vorticity distributions, calculated from phase-averaged velocity fields,
for modes A-II (a-d) and S-I (e-h) (identified using the proposed mode detection
criterion), at UrSt/f
∗ = 0.416. Contour levels are ωzD/U0 = ±0.75,±1.5, . . .
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Figure 4.9: Combined amplitude of the temporal coefficients for the POD modes
which relate to the A-II (solid line) wake mode, computed for UrSt/f
∗ = 0.275.
The dashed blue and red lines denote the times at which the instantaneous vor-
ticity fields shown in Figure 4.10(a) and (b), respectively, were acquired.
Figure 4.10: Instantaneous vorticity fields acquired at UrSt/f
∗ = 0.275, at time
intervals at which the combined amplitude of the POD modes associated with al-
ternate vortex-shedding is comparatively large (a) and low (b). The magnitude of
the POD modes is shown in Figure 4.9. Contour levels are ωzD/U0 = ±0.75,±1.5,
. . .
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Figure 4.11: Distributions of the mean streamwise velocity (a) and fluctuating
transverse velocity (b) along the wake centreline for the fields in which the wake
was determined to be exhibiting the S-I (blue circles) and A-II (red squares)
modes, as well as the profiles computed for R2 (blue line) and R3 (red line). R2
is associated with the S-I mode, while the A-II mode dominates for R3.
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Figure 4.12: Variation of the peak vortex strength with streamwise position of
the vortex core throughout the A-II and S-I wake cycles (a), and the variation
in the vortex strength scaled by the normalised vortex shedding frequency (b).
The strengths were estimated from phase-averaged fields calcalated at UrSt/f
∗ =
0.416 using the mode-detection criterion outlined in Section 4.2.
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Figure 4.13: An instantaneous vorticity field demonstrating the breakdown of
the S-I mode into an alternate structure downstream. Two vortices close to the
cylinder are arranged symmetrically, but this symmetry has decayed by x/D ≈ 3.
Contour levels are ωzD/U0 = ±1,±2, . . .
Figure 4.14: Distribution of dominant frequency of velocity fluctuations through-
out the wake for UrSt/f
∗ = 0.416. Frequencies are normalised with respect to the
cylinder response frequency. The white regions indicate the areas in which the
velocity fluctuations are synchronised to the cylinder response frequency. The res-
olution of the spectra used to estimate the distributions was 0.39Hz, i.e. 0.023fx.
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Figure 4.15: Distribution of the dominant frequency of velocity fluctuations
throughout the wake for response regions R1-R5 (a-e). Frequencies are normalised
with respect to the cylinder response frequency in each response region. The white
regions indicate the areas in which the velocity fluctuations are synchronised to
the cylinder response frequency, fx. The resolution of the spectra used to es-
timate the distributions was 0.39Hz. Sample phase-averaged vorticity fields are
shown in (f-i) for reference. Contour levels in (f-j) are ωzD/U0 = ±0.5,±1, . . .
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Figure 4.16: Cylinder amplitude response as a function of reduced velocity (a)
and Reynolds number (b). Closed symbols indicate reduced velocities at which
the S-I mode was either dominant or observed intermittently.
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Figure 4.17: Vorticity distributions, calculated from phase-averaged velocity fields
acquired at Re = 2630, UrSt/f
∗ = 0.404, for modes A-II (a-d) and S-I (e-h),
which were identified using the mode detection criterion proposed in Section 4.2.
Contour levels are ωzD/U0 = ±0.75,±1.5, . . .
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Figure 4.18: Samples of the combined amplitude of signals relating to the A-II
(solid line) and S-I modes (dashed line), for the PIV measurements acquired at
Re = 2630, UrSt/f
∗ = 0.404. The shaded regions indicate the times at which the
criterion described above predicts the S-I mode to be dominant.
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Figure 4.19: Vorticity distribution of the first POD-mode associated with the
A-II mode (left column) and S-I mode (right column). Scales are arbitrary.
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Figure 4.20: Cylinder amplitude response (blue circles) and percentage of the
PIV fields in which the S-I mode was found to dominate (red squares). The
green square denotes the percentage of fields in which the S-I modes dominated
for Re = 1800.
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Chapter 5
Mode Competition in the Second
Branch1
5.1 Introduction
The wake modes which occur behind a cylinder free to move in the streamwise
direction have been described in Chapter 3. The SA, A-II and S-I modes have
been shown to dominate at various regions of the response regime, with the latter
two modes competing in an unsteady manner throughout much of the first branch
(Chapter 4). In general, the distribution of modes presented in the previous
chapters agrees with the results of various studies in the literature. However, the
A-IV mode has also been observed in the forced oscillation studies of Nishihara
et al. [2005], Ongoren and Rockwell [1988] and Konstantinidis et al. [2007] within
1The results in this chapter have also been presented/published in:
N. Cagney and S. Balabani. Multiple manifestations of the second response
branch in streamwise vortex-induced vibrations. (Submitted to Physics of Fluids.)
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similar ranges of reduced velocity and oscillation amplitude, but was not observed
in the results presented in Chapter 3, nor in the free vibration studies of Aguirre
[1977]; Jauvtis and Williamson [2003] and Okajima et al. [2003].
The experiments discussed in the previous chapter were performed by incre-
mentally increasing the reduced velocity throughout the response regime. How-
ever, no results were presented for the case of decreasing reduced velocity. Aguirre
[1977] observed that the extent of the second branch varied depending on whether
the reduced velocity was increasing or decreasing, i.e. the system exhibited hys-
teretic behaviour in this region.
In order to investigate the extent to which the amplitude response and wake
modes of the current system are affected by hysteresis, and the conditions under
which the A-IV mode may occur, additional sets of PIV measurements were
acquired in which the reduced velocity was incrementally increased and decreased.
These experiments were performed as part of Test Stage 2, as described in Chapter
2. The reduced velocity was varied between 0.122 and 0.682, which corresponded
to a Reynolds number range of Re = 740− 5400. This is higher than that of the
experiments described in Chapter 3 (Re = 450− 3700), and is thought to be the
cause of some minor discrepancies between the two sets of data, which will be
discussed throughout this chapter.
5.2 Hysteresis
Prior to performing detailed PIV measurements of the response regime using
the current cylinder system, the amplitude response was measured for the cases
of increasing and decreasing reduced velocity in order to ascertain the extent
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to which the response regime is affected by hysteresis. The flowrate was first
incrementally increased and then decreased, such that the reduced velocity varied
between UrSt/f
∗ = 0.056 and 0.766. At each flowrate 1000 images of the vibrating
cylinder were acquired at 150Hz. A settling time of approximately three minutes
was employed between changing the flowrate and acquiring the images. This is
considerably lower than that used when acquiring the PIV measurements, for
which a settling time of at least 10 minutes was employed. However, as the
purpose of these experiments was only to identify regions of the response regime
which are affected by hysteresis, the effects of the relatively short settling time
were not considered to be significant.
The cylinder amplitude response for both cases (i.e. increasing and decreasing
reduced velocity) are compared in Figure 5.1. The second branch measured for the
two cases shows marked differences, both in terms of the peak amplitude response
and the reduced velocity range over which it occurs. As the reduced velocity
is decreased, the second branch occurs only in a narrow region of UrSt/f
∗ ≈
0.55 − 0.57. However, when the reduced velocity is increased, the extent of the
second branch is larger and the peak amplitude response is greater.
It is clear that the second response branch is strongly affected by hysteresis.
Figure 5.1 indicates that the cylinder system is apparently capable of exhibiting
various vibration amplitudes for the same values of reduced velocity and Reynolds
number. In the following sections, this behaviour is investigated, focusing on the
wake modes which dominate at the various levels of cylinder response amplitude
in this region.
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5.3 Amplitude Response and Wake Modes in
the Higher Re Range
Following the preliminary investigation into the effects of hysteresis on the cylin-
der response regime, the wake and cylinder amplitude response were measured
throughout the response regime using PIV for both increasing and decreasing
reduced velocity, using the experimental procedure outlined in Section 2.4 (Test
Stage 2). As noted in Section 4.7, the natural frequency of the cylinder system was
larger than that used in the measurements described in Chapter 3. This meant
that for approximately the same reduced velocity range, the Reynolds number
range was higher. The current measurements were performed for Re = 740−5400
(Test Stage 2), while the results presented in Chapter 3 were performed at
Re = 450 − 3700 (Test Stage 1). This change in the Reynolds number range is
likely to have an effect on the cylinder response and wake characteristics observed.
Therefore, before discussing the results of the current set of PIV measurements in
terms of the hysteretic behaviour, the measured response regime is first compared
to that presented in Chapter 3, for the lower Re range. Such a comparison was
also presented in Section 4.7. However, in this section the comparison focuses
on the low amplitude near UrSt/f
∗ ≈ 0.47 and the second response branch, as
opposed to the mode competition between the S-I and A-II modes which occurs
at lower reduced velocities.
Figure 5.2 compares the cylinder amplitude response and the correspond peak
frequency of velocity fluctuations measured at (x/D, y/D) = (3, 0.5) for Test
Stages 1 and 2. The symbol colour indicates the wake mode which dominated
at each reduced velocity. Symbols with two colours denote regions where mode
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competition was observed. The white, yellow and blue symbols correspond to the
A-II, SA and S-I modes, respectively, while the green points indicate the reduced
velocities at which the wake exhibited the A-IV mode, in which two pairs of
counter-rotating vortices were shed per wake cycle (Figure 1.4). In general the
amplitude response measured in both cases are qualitatively similar. However,
some differences are present in three regions:
(i) In Test Stage 2 (higher Re) the first branch occurs over the range UrSt/f
∗ ≈
0.25 − 0.45, while in Test Stage 1 the cylinder response is negligible for
UrSt/f
∗ ≤ 0.3.
(ii) The minimum amplitude response measured in the region between the first
and second branches is smaller in Test Stage 2. Furthermore, the A-II is
dominant in the wake, not the SA mode which is observed in this region in
Test Stage 1.
(iii) The A-IV mode is dominant for much of the second response branch in Test
Stage 2, and the velocity fluctuations occur at fvs/fx = 0.5 and 1, while in
Test Stage 1 the SA mode is observed and the velocity fluctuations occur
only at fvs/fx = 0.5.
The cause of the difference in the reduced velocity range over which the first
branch occurs has been discussed in Section 4.7.
The amplitude response of the cylinder in Test Stage 2 at UrSt/f
∗ = 0.47
is A/D = 0.005, which is lower than that measured for the lower Re case. The
reason for this is not immediately clear, and cannot be attributed to the different
structural properties of the two systems; in both cases the cylinder had the same
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mass ratio, while the damping ratio was lower in Test Stage 2. It might be pos-
sible that the absence of such a very low amplitude region near UrSt/f
∗ = 0.47
observed in Test Stage 1 is simply due to the experimental methodology. Since
the cylinder response amplitude cannot be measured in real-time, and the vibra-
tions are too small to estimate by eye (A/D = 0.02 corresponds to vibrations
of less than 0.15mm), it is possible that as the flowrate and reduced velocity
were incrementally increased the minima of the low amplitude region was simply
‘missed’, i.e. PIV measurements were acquired at reduced velocities above and
below - but not at - this point. However, preliminary measurements of the re-
sponse regime for the low Re case (not presented here) did not indicate that the
amplitude was reduced below A/D ≈ 0.02 in this region. In contrast, a decrease
in amplitude below A/D < 0.01 was observed for all sets of measurements per-
formed at the higher Re range (i.e. for the two measurements of the response
amplitude for increasing and decreasing reduced velocity shown in Figure 5.1 and
the three sets of PIV measurements discussed in Section 5.6, Figure 5.10). Based
on this observation, it seems unlikely that the cylinder response regime discussed
in Chapter 3 contained a region where A/D . 0.01 near UrSt/f ∗ = 0.47 which
was simply ‘missed’ in the lower Re measurements.
The SA mode was found to dominate at reduced velocities above and below
UrSt/f
∗ = 0.47; i.e. in the range UrSt/f ∗ = 0.46 − 0.495, which contains the
point at which the A-II mode was observed in the higher Re measurements. It is
therefore reasonable to assume that the SA mode would also dominate at reduced
velocities between these two values (UrSt/f
∗ = 0.46−0.495) in the lower Re range.
In this case, the difference between the two sets of PIV measurements cannot be
attributed to the accidental omission of important measurements sites (i.e. in the
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region UrSt/f
∗ = 0.47). A more plausible explanation is that the wake mode, and
consequently the amplitude response of the cylinder is affected by the Reynolds
number, as was observed at the onset of the first response branch (Section 4.7).
The cylinder amplitude response measured for the lower Re case and that
measured for various studies in the literature were shown in Figure 3.1. It is clear
that the magnitude of the response amplitude between the two branches, as well
as the reduced velocity range over which this occurs, are highly variable, and
appear to be strongly affected by experimental conditions (Reynolds number,
aspect ratio etc.). It is therefore plausible that the difference in the response
amplitude measured in this region is due to the difference in the Reynolds number
of the two sets of measurements.
The peak amplitude observed in the second response branch is slightly lower
for the higher Re case. The variation in the dominant frequency of the velocity
fluctuations, fvs, measured at (x/D, y/D) = (3, 0.5) (Figure 5.2(b)) indicates
that there are also distinct changes in the wake. For the lower Re case, the
fluctuations in the second branch occur consistently at fvs/fx = 0.5, while the
measurements in the higher Re range indicate that the velocity signals in this
region contain components at both fvs/fx = 0.5 and 1.
The variations in the dominant wake mode observed in both sets of measure-
ments also show some differences. The most notable difference between the two
sets of measurements is the presence of the A-IV mode for a substantial portion
of the second branch UrSt/f
∗ ≈ 0.54 − 0.6, for the higher Re case. Two sample
instantaneous vorticity fields showing the A-IV more are shown in Figure 5.3; a
more detailed description of the wake mode will be presented in Section 5.5. In
both fields in Figure 5.3 the wake is turbulent and the vorticity field is irregular;
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however, vortex-pairs characteristic of the A-IV mode are clearly visible in the
regions (x/D, y/D) = (2 − 4, 1) and (2 − 4,−1) in Figures 5.3(a) and 5.3(b),
respectively.
The presence of the A-IV mode in the second branch is associated with a
slight reduction in amplitude compared to the measurements performed in the
low Re range, in which the SA mode was dominant. This is discussed further
in Section 5.6. The A-IV mode has been observed in the wake of an externally
excited cylinder [Griffin and Ramberg, 1976; Xu et al., 2006], and notably by
Konstantinidis et al. [2007], who observed intermittent switching between the A-
IV and SA modes in the wake of a fixed cylinder in oscillatory flow at similar values
of reduced velocity and equivalent oscillation amplitude (UrSt/f
∗ = 0.55− 0.57,
A/D = 0.02−0.04). The flow visualisation of Nishihara et al. [2005] also indicated
the presence of such a mode in this reduced velocity range, at an amplitude of
A/D = 0.05, although the distinct pairing formation of the vortices which is
characteristic of the A-IV mode was not discussed in detail in their work. Despite
having been observed in several forced oscillation studies, the A-IV mode has not
previously been observed for the case of a freely oscillating cylinder. As this mode
appears to be associated with distinct levels of cylinder vibration (i.e. slightly
lower than those which occur when the SA mode dominates), the results presented
here represent a new response branch in streamwise VIV.
The presence of the A-II mode in the wake and the reduction in amplitude in
UrSt/f
∗ = 0.47 in the higher Re measurements are discussed in more detail in
the following section, while the formation process of the A-IV mode and its effect
on the cylinder response are described in Section 5.5.
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5.4 Low Amplitude Response Region, UrSt/f
∗ =
0.473
The current set of PIV measurements revealed a greater reduction in the response
amplitude in the region UrSt/f
∗ ≈ 0.47 compared to that found for the measure-
ments performed at a lower Reynolds number (Chapter 3), as well as a change in
the dominant wake mode. The reduced velocity, Reynolds number and cylinder
response amplitude for both cases are compared in Table 5.1.
Table 5.1: Reduced velocities, Reynolds number, cylinder response amplitude
and dominant wake mode observed in the low response region between the two
branches for the measurements performed at different Reynolds number ranges.
Test Stage UrSt/f
∗ Re A/D Wake Mode
1 0.495 2250 0.020 SA
2 0.473 3170 0.0045 A-II
The cylinder displacement signal and phase-averaged vorticity fields acquired
in the lower Re range at UrSt/f
∗ = 0.495 while the A-II mode was dominant were
discussed in Section 3.7. The cylinder motion was found to be highly irregular,
exhibiting low frequency fluctuations and a variable amplitude. A sample of the
displacement signal measured in the higher Re system (Re = 3170) is shown in
Figure 5.4(a), along with the corresponding power spectrum in Figure 5.4(b).
The signal is highly unsteady with large fluctuations in amplitude, as was the
case for UrSt/f
∗ = 0.495 in the lower Re range. The spectrum contains one
large peak at fx, as well as some secondary peaks at slightly lower frequencies.
Although the amplitude of the displacement signal is lower than that measured
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at UrSt/f
∗ = 0.495 for the lower Re case, the two signals are qualitatively similar
(i.e. both have an irregular amplitude and low frequency fluctuations).
In Test Stage 1 at UrSt/f
∗ = 0.495, the relatively low response amplitude
(A/D = 0.02) was found to be sufficient to induce the SA mode, as the synchro-
nised cylinder motion caused the vortices to form close to the cylinder and near
the wake centreline. However, this is not the case for Test Stage 2, as indicated by
the vorticity fields shown in Figure 5.5(a-h) for UrSt/f
∗ = 0.473. The transverse
velocity measured directly from the PIV velocity fields at (x/D, y/D) = (3, 0.5)
was used as a reference signal. In this case, the A-II mode is clearly visible in
the vorticity fields; the shear layers roll up to form vortices at approximately
x/D = 1.5, which are then shed into the wake, remaining at a distance of roughly
half a diameter from the wake centreline, as can be seen in Figure 5.5(a) and
5.5(e). The corresponding phase-averaged cylinder displacement signal is shown
in Figure 5.5(i). The amplitude is low and the signal appears to be slightly aperi-
odic, which is a result of the unsteadiness of the displacement signal with respect
to the reference signal.
In previous chapters a method proposed by Konstantinidis et al. [2005] has
been used to determine the point at which a vortex is shed from the cylinder,
whereby a positive or negative vortex is said to be shed when the phase-averaged
transverse velocity across the wake centreline reaches a maximum or minimum,
respectively. Following this definition, the newly formed positive and negative
vortices were found to be shed at t/T = 4/16 and 13/16, respectively, as the
cylinder is moving downstream at its peak velocity. These are approximately the
same points at which the vortices were found to be shed for UrSt/f
∗ = 0.51 when
the SA mode was dominant (Section 3.7).
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5.5 The A-IV Wake Mode
The A-IV mode has not previously been observed in the wake of a freely oscillating
cylinder, in this work or in the published literature, and therefore the vortex-
formation process has not been presented, and it is not known how this mode will
affect the cylinder response. Measurements of the cylinder motion and the wake
acquired at UrSt/f
∗ = 0.574 while the A-IV mode was dominant are therefore
presented below.
A sample of the cylinder displacement signal is shown in Figure 5.6(a), along
with the power spectra of this signal and the transverse velocity signals extracted
from the PIV fields at (x/D, y/D) = (3, 0.5) and (3, 0) in Figure 5.6(b). The
displacement signal is reasonably steady, with fluctuations in amplitude between
A/D ≈ 0.03 − 0.07; the corresponding spectrum contains only one narrow peak
at fx. In contrast, the velocity signal measured at (x/D, y/D) = (3, 0.5) has
two peaks. One peak occurs at fx/2, which is consistent with the results for the
alternate shedding modes observed previously during lock-in (Sections 3.7 and
3.8). However, there is also a large peak at fx (Figure 5.6(b)). Apparently the
doubling of the number of vortices shed per cycle causes a corresponding increase
in the frequency of velocity fluctuations in this region. The presence of more than
one frequency component in the velocity signal measured at this point makes it
unsuitable for use as a reference signal in the phase-averaging process. However,
the transverse velocity signal measured at (x/D, y/D) = (3, 0) contains only one
relatively narrow peak at half the cylinder response frequency, fx/2. As a result,
this signal was used to compute the phase-averaged quantities while this mode
dominated.
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The resulting phase-averaged vorticity fields are shown in Figure 5.7(a-h),
and the corresponding cylinder displacements in Figure 5.7(i). One shedding
cycle corresponds to two cylinder oscillation cycles, similar to the case of the SA
mode presented previously. In general, the vorticity fields appear disorganised
and irregular compared to those found for other modes, and the non-dimensional
magnitude of the vorticity is considerably lower (|〈ωxD/U0〉| < 4 throughout the
wake for each phase).
Despite these irregularities, the distinct form of the A-IV mode is apparent;
a pair of weak counter-rotating vortices are visible in the region x/D = 2− 4 in
phases t/T = 1/16 and 9/16 (Figures 5.7(a) and (e), respectively). The vortices
form very close to the cylinder, as in the case of the SA mode, but rather than
being periodically shed, small regions of vorticity appear to separate from the
vortex, as can be seen for the positive and negative vortices near x/D = 1.5 at
t/T = 3/16 and 11/16 (Figures 5.7(b) and (f)), respectively. In the subsequent
phase-averaged fields shown (t/T = 5/16 and 13/16 - Figures 5.7(c) and (g),
respectively) the positive and negative vortices have been separated from the
cylinder. However, a considerable region of vorticity of the same sign remains
attached to the cylinder. Unlike the SA mode, at no point during this shedding
cycle is the vorticity from either side of the cylinder fully shed from the structure;
throughout all phases of the shedding cycle there remain significant levels of the
positive and negative vorticity in the region x/D = 0− 1.
The phase-averaged fields indicate that the positive vortices are cut-off from
the cylinder at approximately t/T = 1/16 and 5/15, while the negative vortices
are cut-off at t/T = 9/16 and 13/16, i.e. a vortex is shed every half-cycle of
cylinder oscillation. This means that, for a pair of vortices of a given sign, the
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first vortex is shed as the cylinder approaches its peak downstream position, and
the second one as the cylinder nears it maximum upstream position. However,
as the fluctuations across the wake centreline occur at fx/2 - i.e. at half the
frequency of vortex shedding - the criterion proposed by Konstantinidis et al.
[2005] to determine at which point the shedding occurs is not fully applicable,
and the estimates of the shedding phase remain subjective.
5.6 Multiple Stability Regions at UrSt/f
∗ = 0.52−
0.6
In order to examine the cause of the difference between the structural response
and wake modes observed in Test Stages 1 and 2 in the region of the second
branch, two additional sets of PIV measurements were acquired in this reduced
velocity range. Some of the details of these measurements are given in Table
5.2. Apart from increasing or decreasing the flowrate to adjust the reduced ve-
locity and the number of image-pairs acquired, the experimental details of these
measurements are identical to those in Section 5.1 (i.e. Test Stage 2). Table 5.2
also lists the wake mode observed in the region UrSt/f
∗ ≈ 0.56. As all three
sets correspond to a different wake mode in this region, the sets are henceforth
referred to as the A-II, A-IV and SA sets accordingly.
Sample phase-averaged vorticity fields were calculated for each set in the re-
gion UrSt/f
∗ ≈ 0.56, which represent these three wake modes. The exact re-
duced velocities at which these averages were computed and the corresponding
cylinder response amplitudes are listed in Table 5.3. In all cases, the transverse
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Table 5.2: Experimental details regarding the three sets of PIV measurements
(acquired in Test Stage 2) of the reduced velocity region surrounding the second
response branch, including the reduced velocity range examined, the number of
image-pairs acquired per data set and the wake mode observed in the region
UrSt/f
∗ ≈ 0.56. For convenience, the three data sets are referred to using the
mode observed here, e.g. the SA set, A-II set etc.
Notes UrSt/f
∗ Image-pairs Mode at UrSt/f ∗ ≈ 0.56
Increasing UrSt/f
∗ 0.122− 0.682 2000 A-IV
Increasing UrSt/f
∗ 0.468− 0.648 1000 SA
Decreasing UrSt/f
∗ 0.44− 0.655 1000 A-II
velocity measured at (x/D, y/D) = (3, 0) was used as a reference signal. The
averaged vorticity fields for the A-IV mode have been presented and discussed
in the previous section (Figure 5.7), while those representing the SA mode (at
UrSt/f
∗ = 0.566) are shown in Figure 5.8. The vorticity patterns are quite similar
to those discussed in Section 3.8 (Figure 3.12) which were computed at the same
point in the response regime, but at a slightly lower Reynolds number. Finally,
the phase-averaged fields for the A-II mode are shown in Figure 5.9; the reduced
velocity is UrSt/f
∗ = 0.556 and is reached by decreasing the flowrate. This point
corresponded to negligible cylinder excitation. At this reduced velocity range the
vortex-shedding is not synchronised to the cylinder motion.
The variation of the cylinder response amplitude and dominant frequency
of transverse velocity fluctuations at (x/D, y/D) = (3, 0.5) for the three sets
of measurements are shown in Figure 5.10. The symbol colour indicates the
dominant wake mode at each point. The wake exhibits a different mode in the
region UrSt/f
∗ ≈ 0.52−0.61 for each data set. It is clear that these changes in the
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Table 5.3: Reduced velocities, cylinder response amplitudes and wake modes
corresponding to the phase-averaged vorticity fields shown in Figures 5.7, 5.8 and
5.9.
Mode UrSt/f
∗ A/D Figure
A-IV 0.564 0.0527 5.7
SA 0.566 0.0621 5.8
A-II 0.556 0.0052 5.9
wake mode correspond to significant changes in the cylinder response amplitude.
When the A-II mode dominates, the cylinder response amplitude is low and the
velocity fluctuations in the wake occur at the Strouhal frequency, indicating the
absence of lock-in. This mode was observed in this region of the response regime
when the reduced velocity was incrementally decreased from a high initial value.
As UrSt/f
∗ is reduced to 0.56, the cylinder begins to oscillate and the SA mode
becomes dominant. In contrast, when the reduced velocity is increased and the
A-IV mode dominates, the second response branch extends to UrSt/f
∗ ≈ 0.6.
The velocity fluctuations remain locked-in to the cylinder motion, at either fx or
fx/2, over this range. The second branch has a peak amplitude of A/D = 0.621
when the SA mode is dominant. The maximum amplitude is slightly lower when
the A-IV mode occurs, A/D = 0.546. In Chapter 4 it was shown that during the
first branch the wake switched between the S-I and A-II modes. Similarly, the
wake is capable of exhibiting two modes in the second branch; the SA and the A-
IV. However, unlike the bimodal behaviour observed in the first response branch,
the wake did not intermittently switch between modes; when the wake exhibited
a given mode, this mode persisted, provided the reduced velocity and response
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amplitude did not change significantly. The SA and A-IV modes were found to
occur in the second branch both when the reduced velocity was increasing and
decreasing (although they occurred over a considerably smaller range when the
reduced velocity was decreasing, as the second branch was also shorter in this
case). Therefore, it would appear that the presence of either mode is not caused
by the hysteresis effects which are present in this region.
It is not clear why the A-IV mode was not observed in the low Re measure-
ments presented in Chapter 3 (Test Stage 1). The appearance of either the A-II
or the SA mode in the second branch appears to be unpredictable. Due to the
computational requirements and processing times associated with PIV measure-
ments, it was not possible to perform a large number of measurements of the
dominant wake mode and the amplitude response in the second branch in order
to estimate the probability of either mode occurring as the reduced velocity is
increased or decreased. However, based on the results presented throughout this
thesis and various preliminary studies (which are not presented here), the SA
mode appears to be the more likely to occur than the A-IV mode. Thus it is
possible that the A-IV mode was not observed in the low Re measurements as a
result of the apparently random nature with which is appeared. However, this
does not explain why this mode was not observed in the streamwise-only free
vibration studies of Aguirre [1977] and Okajima et al. [2003]. Alternatively, the
A-IV may only be possible within a certain range of Reynolds number, similar
to the S-I mode which is only observed in the wake of a freely vibrating cylinder
for Re & 1000 (Section 4.7). Further experiments in which the Reynolds number
and reduced velocity could be varied independently would be required to verify
this potential Re-dependency of the A-IV mode.
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As far as the author is aware, the results presented here represent a unique
case in the study of VIV; a point in the response regime of a freely oscillating
body, at which three possible wake modes, each corresponding to a different
level of response amplitude, are possible for the same flow conditions (Reynolds
number, reduced velocity etc.). In the following section, the stability of each state
is discussed.
5.7 Stability of Cylinder-Wake System
The previous section indicated that the response regime of a cylinder free to
oscillate in the streamwise direction contains three possible states in the range
UrSt/f
∗ ≈ 0.52− 0.61, each corresponding to different wake modes and levels of
amplitude response. Several previous studies have observed points in the response
regime for transverse VIV in which two possible states have existed at a given
point, perhaps the most common case being caused by hysteresis effects [Khalak
and Williamson, 1997; Sarpkaya, 2004].
Morse and Williamson [2009] analysed the intermittent switching between the
Upper and Lower response branches observed in transverse VIV using detailed
measurements of the forces acting on a cylinder forced to oscillate in the transverse
direction for a range of amplitudes and reduced velocities. By equating estimates
of the fluid excitation and the energy dissipated from the cylinder due to damping,
they showed that a sudden increase or decrease in the levels of excitation can
cause a freely oscillating cylinder to change states (i.e. to change from oscillating
at a large amplitude in the Upper branch to a reduced amplitude in the Lower
branch, or vice versa). Such a system, which is capable of exhibiting multiple
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states for a given set of parameters, but requires an external input of energy to
switch between states, is known as a ‘hard oscillator ’ [Cecchi et al., 1993].
The distinction between a ‘soft ’ and a ‘hard ’ oscillator can be shown by ob-
serving the characteristic phase portraits of both systems, which are sketched in
Figure 5.11. The horizontal and vertical axes represent the response variable and
its temporal derivative (in this case displacement and velocity, respectively). The
solid black line represents the path of steady state oscillations, while the origin
(indicated by the black circle) corresponds to a static or non-responsive system.
For the case of the soft oscillator (Figure 5.11(a)), the system will converge upon
the steady state path if released from any point in the phase space - i.e. for any
set of initial conditions. The convergence is shown in the phase-portraits using
the blue arrows.
The behaviour of the hard oscillator is slightly more complex (Figure 5.11(b)).
If the initial displacement and velocity of the system are within a certain region
close to the origin (which is bounded by the ‘unstable limit cycle’, represented by
the dotted black line) the system will converge on the origin - i.e. the oscillations
will be damped out. However, if the system is perturbed such that its position
in the phase portrait occurs outside this critical region, the system will exhibit
steady oscillations (i.e. converge upon the steady state path, which is also known
as the stable limit-cycle path). The steady state response of a soft oscillator is
independent of its initial conditions and time history, while it is possible to induce
permanent changes in the response of a hard oscillator by applying a transient
perturbation.
Naudascher [1987] also discussed hard oscillator behaviour in the streamwise
response of a plate, which had an aspect ratio of 5 and was aligned such that the
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larger dimension was perpendicular to the flow. It was found that at certain points
during lock-in the system acted as a hard oscillator. The structure exhibited
reasonably steady vibrations; however, when the vortex shedding was disrupted
by inserting a ruler into the wake, the vortex-shedding frequency reverted to
the Strouhal frequency, lock-in ceased and the structural response amplitude was
reduced.
The work of Naudascher [1987] indicates that it is possible to induce such a
system to ‘jump’ between states by either modulating the wake or the levels of
energy transfer to or from the system. It seems likely that the current system
behaves as a hard oscillator in the region UrSt/f
∗ ≈ 0.56, where three potential
cylinder-wake states have been observed.
In order to investigate the stability of the various states that the cylinder
can exhibit during the second branch and ascertain whether the system behaves
as a hard oscillator, phase-portraits were estimated for the three selected PIV
data sets discussed in the previous sections (in which the wake exhibited the A-
IV, SA and A-II wake modes) and listed in Table 5.3. The cylinder velocity, x˙,
was calculated from the displacement signal using the central-difference method.
In order to remove any low-frequency fluctuations which were not associated
with VIV, the displacement signals were first high-pass filtered, with a cut-off
frequency of 5Hz. The cylinder diameter was used to normalise the displacement
signals, while the cylinder velocity signals were normalised by the diameter and
the Strouhal frequency.
The phase-portrait of the cylinder while the A-IV mode was dominant (at
UrSt/f
∗ = 0.564) is shown in Figure 5.12(a). Figure 5.12(b) shows a similar
portrait for the case in which the SA mode was dominant (UrSt/f
∗ = 0.566).
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The white symbols denote the points at which the response amplitude was found
to be increasing (i.e. the next peak in the displacement signal is larger than the
previous one), while the black symbols denote points in which the amplitude was
decreasing. The points are connected using cubic spline curves (grey lines) in
order to represent the smooth trajectories followed by the system.
For both cases (Figures 5.12(a) and (b)), the points in the phase-portrait do
not collapse on to a single line. Unlike the case of an ideal oscillator, structures
oscillating in a fluid will experience modulations in their vibration frequency
due to added mass effects. This will lead to changes in the levels of energy
transfer and the instantaneous position of the stable limit-cycle (i.e. the response
amplitude which the system will converge towards). Therefore, for structures
which are affected by variations in the added mass, the stable limit-cycle will
manifest itself as a stability band, rather than a path. The points at which the
response amplitude is increasing and decreasing appear to be distributed evenly
throughout the bands shown in Figures 5.12. This indicates that the width of the
band is not simply caused by the cylinder responding to small perturbations away
from a fixed stability path; if this was the case the majority of the points in the
outer regions (i.e. higher amplitude regions) of the band would have a decreasing
amplitude (as the cylinder amplitude decayed and the cylinder response converged
on the stability path). Similarly, the points closer to the origin would have an
increasing amplitude, as the amplitude increased and the system converged upon
the stable path at the centre of the band. The even distribution of points of
increasing and decreasing amplitude indicates that the band represents a range
of stability limit-cycle paths which may occur.
The width of the band will depend on the variations in the amplitude of the
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displacement and velocity signals. The band which is occupied by the cylinder
when the A-IV move dominates is wider than that associated with the SA mode,
indicating that the A-IV mode causes greater unsteadiness in the structural re-
sponse.
The phase-portraits estimated for these two cases, and the measurements
in which the wake exhibited the A-II mode at UrSt/f
∗ = 0.556, are shown in
Figure 5.13. It is notable that the paths corresponding to the times at which
the A-IV and SA wake modes are dominant overlap slightly. This has significant
implications for the nature of the stability of the system in this region. The
paths followed by the cylinder through the phase-space when the SA or A-IV
modes dominate are not separated by an unstable limit-cycle, i.e. a path or
band in which no steady-state oscillations are possible. This implies that the
transition between the two states (high amplitude cylinder response as the SA
mode dominates, and slightly lower response as the A-IV mode occurs) is not
governed by hard oscillator behaviour. In fact, the two responses may be said to
occupy the same stability band.
Both wake modes cause the cylinder to follow a path through the phase-
space in this relatively broad stability region, given by (x/D)max ≈ 0.03 − 0.07,
(x˙/fStD)max ≈ 0.3 − 0.7. The cylinder tends to occupy a region of larger am-
plitude within this band when the SA mode dominates, and a slightly lower
amplitude region when the A-IV mode occurs. This tendency for the two modes
to cause the cylinder to occupy slightly different regions within the same stability
band causes the average amplitude associated with each mode to be different.
This can be seen in Figure 5.10, which shows the amplitude in terms of the mean
peak height of the displacement signal, A/D.
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Konstantinidis et al. [2007] observed the wake of a fixed cylinder in pulsating
flow in this reduced velocity range, and found the wake to switch intermittently
between the A-IV and SA modes. As the two modes were found to occur at ap-
proximately the same reduced velocity and response amplitude, it seems plausible
that the wake of a freely oscillating cylinder should also be expected to switch in-
termittently between the two modes. However, it was found in the present study
that the wake mode changed very rarely. For example, PIV measurements per-
formed at UrSt/f
∗ = 0.55 (while the SA mode was dominant) every ten minutes
over the course of an hour (∼ 50, 000 vortex-shedding cycles) did not indicate any
change in the wake mode or the amplitude response. Similarly, the measurements
which spanned the second response branch discussed in the previous section were
acquired over the period of approximately an hour (as the time between measure-
ments at the different reduced velocities was approximately 20 minutes), but at
no point was the wake found to differ from that of the previous data set, unless
it was accompanied by a significant change in the cylinder response amplitude or
reduced velocity (Figure 5.10). Thus, both modes appear to be very stable.
The stability of both wake modes occurs in spite of the unsteadiness in the
cylinder displacement signals in this region, as indicated by the width of the
stability bands. If the stability of the wake modes is not caused by the cylinder
motion, it must be caused by the wake itself. It is possible that the vortices shed
as part of the SA mode exert an upstream influence which inhibits the formation
of vortices in the near wake as part of the A-IV mode and visa versa; i.e. both
wake modes are inherently self-sustaining. However, this does not explain why
Konstantinidis et al. [2007] observed switching between the two modes in this
region.
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In contrast to the phase-portrait paths which occur when the SA and A-IV
modes dominate, the paths followed by the cylinder when the A-II mode occurs
do not overlap with any other path. This would suggest that the path followed
by the cylinder when the A-II mode dominates may be separated from other
paths by an unstable limit-cycle, i.e. the cylinder-wake system behaves as a hard
oscillator in this region.
If the transition between the low and high amplitude response cases in the
second branch is caused by hard oscillator behaviour, it will be possible to in-
duce the system to jump between states by applying a suitable perturbation. As
the experiments were performed in a closed-loop water tunnel which had no free
surface, it was not possible to perturb the system by interfering directly with the
wake or the cylinder. Instead, the perturbation was applied by tugging on or
relieving the tension in the wires supporting the cylinder. This had the disadvan-
tage of potentially causing a permanent change in the natural frequency of the
system, which would lead to changes in the frequency ratio, f ∗ = fx/fn (where
fn is the natural frequency measured in still fluid before the perturbation was
applied) and the reduced velocity, UrSt/f
∗. Changes in the wake mode and the
cylinder response amplitude will also affect the added mass coefficient and the
cylinder response frequency. However, it is not possible to isolate the effects on
the reduced velocity which are caused by the perturbation itself (adjusting the
tension in the wires) and the effects of the changes to the cylinder-wake state (the
variations in the added mass caused by the changes in the wake). In spite of the
imperfections in the method used to perturb the system, it was found that the
perturbations caused clear, identifiable changes to the state of the system.
In order to examine the response of the system to such perturbations, a series
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of PIV measurements were performed in which the system was perturbed while
the wake and cylinder response were recorded. The experimental details are
similar to those presented in Section 5.1. The flowrate was adjusted such that
the reduced velocity was in the range UrSt/f
∗ = 0.51−0.6. A settling time of over
ten minutes was employed to ensure that the system had reached a steady state.
Subsequently, 2000 PIV image-pairs were captured at 200Hz. A few seconds after
the image acquisition began the tension within the wires supporting the cylinder
was adjusted (either by tugging or relieving the weights applied to control the
stiffness of the system) and the response of the system was observed.
Three sample displacement signals are shown in Figures 5.14(a-c). The blue
shaded regions indicate the segments of each set of measurements which were used
to calculate the reduced velocity, amplitude response and dominant wake mode
pre-perturbation, while the yellow regions indicate the same characteristics post-
perturbation. These results are summarised in Table 5.4 for both the pre- and
post-perturbation cases. The amplitude response of each set of measurements is
shown in Figure 5.15, plotted together with the response regimes discussed in the
previous section. It is clear that for the measurements in which the initial response
amplitude was large (Cases 1 and 2 in Table 5.4, black symbols in Figure 5.15),
the perturbations caused the system to jump to a state in which the structural
response was negligible. The wake mode switched from the SA or A-IV, to the
A-II. In the third perturbation measurement (grey symbols in Figure 5.15), the
perturbation caused the system to jump from a state of low amplitude response
in which the wake exhibited the A-II mode, to a state in which the A-IV mode
dominated and the cylinder experienced significant levels of vibrations.
In all three cases, the perturbations induced the cylinder-wake system to jump
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Table 5.4: Experimental parameters pre- and post-perturbation for the three sets
of PIV measurements presented in Figure 5.15(a-c), in which the cylinder-wake
system was perturbed by adjusting the tension within the support wires.
UrSt/f
∗ A/D t[s] Mode
Case 1, Pre-pertubation 0.51 0.041 0 - 2.5 SA
Case 1, Post-pertubation 0.5534 0.005 5 - 10 A-II
Case 2, Pre-pertubation 0.549 0.039 0 - 1.25 A-IV
Case 2, Post-pertubation 0.625 0.002 5 - 10 A-II
Case 3, Pre-pertubation 0.592 0.003 0 - 1 A-II
Case 3, Post-pertubation 0.563 0.049 2.5 - 10 A-IV
between states, causing a change in the wake mode and the levels of cylinder
vibrations. This confirms that the system behaves as a hard oscillator in this
region.
5.8 Implications for Design of Systems Vulner-
able to VIV
Some of the findings presented in this chapter have significant implications for the
stability of structures which are susceptible to VIV in the streamwise direction.
In applications such as heat exchangers (including the Monju reactor which
failed due to VIV in the streamwise direction [Okajima et al., 2001]) in which the
flowrate and reduced velocity can be accurately controlled, it may be possible to
increase the range over which the system can be operated safely. For example,
by increasing and then decreasing the flowrate, it may be possible to operate in
202
5. Mode Competition in the Second Branch
the region UrSt/f
∗ ≈ 0.56 without causing the cylinder to experience significant
vibration in the streamwise direction. In fact, is appears to be always beneficial
to reach the operating condition (i.e. the reduced velocity) by decreasing the
flowrate rather than simply increasing; the variations in the response amplitude
for the cases of increasing and decreasing reduced velocity shown in Figures 5.1
and 5.10 indicate that in some regions the response amplitude is lower when the
reduced velocity is decreased, but at no point does decreasing the velocity caused
a comparative increase in the amplitude. The work of Khalak and Williamson
[1997] and Sarpkaya [2004] suggests that this is also true for VIV acting in the
transverse direction.
However, in many applications it is not possible to control the freestream
velocity. In applications such as marine structures in tidal regions, the freestream
velocity will either be increasing or decreasing depending on the time of day.
The fact that the second response branch occurs over a very small range when
the reduced velocity is decreasing suggests that the second branch may only
occur to its maximum extent (i.e. UrSt/f
∗ = 0.52− 0.6) every second time that
the reduced velocity is in this range (where the freestream velocity is given by
the instantaneous value of the tidal velocity). This suggests that the levels of
vibration and fatigue damage experienced by these structures in practice may be
lower than those predicted from studies in which the reduced velocity was only
increased.
The ability of perturbations to alter the levels of response amplitude of the
structure also has significant implications for such applications. It has been shown
that the system behaves as a hard oscillator in the second branch. Therefore it is
possible to induce the system to switch from high to low amplitude response by
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applying a suitable perturbation. It could then be possible to reduce the levels of
structural response in the region of the second branch by means of active control;
by restricting the structural motion or disrupting the vortex-shedding for a short
number of cycles, the system will revert to the low amplitude response state (in
which the A-II mode dominates), and will require a new perturbation to return
to the large amplitude second branch. This method of control has the benefit
of only requiring an energy input for a short period of time when the response
amplitude became large (A/D & 0.04), after which no further energy input would
be required to maintain the low levels of vibration.
However, in many applications the freestream velocity cannot be accurately
controlled, or the system is susceptible to random perturbations (e.g. significant
freestream turbulence or wave-loading). In such cases these disturbances may
cause the system to jump from a state of low response amplitude to one in which
significant vibrations occurred, regardless of whether the reduced velocity had
been increased or decreased.
The implications for industrial applications of the presence of multiple sta-
bility regions observed here will depend upon how significant a perturbation is
required to induce a change in state, and to what degree these multiple stability
regions are present for structures with two or more degrees-of-freedom. Further
work is also required to ascertain to what extent the multiple-stabilty regions will
be affected by experimental parameters such at the Re, aspect ratio, freestream
turbulence, blockage ratio etc.
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5.9 Wake Modes throughout the UrSt/f
∗ −A/D
Plane
A summary of various studies in the literature which examine the wake of a
cylinder forced to oscillate in the streamwise direction was presented in Figure
1.4, showing the distribution of the observed modes for various values of reduced
velocity and forcing amplitude - i.e. throughout the UrSt/f
∗ − A/D plane. A
similar ‘mode map’ is shown in Figure 5.16 for the region in which free streamwise
oscillations are excited (UrSt/f
∗ < 0.75, A/D < 0.1). The results from the
PIV measurements discussed in this chapter and in Chapter 3 are also shown.
The colour of each symbol denotes the dominant wake mode observed at each
point, with symbols with two colours indicating points at which intermittent
mode switching occurred. Based on the results of both free and forced streamwise
studies, regions in which a given wake mode is expected to dominate are estimated
and indicated using the shaded regions. The unshaded regions correspond to areas
in which insufficient information was available to estimate the dominant mode.
Forced studies allow the effect of the cylinder motion upon the wake to be
isolated and examined, and are useful in terms of characterising the various wake
modes which may occur [Ongoren and Rockwell, 1988; Williamson and Roshko,
1988], but cannot fully capture the complex feedback mechanism between the
cylinder motion and the fluid forcing. However, in general the distribution of
modes observed in the free vibration experiments presented here is consistent
with the findings of previous forced studies, suggesting that the results contained
in the literature from forced studies may be extended to the case of cylinders
undergoing free oscillations.
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Table 5.5: Experimental details of the published studies from the literature pre-
sented in Figure 5.16.
Researcher UrSt/f
∗ A/D Symbol Modes
Nishihara et al.
[2005]
0.23− 0.92 0.05 4 A-II, S-I, SA
Griffin and Ram-
berg [1976]
0.454− 0.575 0.06− 0.24 ? A-II, A-IV, SA
Kim et al. [2006] 0.5 0.02 ♦ SA
Konstantinidis
et al. [2005]
0.45− 0.575 0.04− 0.05  SA
Konstantinidis
et al. [2007]
0.535− 0.575 0.01− 0.03  A-IV, SA
Konstantinidis and
Balabani [2007]
0.25− 0.33 0.02− 0.04  A-II, S-I
Konstantinidis and
Balabani [2008]
0.5 0− 0.09  A-II, SA
The A-II mode tends to dominate at low amplitudes and near UrSt/f
∗ =
0.4. As the A-II mode is essentially the von Ka´rma´n street which occurs behind
stationary cylinders, the regions of A-II shedding at low values of A/D correspond
to points at which the cylinder vibrations were too small to significantly modify
the wake mode from its natural state. The region of A-II shedding near UrSt/f
∗ =
0.4 corresponds to the peak of the first response branch. As discussed in Section
4.6, when the S-I mode dominates during the first branch, the symmetrically
shed vortices tend to rearrange into an alternate structure, causing the wake to
revert to the A-II mode a number of diameters downstream of the cylinder. The
dominance of the A-II mode in this region is therefore likely to be caused by the
increased tendency for this rearrangement to take place.
This rearrangement, as well as the intermittent switching between the A-II
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and S-I modes, makes it difficult to accurately define the boundaries between the
regions of the UrSt/f
∗ − A/D plane over which of either mode is dominant. As
noted in Section 4.8, the dominance of either of these modes is a probabilistic
function which is dependent on the reduced velocity and Reynolds number. The
mode map presented by Morse and Williamson [2009] for transverse oscillations
contained a small region in which both the 2P and the 2P0 modes were possible.
However, for the streamwise case the region over which the wake mode varies ex-
tends over a greater proportion of the response regime. As the switching between
the two modes does not appear to cause any significant change in the levels of
fluid excitation, mode-switching is not expected to affect the ability of such a map
to predict the amplitude response of a freely oscillating cylinder using the method
outlined by Morse and Williamson [2009] (which also requires the measurement
of the fluid forces in the direction of the oscillations).
The SA mode dominates at UrSt/f
∗ ≈ 0.52. The mechanism of vortex-
shedding for this mode (discussed in Sections 3.7 and 3.8) relies on the syn-
chronisation between the cylinder motion and the vortex shedding, which occurs
at this point. The SA mode is observed in the range UrSt/f
∗ = 0.45−0.6. While
this is roughly centred at the synchronisation point, UrSt/f
∗ = 0.5, the region
in which the SA mode is dominant appears to be asymmetrical, with a greater
tendency to occur at higher reduced velocities, compared to UrSt/f
∗ < 0.5.
The PIV measurements discussed in the previous sections indicate that a small
region of A-IV shedding occurs at UrSt/f
∗ = 0.54−0.6, A/D ≈ 0.04−0.06. This
mode has also been observed by Konstantinidis et al. [2007], Griffin and Ramberg
[1976] and Nishihara et al. [2005] in the region, although this study represents the
first time that the A-IV mode has been reported in the wake of a freely oscillating
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cylinder.
It has briefly been discussed why this mode has not been observed in previous
studies, most notably in the extensive experiments of Aguirre [1977]. It was
noted that Reynolds number may play a role in determining the dominance of
a given mode, as it does in the appearance of the first response branch and the
S-I mode near UrSt/f
∗ ≈ 0.3 (Section 4.7), as well as in the extent of the lock-in
range [Konstantinidis and Liang, 2011]. However, Morse and Williamson [2009]
estimated a high amplitude mode map for a cylinder oscillating in the transverse
direction at Reynolds numbers of Re = 4000 and 12000, and noted only minor
differences between the two cases. In short, it is not clear how the Reynolds
number may affect the map presented here, as it is compiled from a number of
studies performed at different values of Re, while the Reynolds number for the
free vibration experiments performed in this work will vary with reduced velocity.
Similarly, it is not clear how the mode map will be affected by other parameters
such as blockage ratio, the cylinder aspect ratio, freestream turbulence etc.
The fact that the small region of A-IV shedding has been noted in a number
of studies (Griffin and Ramberg [1976]; Konstantinidis et al. [2007]; Nishihara
et al. [2005] as well as the present work) which were performed using different
experimental systems and at different values of Re, indicates that the appearance
of this mode is reasonably robust.
It is possible, by superimposing the measured amplitude response of a freely
vibrating system upon the mode map, to estimate the wake mode throughout
the response regime. This requires information on the frequency of the cylinder
oscillations, so that the response can be expressed in terms of the ‘true’ reduced
velocity. As the results of many previous studies are given as a function of the
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conventional reduced velocity, Ur = U0/fnD (where fn is the natural frequency of
the system in a still fluid), it is sometimes difficult to directly relate these results
to points on the mode map, and thus predict which mode will be dominant. It
is notable that the amplitude response in the second branch for cylinders free
to move in both the streamwise and transverse directions tends to be relatively
large, A/D & 0.07 [Blevins and Coughran, 2009; Jauvtis and Williamson, 2003].
The region of the mode map in which the A-IV mode appears to dominate occurs
only for lower amplitudes, A/D ≈ 0.05, suggesting that this mode may not occur
for the case of cylinders with multiple degrees of freedom.
5.10 Closure
The effects of hysteresis on the response regime and the presence of multiple wake
modes in the region of the second branch were examined. The experiments were
performed at a slightly higher Re range compared to the results presented in
Chapter 3. A preliminary investigation of the amplitude response of the cylinder
indicated that the response regime was affected by hysteresis only in the second
branch; the reduced velocity range over which lock-in and the second branch
occurred was significantly shorted when UrSt/f
∗ was decreased.
Extensive PIV measurements were acquired throughout the response regime,
and compared to the results presented in Chapter 3, which were performed at
a slightly lower Reynolds number range. The high Re measurements indicated
that the A-II mode was dominant in the low amplitude region between the first
and second branches, and the value of A/D was lower. These differences were
attributed to Reynolds number effects. The A-IV mode was observed for much
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of the second branch. As far as the author is aware, this mode has not previously
been recorded in the wake of a freely oscillating body. This mode was examined
using phase-averaged vorticity fields, which indicated that - unlike the SA mode
which has also been observed in the second branch - the vortices formed at the
cylinder surface are never fully shed; instead, small regions of vorticity shear off,
forming four small vortices in each shedding cycle.
Additional data sets acquired in the region of the second branch indicated that
the response regime could be manifest in a number of ways; when the reduced
velocity was decreased the second branch occurred over a small range of UrSt/f
∗
and the A-II mode was dominant outside of the range; while the reduced velocity
was increased the second branch could occur in two forms, depending on whether
the SA or the A-IV modes dominated in the wake. Both modes were found to
be stable, occurring consistently in the wake for long periods of time, and it was
unpredictable which mode the wake would exhibit as the reduced velocity was
varied. The SA mode excited slightly larger cylinder vibrations. The results
indicated that at UrSt/f
∗ ≈ 0.56 the wake was capable of exhibiting three modes
(i.e. the A-II, SA and A-IV modes), with each mode corresponding to a different
cylinder response amplitude, which is thought to represent a unique case in VIV.
The stability of each state at UrSt/f
∗ ≈ 0.56 was estimated using phase-portraits
of the cylinder response. The phase-portraits indicated that the cylinder behaved
as a hard oscillator; this was confirmed by applying perturbations to the system
(by adjusting the cylinder supports) which were capable of causing the cylinder
to jump between a state of low amplitude response in which the A-II mode was
dominant in the wake, to a high amplitude case in which the wake exhibited
either the SA or A-IV modes, and visa versa. The phase portraits also indicated
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that the cylinder occupied the same stability band when the SA or A-IV modes
occurred in the wake.
The implications of the presence of hysteresis and the hard oscillator be-
haviour for the design of structures which are vulnerable to VIV were briefly
discussed. Finally, the results regarding the variation in the dominant mode ob-
served throughout the response regime were compared to the those of various
forced oscillation studies in the literature.
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5.11 Figures
Figure 5.1: Cylinder amplitude response, found by incrementally increasing (blue
triangles) and decreasing (red triangles) the reduced velocity.
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Figure 5.2: Comparison of the cylinder amplitude response (a) and dominant
frequency of transverse velocity fluctuations measured at (x/D, y/D) = (3, 0.5)
(b), for the current measurements (Re = 740 − 5400, Test Stage 2, circles) and
those presented in Chapter 3 (Re = 450 − 3700, Test Stage 1, squares). The
colours within each symbol denote the dominant wake mode observed; white,
A-II; blue, S-I; yellow, SA; and green, A-IV. Symbols with two colours represent
points at which mode-competition was observed.
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Figure 5.3: Sample vorticity fields acquired at UrSt/f
∗ = 0.564 (Test Stage
2), showing the A-IV mode. The cylinder is in its most downstream position.
Contour levels are ωzD/U0 = ±1.5,±3, . . .
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Figure 5.4: Sample of the cylinder displacement signal (a) and associated spec-
trum (b), measured for UrSt/f
∗ = 0.473, which corresponds to the reduced am-
plitude region between the two response branches. The spectrum had a resolution
of 0.39Hz, or 0.015fx.
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Figure 5.5: (a-h) Phase-averaged vorticity fields over one shedding cycle for
UrSt/f
∗ = 0.473, which corresponds to the low amplitude region between the
two response branches. The A-II mode is clearly dominant. Contour levels are
ωzD/U0 = ±1,±2, . . . The phase-averaged cylinder positions for each vorticity
field are also shown in (i). The phase-averaging process was performed using the
transverse velocity signal extracted from the PIV fields at (x/D, y/D) = (3, 0.5)
as a reference signal.
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Figure 5.6: (a) A sample of the cylinder displacement signal and (b) spectra of
cylinder displacement (solid black line) and transverse velocity signal measured
in the wake at (x/D, y/D) = (3, 0.5) (solid blue line) and (x/D, y/D) = (3, 0.5)
(dashed black line) for UrSt/f
∗ = 0.574. This corresponds to the peak of the sec-
ond response branch, while the A-IV mode is dominant. The displacement and ve-
locity signals are normalised with respect to the cylinder diameter and freestream
velocity respectively. The spectra have a resolution of 0.39Hz or 0.014fx.
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Figure 5.7: (a-h) Phase-averaged vorticity fields over one shedding cycle for
UrSt/f
∗ = 0.574, which corresponds to the peak of the second response branch.
The A-IV mode is clearly dominant. Contour levels are ωzD/U0 = ±0.25,±0.5,
. . . The phase-averaging process was performed using the transverse velocity
signal extracted from the PIV fields at (x/D, y/D) = (3, 0) as a reference signal.
The corresponding cylinder displacements are shown in (i).
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Figure 5.8: (a-h) Phase-averaged vorticity fields over one shedding cycle for
UrSt/f
∗ = 0.565, which corresponds to the peak of the second response branch.
The fields are similar to those shown in Figure 3.12, which were calculated at
the same region of the response regime, but at a slightly lower Reynolds number.
The SA mode is clearly dominant. Contour levels are ωzD/U0 = ±1.5,±3, . . .
The corresponding cylinder displacements are shown in (i).
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Figure 5.9: (a-h) Phase-averaged vorticity fields over one shedding cycle for
UrSt/f
∗ = 0.556, which was reached by decreasing the reduced velocity. The
A-II mode is clearly visible. Contour levels are ωzD/U0 = ±1,±2, . . . The
vortex shedding is not synchronised to the cylinder motion.
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Figure 5.10: Variation of the cylinder amplitude response and wake frequency
with reduced velocity: (a) amplitude response, (b) peak frequency of fluctuating
velocity measured in (x/D, y/D) = (3, 0.5), for three sets of PIV measurements
listed in Table 5.2. The sets are referred to based on what wake mode dominates
at UrSt/f
∗ ≈ 0.56: the A-IV set (circles), the SA set (squares), and the A-II
set (triangles). The colours within each symbol denote the dominant wake mode
observed; white, A-II; blue, S-I; yellow, SA; and green, A-IV. Symbols with two
colours represent points at which mode-competition was observed. The reduced
velocity was set by incrementally increasing (A-IV and SA sets) or decreasing (A-
II set) the freestream velocity. In the latter case the cylinder response amplitude
is greatly reduced over much of the second branch and the velocity fluctuations
in the wake are not synchronised to the cylinder motion.
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Figure 5.11: Sketches of the characteristic phase state portraits for a soft (a)
and hard (b) oscillator. The solid black lines indicate paths followed by a body
undergoing steady-state limit-cycle oscillations, while the blue and red arrows
represent the system converging upon this path and the origin respectively. The
origin corresponds to negligible response amplitude.
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Figure 5.12: Phase-portraits of the cylinder response while the wake exhibited
the A-IV mode at UrSt/f
∗ = 0.564 (a), and the SA mode at UrSt/f ∗ = 0.566
(b). The cylinder velocity was calculated from the displacement signal using the
central-difference method. The white symbols indicates the points at which the
amplitude of the displacement signal was increasing (i.e. the following peak was
larger than the preceding peak), while the black points correspond to points at
which the amplitude was found to be decreasing. For both modes, there is a
broad band in which oscillations are possible.
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Figure 5.13: Phase-portrait of the cylinder response while the wake exhibited
the A-IV mode (UrSt/f
∗ = 0.564, blue), the SA mode (UrSt/f ∗ = 0.566, red)
and the A-II mode(UrSt/f
∗ = 0.556, green). The points in the displacement and
velocity signals (circular symbols) were connected using splines to represent the
trajectory of the system. The displacement signals were low-pass filtered with a
cut-off frequency of 5Hz, and the first and last 100 data points were discarded to
reduce any end-effects. The velocity signal was calculated from the displacement
using the central difference method. Further experimental details for each case
are given in Table 5.3.
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Figure 5.14: Displacement signals for measurements in which a perturbation was
applied to the cylinder. The details of the measurements shown in (a)-(c) are
presented in Table 5.4 (Cases 1-3, respectively). The blue and yellow regions
indicate the segments of the PIV measurements which were used to estimate the
cylinder response amplitude and frequency, and the dominant wake mode pre-
and post-perturbation, respectively.
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Figure 5.15: Amplitude response for the three sets of PIV measurements in which
the cylinder was perturbed (closed symbols). The experimental details of the
three sets of perturbed experiments are listed in Table 5.4. The results are super-
imposed upon the amplitude response measurements discussed in Section 5.6
(open symbols).
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Figure 5.16: UrSt/f
∗ − A/D map showing the wake modes observed for various
values of cylinder oscillation amplitude and reduced velocity in studies in the
literature as well as the current work. The symbol colour denotes the wake mode
observed: red (A-II), yellow (SA), green (A-IV) and blue (S-I), while unshaded
regions correspond to areas where insufficient data was available to estimate the
wake mode which may occur. Connected points correspond to the free vibration
studies presented in this chapter (◦) and in Chapter 3 (.), while the scattered
points are from studies in the literature, which are listed in Table 5.5. Split-colour
symbols indicate points at which more than one wake mode was observed. The
shaded regions are estimates of where each mode is expected to be dominant.
The white regions indicate areas where no information on the wake is available.
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Chapter 6
Estimation of Fluid Forces1
6.1 Introduction
The structural response and wake characteristics of a freely oscillating cylinder
throughout the streamwise response regime have been described in the previous
chapters. However, it is difficult to examine the effects of the wake modes on
the response of the cylinder without knowledge of the associated fluid forcing.
In particular, it remains unclear what causes the low amplitude response in the
region UrSt/f
∗ ≈ 0.5, and what effects the multiple stability regions and wake
modes observed in the second branch (described in Chapter 5) have on the levels
of fluid forcing.
In order to investigate these questions, in this chapter, the forces acting on
the cylinder are estimated throughout the response regime. Due to the nature
1The results in this chapter have also been presented in:
N. Cagney and S. Balabani. Unsteady fluid excitation in streamwise vortex-induced vi-
brations. In 10th International Conference on Flow-Induced Vibration (& Flow-Induced
Noise), Dublin, Ireland, 2012. (http://www.fiv2012.com/site/view/46/)
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of the cylinder supports (which were made of fishing wire) and the magnitude
of the fluid forces acting on the structure (which were expected to be . 0.1N
for all reduced velocities examined) it was not possible to measure the force
directly using strain gauges. Two methods were used to estimate the forces;
one based on the cylinder displacement signal and knowledge of the structural
parameters, and a second method which utilised PIV measurements of the flow
field surrounding the cylinder. Both methods were applied to the measurements
discussed in Chapter 5 (i.e. those performed in Test Stage 2).
6.2 Displacement-Based Method
6.2.1 Derivation
Several researchers have modeled a cylinder free to move in the transverse direc-
tion as a simple harmonic oscillator in order to examine the dependence of the
response amplitude on the magnitude and phase of the fluid forcing and struc-
tural parameters such as the mass ratio and damping (see, for example, reviews
by Bearman [1984]; Sarpkaya [2004] and Williamson and Govardhan [2004], and
the references cited therein). Khalak and Williamson [1999] showed that the same
approach can also be used to derive information on the fluid force from the dis-
placement signal a posteriori. The steady-state amplitude and phase of the fluid
force in the direction of the cylinder motion can be expressed as a function of the
vibration frequency and amplitude, the reduced velocity and various structural
parameters. Khalak and Williamson found that the estimates were reasonably
accurate when the mass ratio was low. Their analysis does not depend on the
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direction in which VIV is occurring; it is equally applicable to oscillations in the
streamwise direction, and is briefly summarised below, while a more comprehen-
sive derivation can be found in the Appendix.
Table 6.1: Summary of the dimensionless groups used in derivation of the fluid
forces from the cylinder displacement signal.
ζw Combined structural and hydrodynamic damping ratio
f ∗ = fx/fn Frequency ratio
Ur/fnD Conventional reduced velocity
m∗ = m
ρpiD2L/4
Mass ratio
Ca =
∆m
ρpiD2L/4
Added-mass coefficient
C˜D = |F˜x|/12ρU20DL Fluctuating drag coefficient
The derivation involves a number of dimensionless groups which are sum-
marised in Table 6.1. The cylinder is assumed to have the characteristic equation
of motion:
mex¨+ cex˙+ kx = F˜x(t), (6.1)
where me is the effective mass of the system (me = m + ∆m, where m and ∆m
are the cylinder mass and added masses, respectively), ce is the total damping
coefficient of the system (structural and hydrodynamic), k is the stiffness of the
system, and F˜x(t) is the fluctuating drag force. The cylinder motion and fluid
force signals are assumed to be sinusoidal, separated by a phase lag, φx,D:
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x(t) = A sin (2pifxt) , (6.2)
F˜x(t) = |F˜x| sin (2pifxt+ φx,D) . (6.3)
Only the component of the fluid forcing which occurs at the cylinder response
frequency will affect the steady-state response amplitude. Therefore, the assump-
tion in equation 6.3 that the forcing occurs at fx is less restrictive than it may
at first appear; the forcing signal may contain components occurring at a range
of frequencies, but |F˜x| relates only to the amplitude of the component occurring
at fx. Therefore, the analysis presented here is not restricted to cases in which
the fluid forcing is locked-in to the cylinder motion, but is applicable throughout
the response regime. However, outside of the lock-in range, the estimates of the
fluctuating drag will relate to the fluid forces caused by turbulent buffetting and
the cylinder motion, rather than those caused by the vortex-shedding.
Equation 6.2 can be differentiated to find expressions for the cylinder velocity
and acceleration:
x˙(t) = 2pifxA cos (2pifxt) , (6.4)
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x¨(t) = −4pi2f 2xA sin (2pifxt) . (6.5)
Inserting these expressions and the relations for x(t) and F˜x(t) into equation
6.1, and utilising the non-dimensional groups summarised in Table 6.1, the steady-
state cylinder response amplitude can be expressed as:
A
D
=
1
4pi3
C˜D sinφx,D
(m∗ + Ca) ζw
(
Ur
f ∗
)2
f ∗, (6.6)
where ζw is the damping coefficient measured in the fluid. This analysis can also
describe the variation in the cylinder response frequency, using the concept of
the ‘effective added-mass coefficient’, Cea [Khalak and Williamson, 1999]. The
standard added-mass coefficient, Ca, relates to the added-mass which occurs for
a structure undergoing small amplitude oscillations, and controls the change in
the natural frequency of a structure immersed in a fluid compared to that which
occurs in a vacuum. Cea describes the component of the added-mass of the system
which is caused by the fluid forces in phase with the cylinder acceleration. It can
be expressed in terms of the frequency ratio as;
f ∗ =
√
m∗ + Ca
m∗ + Ca + Cea
. (6.7)
This expression can also be rearranged in order to calculate Cea a posteriori
from the displacement signal once the frequency ratio is known:
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Cea = (m
∗ + Ca)
(
1− f ∗2
f ∗2
)
. (6.8)
Using equations 6.2, 6.3 and 6.7, the effective added mass can also be expressed
in terms of the cylinder response characteristics and structural parameters:
Cea =
1
2pi3
D
A
C˜D cosφx,D
(m∗ + Ca) ζw
(
Ur
f ∗
)2
. (6.9)
The above analysis is often used to indicate that the cylinder response am-
plitude is proportional to C˜D sinφx,D, while the effective added-mass coefficient,
which controls the response frequency, is proportional to C˜D cosφx,D (or CL and
φy,L in the case of transverse vibrations).
Khalak and Williamson [1999] combined equations 6.6 and 6.9 to produce
expressions for the amplitude and phase of the fluid force:
C˜D = 2pi
3A
D
(
f ∗
Ur
)2√
C2ea +
(
2 (m∗ + Ca) ζw
f ∗
)2
, (6.10)
φx,D = tan
−1
(
2 (m∗ + Ca) ζw
f ∗Cea
)
. (6.11)
They compared the estimates of the lift force acting on a transversely oscil-
lating cylinder throughout the overall response regime found using Equation 6.10
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to those directly measured using strain gauges, for two cylinders with mass ratios
of 3.1 and 10.1, respectively. They found the method to be reasonably accurate
for the low mass ratio cylinder, but the errors were quite large for the high m∗
case; the errors in the maximum rms values of the lift force were approximately
6% and 33% respectively (see Figure 12 in Khalak and Williamson [1999]). They
attributed this dependence of the accuracy on m∗ to the difficulty in accurately
measuring the frequency ratio of structures with high mass ratios, which are only
weakly affected by the added-mass. In such cases f ∗ remains close to unity;
small absolute errors in the measurement of fx will therefore correspond to large
relative errors in the measurements of Cea using equation 6.8.
As the mass ratio of the present system is low (m∗ = 1.17) and the changes in
f ∗ were found to be relatively large (Figure 3.2(c)), this method can be expected
to perform reasonably well.
The method also relies on the accurate measurement of other structural pa-
rameters, such as the structural damping and the natural frequency. The details
of the tap tests used to evaluate these parameters were discussed in Section 2.3,
and the results are summarised in Table 2.1. The natural frequencies measured
in air and water were 33.16Hz and 23.703Hz, respectively, while the damping
coefficient in water was ζw = 0.0198.
The method also involves on the added mass coefficient, Ca, which can be
shown theoretically to be equal to 1 [Khalak and Williamson, 1999]. By assuming
the added mass effects to be negligible when the structure is vibrating in air, the
added mass can be measured as:
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Ca = m
∗
((
fn,a
fn
)2
− 1
)
, (6.12)
where fn,a is the natural frequency measured in air. For the present system,
this expression indicated Ca = 1.11, at low reduced velocities when the cylinder
vibrations were small, which is close to the theoretical value of unity.
The steady-state response amplitude was taken as the mean peak height of the
displacement signal (which was first band-pass filtered with cut-off frequencies of
10Hz and 40Hz), and the response frequency was measured using the Fast-Fourier
Transform (FFT), which produced a finer frequency resolution than the PSD; for
the displacement signals containing 2000 data point, the FFT has a resolution
of 0.0988Hz or 0.0041fn. The resolutions of the spectra of the signals containing
1000 points were half these values.
6.2.2 Results
The displacement-based method of force-estimation was applied to the three sets
of PIV measurements discussed in Chapter 5. Each data set was found to contain
a different wake mode in the region UrSt/f
∗ ≈ 0.56, and the sets are referred to
as the A-IV, SA and A-II sets accordingly. The experimental details associated
with each data set are summarised in Table 5.2.
The variation in the estimates of the amplitude and phase associated with the
fluctuating drag coefficient with reduced velocity for each of the three data sets
is shown in Figure 6.1. The variation in the amplitude response is also presented
in Figure 6.1(a) for reference. The amplitude of the fluctuating drag is large
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at low reduced velocities (UrSt/f
∗ . 0.44 in the A-IV set). A local maximum
occurs at UrSt/f
∗ = 0.39, which approximately coincides with the peak of the first
response branch. Nishihara et al. [2005] also observed large amplitude fluctuating
drag forces acting on a cylinder undergoing forced streamwise vibrations (A/D =
0.05) at low values of UrSt/f
∗. This was also observed by Marzouk and Nayfeh
[2009], who performed direct-numerical simulations (DNS) of a cylinder vibrating
in the streamwise direction for a range of A/D and Re. By decomposing the
signal into components in phase with the cylinder displacement and velocity,
they showed that the large amplitude drag was caused by an increase in the
inertial forces associated with the cylinder motion. Figure 6.1(c) shows that the
phase lag between the forcing and the displacement is low for UrSt/f
∗ . 0.25.
This indicates that the fluid force acts in phase with the cylinder displacement
and the inertial force acting on it (i.e. the d’Alembert force, −mx¨), as was
found by Nishihara et al. [2005]. Equation 6.6 indicates that the amplitude
response is proportional to sinφx,D. Therefore, the low φx,D value indicates that
in spite of the large amplitude fluctuating drag in the region UrSt/f
∗ . 0.44, the
cylinder does not experience significant levels of fluid excitation, and the response
amplitude remains low.
For UrSt/f
∗ . 0.22 the A-II mode occurs consistently in the wake, and the
vortices are shed at the Strouhal frequency. Despite the absence of lock-in, the
cylinder experiences some excitation due to turbulent buffeting; therefore the
cylinder response amplitude is non-zero, and Figure 6.1(c) indicates that the fluid
forcing at fx is not a damping force (which corresponds to φx,D < 0). Post-lock-in,
when the amplitude response is negligible (which occurs for UrSt/f
∗ & 0.56−0.6,
depending on the data set), the phase lag is larger, indicating a drop in the flow-
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induced inertial forces. As the inertial forces are low, and the A-II mode is not
associated with significant fluid excitation, the total amplitude of the fluctuating
drag also drops to a very low value (Figure 6.1(b)).
The phase lag between the drag and the cylinder motion does not vary sig-
nificantly between the peak of the first branch and the low amplitude region at
UrSt/f
∗ ≈ 0.48. This indicates that the sudden decrease in the amplitude re-
sponse in this region is not caused by a change in φx,D, as has been previously
suggested [Nishihara et al., 2005]. In contrast, there is a dramatic change in C˜D
over this range. At UrSt/f
∗ = 0.47 C˜D has approximately the same amplitude
as observed post-lock-in, when the amplitude response is also negligible. This
indicates that the low amplitude observed in this region is caused by a reduction
in the amplitude of the fluctuating drag force, rather than a change in its phase.
This is discussed further in Section 6.3.7.
C˜D is slightly larger when the A-IV mode dominates at UrSt/f
∗ ≈ 0.56 (blue
symbols) compared to when the SA mode occurs (red symbols), although the
difference is relatively small. However, the phase angle is larger when the SA mode
dominates, indicating a slight increase in the fluid excitation. This coincides with
an increased response amplitude (Figure 6.1(a)). This observation is similar to
the change in the phase of the fluid forcing noted by Govardhan and Williamson
[2000] between the regions of 2S and 2P vortex-shedding in transverse VIV. In
both cases, the two possible modes induce similar levels of fluid forcing, but
different levels of excitation to the structure. This leads to hysteretic behaviour
in the cylinder response. The effect of the wake mode on the amplitude of the
fluctuating drag is discussed further in Section 6.3.7.
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6.3 Flow Field-Based Method
6.3.1 Derivation
The estimates of the fluid forces presented in the previous section were calculated
a posteriori from the cylinder displacement signal, and contain no information de-
rived from the flow. It is also possible to estimate the forces acting on the cylinder
from measurements of the surrounding velocity field. This can be demonstrated
by considering a body contained within a control volume, V , which is bounded
by a surface, S, as shown in Figure 6.2. If the flow is incompressible, the force
vector, F, acting on the body is equivalent to the integral of the body forces
acting within the control volume, and can be found by rearranging the integral
form of the Navier-Stokes momentum equation:
F =− d
dt
∫
V
udV
+
∮
S
n · (−pI− (u− us) u + T)dS
−
∮
Sb(t)
n · (u− us)udS,
(6.13)
where n is the unit vector normal to the control volume surface, Sb is the body
surface, us is the velocity vector of the solid surface, p is the pressure field T is
the viscous stress tensor. This tensor is defined as:
T = µ
(∇u + (∇u)>) , (6.14)
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where µ is the dynamic viscosity of the fluid. In high Reynolds number flows
the viscous forces are small and this term can often be neglected.
By assuming that the outer surface of the volume is fixed and the no-slip
condition exists at the solid surface (i.e. u = us), equation 6.13 can be simplified
to:
F =− d
dt
∫
V
udV
+
∮
S
n · (−pI + T)dS.
(6.15)
This expression for the fluid forces remains of little practical use in experi-
mental studies, as the force still relies on the pressure field, which is difficult to
measure experimentally. Various researchers have attempted to circumvent this
difficulty by estimating the pressure term from measurements of the velocity field.
Approaches have included a forward-marching integration algorithm to estimate
the pressure along a contour line in a 2D flow field measured using PIV [Kurtulus
et al., 2007] and the expression of the pressure field as a solution to the Poisson
equation [de Kat and van Oudheusden, 2010]:
∇2p = ρ∇
(Du
Dt
+ ν∇2u
)
(6.16)
However, the forward-marching approach is highly vulnerable to noise [de Kat
and van Oudheusden, 2010], while the solution of equation 6.16 requires a complex
numerical implementation and the measurement of the velocity components and
gradients in all three spatial directions [Charonko et al., 2010], which is difficult
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to achieve experimentally.
Noca et al. [1997] used a series of algebraic manipulations to express the fluid
forces as a function of only the velocity field and its spatial and temporal deriva-
tives. In a subsequent paper [Noca et al., 1999], the fluid forces were presented in
three formulations, the first of which was referred to as the ‘Impulse Equation’:
F
ρ
=− 1
N − 1
d
dt
∫
V
x ∧ ωdV
+
∮
S
n · γimpdS
+
1
N − 1
d
dt
∮
Sb(t)
x ∧ (n ∧ u) dS,
(6.17)
with
γimp =
1
2
u2I− uu− 1
N − 1ω(x ∧ u)
+
1
N − 1
(
x · (∇ ·T)I− x(∇ ·T)
)
+ T,
(6.18)
where x is the position vector, [x, y, 0]>, and N is the dimension of the control
volume; N = 3 for 3D measurements (e.g. Tomographic PIV), and N = 2
for planar measurements. The formulations rely on the cross-product, which
is only defined in three-dimensional space. Therefore, even if the flow is known
to be entirely two-dimensional, the velocity, vorticity and position vectors are still
treated as having three components. All measurements presented in this thesis
are two-dimensional; therefore the control volume is 2D and N = 2. The out-of-
plane velocity, w, and all gradients in the z-direction are assumed to be zero. A
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similar approach was used by Noca et al. [1999] when applying the method to
two-component measurements of a 3D flow.
Using further algebraic manipulations, the force vector can be expressed as
the ‘Momentum Equation’ (not to be confused with the Navier-Stokes momentum
equation, from which it is derived), which does not rely on a surface integral at
the body surface:
F
ρ
=− d
dt
∫
V
udV
+
∮
S
n · γmomdS
(6.19)
with
γmom =
1
2
u2I− uu− 1
N − 1u(x ∧ ω) +
1
N − 1ω(x ∧ u)
− 1
N − 1
(
(x · ∂u
∂t
)I− x∂u
∂t
)
+
1
N − 1
(
x · (∇ ·T)I− x(∇ ·T)
)
+ T.
(6.20)
A third formulation was also presented, which was referred to as the ‘Flux
Equation’, and relied only on surface integrals. However, this was found to per-
form poorly compared to the Impulse and Momentum formulations, and is not
discussed further here.
The control volume used in the present study was two-dimensional; there-
fore the volume and surface integrals become area and line integrals respectively.
Furthermore, the resulting force vector is used to calculate the sectional force
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coefficient vector Cf = [Cd, Cl, 0]
> (which is denoted by lower case subscripts),
rather than the overall force coefficient vector, CF = [CD, CL, 0]
> (upper case
subscripts). The two vectors are related by:
CF =
1
L
∫ L
0
Cf (z)dz (6.21)
where L is the length of the cylinder. When the flow is fully two-dimensional
both vectors are equal. However, when the flow becomes three-dimensional (as is
the case in the experiments performed in this study), the variations in Cf along
the cylinder span will act to reduce CF due to destructive interference. Therefore
the force estimates found using the formulations of Noca et al. will not be equal
to those found using the displacement-based method presented in the previous
section, regardless of the accuracy of either approach.
6.3.2 Validation
Before applying the formulations derived by Noca et al. to the PIV measurements
presented in the previous chapter, the approach was applied to numerical data in
order to estimate the accuracy of the method. The numerical data was provided
by Lu and Papadakis [2011], who modeled a fixed cylinder in steady flow. Some
of the conditions of the simulation are summarised in Table 6.2. The Reynolds
number was 200, so the flow was laminar and two-dimensional. The simulations
were therefore performed in a two-dimensional domain, with the velocity compo-
nent and all gradients out of the plane equal to zero. The flow domain extended
from x/D = −16 to 32 in the streamwise direction, and from y/D = −16 to 16
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in the transverse direction. The computational mesh contained over 63, 000 cells,
and was locally refined in the vicinity of the cylinder, as can be seen in Figures
6.3(a) and 6.3(b). A time-step of 8×10−3s was employed, which corresponded to
approximately 630 steps per vortex-shedding cycle. A more detailed description
of the computational method can be found in Lu and Papadakis [2011]. The re-
sults of the simulation were found to closely match those of various experimental
studies in the literature. However, in the present work the numerical data is used
only to compare the estimates of the fluid forcing found using the formulations
of Noca et al. to those found directly from the pressure and shear stresses acting
on the cylinder. Therefore, it is of no importance whether the simulations are
accurate.
Table 6.2: Boundary conditions and fluid and domain properties associated with
the numerical data computed by Lu and Papadakis [2011]. The simulations model
a fixed cylinder of diameter D in a freestream velocity U0.
Freestream velocity U0 1 m/s
Cylinder diameter D 1m
Fluid density ρ 1000kg/m3
Kinematic viscosity ν 0.005m/s2
Reynolds number Re 200
Strouhal number St 0.1976
The numerical data was used to acquire the velocity and acceleration fields
surrounding the cylinder at eight points throughout the vortex-shedding cycle.
These fields could then be used to create ‘synthetic’ PIV fields, similar to the PIV
measurements described in Chapter 5, to which the force evaluation equations
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will be applied later in this chapter. Each acceleration field was estimated by
applying the central difference method to two velocity fields which were predicted
by the simulations at times t and t + ∆t (where ∆t is the numerical time-step,
8 × 10−3s). The estimated acceleration field therefore corresponded to the time
instant t + ∆t
2
. In order to evaluate the velocity field at the same instant, the
velocity fields predicted at t and t + ∆t were averaged. A sample vorticity field
calculated from the velocity field at one timestep is shown in Figure 6.4, which
corresponds to the maximum in the lift force signal.
In order to replicate the spatial resolution of the PIV measurements, the nu-
merical velocity and acceleration fields were interpolated onto a uniformly spaced
grid, which was the same as that of the PIV measurements (i.e. it contained
approximately 18 vectors per diameter, and had a streamwise and transverse
span of x/D = −1.38 to 4.2 and y/D = −1.66 to 1.55, respectively) as shown
in Figure 6.3(b). The fields were found using both linear and cubic spline inter-
polation; both methods were found to produce very similar fields and the choice
of interpolation method did not have a noticeable effect on the accuracy of the
force estimates. The following discussion relates to the fields found using linear
interpolation.
The integration boundary used to apply the force-estimation algorithm is
shown in Figure 6.5. The upstream and transverse boundaries lie along x/D = −1
and y/D = ±1.25, respectively, and the downstream position of the boundary
is variable. The velocity gradients were found by applying the central-difference
method to the interpolated data, i.e. the gradients were estimated from the syn-
thetic PIV fields, rather than interpolating the exact values from the numerical
simulations. The estimation of the gradients from the interpolated data (rather
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than finding the gradients directly from the shape functions used in the simula-
tions) is likely to introduce errors, but is more likely to replicate the errors that
will occur when the method is applied to the PIV measurements.
Figure 6.6 shows the lift and drag coefficients measured directly from the
pressure and shear stresses acting on the cylinder, and those estimated using
the Impulse and Momentum Equations presented by Noca et al. (equations 6.17
and 6.19). In each case the viscous terms were neglected, and the downstream
boundary of the control volume was fixed at x/D = 1.11. The force estimates
found using both the Momentum and Impulse Equations appear to match the
numerical estimates very closely. The mean errors of the drag and lift force
estimates, εd and εl, respectively, are expressed by the mean of the absolute
difference between the estimates of the force and the values found directly from
the DNS data:
εd =
1
8
8∑
i=1
|Cd(ti)− Cd,DNS(ti)|, (6.22)
εl =
1
8
8∑
i=1
|Cl(ti)− Cl,DNS(ti)|, (6.23)
where Cd and Cl are the estimated force coefficients, Cd,DNS and Cl,DNS are the
force coefficients found directly from the DNS measurements, and ti is the time
corresponding to each set of DNS data. It is useful to normalise the mean errors
by the amplitudes of the fluctuating forces, which are estimated from the force
245
6. Estimation of Fluid Forces
signals as:
C˜d,num = ((Cd,DNS)max − (Cd,DNS)min)/2, (6.24)
C˜l,num = ((Cl,DNS)max − (Cl,DNS)min)/2, (6.25)
in the drag and lift directions, respectively. The sub-script ‘num’ indicates that
the amplitudes were estimated from the force signals calculated from the numer-
ical data, in order to distinguish them from various other estimates of drag and
lift coefficients discussed throughout this chapter.
The absolute and normalised values of εd and εl found using the Momentum
and Impulse Equations are listed in Table 6.3. In all cases, the mean errors
of the estimated coefficients were less than 4% of the amplitude of the force
coefficient in that direction. These errors appear to be marginally lower than
those found by Noca et al. [1999] when the authors applied the same formulations
to numerical data of a transversely oscillating cylinder, despite the coarser spatial
resolution used here. Both equations were applied to the numerical data for a
range of conditions (which will be discussed in the following sections) and were
found to produce approximately identical estimates of the fluid forcing. However,
the Momentum equation has the advantage of not requiring any integrals to be
evaluated around the cylinder surface when the cylinder is moving, which is the
case in the present study. It was therefore decided to use the Momentum Equation
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(equation 6.19), and the discussion and results presented in the following sections
relate only to this formulation. The magnitude of the errors presented in Table
6.3 indicates that the force-evaluation algorithm is correctly implemented and,
more generally, that under certain conditions it is capable of producing relatively
high accuracy estimates of the fluid forces.
Table 6.3: Mean errors of the drag and the lift force estimates found using the
Impulse and Momentum Equations.
Equation εd εd/C˜d,num εl εl/C˜l,num
Impulse 0.0028 0.0348 0.0511 0.0345
Momentum 0.0026 0.0320 0.0569 0.0373
In the following sections the sensitivity of the method to various conditions
is examined with a view to estimating its accuracy when applied to the PIV
measurements in this study. The following sections examine the effects of (a)
the inclusion of viscous terms, (b) the choice of integration boundary, and (c)
the effect of noise in the estimated velocity and acceleration fields. While a
comprehensive review of all the errors associated with the method is beyond the
scope of this work, the sources of error discussed in the following sections were
thought to have the most significant effect of the performance of the Momentum
Equation.
6.3.3 Effect of Viscous Terms
The estimates of the fluid forcing presented so far have neglected the viscous terms
in the formulations of Noca et al. Figure 6.7 compares the fluid forces estimated
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with the viscous terms both included and neglected. The inclusion of the viscous
terms does not appear to have a significant effect on the accuracy of the lift force
estimates. In contrast, the inclusion of the viscous terms dramatically reduces
the accuracy of the estimates of the drag force. While Figure 6.7 suggests that
the mean drag coefficient is roughly unchanged, the amplitude of the fluctuating
drag signal has increased significantly, and the estimate of the signal no longer
occurs at twice the frequency of the lift force.
The estimation of the viscous terms depends on the second derivative of the
velocity field. The determination of spatial gradients from discrete measurements
of a continuous variable is associated with errors, which tend to increase with
the order of differentiation. The differentiation also tends to amplify the errors
associated with noise in the original measurements, which may be the cause of
the poor performance of the Momentum Equation when the viscous terms are
included.
The viscous terms are proportional to the kinematic viscosity of the fluid, and
are therefore likely to be very small for intermediate or high Reynolds number
flows or flows in water. The previous discussion indicates that at low Reynolds
number (Re = 200), the omission of the viscous terms does not prevent the
Momentum Equation from producing accurate estimates of the fluid forcing. In
the PIV measurements described in Chapter 5, the Reynolds number is larger
and the kinematic viscosity is significantly lower (ν = 0.96× 10−6m2/s for water
at 22◦C). Therefore the viscous terms are likely to have a significantly weaker
effect on the force estimates and can safely be neglected in the present analysis.
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6.3.4 Choice of Integration Boundary
If the equations used to estimate the fluid forces are fully closed, the estimates
should be independent of the choice of integration boundary. However, as the
measurements of the flow field are discrete and subject to errors, the estimates of
the force will also contain errors, the magnitude of which may be affected by the
choice of integration boundary. The integration boundary had fixed upstream
and transverse positions of x/D = −1 and y/D = ±1.25 respectively, and a
variable downstream position in the range xb/D = 1− 4, as shown in Figure 6.5.
By varying xb the effect of the choice of integration boundary on the accuracy of
the estimates of the fluid forces could be examined.
The Momentum Equation was used to estimate the force coefficient at each of
the eight points throughout the vortex-shedding cycle for a range of values of xb.
The variation in the normalised mean errors of the estimates are shown in Figure
6.8. The drag coefficient is most accurate when xb/D = 1.11 (which corresponds
to the estimates of the fluid forcing presented in Figures 6.6 and 6.7). The relative
accuracy of the lift coefficient remains roughly constant at εl/C˜lnum ≈ 0.2 for a
wide range of xb. For xb/D & 1.3 the relative errors in the estimates of the drag
coefficient are larger than those of the lift. These errors increase significantly for
xb/D & 2.5, exceeding the amplitude of the fluctuating drag force at xb/D ≈ 3.
The cause of this sudden loss of accuracy for xb/D & 2.5 is not clear, as it does
not coincide with any significant change in the wake structure or the density of
the computational mesh (Figure 6.5).
It thus appears that the accuracy of the estimates of the lift coefficient is
only weakly dependent on the integration boundary for xb/D = 1− 4, while the
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drag estimates become significantly less accurate when the integration boundary
is chosen far from the cylinder.
6.3.5 Effect of Measurement Noise
The discussion of the accuracy of the fluid force estimates in the preceding sec-
tions concerned the details of the implementation of the method, rather than the
effects of the actual velocity measurements. In practice, the performance of the
Momentum Equation is likely to be strongly dependent on the accuracy of the
measurements of the flow field. In order to investigate this, various levels of noise
were added to the velocity and acceleration fields and the effect upon the final
estimates of the fluid forces was examined. The rand function in Matlab was
used to generate the random noise, which was uniformly distributed in the range
(−RfU0
100
,
RfU0
100
), where Rf is the percentage of the maximum noise relative to the
freestream velocity, U0. The noise was added to the streamwise and transverse
components of the velocity and acceleration fields.
The effect of the various levels of added noise on the vorticity fields calculated
from a sample velocity field is shown in Figure 6.9. For the range of noise levels
examined (Rf = 0 − 10%), the dominant vortical structures in the wake remain
distinct.
Figure 6.10 shows the drag and lift coefficients throughout the vortex-shedding
cycle, computed for a range of added noise levels. At levels of 1.5% noise and
above, the estimated drag coefficent bears little qualitative resemblance to that
extracted directly from the numerical results. The estimated lift coefficients are
also affected by the noise, but in this case all the signals shown are qualitatively
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similar to the DNS-signal.
The variation in the absolute and normalised errors of the drag and lift signals
with added noise is shown in Figure 6.11. The absolute errors of both components
of the force signal are similar for a broad range of noise levels (Figure 6.11(a)).
However, as the amplitude of the fluctuating drag is considerably lower than that
of the lift, the normalised errors in the drag estimates are significantly higher
(Figure 6.11(b)).
Figure 6.11 indicates that the mean errors in the lift signal do not exceed
C˜l,num for the majority of the noise levels examined. However, approximately
0.6% noise is sufficient to cause large relative errors (ε˜d/Cd,num > 1) in the esti-
mates of the drag.
It is clear from the results presented here that the relative accuracy of the
estimated drag signal is highly dependent on the accuracy of the velocity and
acceleration measurements. The discussion in the preceding sections also indi-
cates that the predictions of the drag are less robust than those of the lift in
terms of the estimation of the viscous component of the force and the choice of
integration boundary. In spite of these errors, the Momentum Equation is capa-
ble of estimating the fluid forces acting in both directions to a very high level of
accuracy under certain conditions (Figure 6.6), which are similar to those of the
PIV measurements acquired.
6.3.6 Application to PIV Measurements
The Momentum Equation was applied to each of the three sets of PIV mea-
surements discussed in Chapter 5 and in Section 6.2.2. The implementation of
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the Momentum Equation to the PIV measurements was identical to that of the
numerical data. The acceleration fields were found using the central-difference
method, i.e. the acceleration field at time t was found using the velocity fields
measured at t−∆t and t+∆t, where ∆t = 0.05s (i.e. the inverse of the sampling
rate, which was 200Hz). The downstream position of the integration boundary
was varied in the range xb/D = 1 − 4. The drag and lift signals were low-pass
filtered with a cut-off frequency of 40Hz. The mean component of the filtered
drag signal was subtracted to find the fluctuating drag. The amplitudes of the
estimated fluctuating drag and lift coefficients expressed in term of the rms of
the filtered signals, and denoted C˜d,rms and C˜l,rms, respectively.
Selected results of the variation in the drag coefficient at UrSt/f
∗ = 0.253,
which corresponds to the low amplitude region before the onset of the first re-
sponse branch, are shown in Figure 6.12. The amplitude of the fluctuating and
mean drag coefficients (blue symbols in Figures 6.12 (a) and (b), respectively)
show significant fluctuations as the integration boundary is varied in the range
xb/D = 1 − 2.5, but the values appear to converge beyond this point. In order
to analyse the cause of these fluctuations further, the force signal is decomposed
into an acceleration term, Cacc (equal to the volume integral in Equation 6.19,
− d
dt
∫
V
udV ) and a convective term, Ccon (equal to the surface integral in Equa-
tion 6.19,
∮
S
n · γmomdS), which are indicated by the red and green symbols,
respectively. The total force can thus be expressed as the sum of the acceleration
and convective terms.
Figure 6.12(a) indicates that the variations in the amplitude of the estimated
fluctuating drag force for xb/D < 2.5 can be attributed to similar variations in
the convective term. The amplitudes of the acceleration and convective terms
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exhibit an approximately linear increase as xb moves further from the cylinder,
xb/D > 2.5, while amplitude of the overall drag coefficient is approximately
constant.
The fluctuations observed in the amplitude of the drag estimates for xb values
close to the cylinder may be due to errors in the PIV measurements, which
are likely to be less accurate in the near wake, due to the high levels of shear
and vorticity in this region. The accuracy of the estimates of the velocity and
acceleration fields have been shown to have a significant effect on the performance
of the Momentum Equation (Section 6.3.5). The estimates of the velocity fields
(and the acceleration and vorticity fields and γmom) are more accurate when xb
is chosen further downstream, and the errors in the final force estimates are also
lower.
The improved performance of the Momentum Equation at large values of
xb/D is counter to the trend observed during its application to the numerical
data; in that case the equation performed very well for xb/D ≈ 1, but became
less accurate as xb increased (Figure 6.8). However, for the numerical case, the
accuracy of the velocity measurements is likely to depend not on the local shear
(as in the PIV measurements), but on the local mesh density (as interpolation
errors were larger in regions of low mesh density). As the mesh density is high
close to the cylinder (Figure 6.3), the synthetic PIV fields used to estimate the
force are more accurate in this region, and the resulting force estimates are also
more accurate.
It is also significant to note that although the amplitude of the fluctuating
drag coefficient converges as xb/D increases, the amplitudes of the acceleration
and convective components do not. While the decomposition of the fluid force
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into these two components is useful in terms of analysing the source of errors in
the signals, it is apparent that the magnitude of the various components depends
on the choice of integration boundary. Therefore, this decomposition cannot be
used to determine the physical origin of the fluid forces acting on a body, as has
been performed by previous researchers (e.g. Kurtulus et al. [2007]).
The convective term accounts for almost the entirety of the mean drag co-
efficient; as the freestream flow is steady, the time-averaged acceleration fields
and their volume integral term will tend to zero. Therefore, the inaccuracies in
estimating the convective term are responsible for the significant variations in the
estimated values of Cd for xb/D < 2.5 (Figure 6.12(b)).
The phase lag between the cylinder displacement and the drag force was found
by comparing the phase angles of the FFT spectra occurring at fx. Figure 6.12(c)
shows the variation in phase lag with xb. Similar to the amplitude of mean
and fluctuating drag components, φx,D appears to converge after some minor
fluctuations at xb/D < 2.5.
In contrast to the drag coefficient, the amplitude of the estimated lift coef-
ficient does not converge for xb/D ≤ 4 (Figure 6.13(a)). The value of C˜l and
the amplitude of the convective term in this direction show fluctuations as xb
is varied, but unlike the fluctuations shown in Figure 6.12(a) for the drag coef-
ficient, these fluctuations are present throughout the entire xb range examined.
The amplitude of Cl also tends to gradually increase with xb.
The variations in the phase lag between the transverse velocity measured at
(x/D, y/D) = (3, 0) and the estimated lift signal and its convective and acceler-
ation terms are shown in Figure 6.13(b). The location at which the velocity is
measured is arbitrary, but serves as a reference signal to show any variation in
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the phase of the force signal estimated for various values of xb. The phase lag
of the acceleration term is largely independent of xb, but that of the convective
term and the overall lift signal are highly variable; both exhibit jumps of ±pi, and
tend to gradually to increase with xb.
In general, the estimates of the lift force do not converge within the range
of xb examined, and appear to be significantly less accurate than those of the
drag. This is in contrast to what was observed when the method was applied to
the numerical data. It appears that the freedom of the cylinder to move in the
streamwise direction - even at low response amplitudes - significantly alters the
wake and the performance of the Momentum Equation. Apparently the nature
of the flow regime has a significant effect on the accuracy of the force estimates,
as was found by Charonko et al. [2010], when estimating the pressure field from
PIV measurements.
The trends discussed above for the selected set of PIV measurements at
UrSt/f
∗ = 0.253 were broadly observed over the range of reduced velocity ex-
amined, and can be summarised as:
(i) The amplitudes of the mean and fluctuating drag coefficients converged for
xb/D ≥ 2.5.
(ii) The amplitude of the lift coefficient did not appear to converge for xb/D < 4,
but tended to increase steadily with xb.
(iii) The phase of the lift signal calculated at various values of xb was highly
variable (measured with respect to an arbitrary reference signal occurring
at the same frequency).
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Based on these observations, it was decided to ignore all estimates of the fluid
forces computed for xb/D < 2.5, i.e. before the estimates of Cd and C˜d had con-
verged. While the amplitude of the fluctuating drag was found to converge quickly
at UrSt/f
∗ = 0.263 for xb/D > 2.5, at other reduced velocities some fluctuations
were still observed. In order to evaluate the convergence of the estimates of the
fluctuating drag throughout the response regime, histograms of the estimates of
C˜d,rms for xb/D > 2.5 were evaluated for each set of PIV measurements. His-
tograms measured for four selected reduced velocities are shown in Figure 6.14,
which corresponded to a low reduced velocity before the onset of the first branch
(UrSt/f
∗ = 0.253), a point near the peak of the first branch (UrSt/f ∗ = 0.404),
the low amplitude region (UrSt/f
∗ = 0.473) and the peak of the second branch
(UrSt/f
∗ = 0.596). For most cases (e.g. UrSt/f ∗ = 0.243, 0.404 and 0.473, shown
in Figures 6.14(a-c)), the estimates of C˜d appear to have converged; although
some scatter is present, the estimates are clearly centred about a mean value.
However, for other cases - particularly while the A-IV mode dominated and post-
lock-in, two cases in which the vortical structures in the wake were relatively weak
or variable - there is a considerable degree of scatter (UrSt/f
∗ = 0.596, Figure
6.14(d)).
The phase lag between the drag and the cylinder displacement signals also
showed some scatter at certain reduced velocities. Histograms of the estimated
phase lag are shown in Figure 6.15 for the same four reduced velocities presented
in the previous figure. The cases in which there is significant scatter in the
estimates of C˜d,rms do not always coincide with large scatter in the estimates of
φx,D. For example, at UrSt/f
∗ = 0.596, C˜d,rms shows significant scatter, while
φx,D is clearly centred at approximately ±0.1 rad (Figures 6.14(d) and 6.15(d),
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respectively). The opposite trend is apparent at UrSt/f
∗ = 0.473, in which case
C˜d is well-ordered and φx,D shows significant scatter (Figures 6.14(c) and 6.15(c),
respectively).
Averaging the force signals estimated for integration boundaries in the range
xb/D = 2.5−4 may appear to be a suitable method of tackling the fluctuations in
the properties of the signals estimated in this range (i.e. to find one drag and one
lift signal for each reduced velocity). However, due to the variation in the phase
angles of the signals, this method is not appropriate. While the different signals
calculated at a given reduced velocity may have an average amplitude which can
readily be identified, the signals may also occur at different phases; which implies
that averaging might reduce the amplitude due to destructive interference.
An alternative approach to averaging the force signals would be to average the
amplitudes of the components of the fluids forces found for each value of xb/D in
the range 2.5−4. The standard deviation of the estimates of the amplitude of the
fluctuating drag coefficient, σ(C˜d,rms), was used to define the errors associated
with the method of force estimation. The final estimate of the fluctuating drag
coefficient was thus given by:
C˜d,rms =
1
Nb
4∑
xb/D=2.5
C˜d,rms(xb)± 1.645σ(C˜d,rms), (6.26)
where Nb is the number of downstream integration boundaries at which the Mo-
mentum Equation was applied in the range xb/D = 2.5 − 4 (Nb = 27 in this
study), and C˜d,rms(xb) is the amplitude of the fluctuating drag coefficient com-
puted at a given value of xb. If the fluctuations are normally distributed, the
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factor of 1.645 in Equation 6.26 indicates a 95% confidence that the true esti-
mate of the C˜d,rms lies within the specified error range. The amplitude of the
mean drag coefficient was calculated in a similar manner.
This approach was not used to estimate the amplitude of the lift coefficient,
as the estimates were not observed to converge at any reduced velocity examined.
Nor was this method applied to the phase angles of the lift or the drag signals, as
the mean is not a statistically valid representation of variables which are defined
in a modular space (in this case the phase angle is defined in the range (−pi, pi),
and φx,D = φx,D ± 2pi). Therefore the method outlined above provides estimates
only of the amplitude of the mean and the fluctuating drag.
6.3.7 Results
Figure 6.16 shows the variation of the fluctuating and mean drag coefficients
throughout the response regime. The amplitude response of the cylinder is also
shown for reference. The shaded regions denote the dominant wake mode.
The amplitude of the fluctuating drag coefficent is very large at low reduced ve-
locities. This trend was also seen in the estimates derived from the displacement-
based method (Figure 6.1), as well as in the results of Nishihara et al. [2005]
and Marzouk and Nayfeh [2009]. The fluctuating forcing amplitude decreases
slightly near UrSt/f
∗ ≈ 0.22, before increasing again as the cylinder response
amplitude becomes larger in the first branch. C˜d,rms has a local maximum at
UrSt/f
∗ = 0.388, which is near the peak of the first branch (UrSt/f ∗ = 0.404).
As the reduced velocity increases further, the A-II mode becomes fully domi-
nant (UrSt/f
∗ & 0.41) and the response amplitude is reduced, which coincides
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with a decrease in C˜d,rms. The amplitude of the fluctuating drag coefficient is
recovered during the second branch when the SA and A-IV modes occur, but
it remains lower than that observed in the first branch. Post-lock-in, the wake
reverts to the A-II mode and C˜d,rms falls to approximately 0.6, which is close to
the value observed during the low amplitude response region at UrSt/f
∗ ≈ 0.48.
As the force-estimation method could not be used to find accurate measurements
of the phase difference between the cylinder displacement and the drag signals,
it is not possible to examine the hypothesis that the low amplitude region at
UrSt/f
∗ ≈ 0.48 is caused by a change in φx,D in this region, which prevents en-
ergy transfer to the cylinder [Konstantinidis et al., 2005; Nishihara et al., 2005].
However, Figure 6.16(b) indicates that C˜d,rms is very low in the region, which is
consistent with the results found using the displacement-based method (Section
6.2.2). Both approaches indicate that the reduction in the amplitude response
near UrSt/f
∗ ≈ 0.48 may be explained by the simultaneous reduction in C˜d,rms.
As far as the author is aware, this represents the first time that the drag force
acting on a cylinder free to move in the streamwise direction has been examined,
and the results presented here provide an explanation for the counter-intuitive
reduction in the cylinder amplitude response at the onset of lock-in which has
not previously been hypothesised.
In Chapter 3 it was noted that there was a change in the phase of the vortex-
shedding with respect to the cylinder motion between the low amplitude region
and the second branch, which had previously been proposed as a cause of the
reduction in A/D at UrSt/f
∗ ≈ 0.5 [Konstantinidis et al., 2005; Nishihara et al.,
2005]. This hyposthesis is not inconsistent with the results presented in Figure
6.16; it is possible that there is a change in both the amplitude and phase of the
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fluctuating drag force in this region. However, the estimates of φx,D presented
in Figure 6.1 do not reveal a significant change in the phase of the force near
UrSt/f
∗ ≈ 0.48, and the estimates of C˜d,rms and C˜D found using both methods
indicate that the reduction in the fluctuating forcing in this region is sufficient to
reduce the vibration amplitude.
The estimated mean drag coefficient is shown in Figure 6.16(c). The uncer-
tainty in the estimation of Cd is considerably larger than that of the fluctuating
drag. Pre-lock-in, as the A-II mode dominates, the mean drag is in the range
Cd = 0.65 − 0.95. The mean drag decreases as the S-I mode occurs in the wake
at UrSt/f
∗ ≈ 0.22− 0.4, reaching a minimum of Cd = 0.505 at UrSt/f ∗ = 0.355.
There is a sudden rise in Cd at the peak of the first branch, which approxi-
mately coincides with the region in which the A-II mode becomes fully dominant
UrSt/f
∗ & 0.42. The mean drag coefficient increases further in the second branch.
It is slightly larger when the A-IV mode dominates (and the response amplitude is
larger), reaching a maximum value of 1.55 at the peak of the branch. Post-lock-in,
the mean drag coefficient falls to approximately 1.2.
Anderson [1991] measured the mean (overall) drag coefficient for a stationary
cylinder for a range of Reynolds numbers, which is indicated by the solid red line
in Figure 6.16(c). Pre- and post-lock-in the cylinder response amplitude is low
and the system may be viewed as equivalent to the stationary cylinder case. The
estimated values are slightly larger post-lock-in, but tend to be close to those
measured by Anderson when the cylinder response amplitude is low, suggesting
that the estimates of Cd are reasonably accurate.
The fluctuating drag estimated using the displacement- and flow-based meth-
ods are compared in Figure 6.17(a). It should be noted that the amplitudes
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estimated using both methods are not equivalent; the flow-based method esti-
mates the sectional force coefficients, which will tend to be lower than the overall
force coefficients predicted by the displacement-based method. The methods used
to determine the two forms of the drag coefficient in this study are also different;
the overall drag found from the displacement signal represents only the compo-
nent of the force acting at the cylinder response frequency, while the value of
C˜d,rms found from the PIV measurements is the root-mean-square of the fluctu-
ating drag signal which occurs in the range 0− 40Hz (as the signals are low-pass
filtered with a cut-off frequency of 40Hz). Therefore, regardless of the accuracy
of either method of force-estimation, the trends of C˜d and C˜D found throughout
the response regime are unlikely to collapse. However, both methods produce
the same trend regarding the variation of the fluctuating drag coefficient, as can
be seen in Figure 6.17(a). The values of C˜d found using the Momentum Equa-
tion appear to have a fixed offset with respect to the overall drag coefficient.
Figure 6.17(b) shows the two sets of estimates with a fixed value Cd,o = 0.467
subtracted from the fluctuating sectional drag coefficient. The choice of Cd,o,
which was taken as the value of C˜d,rms found at the maximum reduced velocity
examined, is arbitrary, and serves only to highlight the qualitative similarity in
the trends exhibited by both sets of estimates. The estimates found using the
flow-based method are still larger during the second response branch, which is to
be expected as the sectional forces tend to be larger than the overall coefficients.
Although the results of the two methods are not directly comparable, it is
clear that both methods predict qualitatively similar trends in the fluctuating
drag coefficient throughout the response regime. This suggests that both methods
are capable of capturing the physics of the fluid forces in the drag direction.
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6.4 Effect of Wake Mode on the Drag Coeffi-
cient
The variation in the amplitude of the overall fluctuating drag coefficient, esti-
mated from the displacement signal, throughout the three sets of PIV measure-
ments was presented in Section 6.2.2. Although the response amplitude in the
second branch was larger when the SA mode dominated, it was found that C˜D
was slightly larger when the A-IV mode occurred. The difference in the response
amplitude was attributed to a change in the phase of the fluctuating drag signal
with respect to the cylinder displacement signal, such that there was an increase
in the amount of energy transferred to the structure. The A-II mode was found
to correspond to lower levels of fluid forcing in the drag direction.
The variation in A/D, C˜d,rms and Cd with reduced velocity in the range
UrSt/f
∗ = 0.45 − 0.7 is shown in Figure 6.18 for each of the three sets of PIV
measurements acquired in Test Stage 2. The colour within each symbol denotes
the wake mode observed at each point. Figure 6.18(b) indicates that in the region
UrSt/f
∗ ≈ 0.56 the amplitude of the fluctuating drag caused by the A-IV mode
is significantly larger than that induced by the SA mode. The relative difference
in the estimated sectional fluctuating drag coefficients of the two modes in this
region is greater than the corresponding difference between the overall fluctuating
drag coefficient, C˜D, shown in Figure 6.1(b). This apparent discrepancy may be
explained in terms of the three-dimensionality within the wake; if the A-IV mode
is associated with greater three-dimensionality than the SA mode, the overall
fluctuating drag coefficient will be significantly lower than the sectional coeffi-
cient (due to greater destructive interference along the cylinder span), and the
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difference between the overall and the sectional fluctuating drag coefficients will
be more pronounced for the A-IV mode than for the SA mode. This hypothe-
sis of the increased three-dimensionality of the A-IV mode is supported by the
tendency for this mode to be disorganised and irregular (Section 5.5). However,
further measurements are required to quantify the degree of three-dimensionality
present (e.g. using stereoscopic-PIV).
The maximum reduced velocity at which the second branch occurs (i.e. the
point lock-in ceases and the A-II mode dominates in the wake) varies depending
on the measurement set. However, for all cases post-lock-in the fluctuating drag
coefficient drops to approximately C˜d,rms = 0.47−0.55, regardless of which mode
was observed at lower reduced velocities.
In contrast to the fluctuating drag coefficient, the mean drag is largest when
the SA mode dominates, reaching at peak of Cd = 1.78 at UrSt/f
∗ = 0.548.
The maximum value of Cd found when the A-IV mode occurs is 1.55 (UrSt/f
∗ =
0.596). Post-lock-in the mean drag falls to approximately Cd = 1−1.15, regardless
of the mode which was observed in the second branch. This is approximately equal
to the value found in the low amplitude region at UrSt/f
∗ ≈ 0.48. It appears that
this region at UrSt/f
∗ ≈ 0.48 and the post-lock-in region (UrSt/f ∗ & 0.6) are
equivalent not just in terms of the dominant wake mode (A-II) and the amplitude
response, but also in the amplitudes of the mean and fluctuating drag coefficient.
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6.5 Performance of the Momentum Equation Ap-
plied to PIV Data
Some general observations may be made on the effectiveness of the Momentum
Equation derived by Noca et al. [1999] when applied to PIV data, based on the
results presented in the previous sections.
The method was found to be highly accurate when it was applied to low
Reynolds number DNS data (Figure 6.6); however, the magnitude of the errors
grew rapidly when noise was added to the velocity fields. Therefore the Momen-
tum Equation is likely to be highly sensitive to the accuracy of the PIV mea-
surements. The uncertainty in the instantaneous PIV measurements performed
in Test Stage 2 is of the order of 7.3% of the freestream velocity (Section 2.6.4);
Figure 6.10 indicates that when this level of noise was added to the numerical
data the errors in the estimates of the fluid forces became very large.
In spite of the sensitivity of the method to the accuracy of the PIV measure-
ments, the variation in C˜drms found using the Momentum Equation is consistent
with the variation in the overall fluctuating drag coefficient found using the cylin-
der displacement signal (Figure 6.17). This is in fact quite surprising, given the
magnitude of the errors associated with the PIV measurements and the lack of
information regarding the three-dimensionality of the velocity fields. Although it
was not possible to directly measure the forces acting on the cylinder and thus
ascertain the exact accuracy of the estimates, the similarity between the results
found using both methods suggests that the Momentum Equation is at least ca-
pable of capturing the general trends in the variation of the amplitude of the fluid
forcing throughout the response regime. The method can therefore be applied to
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PIV measurements in certain cases, although care must be taken when analysing
the results. For example, the accuracy of the method was not found to be the
same in both directions. While the amplitude of the mean and fluctuating drag
was found to be roughly independent of the choice of integration boundary (pro-
viding it was reasonably far from the cylinder (xb/D & 2.5), the amplitude of the
lift coefficient was not found to converge (for xb/D < 4) and the estimates in this
direction were not deemed to be accurate.
The method has the benefit of being applicable in many situations in which the
direct measurement of the forces using gauges would be difficult or impossible.
In the present system, the use of fishing wires to support the cylinder makes
the use of strain gauges impractical. Furthermore, the absolute forces acting on
the cylinder are very low; assuming the overall force coefficient is equal to the
sectional value estimated in the PIV plane, the total mean drag force occurs in
the range Fx = 10
−2−10−1N, while the total fluctuating drag occurs in the range
F˜x = 10
−3 − 10−1N. Even if it was possible to measure the forces using gauges,
the very small magnitude of the fluids would make their measurement highly
susceptible to noise.
In summary, the Momentum Equation can provide a very useful means to
estimate the fluid forces acting on a body, particularly in cases in which the
use of gauges is impractical. However, the accuracy of the measurements will
depend on a wide range of parameters (accuracy and spatial resolution of the
flow measurements, three-dimensionality etc.), and in many cases it will first be
necessary to perform a sensitivity study to confirm that the force estimates are
physically representative.
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6.6 Closure
The forces acting on a freely oscillating cylinder throughout its response regime
were estimated using two approaches, based on the cylinder displacement sig-
nal and PIV measurements of the surrounding velocity fields, respectively. The
displacement-based method indicated that the fluctuating drag was largest at low
reduced velocities, but acted in phase with the displacement signal and provided
little excitation to the cylinder. In the second branch, the A-IV mode was found
to cause larger amplitude fluctuating drag force than the SA mode, despite being
associated with lower levels of cylinder vibration.
A method of estimating the fluid forcing using the ‘Momentum Equation’ de-
rived by Noca et al. [1999] was applied to numerical and PIV data. The former
case indicated that the method was capable of achieving highly accurate esti-
mates of both the lift and the drag coefficients, but was very sensitive to errors in
the velocity measurements. When the method was applied to the PIV measure-
ments (described in Chapter 5), it was found to provide consistent estimates of
the amplitude of the fluctuating and mean drag coefficient when the integration
boundary was reasonably far downstream (xb/D & 2.5). However, the estimates
of the lift force were not found to converge for any reduced velocity or integration
boundary examined. The estimates of the amplitude of the fluctuating and mean
drag force were not directly comparable to those found using the displacement
signals, but were found to be qualitatively in agreement. The fluctuating sec-
tional drag coefficient in the second branch was found to be significantly higher
when the A-IV mode dominated, compared to when the SA mode was observed.
All three sets of PIV measurements indicated that the fluctuating drag force
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in the region UrSt/
∗ ≈ 0.48 was approximately equal to that which occurred
post-lock-in when the cylinder response was negligible. The estimates of the
amplitude of the fluctuating drag coefficient indicate that the region of the low
amplitude response near UrSt/f
∗ ≈ 0.48 is caused by a local reduction in C˜d,
rather than a local change in φx,D, as was proposed by Nishihara et al. [2005].
This potential cause of the low amplitude region has not previously been identified
and is supported by the results found using the displacement-based method.
Finally, the effectiveness of the Momentum Equation in terms of estimating
the fluid forcing using PIV measurements was briefly discussed. The method
was found to be capable of producing accurate estimates of the fluid forcing, but
was highly sensitive to errors in the velocity field measurements, and care was
required when interpreting the physical significance of the estimates.
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6.7 Figures
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Figure 6.1: Amplitude response of the cylinder (a), amplitude of the fluctuating
drag coefficient (b) and phase angle between the fluctuating drag and the cylinder
displacement (c) for the three sets of PIV measurements discussed in Chapter
5. The results in (b) and (c) were calculated using Equations 6.10 and 6.11,
respectively. The points correspond to the A-IV (blue), SA (red) and A-II (green)
data sets.
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Figure 6.2: Integration boundary, S (solid black line), surrounding a solid body
for the estimation of the fluid forces using Equation 6.13 and the formulations
derived by Noca et al. [1999]. The body is of arbitrary shape, and is bounded by
Sb (dashed black line).
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Figure 6.3: Computational mesh (blue symbols) used by Lu and Papadakis [2011]
in the entire fluid domain (a) and in the near wake (b). The red symbols indicate
the points at which the velocity and acceleration values were interpolated to form
synthetic PIV fields.
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Figure 6.4: Sample vorticity field calculated using the numerical data of Lu and
Papadakis [2011]. The field corresponds to the maximum drag coefficient. The
cylinder is stationary and the freestream velocity is steady. Contour levels are
ωzD/U0 = ±0.5,±1, . . .
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Figure 6.5: Integration boundary used to estimate the fluid forces. The boundary
contains fixed paths at x/D = −1 and y/D = ±1.25 (solid lines), while the
downstream segment of the path is variable, occurring in the range xb/D = 1− 4
(dashed lines). The boundary is superimposed upon the vorticity field shown in
Figure 6.4.
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Figure 6.6: Drag (a) and lift (b) coefficients estimated directly from the numerical
simulations (solid black squares), and by using the Impulse Equation (blue circles)
and the Momentum Equation (red circles). The estimates found using both
equations are approximately equal, and closely match the numerical value. The
viscous terms were neglected when computing the estimates. The downstream
position of the integration boundary was fixed at xb/D = 1.11 in all cases.
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Figure 6.7: Drag (a) and lift (b) coefficients estimated directly from the numerical
simulations (solid black squares), and by using the Momentum Equation in which
the viscous terms were neglected (red circles) and included (green circles). The
downstream position of the integration boundary was fixed at xb/D = 1.11 in all
cases.
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Figure 6.8: Variation in the mean errors of the estimates of the drag (blue circles)
and lift coefficient (red circles) with the position of the downstream segment of the
integration boundary, xb. The errors are normalised by the fluctuating amplitude
of the fluid forces in the relevant direction, as defined in equations 6.22 and 6.23.
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Figure 6.9: Vorticity fields estimated from a DNS velocity field (acquired at
t/T = 0.125), for various levels of added noise: (a) 0%; (b) 2.5%; (c) 5%; (d)
7.5%; (e) 10% of the freestream velocity. Contour levels are ωzD/U0 = ±1,±2, .
. .
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Figure 6.10: Drag (a) and lift (b) coefficients estimated directly from the numer-
ical simulations, and using the Momentum Equation after various levels of noise
were added to the velocity and acceleration fields.
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Figure 6.11: Variation in the absolute (a) and relative (b) mean errors of the
estimates of the drag (blue circles) and lift (red circles) with the level of noise
added to the velocity and acceleration fields. In (b), the errors in the drag and
lift are normalised with respect to the amplitude of the fluctuating drag and lift
respectively (Equations 6.22 and 6.23).
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Figure 6.12: Amplitude of the fluctuating (a) and mean (b) drag coefficients
and phase lag between the drag force and the cylinder displacement (c), shown
as functions of the downstream position of the integration boundary. The blue
symbols represent the overall force estimates, while the red and green symbols
represent the components due to the acceleration and convective terms of the
Momentum Equation, respectively. The estimates of C˜d,rms, Cd and φx,D all
appear to have converged for xb/D & 2.5.
280
6. Estimation of Fluid Forces
Figure 6.13: Amplitude of the lift drag coefficient (a) and the phase lag between
the estimated lift force and the transverse velocity measured at (x/D, y/D) =
(3, 0) (b), shown as functions of the downstream position of the integration bound-
ary. The blue symbols represent the overall force estimates, while the red and
green symbols represent the components due to the acceleration and convective
terms of the Momentum Equation respectively.
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Figure 6.14: Histograms showing the variation in the fluctuating drag coefficient
estimated for xb/D = 2.5 − 4, at UrSt/f ∗ = 0.253 (a), 0.404 (b), 0.473 (c) and
0.596 (d). These points correspond to pre-lock-in, the peak of the first response
branch, the low amplitude response region between the two branches and the
peak of the second response branch respectively.
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Figure 6.15: Histograms showing the variation in the phase difference between the
cylinder displacement signal and the drag signal estimated at xb/D = 2.5−4, for
UrSt/f
∗ = 0.253 (a), 0.404 (b), 0.473 (c) and 0.596 (d). These points correspond
to pre-lock-in, the peak of the first response branch, the low amplitude response
region between the two branches and the peak of the second response branch
respectively.
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Figure 6.16: Cylinder amplitude response (a) and estimated amplitude of the
fluctuating (b) and mean (c) drag coefficients throughout the response regime.
The red line in (c) indicates the overall mean drag coefficient for a stationary
cylinder, as measured by Anderson [1991]. The shaded regions denote the dom-
inant wake mode; A-II (white), S-I (blue), SA (yellow) and A-IV (green), while
the hatched regions indicate points at which mode competition was observed.
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Figure 6.17: Comparison of the amplitude of the sectional fluctuating drag coef-
ficient, C˜d,rms calculated using the Momentum Equation (blue symbols) and the
fluctuating overall drag coefficient, C˜D, found from the cylinder displacement sig-
nal using Equation 6.10 (red symbols), throughout the response regime (a). The
similarity between the two trends can clearly be seen in (b) when an arbitrary
offset (C˜d,o = 0.467) is subtracted from the sectional coefficient.
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Figure 6.18: Variation in the cylinder response amplitude (a), estimated fluctu-
ating drag coefficient (b) and mean drag coefficient (c) with reduced velocity for
each of the three sets of PIV measurements; the A-IV set (circles), the SA set
(squares) and the A-II set (triangles). The experimental details of each set are
summarised in Table 5.2. The colours within each symbol denote the dominant
wake mode observed at this point; A-II (white), SA (yellow), and A-IV (green).
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Chapter 7
Conclusions and
Recommendations for Future
Work
7.1 Present Contribution
The aim of this study was to characterise the structural response and wake char-
acteristics of a cylinder free to move in the streamwise direction. The literature
review presented in Chapter 1 indicated that, despite streamwise VIV having a
significant effect on a wide range of industrial applications, the streamwise re-
sponse regime of a cylinder was not fully understood. No previous studies had
performed quantitative measurements of the wake or the fluid forces associated
with a freely oscillating cylinder, nor had the presence or the effects of mode
competition in free vibrations been examined.
Experiments were performed in which the wake and the structural motion of a
cylinder free to move in the streamwise direction were examined simultaneously.
A test-section was designed which allowed the cylinder to move only parallel to the
flow. The cylinder displacement and the surrounding velocity field were measured
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using time-resolved Particle-Image Velocimetry, in the Reynolds number range
400 - 5500.
7.2 Main Findings
The variation in the cylinder response and the dominant wake mode was examined
for a range of reduced velocity. The response regime was characterised by two
branches of approximately equal magnitude, separated by a low amplitude region
at UrSt/f
∗ ≈ 0.48, which was in agreement with previous studies in the literature.
The first response branch occurred over the range UrSt/f
∗ ≈ 0.32−0.45 and was
characterised by the presence of the S-I and A-II modes in the wake. The SA
mode was observed throughout the low amplitude region and the second branch,
which occurred for UrSt/f
∗ ≈ 0.45− 0.61. The response regime was divided into
five distinct regions based on the dominant wake mode and the cylinder response
amplitude. The regions were discussed and compared in terms of the cylinder
displacement signals, phase-averaged vorticity fields, velocity profiles in the wake
and estimates of the strength and trajectories of the shed vortices. The role of
the trajectories of the vortices on the recirculation region was examined. There
was a decrease in the strength of the vortices in the first branch, as the vortex-
shedding frequency was higher than the Strouhal frequency, fvs > fSt; however
the opposite trend was observed in the second branch, where the presence of
lock-in caused the shedding frequency to be lower than the Strouhal frequency,
fSt > fvs.
The wake was found to switch intermittently between the S-I and A-II modes
during the first branch. A criterion was developed using Proper-Orthogonal De-
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composition which was capable of determining which mode was dominant in a
given instantaneous field. The mode competition did not have a significant effect
on the structural response. The appearance of the S-I mode was found to be
affected by the Reynolds number, and was observed in the greatest proportion
of instantaneous fields in the range UrSt/f
∗ ≈ 0.3 − 0.36. The breakdown of
the S-I mode and the resulting variation in the dominant frequency of velocity
fluctuations throughout the wake were examined, and used to explain some of
the conflicting results in the literature regarding the presence of lock-in in the
first branch.
Further measurements of the response regime indicated that the amplitude re-
sponse was affected by hysteresis in the region of the second branch, and that this
branch could occur in multiple forms, depending on which wake mode dominated.
Three wake modes were observed at UrSt/f
∗ ≈ 0.56; the A-II, A-IV and SA. The
SA and A-IV modes occurred when the amplitude response of the cylinder was
large, with the SA mode exciting slightly larger amplitude vibrations. The A-II
mode was observed at UrSt/f
∗ ≈ 0.56 when the reduced velocity was decreased
and the response amplitude was negligible. The A-IV mode has not previously
been identified in the wake of a freely oscillating structure. Similarly, previous
VIV studies have not observed a point in the response regime in which three wake
modes and cylinder response states were possible for the same values of reduced
velocity and Reynolds number. The stability of each state was discussed using
phase-portraits of the cylinder response, which indicated that the system behaved
as a hard oscillator in this region. This was confirmed by experiments in which
perturbations were applied to the system which induced it to change state. Fi-
nally, the variation in the dominant wake mode throughout the response regime
289
7. Conclusions and Recommendations for Future Work
was compared to the results of various published studies of a cylinder undergoing
forced oscillations.
The fluid forces acting on the cylinder throughout the response regime were es-
timated using two methods, based on measurements of the cylinder displacement
signal and the velocity field in the wake, respectively. The trends in estimates
of the amplitude of the unsteady drag coefficient found using both methods were
consistent, and the results were related to the various wake modes. The low
amplitude region was found to coincide with a decrease in the amplitude of the
unsteady drag coefficient, which may explain the counter-intuitive reduction in
vibrations at this point. The phase angle between the unsteady drag force and
the cylinder motion was not found to change significantly in this region, as has
been hypothesised by previous researchers. The amplitudes of the fluctuating
drag coefficient associated with the SA and A-IV modes in the second response
branch were approximately equal, and the difference in the cylinder response
excited by the two modes was attributed to a change in the phase of the fluid
forcing. Finally, the accuracy of the method of estimating the fluid forces from
the measurements of the velocity field was analysed using both numerical and
PIV data, and the effectiveness of the technique was discussed.
7.3 Recommendations for Further Work
This work provides a comprehensive description of the wake and structural dy-
namics associated with a cylinder undergoing streamwise VIV. However, there are
some areas which remain unclear and require further work to be fully understood.
Firstly, it is unclear what causes the appearance of either the SA or the
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A-IV modes in the second response branch, and why the A-IV mode has not
been reported in previous studies. It is possible that the appearance of either
mode is determined by transient conditions, e.g. the rate at which the reduced
velocity is varied. A specially designed test facility in which the rate of change of
the freestream velocity could be accurately controlled would allow the potential
effects of transient conditions to be examined.
While there have been a number of studies of cylinders forced to oscillate in
the streamwise direction, no study has attempted to characterise the dominant
wake mode and the fluid forces throughout the UrSt/f
∗ − A/D plane, as Morse
and Williamson [2009] performed for the transverse case. This may also be useful
in determining the cause of the multiple response branches near UrSt/f
∗ ≈ 0.56,
as well as examining the effects of both the reduced velocity and the vibration
amplitude on the mode competition between the S-I and A-II modes, and its
effect on the fluid excitation.
In practice, most structures which are susceptible to VIV will be free to move
in both the streamwise and transverse directions, and it is not clear how the free-
dom to move in the transverse direction will affect the results presented through-
out this thesis. In particular, it is not known whether the A-IV mode may
appear in the wake of multi-DOF cylinder nor how this mode would affect the
transverse response. Similarly, it would be interesting to examine the effects of
mode-competition and the breakdown on the S-I mode in the first branch; as the
A-II mode induces a larger lift force than the S-I mode [Nishihara et al., 2005],
the competition between the two modes is likely to have a significant effect on
the transverse and overall response of the structure.
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This appendix describes in detail the derivation of equations 6.10 and 6.11, which
are used to express the amplitude and phase of the unsteady drag signal, re-
spectively, in terms of the structural parameters and the characteristics of the
measured displacement signal.
The equation of motion of a cylinder in fluid which is free to move in the
streamwise direction is given by:
mex¨+ cex˙+ kx = F˜x(t), (1)
where me is the effective mass of the cylinder (me = m + ∆m), ce is the
total damping coefficient of the system (i.e. structural and hydrodynamic), and
F˜x(t) is the unsteady fluid force in the streamwise direction. Dividing by the
effective mass, equation 1 can be expressed in terms of the damping coefficient,
ζw = ce/2
√
kme, and the natural frequency, fn =
1
2pi
√
k/me (both measured in
still fluid);
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x¨+ 2ζw(2pifn)x˙+ (2pifn)
2x =
F˜x(t)
me
. (2)
Replacing the right-hand-side of equation 2 with the non-dimensional un-
steady drag coefficient, mass ratio and added mass coefficient, gives:
x¨+ 2ζw(2pifn)x˙+ (2pifn)
2x =
C˜D(t)
(m∗ + Ca)
2
pi
U20
D
. (3)
The cylinder displacement and unsteady drag coefficient signals are assumed
to be sinusoidal, with fixed amplitudes, separated by a phase lag, φx,D:
x(t) = A sin (2pifxt) , (4)
C˜D(t) = |C˜D| sin (2pifxt+ φx,D) . (5)
The cylinder velocity and acceleration can be found by differentiation:
x˙(t) = 2pifxA cos (2pifxt) , (6)
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x¨(t) = −4pi2f 2xA sin (2pifxt) . (7)
Inserting the expressions for x(t), x˙(t), x¨(t) and C˜D(t) into equation 3 gives;
4pi2
(
f 2n − f 2x
)
A sin (2pifxt) + 8pi
2ζwfnfxA cos (2pifxt) =
2
pi
U20
D
|C˜D|
(m∗ + Ca)
(
sin (2pifxt) cos (φx,D) + cos (2pifxt) sin (φx,D)
)
.
(8)
By letting t = 0, equation 8 can be rearranged to express the non-dimensional
cylinder response amplitude;
A
D
=
1
4pi3
C˜D sinφx,D
(m∗ + Ca) ζw
(
Ur
f ∗
)2
f ∗. (9)
Equation 8 can also be used to form an expression for the effective added mass
coefficient, by setting t = 1/4fx;
Cea =
D
A
C˜D cosφx,D
2pi3
(
Ur
f ∗
)2
. (10)
The effective added mass coefficient can also be measured a posteriori by
examining the frequency ratio. As the natural frequency in still fluid will be a
function of the mass ratio and the added mass coefficient, fn ∝ (m∗ + Ca)−1/2,
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while the response frequency will also be affected by Cea, fx ∝ (m∗+Ca+Cea)−1/2,
the frequency ratio can be expressed as:
f ∗ =
√
m∗ + Ca
m∗ + Ca + Cea
. (11)
This can be rearranged to give an expression for the effective added mass
coefficient:
Cea = (m
∗ + Ca)
(
1− f ∗2
f ∗2
)
. (12)
Both A/D and f ∗ can be measured from the displacement signal, and (m∗ +
Ca) can be found from the natural frequency measured in still air and in water
(as discussed in Section 6.2.1). As Cea can also be measured using equation
12, the only unknowns in equations 9 and 10 are the amplitude and the phase
of the unsteady drag coefficient. The unknowns can be isolated by rearranging
equations 9 and 10;
|C˜D| sin (φx,D) = 4pi3A
D
(m∗ + Ca)ζw
f ∗
(
f ∗
Ur
)2
, (13)
|C˜D| cos (φx,D) = 2pi3A
D
Cea
(
f ∗
Ur
)2
(14)
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By combining these expressions, |C˜D| and φx,D can be expressed as;
C˜D = 2pi
3A
D
(
f ∗
Ur
)2√
C2ea +
(
2 (m∗ + Ca) ζw
f ∗
)2
, (15)
φx,D = tan
−1
(
2 (m∗ + Ca) ζw
f ∗Cea
)
. (16)
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