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Abstract
A socially responsible investment portfolio takes into consideration the environmental,
social and governance aspects of companies. It has become an emerging topic for both fi-
nancial investors and researchers recently. Traditional investment and portfolio theories,
which are used for the optimization of financial investment portfolios, are inadequate for
decision-making and the construction of an optimized socially responsible investment
portfolio. In response to this problem, we introduced a Deep Responsible Investment
Portfolio model that contains a Multivariate Bidirectional Long Short Term Memory
neural network, to predict stock returns for the construction of a socially responsible
investment portfolio. The deep reinforcement learning technique was adapted to retrain
neural networks and rebalance the portfolio periodically. Our empirical data revealed
that the DRIP framework could achieve competitive financial performance and better
social impact compared to traditional portfolio models, sustainable indexes and funds.
Keywords: Socially Responsible Investment, Portfolio Optimization, Time Series
Analytics, Deep Reinforcement Learning, Decision Support System
1. Introduction
Traditionally, investors have focused on the investment returns by actively looking at
the financial reports to find the best performing stocks. With the recent mindset change
towards sensitive topics like global warming or refugees, investors are becoming con-
cerned with other aspects of companies rather than just earnings. They are shifting their
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investment towards companies which are actively doing good things for the environment,
contributing to the society and operating with transparency. According to the 2018 Bien-
nial Report On US Sustainable, Responsible and Impact Investing Trends [51], socially
responsible investment (SRI) assets accounted for $12 trillion out of $47 trillion in total
assets under professional management in the United States in 2018, representing a sharp
increase of 38% since 2016.
Conventional investment and portfolio theory focuses on financial performance, i.e.,
the returns and risks of the portfolio [55]. Direct application of the theory might not
be suitable for SRI because it focuses more on non-monetary objectives [6]. Therefore,
socially responsible investors need a modified version of the modern portfolio theory
that can serve their purpose better [38]. Besides, SRI investors currently have to read
corporate social responsibility (CSR) reports to find good companies to invest in, which
is time-consuming and difficult. The lack of effective quantitative approaches for SRI
makes it more difficult for not only professional investors, but also the vast majority of
lay investors. Therefore, this research will provide an easy and automated way of doing
such investment in an ethical manner, which greatly benefits their decision-making and
secures the optimal investment returns. This is one of the main motivational purposes
for this research.
Recently, the Global Reporting Initiatives (GRI) and the United Nation Sustainable
Development Goals (SDGs) has provided standardized metrics and frameworks for com-
panies to disclose more information regarding their sustainability practices [14]. For ex-
ample, environmental, social and governance (ESG) metrics of companies have been de-
rived from reports and news articles (e.g. CSR reports, news articles, carbon disclosure
project ratings), evaluating the company in different prospects (e.g. air emissions and
waste management, employee health and safety control, board transparency and diver-
sity) including their controversies (e.g. involvement in adult entertainment or gambling).
These metrics have been consolidated into the combined ESG ratings (see Fig. 1). The
availability of ESG ratings has led to an emerging research topic in SRI portfolio.
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Figure 1: Combined ESG ratings [50]
With the availability of ESG metrics, quantitative methods can now be applied effec-
tively to address the SRI portfolio construction problem. Current data mining approaches
in this research field face a number of challenges. The first challenge is the accuracy of
multivariate time series predictions. Stock return forecasts have been extensively studied
with various quantitative finance and machine learning models [24, 44]. Most of these
works have been focused on univariate time series predictions because it is expected that
multivariate data would contain too much noise for the neural network to perform well
[20, 33]. However, stock movements in the financial market are highly correlated; thus a
multivariate model can learn these deep insights better than a combination of univariate
networks. Following recent advances in neural networks research, especially Long Short
Term Memory networks (LSTM) [26], the application of deep learning in the predictive
investment field has become an alternative approach to the traditional financial model.
In this paper, we propose a novel Multivariate Bidirectional LSTM neural network to
predict multiple time series for stock returns.
The second challenge faced by current approaches in SRI is the application of multi-
objective portfolio construction. Existing portfolio optimization methods are evolving
around the standard Mean-Variance (MV) Portfolio [32], which focuses on maximiz-
ing returns and minimizing risks. To incorporate corporate responsibility performance
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into our optimization problem, we introduced a modified MV model for SRI portfolio
construction by integrating ESG ratings.
The third challenge for SRI portfolio is building a model that can adapt to market
movements. As SRI in particular, and financial investment in general, are sensitive to
market volatility, model parameters should be tuned up periodically to achieve both fi-
nancial performance and ESG rating objectives. By adopting reinforcement learning
techniques, we introduced a Deep Responsible Investment Portfolio (DRIP) model to
retrain the prediction model and rebalance the portfolios effectively and autonomously.
An advantage of our proposed approach, which incorporates a multivariate BiLSTM
neural network and MV-ESG, is that the framework can be generalized and extended to
other scenarios with a similar multivariate prediction and multi-objective optimization
problem. The developed deep reinforcement learning framework could also accommo-
date different neural networks and AI algorithms to tackle other types of complex and
highly intercorrelated problems.
The main contributions of our research are:
• A novel, deep, responsible, investment portfolio framework to integrate deep neu-
ral networks, multi-objective optimization and reinforcement learning. The frame-
work could be applied to other similar contexts of multivariate predictive analytics.
• A novel DRIP model that can forecast the returns quarterly and yearly on in-
vestment instead of just daily, which is a more realistic scenario for investors.
The model has been fully tested and deployed on real-life datasets containing 100
stocks over a period of 30 years.
• The first report (to the best of our knowledge) leverages deep learning and incor-
porates ESG ratings into a portfolio optimization model.
This paper is organized as follows. In Section 1, we introduce the current back-
ground of socially responsible investment portfolios and their limitations, as well as
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give our motivation for our proposed reinforcement learning solution. In Section 2, we
review the literature on socially responsible investment research, and the application of
deep learning by focusing on recent methodologies that are closely related to this paper.
In Section 3, we introduce the technical details of our DRIP model and in Section 4,
we present our empirical studies that applied our novel algorithms to real-life financial
datasets to construct socially responsible investment portfolios, evaluate the performance
against some baseline models and explore the potential for further and related research.
We provide our conclusions in Section 5.
2. Literature Review
2.1. Socially Responsible Investment
The optimization of financial portfolios has been researched extensively. Many ap-
proaches have been developed to build decision support systems for stock trading. This
includes standard mathematical finance modeling, e.g. Mean-Variance (MV) [32], Au-
toRegressive Moving Average (ARMA) and Generalized AutoRegressive Conditional
Heteroskedasticity (GARCH) models [18], text mining of financial news [35] and social
media [25].
However, limited research has been carried out on socially responsible investment.
Although the socially responsible investment was proposed in the 1980s [22], it only
became a topic of interest for academia and industry in the past decade [15]. During this
time, research has correlated ESG ratings with the financial performance of companies
[23, 16] or socially responsible funds [28, 34, 2]. The availability of environmental,
social and governance (ESG) ratings has enabled more research and application in this
area in academia [54] and industry [51].
Many sustainability funds have offered portfolios with certain values to attract in-
vestors to SRI. In management funds [46], there has been an increasing demand from
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sustainably conscious investors to have more SRI options [37]. Multiple sustainable in-
dexes and funds have been constructed based on areas of investor interests (e.g. water
treatment, clean tech, renewable energy, gender equality and diversity). The literature
has shown that companies or sustainable funds with higher ESG ratings can outperform
the lower ones financially in long-term investments [19].
The literature of qualitative research in SRI has focused on reviewing the perfor-
mance of companies [4] and socially responsible indexes or funds [49], and not on a
data-driven approach to incorporate sustainability into an investment system. Some of
the research has criticized the current stock screening process of SRI funds [53] and has
proposed that the full integration of ESG ratings would be more beneficial [1]. These
findings underpin the main motivation for our research to develop a framework with full
integration of ESG ratings. Our paper contributes to the current knowledge of the appli-
cation of deep learning for the prediction of stock returns and ESG-based SRI portfolio
optimization.
2.2. Deep Learning for Stock Returns Forecasting
Researchers have undertaken extensive study to solve the time series forecasting
problem of stock returns using deep learning [13, 33, 9]. Many have suggested that
different types of Recurrent Neural Networks (RNN) outperform traditional financial
time series models in different markets [7, 3, 44]. RNN contains feedback loops in
its recurrent layer, which enables the storage of information in the “memory cell” over
time. However, it does not perform well when the learning requires long-term temporal
dependencies.
Long Short-Term Memory (LSTM) is a special type of RNN that has been proven to
be effective in text mining to predict stock returns [30]. LSTM contains “memory cells”
that are able to retain information for longer periods of time [26]. Consequently, LSTM
often performs better in sequential data and financial time series predictions compared
with RNN [36, 27], particularly in the SRI context where investors are concerned more
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about long-term returns rather than the volatility of the short-term market.
Researchers have also compared the performance of different RNN architectures like
LSTM and Gated Recurrent Unit (GRU) networks [40]. Others have suggested that Bi-
directional LSTM (BiLSTM) might be a better option in a similar sequence prediction
problem [8]. While the LSTM and GRU, with the unidirectional flow of information,
might be adequate in most sequence prediction problems, the BiLSTM model reads the
data one more time backward [42] which helps improve prediction accuracy, particularly
in forecasting sequential data like financial time series.
Recently it was suggested that back-testing results could have given rise to false
positives due to the normalization of testing data and prediction of the next time step
only [43]. The next-time step prediction is only suitable for high-frequency trading
strategies using intra-daily data, such as foreign exchange markets. In SRI, investors
are more interested in long-term returns on investment. Conversely, research has been
conducted on the long-term prediction for financial indexes with 1-year and 2-year time
gaps, suggesting that long-term forecasting is possible for stock returns [17].
Our paper contributes to the current deep learning methodologies through the design
of a novel BiLSTM neural network that predicts a long-term multivariate time series. To
avoid false positive results, the financial returns data is not normalized and the model
predicts multiple steps ahead. By constructing the baseline models using different types
of LSTM networks as undertaken previously, we evaluate the prediction accuracy of the
LSTM networks in the forecasting of SRI stock returns.
2.3. Portfolio Optimization
Few socially responsible investment models have been developed and proposed that
utilize ESG ratings [52]. [21], for example, suggested a modification to the standard
portfolio selection model with ESG scores. They utilized the Mean-Variance Stochastic
Goal Programming (MV-SGP) model with a statistical approach for ESG screening on
stocks based on scores and controversy risk. However, they did not consider predictive
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analytics; they only used past returns and volatility to test their hypotheses. Furthermore,
they did not validate their models with real financial data.
Multiple optimization functions are available, including the Expectation Maximiza-
tion (EM) algorithm [12], quasi-Newton [5] or Powell methods [39]. However, most of
them are not multi-objective or allow the special limit conditions that are required in a
complex context like in socially responsible investment. The Sequential Least SQuares
Programming (SLSQP) method proposed by [29], for example, can be used to minimize
a function of various variables with a different combination of bounds, equality and in-
equality constraints. However, its greedy behavior leads to a skewed distribution for the
weights of stocks in the portfolio. This is not an optimum choice for investors who are
worried about non-diversified portfolios with extreme exposure risk.
We have developed a financial model to construct a socially responsible investment
portfolio that incorporates the Mean-Variance portfolio theory and ESG ratings (MV-
ESG). Our model is not based on the ESG screening approach. Instead, it filters and
leverages the ESG ratings in a multi-objective optimization function based on the SLSQP
method. It also considers both past and predicted the future performance of stocks in a
portfolio selection. This is one of the first mathematical models for constructing a so-
cially responsible investment portfolio that achieves both better ESG ratings and com-
petitive financial performance.
3. Methodology
Our DRIP framework consists of three main components: a multivariate BiLSTM
neural network to predict stock returns quarterly and yearly; these predicted values are
then combined with ESG ratings in our MVP- ESG model for portfolio construction;
reinforcement learning techniques are then leveraged to automatically retrain the predic-
tion models and re-balance our MVP-ESG portfolios after each period. The full rein-
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forcement learning DRIP framework is as shown in Figure 4.
3.1. Multivariate BiLSTM neural networks
Standard feature engineering often includes normalization step, which transforms
the data range to [0,1]. This common approach can help to improve the prediction accu-
racy of the neural networks. However, in the time series model, this approach implicitly
tells the trained model the movement range of future stock prices, which makes out-of-
bag testing results unrealistically accurate. We processed the input data for our neural
networks in a different approach. In our DRIP model, we did not normalize data but
instead fed the stock returns directly into the neural networks. We also trained the model
to predict values with a longer time gap instead of a next period prediction, which is a
more suitable scenario for stock investors in real-life trading.
Let pi(t) be the price at time t (t = 1, ...T ) for stock i (i = 1, ...N). ∆t was the time
gap (1 < ∆t < T ). The return ri(t) for stock i at time t was ri(t) = pi(t) − pi(t − ∆t). In
the DRIP model, we used the sliding window technique to perform rolling forecast. Let
δt be the sliding window size. The train features matrix Xi(t) and return vector Yi(t) for
stock i at time t were:
Xi(t) =

ri(t − T − δt) ri(t − T − δt + 1) · · · ri(t − T )
ri(t − T + 1 − δt) ri(t − T + 1 − δt + 1) · · · ri(t − T + 1)
· · · · · · · · · · · ·





ri(t − T + ∆t)






As suggested by [36], LSTM networks would outperform other neural networks in
solving similar problems due to its information persistence characteristic. We considered
three types of LSTM neural networks:
• LSTM, initially proposed by [26], is a special kind of RNN, which is capable of
learning long-term dependencies. For each input vector xt at time step t, LSTM
networks uses multiple gating functions: the input gate it, forget gate ft, and output
gate ot, together with a memory cell Ct to preserve long-term information and
keeps track of its flow. The forget gate ft and input gate it generated at each time
step t are defined as follows:
ft = σ(W f · [ht−1, xt] + b f ) (3)
it = σ(Wi[ht−1, xt] + bi) (4)
In the next step, a tanh layer generates a new memory cell C̃t. LSTM then updates
the old memory cell Ct and generates the output gate ot and hidden state ht:
it = tanh(WC[ht−1, xt] + bC) (5)
Ct = ft Ct−1 + it  C̃t (6)
ot = σ(Wo[ht−1, xt] + bo) (7)
ht = ot  tanh(Ct) (8)
where σ is the sigmoid function and  is the element-wise multiplication. W is the
weight matrix and b is the bias vector to be learned by the LSTM at each specific
gate.
• BiLSTM is a variation of the bidirectional RNN, firstly introduced by [42]. It
concatenates a forward and backward unidirectional LSTM on the stock return
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ht]. Unidirectional LSTM only preserves long-
term information of the past, while BiLSTM can preserve information from both
past and future by using the combined two hidden states Combined(ht).
• GRU is a more recent alteration of LSTM, suggested by [10]. It concatenates both
the forget gate ft and input gate it into a single update gate zt, and merges the cell
state Ct and hidden state ht. The architecture of GRU is simpler than the standard
LSTM one. The hidden state ht generated at each time step t is defined as follows:
zt = σ(Wz · [ht−1, xt]) (9)
rt = σ(Wr · [ht−1, xt]) (10)
h̃t = tanh(W · [rt  ht−1, xt]) (11)
ht = (1 − zt)  ht−1 + zt  h̃t (12)
By simplifying the architecture of the LSTM, GRU may learn the data at the com-
bined gate. However, this single update gate might not learn some hidden informa-
tion effectively. Hence, the performance of GRU networks may be less effective
in forecasting long-term time series.
For our DRIP model, we designed a special type of BiLSTM to perform multivariate
time series prediction. The data input shape for the multivariate BiLSTM neural network
was in the form of a three-dimensional matrix with sizes (T −∆t−δt, δt,N), where N was
the number of stocks in total, δt was the sliding window size, and ∆t was the prediction
time gap (see Figure 4).
We also replicated neural network models with LSTM and GRU networks as in [40]
to predict returns for every single stock in the portfolio. We constructed the neural
networks with recurrent layers using the Adam optimizer from the “Keras” package
[11]. This network also contained a dense layer and a final output layer with the “linear”
activation function to predict the stock returns ri(t + ∆t) in ∆t periods of time.
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Figure 2: Graphical illustration of LSTM, GRU and BiLSTM
3.2. MV-ESG Model
The Mean Variance portfolio (MV) of [32] has always been the standard portfolio
selection model. Its mathematical principle is constructed by two main components:
maximizing the return rp and minimizing the risk σp. The output of this optimization
process is the efficient frontier, which is a set of investment portfolios with a greater
return than any other with the same or less risk, and a lower risk than any other with the
same or greater return. For illustration, the efficient frontier is plotted in Figure 3 with
the risk on the horizontal axis and the return on the vertical axis.
The optimal portfolio based on the efficient frontier is commonly known as the max-
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Figure 3: Standard MV Portfolio with Efficient Frontier
imum Sharpe portfolio (MAX-S), where the portfolio has a maximum Sharpe ratio cal-
culated as S p = (rp − r f )/σp. For the MAX-S portfolio, considering the risk free rate
r f (normally the return on bond investment or the bank interest rate), it minimizes the
negative Sharpe Ratio [45]:
min(−S p) = min(−












wiσi jw j (15)
where wi and w j are the weights of stock i and j, with the boundary limit wi,w j ∈
[0, 1], and σi j is the covariance matrix of the two stock i and j in the portfolio. The
initial weight of each stock in the computation will be equally allocated according to the
total number of stocks N in the portfolio, wi(0) = w j(0) = 1/N.
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In our MV-ESG model, we built a multi-objective algorithm based on the SLSQP
method [29] with three objectives: maximizing returns, minimizing volatility and maxi-
mizing ESG ratings. This algorithm minimized: minwesg|| − G|| with G being a three-
dimensional matrix of constraints of the three objectives and wesgi being the ESG
weights subject to boundary limits inferred from the companies’ ESG ratings.
For comparison, we constructed a maximum ESG portfolio (MAX-ESG) for in-
vestors with low risk averse to compare with the standard MAX-S portfolio. In MAX-
ESG, we minimized the negative Sharpe Ratio with the portfolio ESG ratings (ES Gp)
as a new variable of the objective function.
min(−S̃ p) = min(−ES Gp







ES Gi + ¯ES Gi
2
(17)
where ES Gi was the combined ESG ratings of company i in the past year, ¯ES Gi was
the combined ESG ratings at the current prediction year, and wesgi was the ESG weight
of stock i in the portfolio.
In the traditional MV model, rp and σp are the past returns ri and volatility σi,
which is often called ex-post MV. In recent years, researchers and investors have been
using the expected returns r̄i and volatility σ̄i. This approach called ex-ante MV is more
suitable for predictive analytics in real-world financial trading. In our MV-ESG model,
we combined both ex-post MV and ex-ante MV for portfolio selection and replaced the
standard weight boundary with our ESG ones calculated based on the combined ESG


















where ri and r̄i were the ex-post and ex-ante returns, σi j and σ̄i j were the ex-post and
ex-ante covariance matrix of the two stock i and j in the portfolio. wesgi and wesg j were
the ESG weight of stock i and j in the portfolio, with the boundary limit wesg1, ∈ [0, 1]
for the company with the highest combined ESG score, then gradually decreasing to
wesgN ∈ [0, 0] for the company with the lowest combined ESG score. This means the
allocation of the company “N” in the portfolio was zero, indicating no investment in
that company. The initial weight of each stock in the computation was not be equally
allocated but assigned according to the ESG ratings.
3.3. DRIP Model with Reinforcement Learning
We combined the multivariate BiLSTM neural networks and the MV-ESG models
into a single integrated reinforcement learning model named Deep Responsible Invest-
ment Portfolio (DRIP). Starting with a set of agent states S and a set of possible portfolio
allocation sets A, we had the probability of the DRIP model select the specific portfolio
allocation (the “action”) a when in state s at time step t as:
π : S × A→ [0, 1] (20)
π(a|s) : Pr(at = a|st = s) (21)
We defined a simple state-value function V sπ as the expected reward starting with
the state s0 = s and Ret denoting the reward function calculated as the sum of future
discounted rewards:
V sπ = E[Re] = E[
∞∑
t=0




γtS̃ t(1/MS Et) (23)
where γ ∈ [0, 1] was the discount rate. S̃ t was the ESG-adjusted Sharpe Ratio [45],
and MS E was mean squared error of the prediction model. The DRIP model found a set
of portfolio allocation to maximize the expected return.
15
Figure 4: Reinforcement Learning DRIP Model
After each time gap ∆t, DRIP retrained the prediction model with new stock prices
data and then, together with the portfolio performance and stock weights from the pre-
vious period of time, constructed a new portfolio with updated allocation weights. The
reinforcement learning was repeated on a predefined period basis, to improve the pre-
diction model accuracy and the performance of the portfolio over time. The design of
DRIP enabled its self-learning with the least human involvement as possible. The rein-
forcement learning model is shown in Figure 4.
4. Empirical Experiment
We designed experiments to test our proposed model in two was: 1) DRIP model
forecasts for quarterly and yearly returns of multivariate stock time series during the
three year period from 2016 to 2018; and 2) Socially Responsible Portfolios optimization
using the predicted returns and reinforcement learning DRIP model framework.
4.1. Datasets
Currently, there are various ESG rating services available [41], many of which of-
fer a subscription fee for data access which limits its availability to the public. In 2018
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however, Yahoo Finance made some of the ESG ratings obtained from Sustainalytics
[48] available publicly. In this research, we utilized Yahoo Finance to obtain both fi-
nancial stock prices and public ESG rating datasets in our reinforcement learning DRIP
framework.
We downloaded the daily closing prices of all stocks in the Standard and Poor 500
list (S&P500) from the past 30 years from 31 December 1988 to 31 December 2018.
In order to ensure a sufficient number of data points, we removed all the stocks which
did not have a market price on 31 December 1988, which left us with 262 companies.
SRI investors do not invest in companies with low ESG ratings; therefore we used a
simple stock screening process to remove these unwanted stocks. From the shortlisted
262 stocks, we selected the top 100 companies with the highest combined ESG ratings
according to Sustainalytics to construct the final dataset that contained a total of 756,000
data points.
We separated the train and test datasets using an out-of-bag approach, which ex-
cludes the testing period data from the past historical data at time t to avoid feeding the
model any unknown future information. Our data splitting ratio is 9:1, which meant that
the training data was from the year 1989 to 2015 for each stock, and the testing data
was the three-year period from the year 2016 to 2018. We also adopt the rolling fore-
cast approach to further split the data in the testing period into validation and test sets.
For quarterly return prediction, we used “Q4/2015” and “Q1/2016” as the validation and
test set for the first period. We then moved to the next quarter period until “Q3/2018”
and “Q4/2018” as validation and test sets in the last period. We applied the same data
splitting process to the yearly return prediction dataset.
4.2. Evaluation Metrics
To test our DRIP model, we used the Mean Absolute Error (MAE) and the Root











(r̃i − ri)2 (25)
where N = 100 was the total number of stocks in the portfolio and r̃i and ri were the
predicted and actual return of stock i for that period.
We also converted the predicted value to a binary label to evaluate the performance of
uptrend or downtrend forecast using the prediction accuracy metric and the Area Under
the Curve (AUC) scores with the Receiver Operating Characteristic (ROC) curve. The
lower MAE and RSME together with the higher prediction accuracy and AUC scores
indicate the better performance of the prediction model. Our baseline models for com-
parison are the LSTM and GRU neural networks as in [40] and a univariate standard
BiLSTM model (Uni).
To evaluate the performance of our socially responsible portfolios using MV-ESG
model, we compared its Sharpe Ratio against those of the standard MV portfolios and
the reported financial performance from similar sustainable indexes and funds. The
Sharpe Ratio was defined as S = (rp − r f )/σp where rp was the portfolio annualized
return, σp was the portfolio annualized volatility, and r f = 2% was the nominal risk-
free rate. A better performing portfolio had a higher Sharpe Ratio, which yielded higher
returns if the risks were similar or a lower risk if the returns were the same.
The sustainable indexes for comparison were: Dow Jones Sustainability World Index
(DJSI World), Dow Jones Sustainability World Diversified Select Index (DJSI WD), and
S&P500 ESG Factor Weighted Index (S&P500 ESG). All indexes data were obtained on
the 31 December 2018 from S&P Dow Jones Indices, a division of S&P Global. The
sustainable exchange traded funds (ETF) with their symbol codes in the brackets were:
iShares Global Clean Energy ETF (ICLN), Invesco Solar ETF (TAN), iShares MSCI
USA ESG Select ETF (SUSA) and Workplace Equality Portfolio (EQLT). All funds
data were obtained on the 31 December 2018 from Morningstar.
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4.3. Prediction Model Results
First of all, we tested the performance of DRIP model on the prediction of quarterly
returns. The hyperparameters in our neural networks were set as: number of units in
the deep learning layers equaled to 100, batch size equaled to 1, the loss was the mean
squared error and random seed equaled 0. We used Adam optimizer with learning rate
lr = 0.001, β1 = 0.9, β2 = 0.999, fuzz factor ε = 1e − 7, and decay equaled to 0. We
also set the number of epochs equaled to 10 with a checkpoint after each epoch and only
saved the best model for prediction.
Our experiment setup was as follows: ∆t = 63, δt = 63 and the time gap was set
to 63 representing the total number of trading days in a quarter. This meant that the
model predicted the prices and returns three months ahead in time. After each period,
the model was retrained and validated with the out-of-bag 3 month data and predicted
the next return in 63 days. The testing data for each quarter of each year from 2016 to
2018 were referred to as “Q1”, “Q2”, “Q3” and “Q4” respectively.
We then tested the performance on the prediction of yearly returns with ∆t = 252,
δt = 252 representing the 252 trading days in a typical year. The other setup was the
same as in the quarterly returns prediction model. The empirical results in Table 1
showed the performance evaluation for the quarterly and yearly returns prediction mod-
els using the multivariate financial time series as input. The reported RMSE and AUC
Scores were averages for 100 stocks in each time period.
Our DRIP models, which used multivariate financial returns as the input significantly
outperformed the other baseline models for most prediction periods in term of MAE and
RMSE. We can conclude that the prediction model using multivariate financial returns
and BiLSTM neural networks in our design was a better solution for this predictive an-
alytic problem. Focusing on the trend prediction accuracy, except for the slightly worse
results in “Q2/16” and “Q3/18”, our DRIP models that used BiLSTM achieved higher
prediction accuracy and AUC scores regardless of the time periods or of the quarterly







































































































































































































































































































































































































































































































Figure 5: ROC curves
reinforcement learning had successfully captured the underlying hidden information in
the inter-correlated multivariate series and improved itself over time.
The value predictions of quarterly returns generally had lower MAE and RSME than
the yearly forecast. This result was expected as the time gap was smaller; hence, it was
easier to forecast the absolute stock return values. The ROC curves in Figure 5 showed
a performance lift in the quarterly returns prediction model compared to other baselines
for the entire 3 year testing period. Conversely, the trend prediction was more accurate
in yearly return models, which proved that the reinforcement learning model could filter
out the market noise in short term price changes. Overall, our DRIP model effectively
and accurately predicted the annual returns in all three years and the quarterly returns in
10 out of 12 testing periods. It showed that our prediction model was not over-fitted to a
certain dataset period, and it could be generalized for similar applications.
4.4. Robustness Test
To test the robustness of our model, we first benchmarked the prediction model us-
ing different combinations of the neural network hyperparameters. We split the dataset
into train, validation and test sets with the ratio 8:1:1. The hyperparameter sets were:
number of units in the deep learning layers was in [100, 200, 300], batch size (BS) was
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in [1, 10, 20] and learning rate (LR) was in [0.0001,0.001,0.01] accordingly. The MAE
and prediction accuracy results for both validation and test set are presented in Table 2.
Table 2 showed that different hyperparameter sets could result in varied MAE and
prediction accuracy. The gap between validation and test results are not significantly
large, which indicates that our model was not overfitted. Our setting to generate the
best results in the test set was: number of units equaled 100, batch size equaled 1 and
learning rate equaled 0.01. In our rolling forecast and reinforcement learning model, the
hyperparameters could be automatically tuned using grid search after each period.
We then used this set of hyperparameters to test the prediction model on three differ-
ent datasets with 50, 100 and 200 randomly selected stocks (denoted as “Random50”,
“Random100”, “Random200”). We also split these datasets into train, validation and
test sets with the ratio 8:1:1. The results for this experiment are presented in Table 3.
Table 3 showed that our model still achieved a good prediction accuracy in randomly
selected stock datasets. It is worth noticed that the MAE and the prediction accuracy are
not worsen for the larger dataset but varied due to the randomness of stock selection.
These results indicated that our prediction model is robust and generalizable with differ-
ent data sizes.
4.5. Portfolio Optimization Model Results
We used the predicted returns from the DRIP model as input for our MV-ESG model
to construct socially responsible investment portfolios. We constructed the MAX-ESG
portfolios using predicted returns. The nominal risk free rate was set to 2%, r f = 0.02.
After obtaining the stock allocation in each portfolio, we calculated the actual annualized
returns and volatility using real stock prices for that period. The annualized returns,
volatility, Sharpe Ratio and ESG Score given in Table 4 were averaged for the entire
year, for each year in the testing period.
The results showed that our MAX-ESG portfolios had consistently higher ESG rat-
ings (3 to 5 points above). Even though the MAX-S portfolios had better financial returns
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Table 2: Benchmarking prediction model with multiple hyperparameters
Validation set Test Set
Units BS LR MAE Accuracy MAE Accuracy
100 1 0.001 0.05468 0.89635 0.09335 0.86111
100 20 0.001 0.04906 0.93016 0.09682 0.83270
300 10 0.001 0.04515 0.94413 0.09705 0.83841
300 20 0.001 0.04514 0.93460 0.10181 0.81857
100 10 0.0001 0.08325 0.78762 0.09744 0.81921
200 1 0.0001 0.06186 0.86063 0.09823 0.80857
300 1 0.001 0.04553 0.94000 0.09875 0.83413
100 1 0.0001 0.06901 0.82190 0.09913 0.78571
200 10 0.0001 0.07367 0.82063 0.09957 0.77841
300 20 0.0001 0.07198 0.79937 0.09988 0.79444
300 20 0.01 0.05908 0.86794 0.10055 0.80841
100 20 0.01 0.05021 0.92175 0.10056 0.82317
200 20 0.001 0.04866 0.93952 0.10097 0.78095
300 10 0.0001 0.07087 0.83746 0.10174 0.75841
100 10 0.01 0.04902 0.91206 0.10176 0.78556
100 10 0.001 0.05525 0.89238 0.10188 0.78444
200 10 0.001 0.05029 0.91651 0.10234 0.81032
200 20 0.0001 0.08412 0.79683 0.10321 0.78000
300 1 0.0001 0.05370 0.90238 0.10436 0.78762
100 1 0.01 0.06871 0.82365 0.10709 0.75921
200 20 0.01 0.05432 0.91683 0.11083 0.78190
200 1 0.001 0.04542 0.93571 0.11203 0.75000
100 20 0.0001 0.08296 0.75698 0.11208 0.70444
200 10 0.01 0.08924 0.82016 0.12027 0.74190
300 10 0.01 0.08880 0.76238 0.12863 0.74048
300 1 0.01 0.09793 0.74810 0.13317 0.65349
200 1 0.01 0.11110 0.76635 0.13671 0.74825
23
Table 3: Benchmarking model with randomly selected datasets
Validation set Test Set
Data MAE Accuracy MAE Accuracy
Random50 0.064246 0.85205 0.058508 0.779762
Random100 0.058567 0.809696 0.059457 0.755221
Random200 0.067143 0.827499 0.056684 0.818358
Table 4: MV-ESG Model Evaluation
2016 2017 2018
MAX-S MAX-ESG MAX-S MAX-ESG MAX-S MAX-ESG
Return 32.73% 28.47% 47.76% 50.78% 30.33% 26.60%
Volatility 17.22% 14.89% 19.37% 19.18% 16.84% 14.31%
Sharpe Ratio 1.7845 1.7777 2.3624 2.5431 1.6823 1.7191
ESG Score 70 74 70 75 68 71
in 2016 and 2018, they also showed a relatively higher volatility level. Conversely, our
MAX-ESG portfolios still achieved great financial returns with lower risk. The Sharpe
Ratios of the MAX-ESG portfolios were higher than those of the MAX-S ones for 2017
and 2018. In 2017, the MAX-ESG portfolio achieved a better financial return 50.78%
at a lower risk level 19.19%, compared with 47.76% return at 19.37% volatility in the
MAX-S portfolio. These findings showed that achieving a socially responsible invest-
ment portfolio, with higher ESG ratings, and without the sacrifice of a large financial
return, was achievable with our MV-ESG model.
We compared the performance of our final MAX-ESG portfolio with reported finan-
cial returns in 2018 obtained from similar sustainable indexes and funds. The results
in Table 5 show that our portfolio outperformed other indexes and funds in terms of
financial performance and achieved the Sharpe Ratio of 2.0634. Our portfolio had the
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Table 5: Benchmarking MAX-ESG portfolio with Sustainable Indexes and Funds in 2018
Period Returns 3-year Annualized
2016 2017 2018 Return Volatility Sharpe Ratio
MAX-ESG 28.47% 50.78% 26.60% 35.28% 16.13% 2.0634
S&P500 11.29% 23.28% -3.35% 10.41% 10.88% 0.7727
S&P500 ESG 14.52% 21.24% -8.44% 9.11% 11.76% 0.6043
DJSI World 8.23% 27.98% -8.03% 9.39% 11.52% 0.6418
DJSI WD 10.71% 24.00% 9.54% 14.75% 10.48% 1.2166
ICLN -16.91% 21.48% -9.02% -1.48% 17.11% -0.2036
TAN -43.23% 54.39% -25.66% -4.83% 23.00% -0.2971
SUSA 12.15% 22.53% -5.65% 9.68% 11.42% 0.6722
EQLT 13.93% 21.33% 9.22% 14.83% 11.80% 1.0870
best 3-year annualized return of 35.28%. Particularly in 2018, all indexes and funds
had negative returns because many large stocks were in the downtrend. Our MAX-ESG
portfolio was still able to achieve a positive return. This was mainly because the portfo-
lio constructed was based on the maximization of Sharpe Ratio in the MV-ESG model,
which optimally selects stocks with higher returns.
Our model’s 3-year annualized volatility was in third place with 16.13%. This higher
level of risk aligned with common investment knowledge on diversification [47]. Be-
cause the indexes often consist of a larger number of stocks, they generally had lower
risks. However, the level diversification of our SRI portfolio was sufficient for individual
investors. Our best MAX-ESG portfolio, for example, consisted of 7 stocks in 2016, 18
stocks in 2017 and 12 stocks in 2018 with the allocation as shown in Figure 6. The model
could be enhanced to construct a more diversified portfolio for sustainable investment
funds with further constraints on weights.
Since all these indexes and funds published different types of sustainability metrics,
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Figure 6: MAX-ESG portfolio allocation (labels are trade symbols of companies)
we could not directly compared our portfolio ESG ratings to their benchmarks. We also
could not report the net returns on investment due to the lacking of fund fees and tax
calculation. In general, these results showed the effectiveness of our DRIP framework,
not only for the optimization of socially responsible investment portfolios but also for
financial stock investments in general.
4.6. Reinforcement Learning Test
Our reinforcement learning DRIP framework could be used to construct socially
responsible portfolios with higher ESG ratings that still achieved competitive financial
returns. Our DRIP model could predict multiple time steps ahead, which is an important
feature for stock investors. Furthermore, the model significantly outperformed the uni-
variate networks in both prediction accuracy and training speed with the same epoch size
in terms of both prediction accuracy and training speed. In our experiments, it took one
hour to perform reinforcement learning with the multivariate BiLSTM: a combination of
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Table 6: Reinforcement Learning Test Results
Prediction Model
MAE RSME AUC Accuracy
DRIP 0.0867 0.1117 0.9354 88%
Non-RL 0.1098 0.1499 0.5515 55%
MAX-ESG Portfolio
Return Volatility Sharpe Ratio ESG Score
DRIP 35.28% 16.13% 2.0634 73
Non-RL 5.30% 14.00% 0.2357 68
100 univariate neural networks with 10 epochs typically takes 100-times more training
duration compared to our approach. This finding could lead to a better computationally
efficient approach because the multivariate BiLSTM takes N times less in total training
duration.
We also tested the performance of reinforcement learning by comparing the results
to those without prediction model retraining and portfolio rebalancing (Non-RL). In the
“Non-RL’” framework, we still used the Multivariate BiLSTM networks for prediction
model and the MV-ESG for SRI portfolio optimization. However, the models were
retrained after each testing period (each quarter or each year) without any pre-trained
model and parameter learning from previous periods. The results in Table 6 showed that
reinforcement learning had significantly improved the model performance in terms of
both the prediction of stock returns and the optimization of portfolios. Since we were
working with multivariate time series, retraining models and rebalancing portfolios were
proven to be essential. Therefore, our reinforcement learning approach within the DRIP
system was suitable for this time-sensitive data analytics problem.
27
4.7. Discussion of Research
Overall, our research demonstrated a promising trend in applying deep learning tech-
niques for the selection of socially responsible investment portfolios. With the current
progress in artificial intelligence, we believe it will bring further breakthroughs in so-
cially responsible investment research. Our research will not only contribute directly to
current literature in various disciplines but also translate into benefits for responsible in-
vestors, funds or indexes in markets. In the AI research field, our prediction model with a
BiLSTM network could serve as a baseline for further research of long-term stock return
forecasting using neural networks. In this research, we only used a single type of neu-
ral networks and structured data (stock prices and ESG ratings) as input. Studying the
different variations and combination of the deep neural networks, as well as incorporat-
ing unstructured data (news, company reports or social media content) with text mining
approaches in SRI, was beyond the scope of this paper. However, our framework was
designed with the flexibility to adopt different data mining approaches, neural networks
or optimization algorithms in our future research.
Please be aware that by focusing on policies and rewards, our system might fail under
the extreme situations, e.g. a financial crisis. Our model’s performance and applicability
are subject to the hypothesis of stable company performances and normal finance market
scenario. To safeguard investments in such cases, we would need additional failsafe
measures when applying our model in practice.
From the financial research aspect, the MV-ESG model was one of the first to com-
bine ESG ratings with a math finance model. Further research on how to incorporate this
with other quantitative finance models such as GARCH [18] would be relevant to both
SRI scholars and investors. As many researchers are working on similar approaches for
oil price forecasting [31], we believe a further investigation into this direction would
be beneficial for SRI researchers. For simplicity purpose, we did not take into account
income tax rates, inflation rates, trading fees and other financial fund management costs.
Further calculation of these fees would help the model implementation in the real-world
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investment scene. Moreover, ESG ratings are not the only metrics to measure corporate
social responsibility. The integration of hundreds of ESG sub-categorical ratings (e.g.
greenhouse gas emissions or community support) could improve the model significantly.
In our future research, we could study the potential of using deep learning approaches
for a personalized stock recommendation system in the SRI context.
5. Conclusions
Socially responsible investment is an emerging research topic with potential for long-
term social impact. In this research, we proposed the DRIP model, which leveraged deep
learning techniques to predict financial returns and construct a socially responsible in-
vestment portfolio. Validated with real-world data, our DRIP model, with a multivariate
time series model, was able to accurately predict the stock returns three months ahead
of time. It is possible that our framework could be generalized to build decision-support
systems for similar multivariate prediction problems.
The socially responsible portfolios that we constructed using our novel MV-ESG
model and reinforcement learning achieved much higher ESG ratings and a competitive
financial performance overall compared with standard MV portfolio models and similar
sustainable indexes and funds. With this rising trend in socially responsible investment,
financial capital will diverge into good companies that contribute to a cleaner environ-
ment and a better society. This research also highlights a new direction for the use of
more advanced deep learning approaches for quantitative finance research.
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