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Abstract 
Signatures can be acquired with a camera-based 
system with enough resolution to perform verifica- 
tion. This paper presents the performance of a 
visual-acquisition signature verification system, em- 
phasizing on the importance of the parameterization 
of the signature in order to achieve good classifica- 
tion results. A technique to overcome the lack of 
examples in order to estimate the generalization er- 
ror of the algorithm is also described. 
1 Introduction and Motivation 
One of the research areas that is receiving a 
lot of attention nowadays is the area of biomet- 
ric techniques for personal identification. Signature 
verification belongs to  this set of biometric tech- 
niques. In most systems, signature verification re- 
quires the use of electronic tablets or digitizers for 
on-line capturing and optical scanners for off-line 
conversion [17]. These interfaces have the draw- 
back that are bulky (they need to  have at least the 
minimum area required to  sign) and complicated to 
use, increasing the complexity of the whole identi- 
fication system. Cameras, on the other hand, are 
much smaller and simpler to  handle, and are be- 
coming ubiquitous in the current computer envi- 
ronment. We have demonstrated [ll] the feasibility 
of using a visual interface that can be built with 
video technology and computer vision techniques 
in order to  capture signatures to be used for per- 
sonal identification. This visual interface allows the 
user to write on a normal piece of paper with a 
normal pen, providing him/her with a more natu- 
ral and comfortable environment to  interact with 
the computer. This vision-based personal identifi- 
cation system could be integrated as a component 
of a complete visual pen-based computer environ- 
ment. 
Handwriting recognition is still an open prob- 
lem, even though it has been extensively studied 
for many years. Signature verification is a reduced 
problem that still poses a real challenge for re- 
searchers in getting error rates comparable to  those 
of humans performing the same task. The liter- 
ature on signature verification is quite extensive 
(see [7, 8, 141 for very comprehensive surveys) and 
shows two main areas of research, off-line and on- 
line systems. Off-line systems deal with a static im- 
age of the signature, i.e. the result of the action of 
signing while on-line systems work on the dynamic 
process of generating the signature, i.e. the action 
of signing itself. The system evaluated in this pa- 
per falls within the category of on-line systems since 
the visual tracker of handwriting captures the tim- 
ing information in the generation of the signature. 
Two important problems of many on-line sys- 
tems for signature verification are studied in this 
paper. First, we evaluate the issue of optimal pa- 
rameterization of the signature in order to  achieve 
the best classification performance. Second, we ad- 
dress the problem of having very small training and 
testing sets in order to predict the statistical per- 
formance of the algorithm, or, in other words, to  
estimate its generalization error. We also describe 
different similarity measures used to compare sig- 
natures. 
Section 2 describes the system. Section 3 
presents the experimental setup and the results of 
experiments. The final section summarizes the re- 
sults and discusses future work. 
2 Overview of the System 
Figure 1 shows a block diagram of the system 
and the experimental setup. Section 2.1 describes 
in more detail the handwriting acquisition compo- 
nent of our system and section 2.2 describes the 
algorithm used for signature verification. 
Figure 1 (a) Block Dzagram of the system. The camera 
feeds a sequence of zmages to the preprocesstng stage. This 
block znztaalzzes the algorzthm and selects the template to per- 
form the tracking of the pen tap. The tap tracker obtaans the 
posztzon of the pen tap an each zmage of the sequence. The 
filter predzcts the posztzon of the pen tap an the next amage. 
Fanally, the last block of our system performs szgnature ver- 
zficatzon. (b) Experzmental setup. The camera as looking at 
a person signing on a pzece of paper. 
2.1 Handwriting Acquisition 
2.1.1 Initialization. 
The first problem to solve is locating the position 
of the pen tip in the first image of the sequence and 
selecting the kernel to be tracked. We display a box 
at a particular location of the image. The user has 
to  place the pen tip inside the box and the system 
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Figure 2: Given the predicted location of the pen tip in the 
current frame, the most likely position of the pen is obtained 
by finding the place that has maximum correlation with the 
previously stored template of the pen tip. 
automatically grabs the template used to perform 
tracking. 
2.1.2 Tracking the Pen. 
The second block of the system has the task of find- 
ing the position of the pen tip in the current frame 
of the sequence. The solution of this task is well 
known in the optimal signal detection literature. 
The optimal detector is a filter matched to the sig- 
nal (in our case a segment of the image) and the 
most likely position of the pen is given by the best 
match between the signal and the optimal detector. 
Assuming that the changes in size and orienta- 
tion of the pen tip during the sequence are small, 
the most likely position of the pen tip in each frame 
is given by the location of the maximum of the cor- 
relation between the kernel and the image neigh- 
borhood, as shown in figure 2. 
2.1.3 Filtering. 
Using the output of the correlation-based tracker, 
the filter predicts the position of the pen tip in the 
next frame based on an estimate of the position, 
velocity and acceleration of the pen tip in the cur- 
rent frame. This filter improves the performance of 
the system since it allows us to reduce the size of 
the neighborhood used to calculate correlation. The 
measurements are acquired faster and the measured 
trajectory is smoother due to the noise rejection of 
the filter. A Kalman Filter [3], [5], [6] is a suitable 
recursive estimation scheme for this problem. We 
assumed a simple random walk model for the ac- 
celeration of the pen tip on the image plane. The 
model is given by 
X(t) = v(t) 
(1) v(t) = a(t)  
a(t) = n,(t) { Y(t) = x(t) + ny(t) 
where x(t), v(t)  and a(t) are the two dimensional- 
components of the position, velocity and accelera- 
tion of the tracked point, and n,(t) is additive zero- 
mean, Gaussian, white noise. The state of the filter 
X( t)  includes three 2-dimensional variables, x( t), 
v(t) and a(t). This second order model is appro- 
priate t o  describe the dynamics of a point object 
moving on a plane. The output of the model y(t)  
is the estimated position of the pen tip. 
2.1.4 Real-time Implementation. 
The implementation hardware consists of a video 
camera, a frame grabber, and a Pentium I1 230 PC. 
The camera is a commercial Flexcam ID, manu- 
factured by Videolabs, equipped with manual gain 
control. It has a resolution of 480x640 pixels per 
interlaced image. The frame grabber is a PXC200 
manufactured by Imagination. The input camera 
image is digitized by the board and even and odd 
fields of the image are separated for future process- 
ing at  60 Hz and transferred to memory through the 
PCI bus. All further computations are performed 
with the PC. We achieved a total processing time 
of 14ms per frame. 
2.2 Signature Verification 
There is an extensive literature on the subject 
of signature verification [7, 8, 141. Several re- 
searchers [4, 9, 11, 12, 13, 16, 181 have used Dy- 
namic Time Warping (DTW) in order to perform 
the comparison between signatures. Depending on 
the particular system, the similarity between raw 
signature shapes and/or functions derived from the 
signatures (e.g., velocities, accelerations, moments 
of inertia, etc.) is evaluated with DTW. 
The present implementation of DTW for signa- 
ture verification attempts to perform the best align- 
ment of the 2D shape of the signatures, i.e., we find 
the warping function that has the minimum cost of 
aligning the planar curves that represent signatures. 
The visual tracker does not have the capability of 
detecting the positions in which the pen is up and 
not writing, so we used the full signing trajectory in 
our experiments. We note that the pen up strokes 
drawn by each subject were as consistent as the pen 
down strokes. This observation agrees with the be- 
lief [8] that signatures are produced as a ballistic or 
reflex action, without any visual feedback involved. 
We do not perform any type of normalization on 
the signatures since we consider that users are very 
consistent on their style of signing, they write their 
signatures with a similar slant, in a similar amount 
of time, with similar dimensions and with a similar 
motion. 
In most of the mentioned previous work, a 
time-based parameterization of the functions to  
be aligned was used. To our knowledge, only 
Nalwa [12] used an arc-length parameterization 
of the signatures for computing the characteristic 
functions proposed in his paper. The arc-length 
parameterization of the signature is loosely depen- 
dent on time and on the dynamics of signing, even 
though it keeps the causality of the signature’s gen- 
eration. This weak dependence on the dynamics of 
signing seems contrary to the traditional idea that 
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pen dynamics is a key element in detecting forg- 
eries. However, the use of the arc-length parameter- 
ization is a first step towards achieving invariance 
with respect to Euclidean transformations of the 
signatures. Going one step further, we could use 
a parameterization that provides a certain degree 
of invariance with respect to affine transformations 
of the signatures. This parameterization has been 
described in the literature [2] and has been called 
uf ine  urc-length by Pollick and Sapiro [15]. In this 
paper, we will explore the performance of our verifi- 
cation system parameterizing the signature on time, 
arc-length and affine arc-length. For an extensive 
description of the implementation of DTW see ref- 
erence [ll]. Figure 3 shows an example of dynamic 
time warping applied to  align the 2D shape of two 
signatures. 
Figure 3: Example of dynamic time warping applied to  align 
the 2 0  shape of two realizations of the same signature. The 
first column shows x ( t )  before and after time warping, the 
second column shows y ( t )  before and after alignment. The 
upper plot of the third column shows the two examples of 
the signature. The lower plot of the third column shows the 
optimal tame alignment path compared with a linear time 
alignment path. W e  note that the alignment is quite good 
regardless of the differences in the shapes of x ( t )  and y ( t ) .  
These remaining mismatch between these signals accounts 
for the differences in shape of the signatures. 
2.2.1 Euclidean and affine arc-length. 
Several studies (see [15] and references therein) 
show that the generation and perception of planar 
movements by humans follows a direct relationship 
between the tangential velocity of the hand and the 
radius of curvature of the planar curve. Experi- 
mental results exhibit that the tangential velocity 
decreases as the curvature increases. A mathemat- 
ical fitting of these results gives rise to a power law 
in which the tangential velocity is proportional to 
the 1/3 power of the radius of curvature. While the 
relationship between this two quantities is very in- 
tuitive, there is no clear explanation for the exact 
factor 1/3 in the power law. Pollick and Sapiro [15] 
show that this power law precisely implies motion 
a t  a constant affine velocity. This means that curves 
with equal affine length will be drawn in equal time. 
The main question is why affine parameters seem to 
be embedded in the representation of planar mo- 
tion. One possible explanation presented in [15] 
notes that affine transformations are obtained when 
a planar object is rotated and translated in space, 
and then projected into the eye via parallel projec- 
tion. This approximated model for the human vi- 
sual system is valid when the object is flat enough 
and away from the eye, as in the case of drawing 
and planar point motions. These observations are 
the main motivation for using affine arc-length in 
our experiments. 
Let’s define the relations used to re-parameterize 
the signatures on Euclidean and affine arc-lengths. 
A planar curve may be defined as the locus of points 
C(p) = [z(p), y(p)] E R2, with p E [0,1]. Given an 
increasing function q(p)  : R+ + R+, the curve de- 
fined by C(q) will be the same as the one defined 
C(p), even though the velocities along the curve will 
be different % # E. One of the parameterizations 
used in our experiments is the Euclidean arc-length 
U defined such as the curve is traveled with constant 
velocity, i.e., 1g1 = 1. Given our curve C, param- 
eterized with an arbitrary parameterization p ,  in 
order to re-parameterize it in Euclidean arc-length, 
we use the relation v(p) = J ~ l l ~ l l  dt. 
The second parameterization used in the experi- 
ments is the affine arc-length s defined by the con- 
dition 1 %  x s[ = 1, which means that the area 
of the parallelogram defined by the vectors and 
is constant. To re-parameterize the curve we 
use the following s ( p )  = J: I x @I dt.  
3 Experiments 
The performance of the visual tracking system 
has been presented in reference [lo] and some pre- 
liminary results on the topic of this paper have 
been described in reference [ll]. We focus our ex- 
periments on the evaluation of the performance of 
the visually-based automatic personal identification 
system using different parameterization of the sig- 
nature, enhancing the number of examples in order 
to better estimate the generalization error of the 
algorithm and employing different signature simi- 
larity measures. 
We collected signatures from 56 subjects, 18 of 
them were women and 4 were left handed. Each of 
them was asked to provide 25 signatures, 10 of them 
to be used as the training set and the other 15 to be 
used as the test set. The data was collected in three 
sessions that took place in different days in order 
to get a sample of the variability of the subject’s 
signatures while avoiding the distortion produced 
by the boredom of the repetitive task of signing. 
We should point out that the camera was not placed 
at a fixed position and height, it was changed from 
subject to subject and from session to session. 
We also asked few of the signers to provide forg- 
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eries for each of the subjects in the database, as 
the ones shown in figure 4. Each set of forgeries 
for a particular subject was collected in one session. 
The naive forger was shown the ink trace of a set 
of real signatures and given enough time to practice 
the signature to be forged until feeling comfortable 
writing it. The set of forgeries was collected in two 
groups of 5 signatures each, giving the forger some 
rest in between. The visual tracker was set up such 
that the signer could not remain still in the same 
place,for more than a few hundred milliseconds, not 
allowing the forger to copy the signatures at  a very 
slow speed but rather forcing him/her to produce it 
at  normal signing pace. The forger knew that the 
system was acquiring the full signing tkajectory and 
he/she was given feedback on the success of his/her 
attempt. 
There are two different errors that characterize 
the performance of the algorithm. The Type I er- 
ror (or False Rejection Rate (FRR)), measures the 
number of true signatures classified as forgeries as a 
function of the classification threshold. The Type I1 
error (or False Acceptance Rate (FAR)), evaluates 
the number of false signatures classified as real ones 
as ;t function of the classification threshold. The 
test set allows us to compute the FRR. We com- 
puted the FAR in two different ways. First, we 
used all the signatures from the other subjects as 
random forgeries, and second, we used the acquired 
forgeries. 
As shown in our previous work [lo], we are able 
to track the pen tip in conditions of normal cursive 
or printed handwriting and drawings. However, in 
the case of signatures, we observe that the system 
occasionally loses track of the pen tip when the sub- 
ject produces an extremely fast stroke. This prob- 
lem of losing track of the pen tip could be solved 
in the future by using a more powerful machine or 
dedicated hardware. Nevertheless, after a few tri- 
als, the user learns how to utilize the system without 
driving it to its limits. 
3.1 Training. 
During training the system must learn a repre- 
sentation of the training set that will yield minimum 
generalization error. The dynamic time warping al- 
gorithm provides the optimal alignment of two sig- 
natures, so in the case in which there are more than 
two examples in the training set, there is no clear 
way of aligning all of them at the same time. In 
principle, one could think of performing the simul- 
taneous alignment of all the examples at  the same 
time, working on an N-dimensional tensor instead 
of a matrix. The disadvantage of this approach 
is that it is difficult to define the elementary dis- 
tance associated to the arc joining two nodes of this 
tensor. We propose a sub-optimal training proce- 
dure. We perform only pairwise alignment between 
all elements in the training set. The signature that 
yields minimum alignment cost with all the remain- 
ing ones is chosen to perform the final matching. All 
signatures are placed in correspondence with this 
particular one. The prototype that represents the 
training set is computed as the mean of the aligned 
signatures. The individual residual distances be- 
tween each of the signatures in the training set and 
this reference signature are collected in order to es- 
timate the statistics of the alignment process. This 
statistics is subsequently used for classification. In 
figure 4 we show several examples of signatures col- 
lected for our database, their corresponding training 
reference and one of the forgeries provided by other 
subject . 
! 
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Figure 4: Several examples of signatures in our database. 
On the first row we display signatures captured with the vi- 
sual tracker, on the second row we show the corresponding 
reference signature of the training set and on the third row 
we display the forgeries provided b y  the subjects. 
3.2 Testing. 
As we stated before, we used a test set of 15 sig- 
natures for computing the FRR and all the other 
signatures from other subjects or the forgeries, for 
computing the FAR, both of them as a function of 
the classification threshold. .Clearly, we can trade- 
off one type of error for the other type of error. As 
an extreme example, if we accept every signature, 
we will have a 0% of FRR and a 100% of FAR, and 
if we reject every signature,we will have a 100% of 
FRR and a 0% of FAR. The curve of FAR as a 
function of FRR, using the classification threshold 
as a parameter, is called the error trade-off curve. 
It provides the behavior of the algorithm for any 
operation regime and it is the best descriptor of 
the performance of the algorithm. In practice, this 
curve is often characterized by the equal error rate, 
i.e., the error rate at  which the percentage of false 
accepts equal the percentage of false rejects. This 
equal error rate provides an estimate of the statis- 
tical performance of the algorithm, i.e., it provides 
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an estimate of its generalization error. We calculate 
the value of the equal error rate by intersecting the 
FAR and FRR curves that we computed, consider- 
ing them to be piecewise linear. 
One common problem of many on-line system for 
signature verification is the lack of examples needed 
to build a reliable model for a signature and to asses 
the performance of the algorithm. This problem is 
inherent to the application since it is not feasible 
to ask a subject for all the examples of his/her sig- 
nature required to perform these two tasks reliably. 
Thus, we have to build a model of the signature that 
will perform well in practice and we have to infer 
the generalization error of the algorithm, all with 
very few examples. We could increase the number 
of examples in both the training and test set by 
using Duplicate Examples as described by Y. Abu- 
Mostafa [l] if we know that the model that we are 
building should be invariant with respect to some 
transformation of the examples. In our particular 
case, one possible example of this transformation is 
time origin translation since our system should be 
insensitive to the particular instant of time in which 
we started acquiring the signature. Another possi- 
ble transformation is given by affine deformation of 
the signatures, provided that the acceptable range 
of the parameters of this affine deformation could 
be estimated from the examples. 
In experiments 1,2 and 3, we compute the perfor- 
mance of the system using the set of random forg- 
eries in order to obtain the FAR. In experiment 4, 
we evaluate the performance of the algorithm us- 
ing the set of real forgeries in order to calculate 
the FAR. In experiments 1 and 2, we evaluated two 
schemes in which we perform DTW alignment of 
the 2D shape of the signature. In one of them, we 
align the raw data and in the other, we align the 
signatures after having rotated them so that their 
main inertia axis coincide with the horizontal axis. 
3.2.1 Experiment 1: Performance using dif- 
ferent parameter izat ions of the signa- 
ture ( random forgeries) 
In figure 5 we compare the error trade-off curves for 
each of the parameterizations and for each of the 
two schemes, using the residual distance between 
the signatures after alignment as the classification 
parameter. We only plot a section of the curve 
that is most informative. The best performance is 
achieved by the Euclidean arc-length parameteriza- 
tion since its corresponding error trade-off curve is 
below the curves corresponding to the other param- 
eterizations as shown in figure 5. 
3.2.2 Experiment 2: Performance using du- 
plicate examples  ( random forgeries) 
We generate duplicated examples both for training 
and for computing the FRR. We use two transfor- 
mations in order to produce the duplicate examples. 
Figure 5:  Cornparison of the e m r  tmde-off curves for each 
of the pammeterizations and for each of the two schemes. 
The circle shows the equal e m r  mte  condition. 
One is time origin shifting, i.e., we re-sample the sig- 
nature using linear interpolation, as if the time ori- 
gin would have shifted from its original position to  
a point inside the inter-sample interval. The other 
is small scaling in x and y, where the range of scal- 
ing factors is estimated from the training examples. 
We end up with 200 examples for training and 300 
examples for testing (a total of 500 examples ob- 
tained from the actual 25 signatures provided by 
the subject). We did not use duplicate examples 
to compute the FAR since we have enough random 
forgeries to estimate the FAR reliably. In figure 6 
we compare the error trade-off curves for each of the 
parameterizations and for each of the two schemes. 
We observe that the error rates are bigger than the 
error rates of experiment 1. This increase in the er- 
ror rates is expected since we have a bigger set of ex- 
amples that provides a better statistical characteri- 
zation of the problem. We should point out that the 
error rates are in the same order as in experiment 
1, indicating that we did not introduce any wildly 
distorted example and that the algorithm seems to 
perform acceptably well. From experiments 1 and 2, 
we conclude that the best performance is obtained 
by rotating the main inertia axis of the signature in 
order to align it with the horizontal axis, therefore, 
we would use only this scheme for the following two 
experiments. 
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Figure 6:  Comparison of the error tmde-off  curves using 
duplrcate ezamples, for each of the pammetenzatrons and 
for each of the two schemes. 
3.2.3 Experiment 3: Performance using 
different dis tance measures ( random 
forgeries) 
In this experiment we evaluate the performance of 
the system using four different similarity measures 
and virtual examples. The first one is the resid- 
ual distance between a given signature and the pro- 
totype, the second one is the correlation between 
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the signature under test and the prototype, and 
the third one is the weighted correlation between 
the signature and the prototype, all of these mea- 
sures computed after establishing correspondence 
between the two curves with DTW. The weight- 
ing function represents the stability of each point of 
the prototype when aligned with each of the signa- 
tures in the training set. Finally, the last similarity 
measure is the harmonic mean of the other three 
ones [12]. In the first plot of figure 7, we compare 
the error-trade off curves for each of the parameter- 
izations, using the mentioned harmonic mean as the 
classification parameter. We observe that the best 
performance is achieved by using affine arc-length 
parameterization of the signatures. So, in the sec- 
ond plot of the figure, we show the error trade-off 
curves for each of the different similarity measures 
for the affine arc-length parameterization. Given 
the error rates achieved with random forgeries, we 
could conclude that our verification method could 
be used for recognition since it has quite good dis- 
crimination capabilities. 
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Figure 7:  Comparison of the error tmde-off curves for each 
of the pammeterizations, using the harmonic mean as the 
classification pammeter, and comparison of the error tmde- 
off curves for afine arc-length pammeterization for each of 
. the similarity measures. The af ine arc-length pammeteri- 
zation provides the best performance. 
3.2.4 Experiment 4: Performance with in- 
This is the most important experiment since it will 
estimate how well the algorithm will perform in a 
real-life situation. The previous experiments were 
important in order to select the method that would 
be more likely to succeed when dealing with ac- 
tual forgeries since a scheme that performs very 
well with random forgeries would probably perform 
well with actual forgeries. In this experiment is also 
when the use of duplicate examples is crucial in or- 
der to get good estimates of the generalization error 
since we have only 15 true signatures to compute 
the FRR and 10 forgeries to calculate the FAR. We 
use the same transformations that in experiments 
2 and 3 in order to obtain a set of 300 signatures 
for computing the FRR and a set of 200 signatures 
for calculating the FAR. In figure 8, we show the 
error trade-off curves for all the parameterizations, 
using the harmonic mean of the similarity measures 
as the classification parameter, and the curves for 
tentional forgeries 
affine arc-length parameterization for all the simi- 
larity measures described in experiment 3. We ob- 
serve that the performance is considerably worst 
than in the previous case as one might expect, but 
it is still comparable to the best results presented 
in the literature [4, 12, 13, 161 under similar condi- 
tions. 
Figure 8: Performance of the algorithm using forgeries in 
order to compute the FAR. Comparison of the error trade- 
off curves for each of the pammeterizations, using the har- 
monic mean of the similarity measures as the classification 
parameter, and comparison of the error tmde-off curves for  
af ine arc-length parameterization for each of the similarity 
measures. The @ne arc-length parameterization provides 
the best performance. 
In figure 9 we show one of the original signatures, 
the reference signature, a signature that is falsely re- 
jected and a falsely accepted forgery for three cases 
whose equal error rate condition corresponds to  a 
very low performance. 
4 Conclusions and Further Work 
We have presented the performance of a vision- 
based technique for personal identification. Our re- 
sults show that the best performance is achieved pa- 
rameterizing the signatures with affine arc-length, 
using the harmonic mean of several similarity mea- 
sures. We could infer from this result that shape 
similarity and causality of the signature’s genera- 
tion are more important than matching the dynam- 
ics of signing. This result indicates that this dy- 
namics is not stable enough to be used for signature 
verification since the subject is trying to reproduce 
a shape rather than a temporal pattern. However, 
the causality in which a signature is produced is 
still valuable and used in the DTW paradigm. This 
causality is the added information that our on-line 
system is using to out perform the bare comparison 
of a still picture of different signatures. 
We also have shown that the use of duplicate ex- 
amples provide a better estimation of the general- 
ization error, given that we know that our algorithm 
has to be invariant to a certain transformation. In 
our experiments, we used only a time origin shift- 
ing and small scaling in x and y directions as the 
transformations. A full affine transformation could 
be used to generate duplicate examples given that 
a reasonable range of the parameters of this trans- 
formation could be estimated from the data. 
We have shown a very good performance of the 
system when tested with random forgeries. This 
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come the mentioned weakness of the method but it 
would make the user feel a bit awkward since there 
would absolutely no visual feedback when signing. 
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