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A digraph D is called cycle extendable if it contains at least one cycle and the ver- 
tices of each non-hamiltonian cycle are contained in a cycle of length 1 greater. 
Strong tournaments and regular tournaments which are cycle extendable are 
characterized. Best possible sufficient conditions for a digraph to be cycle exten- 
dable are found involving the number of arcs, minimum total degree, and minimum 
indegree and outdegree. 0 1989 Academic Press, Inc. 
1. INTRODUCTION AND NOTATION 
In [6], it was shown that certain sufficient conditions for a graph to be 
hamiltonian are sufhcient to guarantee the “extendability” of almost all 
cycles in the graph. Here we pursue the same theme in relation to directed 
graphs. The following definitions are almost identical to the corresponding 
definitions in the undirected case: 
DEFINITION. A cycle C in a digraph D is extendable if the vertices of C 
are contained in a cycle of length 1 greater. 
DEFINITION. A digraph D is cycle extendable if D contains at least one 
cycle and every non-hamiltonian cycle in D is extendable. 
DEFINITION. A digraph D of order p >, 2 has a pancyclic ordering if the 
vertices of D can be labelled vi, u2, . . . . up so that, for 2 f k dp, the sub- 
graph of D induced by the vertices ur, vl, . . . . vk contains a cycle of length k. 
In Section 2, we characterize strong and regular tournaments which are 
cycle extendable. In Section 3, it is shown that the same conditions on the 
number of arcs which imply that a digraph is hamiltonian also imply that it 
is cycle extendable. It is shown in Section 4 that a p-vertex digraph with 
minimum total degree at least (3p - 3)/2 is cycle extendable and in 
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Section 5 it is shown that a p-vertex digraph (pa 7) with minimum 
indegree and minimum outdegree at least (2~ - 2)/3 is cycle extendable. 
Our notation is consistent with that of [3]. We denote by deg(v), 
deg + (v), and deg - (u), respectively, the total degree, the outdegree, and the 
indegree of the vertex v and by 6(D), 6+(D), and 6-(D), respectively, the 
minimum total degree, the minimum outdegree, and the minimum indegree of 
a vertex in the digraph D. The arc from v to w  is denoted by (v, w) and 
the cycle C with arcs (vi, ui+ i), 1 <i< k- 1, and (v,, vi) is denoted by 
c: 01 v2 ... vkvI. We denote by P, and Ck, respectively, the undirected path 
and cycle with k vertices. If U and W are disjoint subsets of V(D), then 
q+(U, WY) (respectively, q-( U, W)) is the number of arcs in D from U to 
W (respectively, from W to U) and q( U, W) = q + ( U, W) + q - ( U, W). If 
U= {u}, then we write q+(u, W) instead of q+( (u}, W), etc. We write 
q(D) for the number of arcs in D and q(W) instead of q(( W)). We write 
N: (v) and N; (v), respectively, for the set of outneighbours and 
inneighbours of v in U. G* denotes the symmetric digraph associated with 
the undirected graph G. A digraph is hamiltonian-connected if, for each pair 
of vertices u and v of D, there exist hamiltonian u - v and u - u paths in D. 
Notation. Let C: v1v2... vkvl be a nonextendable cycle in a digraph D 
of order p, where 2 < k <p - 1 and subscripts are taken modulo k. We 
write W for V(C), U for V(D) - W, and Ffor ( W). If vi = vi, then the path 
vivi+ 1 ... z; is interpreted as the trivial path consisting only of vi. 
We omit the proof of the following simple lemma: 
LEbfbf~ 1.1. Let C: vlvz.~ . vkvl be a nonextendable cycle in a digraph D 
of order p, where 2 <k <p - 1, and let u E U. Then 
(i) for 1 d i< k, D contains at most one of the arcs (vi, u) and 
(4 vi+ 112 
(ii) q(u, W) < k, 
(iii) for 1 didk, q+(v,, U)+q-(vi+,, U)dp-k, and 
(iv) f(ui-1, ~1 and(u, vi+l) are both arcs of D, then, for 1 < h < i- 2 
or i+ 1 <h 6 k, D contains at most one of the arcs (v,,, vi) and (vi, vh+ 1) and 
so q(vi, W) ,< k. 
2. TOURNAMENTS 
Moon [S] observed that each vertex of a strong tournament of order p is 
contained in a cycle of each length k, 3 Q k <p, and Alspach [ 11 proved 
that each arc of a regular tournament of order 2n + 1 is contained in a 
cycle of each length k, 3 <k < 2n -t 1. In this section, we show that strong 
and regular tournaments are cycle extendable unless they belong to families 
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of digraphs which obviously contain a nonextendable cycle. The result for 
strong tournaments is essentially due to J. W. Moon: 
THEOREM 2.1 [9]. A strong tournament is not cycle extendable if and 
only if its vertex set can be partitioned into three nonempty sets W, X, and Y 
such that ( W> is a nontrivial strong subtournament, W completely 
dominates X, and Y completely dominates W. 
THEOREM 2.2. A regular tournament is not cycle extendable if and only if 
its vertex set can be partitioned into three nonempty sets W, X, and Y such 
that ( W> is a nontrivial regular subtournament, W completely dominates X, 
Y completely dominates W, and 1 XI = 1 YJ . 
Proof. A regular tournament, the vertex set of which can be partitioned 
as described, clearly contains a nonextendable cycle with vertex set W. 
Conversely, suppose that T is a regular tournament which is not cycle 
extendable. Since every regular tournament is strong, it follows from 
Theorem 2.1 that V(T) can be partitioned into three nonempty sets W, X, 
and Y such that ( W) is a nontrivial strong subtournament, W completely 
dominates X, and Y completely dominates W. By considering the number 
of edges between W and X u Y, we deduce that 1 XI = / Y 1 and that ( W) is 
a regular tournament. 1 
COROLLARY 2.3. Let T be a regular tournament of order 2n + 1. Then 
every cycle of even length and every odd cycle of length at least (2n + 2)/3 is 
extendable. 
3. EXTREMAL RESULTS 
Lewin [7] has shown that a p-vertex digraph with more than (p - 1)’ 
arcs is hamiltonian and that a strong p-vertex digraph with more than 
p* - 3p + 4 arcs is hamiltonian. We show below that each of these 
conditions is suffkient for a digraph to be cycle extendable. 
THEOREM 3.1. Let D be a digraph of order p b2 with at least (p - 1)2 
arcs. Then D is cycle extendable unless either p = 3 and DE P$ or D is 
obtained from IC,*-, by adding a vertex which is either adjacent to or 
adjacent from all vertices of K,*_,. 
Proof. Since D has at least (p - 1)2 arcs, 6(D) BP - 1. If there exists a 
vertex v of D with indegree or outdegree zero then D-v z Kp*- r and D is 
one of the extremal digraphs. Henceforth we assume that 
S+(D)3 1 and F(D)2 1. (1) 
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Suppose that D is not cycle extendable. By (1) and the hypothesis, D 
contains at least one cycle. So let C: vluz. .. ukvl be a nonextendable 
k-cycle in D, where 2 < k<p- 1. Using Lemma l.l(ii), we have 
12) 
Therefore 0 < (k - 1 )(k -p + 1) and so k =p - 1 and equality holds 
throughout (2). So FG K,*- i and there are exactly p - 1 other arcs in D. It 
follows from (1) that p = 3 and D g PT. 1 
In order to prove Theorem 3.3, we need the following result of Lewin: 
THEOREM 3.2 [7, Theorem 21. Let D be a digraph of order p B 3 with 
more than (p - 1)2 + 1 arcs. Then D is hamiltonian-connected. 
THEOREM 3.3. Let D be a strong digraph of order p 2 3 with more than 
p2 - 3p + 4 arcs. Then D is cycle extendable. 
ProoJ As the result is easily verified for p = 3, assume p 3 4. Suppose 
that D is not cycle extendable. Since D obviously contains at least one 
cycle, assume that C: vi v2 . . . vkul is a nonextendable k-cycle in D, where 
2<k<p-1. Using Lemma l.l(ii), we have p2-3p+4<q(D)<2($)+ 
(p-k) k+2(pTk). Therefore O<(k-2)(k-p+2) and so k=p-1. If 
U= (u} then, by Lemma l.l(ii), q(D-u)=q(D)-q(u, W)>p’--3p+5- 
(p - 1) = (p - 2)2 + 2. Since p - 13 3, it follows by Theorem 3.2 that D - u 
is hamiltonian-connected. So, since C is not extendable, there do not exist 
distinct vertices ui and vj of C such that (u, YJ and (u,, u) are both arcs of 
D. Since D is strong, q(u, IV) = 2. But now 
+2=p2-3p+4, 
which is a contradiction. 1 
The digraph (K, + (K, u K,-,))* shows that the bound on the number 
of arcs in Theorem 3.3 cannot be reduced. 
4. MINIMUM TOTAL DEGREE 
Dirac’s theorem [4] states that a p-vertex graph with minimum degree 
at least p/2 is hamiltonian. Analogously, Ghouila-Houri [S] proved that a 
strong p-vertex digraph with minimum total degree p is hamiltonian. It has 
been shown [6, Corollary 83 that, with certain exceptions, Dirac’s con- 
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dition is sufficient to ensure that a graph is cycle extendable. In contrast, 
we show below and in the next section that a much stronger condition than 
that of Ghouila-Houri is required to guarantee cycle extendability in 
digraphs. 
DEFINITION. For a given integer n > 1, let &,, = {DZn,t: 0 < t <n >, where 
D 2n,* is the digraph defined as follows: The vertices are partitioned into 
three sets Vi, V,, and V3 of orders n, t, and n - t, respectively, with arcs 
between all pairs of vertices, except that there are no arcs from Vi to V2 or 
from V3 to Vi. (See Fig. 1.) 
THEOREM 4.1. Let D be a digraph of order pb2 satisfying 6(D) 3 
(3p - 4)/2. Then D is cycle extendable unless either p is even and D E &SP or 
p=4 and DrC* 4. 
Proof: As the result is easily verified if p = 2 or 3, assume p 3 4. 
Suppose that D is not cycle extendable and let C: vlu2 ... vkvl be a 
nonextendable k-cycle in D, where 2 < k <p - 1. If u E U then, using 
Lemma l.l(ii), we have 
and 
(3p-4)/2<deg(u)<k+2(p-k-1) 
k(3p-4)/2< 5 deg(v,)=Iq(W)+q(W, U)64 
i=l 
We deduce that k =p/2 and that equality holds throughout the above 
inequalities. Therefore p = 2k, ( U) z ( W) r Kjj, and q(u, W) = k for all 
u E U. If there exists UE U such that q+(u, W) #O and q-(u, W) #O, then, 
FIG. 1. A typical digraph in &“. 
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since C is not extendable, it follows easily that p = 4 and D E C,*. 
Therefore, we may assume that for all u E U, either q+(u, W) = k or 
q-(u, W)=k. If we set V,=W, Vz={:ueU:q+(u, W)==k} and I’,= 
(U E U: q-(u, W) = k}, then it is clear that DE gp. 1 
5. MINIMUM INDEGREE AND OUTDEGREE 
In this section, we obtain a best possible sufficient condition on the 
minimum indegree and minimum outdegree for a digraph to be cycle 
extendable and characterize the extremal digraphs. The following result of 
Bermond is used in the proof of Theorem 5.2: 
THEOREM 5.1 [2, p. 2021. Let D be a digraph of order p such that 
6+(D) 2 (p + 1)/2 and 6-(D) 2 (p + 1)/2. Then D is hamiltonian-connected. 
DEFINITION. For given integer II 3 3, let G3,, be the digraph defined as 
follows: The vertices are partitioned into three sets I’, , V,, and I’,, each of 
order ~1, with arcs between all pairs of vertices, except that there are no arcs 
from I’, to V, or from I’, to I’, . For n > 3, let F3, be the digraph obtained 
from G,, by deleting all arcs from VZ to V,. (See Fig. 2.) 
THEOREM 5.2. Let D be a digruph of order p 2 7 satisfying 6+(D) > 
(2~ - 3)/3 and 6 I 3 (2~ - 3)/3. Then D is cycle extendable unless p is a 
multiple of three and F, s D s G,. 
ProoJ Suppose that D is not cycle extendable and let C: vi o2 ... vkvl be 
a nonextendable k-cycle in D, where 2 d k <p - 1. Suppose that 
p=3n+r, where 0 d r d 2. (1) 
FIG. 2. The digraphs F3n and Gxn. 
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Then the hypothesis is equivalent to 
d+(D)>(2p-3+r)/3 and de(0)3(2p-3+r)/3. (2) 
First we prove that 
if k < (p + 2r)/3, then 3 divides p and F, _c D 2 G,. (3) 
Proof of (3). Suppose that k< (p+2r)/3. By (2) and Lemma l.l(iii), 
we have 
k(4p - 6 + 2r)/3 < i deg(v,) 
I=1 
=&l(W)+ i: cq+cui, w+q-(~i+l~ U)) 
i=l 
64 
k 0 2 +ktp-k). 
Therefore k > (p + 2r)/3. We deduce that 
k = (p + 2r)/3 (3.2) 
and, since equality must hold throughout (3.1), 
F g KT, + 2ry3 
and 
qt W, U) = 4p -k). 
(3.3) 
(3.4) 
Consequently, for 1 di<j<k, qf(vi, U)+q-(I.,, U)=p-k and N$(u,)n 
N;(u,) = @. Consider the following four sets which, by (3.3), partition U: 
uo,o= (UE u: q+(u, W)=q-(u, W)=O}, 
u,,,= (UE u: qf(u, W)>, 1, q-(u, W)=Oj, 
UO,I={UEU:q+(U, W)=O,q-(u, W)>l} 
and 
U1,,={z4EU:q+(U, W)=q-(u, W)=l}. 
Since p 2 7, it follows from (3.2) that k 3 3. Therefore, by (3.4), we have 
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Since equality must hold throughout, it follows that U,,, = 0 = U,,i and 
that there are exactly k arcs between each vertex of U,,, u U,,, and W. 
Therefore U is the disjoint union of U,,, and UO, 1 and so ) Ui,,) + ) UO,i ) = 
p-k = (2p- 2r)/3, By (2) (3.2), and (3.3), we have (2~ - 3 + r)/3 d 
deg-(vi) f (p - 3 + 2r)/3 + [I/,.,) and (2~ - 3 + r)/3 d deg+(u,) < 
(pJ ;: :)/3 + I U,,, I. It follows that I U,, ,, I = I U,,, I = (p - r)/3. 
then, by (2), (3.2), and the definition of U, 0, we have 
(2p-3+rti<deg-(u)=q-(u, U)<2(p-r)/3-1. Therefore r=O and 
q-(24, U) = ( UI - 1, for all UE U,,,. Similarly, we deduce that q+(u, U) = 
/ Ui - 1, for all u E U,,,. It follows from all this that 3 divides p and 
Fp c D & G,, which establishes (3). 
Henceforth we assume that 
k>(p+2r+3)/3 (4) 
and proceed via a series of propositions until a contradiction is obtained. 
and 
HUE U, then q*(u, W)a(3k+r-p)/3 
q-(u, W)a(3k+r-p)/3. (5) 
Proof of (5). By (2), we have (2p-3+r)/3ddeg+(u),<q+(u, W)+ 
p -k - 1. The first inequality follows from this and the second is obtained 
in a similar way. 
F is not hamiltonian-connected. (6) 
Proof of (6). Suppose that F is hamiltonian-connected. By (4) and (5), 
q+(u, W) >, r + 1 and q-(u, W) > r + 1, for each each u E U. It follows that 
r = 0 and that each vertex of U is adjacent to and from exactly one vertex 
of W. So q( U, W) = 2(p - k). Also k = (p + 2r + 3)/3 = (p -t 3)/3. Therefore 
(4p-W=q(U, W= i (q+(ui, U)+q-(vi, U)) 
i=l 
> t 2((2p-3)/3-(k-1))=(2p2-18)/9. 
i=l 
But this implies that p < 6, which is contrary to hypothesis. 
and 
For l<i<k,q’(Vi, W)Z(p-3+2r)/3 
q-(vi, w) 3 (p - 3 + 2r)/3. (7) 
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Proof of (7). Using (2) and Lemma l.l(iii), we have, for 1 < i < k, 
q+tvi, W = (deg+(ui) + deg-tvi+ 1)) 
-(4+Cvi> u)+q-(vi+l, u))-q-C”i+17 W 
32(2p-3+r)/3-(p-k)-(k-1) 
= (p - 3 + 2r)/3. 
The other inequality of (7) is proved similarly. 
k 6 (2p - 2r - 3)/3. (8) 
Proof of (8). If u E U, then, by (2) and Lemma l.l(ii), we have 
2(2p-3+r)/3~deg(u)=q(u, W)+q(u, U)<k+2(p-k-l), (8.1) 
from which it follows that k 6 (2p - 2r)/3. Suppose that k= (2~ - 2r)/3. 
Then equality holds throughout (8.1) and so q(u, W) = (2p - 2r)/3 for each 
UE U and (U) z K$,+2r,,3. For UE U, we have q+(u, W) =deg+(u) - 
q + (u, U) 3 (2~ - 3 + r)/3 - (p + 2r - 3)/3 = (p - r)/3 and, similarly, 
qP(u, W)>(p-r)/3. It follows that q+(u, W)=q-(u, W)=(p-r)/3 for 
each u E U. Since p >, 7, we have 1 UI = (p + 2r)/3 > 3. 
We will say that a vertex u of U is associa&d with a vertex vi of W if D 
contains both arcs (vi- ,, U) and (u, ui+ ,) and neither of the arcs (vi, U) and 
(u, vi). Since equality holds throughout (8.1) and C is not extendable, it 
follows from the proof of Lemma 1.1(i), (ii) that each vertex of U is 
associated with at least one vertex of W. If u is associated with ui then, by 
Lemma l.l(iv), q(Ui, W) d k = (2p- 2r)/3. As ui is adjacent neither to nor 
from U, we have 
2(2p - 3 + r)/3 Q deg(v,) < (2~ - 2r)/3 + 2fp + 2r- 3)/3. 
Since equality must hold throughout this inequality, we deduce, from 
Lemma l.l(iv), that for l<hdi-2 or i+l<h<k, D contains exactly 
one of the arcs (u,+, vi) or (vi, uh+ ,) and that vi is adjacent to and from each 
vertex of U - (z4>, Consequently, no vertex of W can be associated with 
more than one vertex of U and, since ( U( >, 3 and C is nonextendable, no 
two consecutive vertices of C can be associated with vertices of U. 
Therefore, we may assume without loss of generality that the vertices of U 
are labelled ui, 1 6 id (p + 2r)/3, so that ui is associated with uzi, 
1 < i 6 (p + 2r)/3. It follows that r = 0 and hence that k 2 6. Now since u1 is 
not associated with u4 or vg, these two vertices are both adjacent to and 
from zfi, in which case u1 is associated with u5. This contradiction 
completes the proof of (8). 
r=O and k = (2~ - 3)/3 or (2~ - 6)/3. (9) 
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Proof of (9). By (6), (7), and Theorem 5.1, we have 
(p - 3 + 2r)/3 < (k + 1)/2 and so k 2 (2p - 6 + 4r)/3. 
The result follows by combining this inequality with that of (8). 
We are now prepared to obtain the required contradiction. By (6) and 
Theorem 5.1, there exists a vertex vi of W such that either q+ (ui, w) < 
(k+ 1)/2 or q-(vi, IV) < (k+ 1)/2. From this and (7), we may assume 
without loss of generality that 
q+cu1, W=(p-3Y3. (10) 
Let S = Nt(v,) and R = U - S. By (2) and (lo), we have 
ISI =qf(ul, U)=deg+(u,)-q+(u,, V 
3 (2p - 3)/3 - (p - 3)/3 =p/3. 
On the other hand, by (2) and Lemma 1.1(i), we have 
(2p- 3)/3 < degg(u,) = q-(u2, W) + q-(uz, U) 
<((k-l)+(p-k-ISI). 
It follows from these inequalities that /S( =p/3 and N-(uJ = 
Ru W- (Q}. 
Suppose that there exists an integer t, 2 6 t <p/3, such that 
N-(vi) = R u W- {ui}, 2di<t, (11) 
and that there exists u E S such that (u, u,, 1) E E(D). 
For t+2<j<k+ 1, (tit, uj)$E(D): for otherwise, uZv~~~~v,ujujrl~~~ 
~1~V,+1~,+2 ... uj- 1v2 is an extension of C. Therefore, using (7), we have 
(p - 3)/3 6 q+(ut, W) 6 t - 1 ,< (p - 3)/3. Therefore 
t = PI31 (12) 
q+(v,, W= (p-33)/3, and ~0, by (21, 
q+(u,, U) >-p/3. (13) 
Since 1 S 1 =p/3 3 3 and (ut, U) $ E(D), there exists x E S - {u} such that 
(vI, x)eE(D). By Lemma 1.1(i), (x, v,+,)$E(D) and so, by (5), (ll), and 
(12), 
(3k-p)/3<qqf(x, W)6~W(-){v,:2,<i<t+1}~=(3k-p)/3. 
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Equality must hold throughout this inequality and so it follows, in 
particular, that (x, ut+ ?) E E(D). Since (u,+ r, u,+ *) E E(D), it follows, by 
(11) and (12), that q+(urtl, W)>,p/3 and so, by (7) and Lemma l.l(iv), 
pP+(p-3)/3~q+(~,+,, W+q-(v,.,, W)=deg,(v,+,)<k. 
Therefore, by (9), k = (2p- 3)/3. By (13), it follows that N&(0,) = U- (u} 
and hence, by (2) and Lemma 1.1(i), that N-(o,+,)= {u} u W- {u,,,). 
But now v,xv,+~v,+~ ~~~v~v~+~v~v~ . ..v. is an extension of C. 
From this contradiction, we deduce that N-(v,.) = R u W- (vi>, 2 < i < 
(p + 3)/3. Therefore {vi: 2 < i < (p + 3)/3} c N&(v,). Since this contradicts 
(lo), the proof of Theorem 5.2 is complete. 1 
COROLLARY 5.3. Let D be a digraph of order p > 7 satisfying 6+(D) > 
(2p - 3}/3 and 6-(D) > (2p - 3)/3. Then D has a pancycfic ordering uniess 
DzF,. 
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