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A key feature of the many-body localized phase is the breaking of ergodicity and consequently
the emergence of local memory; revealed as the local preservation of information over time. As
memory is necessarily a time dependent concept, it has been partially captured by a few extant
studies of dynamical quantities. However, these quantities are neither optimal, nor democratic with
respect to input state; and as such a fundamental and complete information theoretic understanding
of local memory in the context of many-body localization remains elusive. We introduce the dy-
namical Holevo quantity as the true quantifier of local memory, outlining its advantages over other
quantities such as the imbalance or entanglement entropy. We find clear scaling behavior in its
steady-state across the many-body localization transition, and determine a family of two-parameter
scaling ansa¨tze which captures this behavior. We perform a comprehensive finite size scaling analysis
of this dynamical quantity extracting the transition point and scaling exponents.
Introduction.– How many bits of information stored
locally in a quantum many-body system are preserved
over time? The most striking scenario in which to ask
this question is in the context of many-body localiza-
tion (MBL). In MBL systems, quenched disorder frus-
trates natural, scrambling, self-thermalizing dynamics
[1–3] leading to the local preservation of information:
the emergence of memory. Unlike conventional quan-
tum phase transitions [4], the MBL transition takes place
across the spectrum [1–3, 5]; making its analysis a far
more elaborate task than that of other quantum critical
systems. Despite this, several features of the the MBL
phase have been characterised, including Poisson-like
level statistics [6–11], area-law entangled eigenstates [12–
17], slow growth of correlations with time [8, 18–20], and
the breakdown of transport [9, 21–27]. To identify these
features, various quantities have been exploited, includ-
ing quantum mutual information [28], Schmidt gap [29],
entanglement in the form of concurrence [19, 21, 30], en-
tropies [8, 10, 15–17, 19, 21, 23, 26, 31–40] and negativity
[19, 29], population imbalance [9, 21–27, 41] and other
occupancy-like quantities [7, 22, 31, 32, 35, 36, 39, 42].
The above works are either concerned with spatial cor-
relations or are missing the connection to numbers of
bits, and do not fully capture the temporal preservation
of information; i.e. memory. Extant studies of dynamical
quantities, primarily entanglement growth and the popu-
lation imbalance [7, 27, 36, 41, 42], only partially capture
memory. For example, the imbalance and similar quanti-
ties are dependent on the measurement basis, and a sub-
optimal choice can obscure otherwise accessible informa-
tion. Raw informational quantities like entanglement en-
tropy or correlation functions account for this, but fail to
distinguish between input states or quantify the amount
of actual accessible information in a block. Thus, it is
highly desirable to have a complete information-theoretic
interpretation of local memory in the context of MBL.
FIG. 1. Schematic diagram of the procedure by which individ-
ual messages %(k) are transmitted via the map E . Information
initially localized within the message may bleed out into the
environment during transmission.
The investigation of the MBL phase and the many-
body localization transition (MBLT) is broadly con-
ducted through two different classes of quantities: (i)
static quantities computed over many-body eigenstates
(often selected from a small energy interval) [6–11, 15–
17, 28–35, 39, 43]; and (ii) dynamical quantities com-
puted over the time-evolved quantum state of a system
which has overlap with several eigenstates [7, 9, 15, 18–
27, 36–39, 41, 42, 44, 45]. Scaling near the MBLT has
been investigated mainly through static quantities such
as the level statistics [9, 11, 32] and entanglement en-
tropy [15, 17, 32–34]. Investigating the properties of
scaling through dynamical quantities is more challeng-
ing and less thoroughly explored (see Ref. [15, 22, 46]
for examples). The main difficulty is the fact that each
eigenstate localizes at a different disorder strength, an
feature known as the mobility edge [1–3, 32, 47]. Mem-
ory is necessarily a dynamical quantity, motivating two
main questions. Can one construct a true quantifier, in
bits, of local memory which is independent of measure-
ment basis and distinguishes between initial states? And,
if so, does it exhibit scaling behavior across the MBLT?
In this letter, we address these questions by intro-
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2ducing a dynamical version of the Holevo quantity as
a true information-theoretic quantification of memory
across the MBLT for a variety of different environment
types. We perform a comprehensive scaling analysis for
the steady-states and determine a two-parameter scaling
ansatz which accurately captures the long time behavior
of the system. We find convincing data collapses from
which we extract critical values and exponents.
Holevo quantity.– The Holevo quantity quantifies the
amount of classical information, in bits, which can be
accessed via optimal measurements on an ensemble of
information bearing quantum states [48–50]. For an en-
semble of M input states {%(1), %(2), · · · , %(M)} undergo-
ing a general quantum evolution in the form of a trace
preserving completely positive map E , the Holevo quan-
tity is defined as
C(t) = S
(∑
k
pkE
[
%(k)
])
−
∑
k
pkS
(
E
[
%(k)
])
(1)
where pk is the probability with which the input %
(k) is
sent through the map E and S(·) = −Tr [· log2 ·] is the
von Neumann entropy. This quantity is widely used for
bounding the capacity of classical communication across
a distance using quantum carriers [48, 51–57]. Here we
use this as a quantifier of memory, which can be regarded
as a “communication in time”. The Holevo quantity has
two distinct informational advantages: (i) it is optimal
with respect to measurement basis [50]; and (ii) it distin-
guishes between different input states %(k) by construc-
tion. This makes it a far more complete quantifier of
memory than the imbalance and entanglement entropy.
Model.– We consider a system of l spin-1/2 parti-
cles which encode pure separable messages of the form
%(k) = |m(k)1 ,m(k)2 , · · · ,m(k)l 〉〈m(k)1 ,m(k)2 , · · · ,m(k)l | in
which m
(k)
i = 0, 1 represents spin up and down respec-
tively. This system is embedded in an environment of
size L − l which is initially prepared in a pure quantum
state |e〉. The combined state of message and environ-
ment is of size L, and is initially given by the quantum
state %
(k)
se (0) = %(k) ⊗ |e〉〈e|. The interactions between
the particles are explained by the Hamiltonians Hs, He
and Hse for system, environment and their interaction,
respectively, and are taken to be
Hs = J
 l−1∑
j=1
Sj · Sj+1 +
l∑
j=1
hjS
z
j

He = J
 L−1∑
j=l+1
Sj · Sj+1 +
L∑
j=l+1
hjS
z
j

Hse = J(Sl · Sl+1 + S1 · SN ) (2)
where J is the exchange interaction, and the hi’s are
random fields drawn uniformly in the interval [−h,+h],
with h being the disorder strength. The uni-local op-
FIG. 2. The disorder-averaged Holevo rate R¯(L, l, h, t) against
time for a fixed message length l = 4, and the steady-state
Holevo rate R¯SS(L, l, h) against disorder strength for a variety
of message lengths. Each row contains results for a single
environment type: (a, d) Neel state, (b, e) evolved Neel state,
and (c, f) eigenstate environments, respectively. We take L =
12 for all above figures.
erator Sαj = σ
α
j /2 (for α = x, y, z) is the spin oper-
ator α at site j. The total Hamiltonian is thus given
by H = Hs + He + Hse. As the result of this inter-
action the combined system and environment evolves as
%
(k)
se (t) = e−iHt%
(k)
se (0)e+iHt. By tracing out the envi-
ronment one can get the reduced density matrix of the
system %
(k)
s (t) = Tre
[
%
(k)
se (t)
]
which also defines our map
E [%(k)] = %(k)s (t). This procedure is shown schematically
in Fig. 1, and its simulation was carried out using the
quimb package [58]. By computing the Holevo quantity
in Eq. (1) for a given input ensemble {pk, %(k)} and en-
vironment state |e〉 under the action of the map E [·] one
can directly quantify how much information, in bits, can
be extracted locally from the system s at time t about
its initial state. This is indeed a direct, dynamical quan-
tification of local memory in the subsystem s. The use
of this quantity in characterising the ergodic-MBL tran-
sition is the subject of the rest of this letter.
Holevo rate as local memory.– We consider M=2l
equiprobable messages with %(1)=|0, 0, · · · , 0〉〈0, 0, · · · , 0|
to %(2
l)=|1, 1, · · · , 1〉〈1, 1, · · · , 1|. Three different types
of quantum state are taken for the environment: (i) Neel
product state |eNeel〉 = |0, 1, 0, · · · , 1, 0〉; (ii) an entangled
state resulting from the time evolution of the Neel state
under the action of He, namely |eevo〉 = e−iHetNeel |eNeel〉
[59]; and (iii) one of the mid spectrum eigenstates |eeig〉
3of He, namely He|eeig〉 = En|eeig〉 where En is the me-
dian eigenstate energy. For each of these environment
types, we compute the Holevo quantity for the given
set of equiprobable messages. In general, the averaged
Holevo quantity C is a function of several variables,
namely C ≡ C(L, l, {hj}, t) (for a given set of random
fields {hj}), and is extensive in l. As such it is conve-
nient to normalize the Holevo quantity by the message
size l to get a Holevo rate
R(L, l, {hj}, t) = 1
l
C(L, l, {hj}, t). (3)
The Holevo rate R(L, l, {hj}, t) quantifies what propor-
tion of input data can be extracted at time t by only
accessing the qubits in the system s; varying between 1
for perfect memory, and 0 for full scrambling. We av-
erage the Holevo rate over different realizations of the
hi ∈ [−h, h] for a fixed disorder strength h to get a
disorder-averaged Holevo rate R¯(L, l, h, t) [60].
Steady state behavior.– To investigate the behavior of
the disorder-averaged Holevo rate, in Figs. 2(a)-(c), we
plot R¯ as a function of time for different choices of disor-
der strength h for L = 12 and l = 4 for the three chosen
environment states, respectively. After brief transient
behavior, the disorder-averaged Holevo rate saturates to
a steady state value. In all cases we found that the to-
tal evolution times of T1 = L
2 are sufficient to see sta-
ble steady-state behavior. As expected, R¯ increases as a
function of increasing disorder strength. This indicates
that the message subsystem s fails to locally retain infor-
mation in the ergodic regime, but successfully retains a
high proportion of it deep in the MBL regime. In essence,
the steady-state value of the disorder-averaged Holevo
rate successfully captures the conventional understand-
ing of how local memory behaves in both phases.
To estimate the steady-state value of R¯, we take the
late-time average of the disorder-averaged Holevo rate
R¯SS(L, l, h) =
1
T1 − T0
∫ T1
T0
R¯(L, l, h, t)dt (4)
In the extreme limit T1 → ∞ this quantity converges to
the true steady-state value of R¯(L, l, h, t). Thanks to the
short time-scale of transient dynamics in the evolution
of R¯ the above quantity also closely approximates the
steady state value for finite T0, T1 [61]. The steady-state
Holevo rate R¯SS varies between near-zero in the ergodic
regime, to near-unity in the fully localized regime; indi-
cating that it may be used to characterise the transition.
To see this, in Figs. 2(d)-(f), we plot R¯SS as a function of
disorder strength h for various message sizes l in a chain
of size L = 12 for the three chosen environment states,
respectively. As the figures show, R¯SS varies from low to
high values as we increase h, saturating towards unity.
Finite size scaling.– The behavior of R¯SS , presented
in Figs. 2(d)-(f), suggests that R¯SS may show scaling
behavior across the MBL transition point. Indeed, pre-
vious studies [7, 16, 17, 29, 32, 34] show that a diverging
length scale ξ ∼ |h−hc|−ν , where hc is the infinite-length
MBL critical point, emerges in the system near the tran-
sition point. Therefore, in the steady state R¯SS(L, l, h),
one can replace the dependence on h by the length scale
ξ, namely R¯SS ≡ R¯SS(L, l, ξ). The most general two-
parameter scaling function for R¯SS can be written as
R¯SS(L, l, h) ∼ Lβ/νf
(
l
L
, L1/ν(h− hc)
)
(5)
where f(·, ·) is an arbitrary function and β is the expo-
nent that accounts for thermodynamic limit behavior as
R¯SS(L → ∞, l, h) ∼ |h − hc|βf(l/ξ). In fact, Eq. (5)
defines a whole family of scaling functions, for each envi-
ronment type and message-to-system length ratio l/L.
It is worth emphasizing that, in Eq. (5), we do not
consider a corresponding exponent for the message length
l as it is always necessarily constrained by the system
length L. As such no true thermodynamic limit exists
in l independent of the corresponding limit in L, and we
do not expect to see scaling behavior in l alone. This
is evidenced in Figs. 2(d)-(f), which do not show scaling
behavior as we vary l for fixed L. For increasing values
of l, we simply see an overall increase in R¯SS for all h;
with R¯SS → 1 for all h as l→ L.
To verify the scaling ansatz in Eq. (5), in Figs. 3(a)-
(c) we plot R¯SS as a function of h for various choices of
l and L such that l/L is fixed. Each panel shows the
results for a different type of environment state, namely
|eNeel〉, |eevo〉 and |eeig〉, respectively; with the main fig-
ures showing fixed l/L = 1/3, and the insets showing
fixed l/L = 1/4. Interestingly, all the curves in all the
three panels and insets intersect at a point, i.e. h = hc.
Demonstrating that, for fixed l/L and a given environ-
ment type, the steady state R¯SS becomes independent
of L and l at h = hc, which means that β ' 0 in all six
cases. This indicates that the steady-state Holevo rate
R¯SS is analytic across the transition.
The above scaling analysis provides strong support for
the ansatz of Eq. (5) and determines β ' 0. Moreover,
the point at which each of these curves intersect can be
used to extract values of hc for a fixed value of l/L and
a given environment type. However, it does not provide
any estimation for the exponent ν. In order to evalu-
ate the critical exponents more directly, we consider an-
other independent finite size scaling analysis using the
Python package pyfssa [62, 63]. In Figs. 4(a)-(c) we plot
L−β/νR¯SS as a function of L1/ν(h−hc) for various choices
of l and L while keeping l/L fixed for the three given en-
vironment states, respectively. By properly tuning the
critical value hc, and the exponents β and ν one can get
a separate data collapse for each set of curves. As the
figures show, different critical parameters are obtained
for each environment. Interestingly, in all cases the ex-
4FIG. 3. Steady-state Holevo rate R¯SS(L, l, h) for (a) Neel state, (b) evolved Neel state, and (c) eigenstate environments,
respectively. The main figures show results for the fixed ratio l/L = 1/3, and insets for the fixed ratio l/L = 1/4. Dashed red
lines indicate the region in which the data collapse was carried out, and the grey regions indicate the standard error on hc.
FIG. 4. The optimal data collapse of each of the results shown in Fig. 3 using the ansatz Eq. (5) for sizes up to L = 16. The
critical values hc and exponents ν and β of each collapse are summarized in Table I.
ponent β is very small which is consistent with the previ-
ous scaling analysis. The results of these data collapses
in the form of extracted critical values and exponents are
summarized in Table I. We find that the extracted val-
ues are consistent between different message-to-system
length ratios but vary as the environment type changes.
Role of the environment.– The most immediate feature
of Table I is that the values of hc and ν vary between en-
vironments. This is expected for the critical value hc, as
each environment makes the state of the system overlap
with different regions of the MBL mobility edge. Inter-
estingly, our work indicates a similar variation in ν. We
conjecture two possible explanations for this variation:
(i) that the value of the critical exponent ν might also
vary across the MBL mobility edge; or (ii) that ν in the
thermodynamic limit is unique [64, 65], but different en-
vironments may replicate the behavior of the system at
the thermodynamic limit better than the others [66].
Conclusions.– We have introduced the dynamical
Holevo quantity as a complete and concrete quantifier of
local memory, in terms of numbers of preserved bits. We
have shown that it exhibits clear scaling behavior across
l/L Environment hc ν β
1/3
Neel 3.26± 0.18 1.32± 0.27 0.00
Evolved Neel 3.41± 0.11 1.40± 0.14 0.00
Eigenstate 2.87± 0.05 1.06± 0.09 0.00
1/4
Neel 3.07± 0.06 1.38± 0.10 0.00
Evolved Neel 3.26± 0.20 1.57± 0.26 0.00
Eigenstate 2.69± 0.10 1.04± 0.13 0.00
TABLE I. Table of extracted critical values and exponents
for all the investigated message-to-system length ratios and
environment types. The standard error on β was on the order
of 0.01 or less for all results, and is omitted in the above table.
the MBLT, for chains up to L = 16. Such scaling in a
dynamical quantity is rare in MBL literature. In particu-
lar, we have determined a family of two-parameter scaling
ansa¨tze for the steady-state from which we extract crit-
ical values and exponents in line with extant numerics.
The results of this letter place the concept of local mem-
ory across the MBLT on a clear quantitative footing; and
is, to our knowledge, the first quantitative investigation
of local memory in any quantum many-body system.
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