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Introduction
In 1921, S. Bergman introduced a kernel function, which is now known as the Bergman kernel function. It is well known that there exists a unique Bergman kernel function for each bounded domain in C n . Computation of the Bergman kernel function by explicit formulas is an important research direction in several complex variables. For which domains can the Bergman kernel function be computed by explicit formulas? Many mathematicians ( [2] , [6] , [7] , [8] , [10] ) have made efforts to find the explicit formulas of the Bergman kernel for nonhomogeneous domains.
Consider the complex ellipsoids or egg domains Ω p := {z ∈ C n :
where p = (p 1 , ..., p n ) for p j > 0. The precise growth estimate of the Bergman kernel near a boundary point on the complex ellipsoid was studied in [12] . However, it is not easy to get the closed forms of the Bergman kernel for D p . In the case when p 1 , ..., p n are reciprocals of positive integers, Zinov'ev [13] computed the Bergman kernel for D p explicitly. What happens if each p j is a positive integer? The known case is when p = (1, ..., 1, p n ), p n > 0, for which J. P. D'Angelo [2, 3] obtained the Bergman kernel. J.-D. Park computed the Bergman kernel for p = (2, 2) and p = (2, 2, 2) in [10] and [11] respectively. The goal of this paper is to give explicit formula for the domains
Theorem 1.1 For any positive real numbers λ, p the Bergman kernel for the domain
is given by
where
Theorem 1.2 The Bergman kernel for
In 1995 Francsics and Hanges [6] expressed the Bergman kernel for complex ellipsoids Ω p 1 ,...,pn in terms of Appell's multivariable hypergeometric functions which are still infinite series. Recall that an Appell's hypergeometric function [1] is defined by
where (a) m = Γ(a + m)/Γ(a). In particular we write
A and F = F
A . In fact, the Bergman kernel K(z, w) for Ω p 1 ,...,pn is given in [6] by
Here we following by Park used the notation
Explicit formulas of hypergeometric functions
In this section we will express the sum of the series
terms of Gauss hypergeometric function.
Proof. Using well known rules for Pochhammer symbol (2z
Now using (z) n+k = (z) n (z + n) k and sum out of x 1 variable we have
In the other hand by decomposition formulas for the Appell function F (r)
A in r (r > 1) variables we have (see for more details [4] )
. . , c r + m r ; y 2 , . . . , y r )
Next we set b i = c i for i = 2, . . . , r. After doing so, and using well know formula F (a, b 1 , . . . , b i , . . . , b s ; c 1 , . . . , b i , . . . , c s ;
. . , c s ;
) we obtain the desired result.
The following lemma will be useful to explicit computation of Bergman kernel function for the domain
Lemma 2.2
Proof. In order to prove the above lemma, we need the following well-known formulas:
Now lemma 2.2 follows from recurrence identity for Gauss hypergeometric function .
Computation of the kernel.
Let Ω be a bounded domain in C N . The Bergman projection operator is the orthogonal projection P from L 2 (Ω) to the closed subspace of holomorphic square integrable functions. The Bergman kernel function is the integral kernel associated with the Bergman projection P . The operator P and the function K are therefore related by
It is well known that K can be expressed by summation of an orthonormal series. More precisely, suppose that {Φ α } from a complete orthonormal set for the Hilbert space of holomorphic functions in L 2 (Ω). Then we have
4 . It is well known, that function f holomorphic in a Reinhardt domain D ⊂ C n has a "global" expansion into a Laurent series f (z) = α∈Z n a α z α , z ∈ D (see Proposition 1.7.15 (c) in
, where (f ) := {α ∈ Z n : a α = 0} (for proof see [5] p. 67). Thus it is easy to check, that the set {z
we introduce polar coordinate in each variable by putting z j = r j e iϕ j , for j = 1, 2, 3. After doing so, and integrating out the angular variables we have
where Re(D 2 ) = {r ∈ R = t and change variables again. We obtain
Next we use spherical coordinate in the t, r 2 variables to obtain
After integrating out r 3 , ρ and θ we obtain the desired result.
where s =
we introduce polar coordinate in each variable by putting z j = r j e iϕ j , for j = 1, 2, 3, 4. After doing so, and integrating out the angular variables we have
where Re(
1 }. Next we set r 1 = ρ cos ω, r 2 = ρ sin ω and change variables again. We obtain
integrating out of ω variable we have 
. After integrating out r 4 , R and θ we obtain the desired result. Now we will prove main theorem. We set ν j = z j w j , for j = 1, 2, 3, 4. By the series representation Bergman kernel for D 1 is given by
If we define
then we can write
where D p,λ,α is a differential operator defined by
Now we sum out the ν 3 variable using lemma 2.1, we obtain
where a =
After some calculation using
and zΓ(z) = Γ(z + 1), we have
4 , Finally using well knows formulas
and F 2 (r, 1, 1; 1, 1, x, y) = 1 (1−x−y) r , we obtain
Similarly we can compute Bergman kernel for Ω = (z 1 , z 2 , z 3 ) ∈ C n+m+k : z 1 λ < z 2 2p + z 3 2 , z 2 2p + z 3 2 < z 2 p .
Now we will prove Theorem 1.2. Similarly as above Bergman kernel for D 2 is given by
Finally using well knows formulas
and F 2 (r, 1, 1; 1, 1, x, y) = 1 (1−x−y) r , we obtain the desired result. Similarly we can compute Bergman kernel for Ω = (z 1 , z 2 , z 3 ) ∈ C 1+n+m : z 3 λ < |z 1 | 2p + z 2 2 , |z 1 | 2p + z 2 2 < |z 1 | p , for p, λ > 0.
