Abstract. This paper introduces a new model of classifiers CL(V, E, , r) designed for classifying DNA sequences and combining the flexibility of neural networks and the generality of finite state automata. Our careful and thorough verification demonstrates that the classifiers CL(V, E, , r) are general enough and will be capable of solving all classification tasks for any given DNA dataset. We develop a minimisation algorithm for these classifiers and include several open questions which could benefit from contributions of various researchers throughout the world.
Introduction
Classification of data is important in data mining, see [39] . The results of this paper make the very first essential and rather non-trivial step of work on IRGS grant allocated by the University of Tasmania for the development and investigation of new Artificial Intelligence methods for classification of DNA data collected by the School of Plant Science and CRC for Sustainable Production Forestry. This is why we are mainly interested in DNA sequences, and we record all new definitions in this case. In fact, the results and concepts of this note are applicable to larger classes of problems and can be used to classify texts and documents, see for example [3] , [4] , [11] , [21] , [22] , [23] , [24] , [27] , [28] , [29] , [30] , [32] , as well as sequences in datasets of various other kinds too.
The applications of neural networks to solving numerous practical tasks have been very well known. Many useful results have been obtained with neural networks in various applied branches. For the purposes of classifying DNA sequences it is impossible to use neural networks directly processing the sequences of nucleotides. As a guide we have to look at another very well known concept of a finite state automaton (FSA) used for analysing sequences. We refer to [6] , [9] , [13] , [14] , [15] , [16] , [17] , [19] , [20] , [31] , [33] , [34] , [38] for background and some relevant recent results on the subject. The first aim of the present paper is to generalize the architecture of neural networks in order to encompass all FSA in a new concept.
Let us begin by introducing a new model of classifiers CL(V, E, , r) as a simultaneous generalisation of neural networks and finite state automata. This model combines the flexibility of neural networks and the generality of finite state automata. It is likely that this new notion will attract the attention of researchers. We develop a minimisation algorithm for the classifiers CL(V, E, , r). This paper includes several challenging open questions, which could benefit from contributions of many investigators throughout the world.
Before the start of experimental investigation, first of all it is important to demonstrate that the model is suitable for handling sufficiently general classes of problems and can avoid pitfalls. The main result of this paper provides the readers with a thorough verification of the fact that the classifiers CL(V, E, , r) are capable of handling all classification problems for DNA sequences.
Our formal model is also related to the more general concept of a labeled graph. Labeled graphs have valuable applications in various areas and have been investigated by many researchers too. We refer to [7] for a dynamic survey on graph labeling available online from the Electronic Journal of Combinatorics (see also, for instance, [36] and [37] ).
The notion of classifiers CL(V, E, , r) has been carefully chosen from the very beginning to combine the generality of finite state automata and the flexibility of neural networks. Our main theorem shows that the classifiers CL(V, E, , r) can handle all classification problems for DNA datasets given sufficient computing time. A separate section develops a minimisation algorithm for these classifiers.
Background information and preliminaries are included in Section 2. Our new model is defined in Section 3. Section 4 contains the main theorem. Several major differences between classifiers CL(V, E, , r), neural networks, and finite state automata are pointed out in Section 5. A minimization algorithm for classifiers CL(V, E, , r) is presented in Section 6. Open questions are collected in Section 7.
Preliminaries
We use standard concepts concerning graphs and algorithms, following [2] and [35] . Throughout the word 'graph' will mean a directed graph, which is allowed to have multiple edges and loops. We refer to [8] for preliminaries on algorithms for computational analysis of DNA sequences.
Let us refer to the monographs Baldi and Brunak [1] , Durbin, Eddy, Krogh and Mitchison [5] , Jones and Pevzner [10] and Mount [26] for preliminaries on bioinformatics. Here we briefly recall that every DNA molecule is a double helix consisting of two strands. Each strand is a sequence of 4 nucleotides or bases: A (adenine), C (cytosine), G (guanine), and T (thymine). According to the Watson-Crick complementarity each nucleotide in one strand is crosslinked to a complementary nucleotide in another strand, and together they form a base pair. For example, the human genome contains about 3 billion base pairs and about 35,000 genes. In each DNA molecule, A and T always complement each other: A in one strand is linked to T in the second spiral. Similarly, C and G complement each other: C in one spiral is always linked to G in another strand.
If we know one sequence, it's easy to determine its complement. Therefore the sequence of base pairs in every DNA molecule can be represented with just one string over the alphabet of four letters A,C,G,T. In this paper we consider the problem of classifying strings of letters over the alphabet
Accordingly, the set of all DNA sequences is precisely the set X * of all strings over X.
Main Notion
A classifier CL(V, E, , r) is a quadruple
where V = {v 1 , . . . , v n } is the set of vertices and E is the set of edges of a graph G = (V, E) with multiple edges allowed and with each edge e labeled by a letter (e) of the alphabet X and a real number r(e). In other words, there are two functions : E → X and r : E → IR.
The state (or current state) of the classifier CL(V, E, , r) is a labeling of all vertices by real numbers, i.e., a function
Notice that our model has some similarities with the concept of a finite state automaton and that of a neural network, but is different from them. The classifiers CL(V, E, , r) potentially can be used for both classification and clustering. A classification of any given set of DNA sequences is a partition of these sequences into several classes. Classifiers obtain classifications via various algorithms for supervised learning. In this way the classification is known for the given set of data. The problem is to construct a classifier that will produce this classification, so that it can then be used to determine class membership of new sequences. Initial partition is usually communicated by a supervisor to a machine learning process constructing the classifier. A different problem is that of clustering data. It deals with dividing a set of given sequences into classes not known initially, but determined according to certain measures of similarities between sequences. This is usually accomplished via a process of unsupervised learning, see [39] . Now suppose that we want to use the classifier CL(V, E, , r) to analyse a DNA sequence
where x 1 , . . . , x N ∈ X. The initial state s 0 : V → IR can be chosen arbitrarily depending on practical implementation. Then we use the labeled graph to recursively process all letters of the sequence (4) and modify the state of the graph.
Suppose that after we have considered the first i ≥ 0 letters of (4) the state of the graph is
Then we can determine the next state s i+1 with recursion
After the whole sequence (4) has been processed, for every vertex v ∈ V , we know the final value s N (v) ∈ IR. Let us now define the standard partitions which we are going to use in classification of DNA sequences. The following standard partitions will be associated with the classifier CL(V, E, , r). For every 1 ≤ k ≤ N , we define the classification K k as the one which divides all given DNA sequences into classes C 1 , . . . , C k , by including the sequence (4) into the class
Obviously, for k > 1, every classification K k can be obtained from K k−1 by selecting certain elements in all classes
k . Thus, every previous classification can be regarded as a simplified version of the next one, and every next classification is a refinement of the preceding one.
Main Result and Verification
The main theorem of this paper establishes that the classifiers CL(V, E, , r) are capable of solving all classification tasks for any given dataset of DNA sequences. Theorem 1. For each set S of DNA sequences and every given partition
one can find a classifier CL(V, E, , r)
which produces classification
such that the classes of partition (6) are determined by the classes of classification (8) so that S i = S ∩ C i for all i = 1, . . . , k.
Proof. First, let us define convenient notation which will enable us to refer to all sequences and their base pairs. Putting N = |S|, denote the sequences of the set
. For each i = 1, . . . , N , denote the bases of the sequence
j , where j = 1, . . . , m i so that
for all i = 1, . . . , N . Suppose that the sequence b (i) belongs to the class S φ(i) of partition (6) , where φ is a function from [1 :
Next, we introduce the following sets of vertices for the classifier CL(V, E, , r) we are going to construct:
for i = 1, 2, . . . , N . In addition, choose a vertex v 0 which does not belong to any of the sets V 0 , V 1 , . . . , V N and suppose that these sets are pairwise disjoint and all of their vertices are distinct. Put
To simplify further notation and have uniform definitions, we are going to denote one and the same vertex v 0 by several alternative symbols v (12) and put
It remains to define the initial state s 0 and the labels and r, see (2) and (3). For all i = 1, 2, . . . , N and j = 1, 2, . . . , m i , put
The initial state s 0 is defined by putting, for v ∈ V ,
This completes the definition of the classifier CL(V, E, , r).
Suppose that the classifier is used to process the sequence b (i) , where 1 ≤ i ≤ N . We are going to show by induction that after considering the first j bases of the sequence the current state of the classifier will satisfy
for any v ∈ V . The induction basis is provided by (16) . Suppose that equalities (17) have been established for some 1 < j < m i . Then we can find the next state s j+1 (v) using recursion (5) .
First, consider the case where v = v 
= w∈V,(w,v
= r((v
Thus, for v = v
j+1 , the required version of (17) holds indeed. Second, assume that v = v 
According to our definition b (i) belongs to the class C φ(i) of the classification K k , as required. This means that our classifier indeed produces a classification that agrees with the given partition of data, and so the proof is complete.
Neural Networks and Finite State Automata
Let us begin by comparing the classifiers CL(V, E, , r) with neural networks. Neural networks can be represented with similar labeled graphs. In this case the vertices are called neurons, and the labels of the edges are called weights.
Edge labels are modified while a neural network is being trained. After that during the operation of the network the labels remain unchanged. Each neuron of the network takes a weighted sum of its inputs and passes it through a threshold function, usually the sigmoid function. As indicated above, the classifiers CL(V, E, , r) are different from neural networks and finite state automata.
The major difference is that neural networks and classifiers CL(V, E, , r) are designed to solve substantially different types of problems. Neural networks cannot be directly applied to classification of DNA sequences without collections of some additional data, for example, from microarrays. The reason for this is that the operation of every neural network depends on a relatively small number of input parameters, represented as continuous real values. Small changes to the values of these parameters are not generally supposed to create changes to the classification outcome. Hence it is impossible to encode whole long DNA sequences in this way. In contrast, the classifiers CL(V, E, , r) can process all base pairs of a given DNA sequence in succession.
Sophisticated continuous threshold functions used in neural networks lead to another serious difference (see [25] , Section 11). Although the current state of a classifier CL(V, E, , r) appears similar to the state of a neural network, the transition to the next state is accomplished in a completely different fashion.
Comparing the classifiers CL(V, E, , r) to finite state automata, let us just note that each finite state automaton is used to divide its input into two classes only. Besides, the edges of finite state automata do not have real numbers as labels. These labels are inspired by analogy with neural networks. They make classifiers CL(V, E, , r) more flexible than finite state automata. This is why it is natural to expect that future research will demonstrate the possibility of substantial reduction to the size of the classifiers CL(V, E, , r) designed to handle certain classification tasks.
Main Algorithm
After a classifier CL(V, E, , r) has been found, the next natural step is to make it smaller. This can be achieved by identifying equivalent vertices. We say that a classifier CL(V, E, , r) is minimal if it can no longer be simplified by combining and identifying its vertices in some groups. As a guide to developing our minimization algorithm we are going to use the established standard terminology for analogous situations known in automata theory. Our new algorithm originates from the reduction algorithm for finite state automata described in several books (see, for example, [13] , Section 3.7).
The minimization algorithm we are going to develop applies only to classifiers of the special type used in the proof of our main theorem. Namely, here we restrict our attention to the classifiers where each current state is a characteristic function of one of the vertices: it is equal to 1 at this vertex, and is equal to 0 at all other vertices. The special vertex will be called the vertex of the current state.
The algorithm proceeds by identifying equivalent vertices, so that one can combine them without affecting the action of the classifier CL(V, E, , r) on input strings.
The concepts of equivalence and congruence will be used in order to simplify the classifiers CL(V, E, , r). They formalise and provide exact meaning to the idea of dividing all vertices of a the classifier CL(V, E, , r) into groups in such a way that the operation of the classifier remains unchanged if all vertices in each group are regarded as one new vertex.
Consider a classifier C = (V, E, , r). In order to define the concept of a congruence on C, we begin with a few auxiliary notions. First of all, let us recall the definition of an equivalence relation. It is required, because every partition of the set of vertices V into classes can be achieved using an equivalence relation. Every subset of the set
is called a relation on the set V of all vertices. A relation is said to be symmetric
A relation is said to be reflexive if it contains the set
An equivalence relation is a relation which is reflexive, symmetric and transitive.
If is a relation on V and v ∈ V , then we put
The set v is called the equivalence class of containing v. It is known and easy to verify that is an equivalence relation if and only if the sets v , v ∈ V , form a partition of V into several equivalence classes. Let be an equivalence relation on C. Next, we show how simplifies C by combining all vertices which belong to the same classes of . The resulting classifier will be called a quotient classifier. Namely, the quotient classifier C/ is the quadruple
where the sets V / , E/ and functions / , r/ are defined as follows. The set V / is the set of all equivalence classes of on V . The set E/ will contains an edge (u , v ) with
if and only if there exist u ∈ u and v ∈ v such that (u , v ) ∈ E and ((u , v )) = x. In this case we set
To simplify notation, we will use the same symbols and r for the functions / and r/ , too.
We say that two vertices of a the classifier CL(V, E, , r) are *-equivalent if the result of classification of each word by the classifier CL(V, E, , r) starting in the state of one of vertices coincides with its classification result when it starts from the state of the second vertex.
In order to determine whether two vertices are *-equivalent, the algorithm uses an iterative process based on k-equivalence. Two states are said to be k-equi valent if every word of length ≤ k produces identical classification outcomes in the case where the classifier CL(V, E, , r) starts in the state of the first vertex, exactly as when it starts in the second vertex. It is straightforward to verify that *-equivalence is a congruence.
In order to start the process, let us say that two vertices s and t of the the classifier CL(V, E, , r) C = (V, E, , r) are 0-equivalent to each other if and only if they coincide. Next, suppose that for some k ≥ 0 the k-equivalence has already been defined. Taking any two vertices s and t in V , we say that s is (k + 1)-equivalent to t if and only if s and t are k-equivalent and, for each input letter x ∈ X, if the classifier starts in the state of the vertex s and processes the letter x, then it arrives at exactly the same state that is achieved if it starts in the state of the vertex t and processes the letter x from that state, so that there is no difference between starting from s or from t.
The method of computing the k-equivalence classes from (k − 1)-equivalence classes is a dynamic programming algorithm. It finds the k-equivalence classes by subdividing the (k − 1)-equivalence classes according to the change of state of the classifier CL(V, E, , r) when it reads each of the letters in X.
Since the set of all vertices is finite, they cannot be combined indefinitely, and at some stage the algorithm terminates. For some integer k ≥ 0, the set of k-equivalence classes will coincide with the set of (k + 1)-equivalence classes. At this stage we see that both k-equivalence and (k + 1)-equivalence are in fact the * -equivalence.
These explanations show that the following steps find a minimal classifier CL(V, E, , r) equivalent to the original one:
1. Find the set of 0-equivalence classes of V .
2.
For k = 0, 1, 2, and so on, if k-equivalence classes have been found, then divide them as described above to find the (k + 1)-equivalence classes of V . Stop when the set of (k + 1)-equivalence classes is equal to the set of k-equivalence classes, for some integer k. This step gives the set of * -equivalence classes, as explained above.
3. Construct the minimal classifier CL(V, E, , r) by identifying all vertices of the classes of * -equivalence.
Open Questions
Problem 1. Develop a minimization algorithm for classifiers CL(V, E, , r) with arbitrary current state functions. Problem 2. Evaluate the running time and develop more efficient minimization algorithms for these classifiers.
Problem 3. Develop more robust algorithms by introducing a preprocessing step which will augment the dataset with other sequences and achieve similar classifications for sequences which are similar.
Two other related models used in the analysis of DNA sequences are Markov Models and probabilistic finite state automata, see Baldi and Brunak [1] , Durbin, Eddy, Krogh and Mitchison [5] , Jones and Pevzner [10] and Mount [26] . They have been used to identify and classify segments of one DNA sequence and are different from our model. It may make sense to explore the possibility of using these notions to classify sets of whole large DNA sequences too. This leads to the following questions suggested by the referees of this paper.
Problem 4.
Investigate the running times and compare the classifications produced by our new model with those which can be obtained using Markov Models.
Problem 5.
Investigate the running times and compare the classifications produced by our new model with those which can be obtained using probabilistic finite state automata.
