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It will be shown that probabilities of infinite-valued events represented by formulas in
Łukasiewicz propositional logic are in one-to-one correspondence with tight probability
measures over rational polyhedra in the unit hypercube. This result generalizes a recent
work on rational measures of polyhedra and provides an elementary geometric approach to
reasoning under uncertainty with states in Łukasiewicz logic.
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1. Introduction and motivation
States are many-valued generalizations of probabilities designed for the treatment of uncertainty which goes beyond
the usual scope of Boolean logic. Originally introduced as “averaging processes” for truth-value in Łukasiewicz logic [15],
states provide a single mathematical model for amalgamation of stochastic uncertainty (described by a Borel probability
measure on possible worlds) with vagueness or imprecision (captured by formulas in Łukasiewicz logic). The resulting
theory has already contributed to a number of areas within approximate reasoning, such as de Finetti coherence criterion
for infinite-valued events [16], Rényi conditionals [18, Chapter 15], and formalization of probability inside Łukasiewicz logic
[5]. For the purposes of this paper, infinite-valued events are identified withMcNaughton functions, that is, continuous and
piecewise linear functions f : [0, 1]k → [0, 1], where each linear piece has integer coefficients. Each McNaughton function
corresponds to equivalent formulas in Łukasiewicz logic over k propositional variables (Section 2.1). A state s on the algebra
of McNaughton functions Mk is a mapping Mk → [0, 1] satisfying s(0) = 0, s(1) = 1, and s(f ⊕ g) = s(f ) + s(g),
whenever f  g = 0, where the operations ,⊕ are (pointwise) Łukasiewicz t-norm and t-conorm, respectively. Integral
representation theoremproved independently in [12] and [20] asserts that for every state s there exists a unique (necessarily
regular) Borel probability measure on [0, 1]k such that
s(f ) =
∫
[0,1]k
f dμ, f ∈ Mk. (1.1)
Provided points in [0, 1]k are deemed possible worlds as usual, this integral expression is a mathematical formulation of
fusion of probabilistic uncertainty (represented byμ) with vague description of an infinite-valued event (represented by f ).
It is well known that the Lebesgue integral on the right-hand side of (1.1) can be written as the Riemann integral
s(f ) =
∫ 1
0
μ
(
f−1([t, 1])
)
dt, (1.2)
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where f−1([t, 1]) = {x|f (x) ≥ t} is an upper level set of f . The last integral thus witnesses to the fact that measuring all
the upper level sets of McNaughton functions by Borel measure μ fully determines state s. Hence the restriction of μ to the
upper level sets, which are polyhedra in [0, 1]k , is enough to determine state s. This observation is just the starting point of
our investigations leading to several questions. In particular: (i) how to describe such a measure of all the upper level sets?
(ii) is not the system of all the upper level sets too large and thus redundant for a description of states? (iii) if this is the case,
which subfamily of polyhedra will be sufficient for the description?
In the sequel we address all these issues. Themain goal of this paper is twofold. First, to strengthen the observation based
on (1.2) by proving that measuring only the one-sets of all McNaughton functions f , that is, the sets f−1(1) = {x|f (x) = 1},
is sufficient for a complete description of state s (Corollary 4.1). Second, wewill provide a converse to the previous statement
by associating a certain measure of all the one-sets with a state in a very natural way (Proposition 3.2). Synthesizing the two
results, Corollary 4.2 shows that the two directions are in fact inverse to each other.
An important remark is in order here. Although the above-mentioned construction of measure of one-sets presented in
Section 3 can be viewed as a direct consequence of the integral representation theorem (cf. (1.1)), our proof is completely
new and elementary, using only the algebraic-geometric machinery of rational polyhedra and Schauder bases. Therefore we
believe that the introduced construction deepens the current state of knowledge about states in Łukasiewicz logic.
This paper is structured as follows. In Section 2.1 we repeat basic definitions and results concerning infinite-valued
Łukasiewicz logic and its Lindenbaum algebra whose elements (McNaughton functions) are interpreted as infinite-valued
events. The apparatus of polyhedral geometry/topology, which paves the way for effective processing of McNaughton func-
tions, is developed in Section 2.2. Probabilities (states) of infinite-valued events are introduced in Section 2.3. In Section 3 it
is shown how to associate a unique tight probability measure of rational polyhedra with a state. The converse statement is
then delivered in Section 4, using one of measure extension theorems.
2. Infinite-valued events and their states
2.1. Łukasiewicz logic
In this section we provide a survey of Łukasiewicz infinite-valued propositional logic [3, Chapter 4] and its associated
Lindenbaum algebra. Formulas ϕ,ψ, . . . are constructed from propositional variables X1, . . . , Xk by applying the standard
rules known in Boolean logic. Note that we confine to the language of Łukasiewicz logic with finitely-many variables only.
The connectives are negation¬, disjunction⊕, and conjunction. This is already a complete set of connectives: for example,
the implication ϕ → ψ can be defined as¬ϕ ⊕ ψ. The set of all formulas containing propositional variables X1, . . . , Xk is
denoted by FORMk .
The standard semantics for connectives of Łukasiewicz logic is defined by the corresponding operations of the standard
MV-algebra, which is just the real unit interval [0, 1] endowed with the operations
¬x = 1 − x,
x ⊕ y = min(1, x + y),
x  y = max (0, x + y − 1)
for every x, y ∈ [0, 1].
Remark 2.1. The operations  and ⊕, which represent conjunction and disjunction in Łukasiewicz logic, are also called
Łukasiewicz t-norm and Łukasiewicz t-conorm, respectively. Łukasiewicz t-norm (t-conorm) is a nilpotent Archimedean t-
norm (t-conorm) in the sense of [11].
A valuation is a mapping V : FORMk → [0, 1] such that, for each ϕ,ψ ∈ FORMk ,
V(¬ϕ) = 1 − V(ϕ),
V(ϕ ⊕ ψ) = V(ϕ) ⊕ V(ψ),
V(ϕ  ψ) = V(ϕ)  V(ψ).
Formulas ϕ,ψ ∈ FORMk are called equivalent when V(ϕ) = V(ψ), for every valuation V . The equivalence class of ϕ
is denoted by [ϕ]. The Lindenbaum algebra Mk of Łukasiewicz logic over k propositional variables is the set of all such
equivalence classes [ϕ] naturally endowed with the operations
¬[ϕ] = [¬ϕ],
[ϕ] ⊕ [ψ] = [ϕ ⊕ ψ],
[ϕ]  [ψ] = [ϕ  ψ].
Since every valuation V is completely determined by its restriction to the propositional variables, that is,
V → V(X1, . . . , Xk) ∈ [0, 1]k,
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every “possible world” V is matched with a unique point xV lying in the k-dimensional unit cube [0, 1]k . Conversely, for any
x ∈ [0, 1]k , let Vx be the valuation uniquely defined by
Vx(X1, . . . , Xk) = x.
Put [ϕ](x) = Vx(ϕ), for every x ∈ [0, 1]k and each ϕ ∈ FORMk . Consequently, every equivalence class [ϕ] can be viewed
as a function [0, 1]k → [0, 1]. It is easy to see by induction on the complexity of formula ϕ that each such function [ϕ] is
continuous and piecewise linear with pieces having integer coefficients. Since the Lindenbaum algebraMk coincides with
the free k-generatedMV-algebra [3, Proposition 4.5.5], the celebratedMcNaughton theorem [14] states that those conditions
are also sufficient for a function [0, 1]k → [0, 1] to belong toMk .
McNaughton theorem. Let f : [0, 1]k → [0, 1]. Then f ∈ Mk if and only if f is continuous and piecewise linear with each
linear piece having integer coefficients.
Each function inMk is called a (k-variable) McNaughton function. Whenever f , g ∈ Mk , the operations ¬,⊕, and  of
the algebra [0, 1] are applied pointwise to f and g. Analogously, if binary operations ∨ and ∧ on [0, 1] are maximum and
minimum, respectively, then f ∨ g is the pointwise maximum and f ∧ g is the pointwise minimum inMk , respectively.
Maximum and minimum of McNaughton functions f , g can also be expressed as
f ∨ g = ¬ (¬f ⊕ g) ⊕ g,
f ∧ g = ¬(¬f ∨ ¬g),
respectively. The symbols 0 and 1 may also denote the constant zero function and the constant unit function over [0, 1]k ,
respectively. We summarize here a few important properties of the algebraMk of McNaughton functions for later use.
Proposition 2.1. If f , g ∈ Mk, then:
(i) 0, 1 ∈ Mk,
(ii) ¬f , f ⊕ g, f  g ∈ Mk,
(iii) f ∨ g, f ∧ g ∈ Mk,
(iv) f (x) ∈ {0, 1}, whenever x ∈ {0, 1}k.
Remark 2.2. In particular, the conditions (i) and (ii) above say thatMk is the so-calledMV-algebra [3]. SinceMV-algebras stand
to Łukasiewicz logic as Boolean algebras stand to classical two-valued logic, we can think of the algebraMk as a specimen
for the development of many-valued probability theory based on Łukasiewicz logic. In accordance with the bookmaking
justification presented in [16], we interpret the McNaughton functions in the MV-algebraMk as infinite-valued events, as
opposed to classical yes-no events in a Boolean algebra of sets. Although the choice of Łukasiewicz logic is preferred in this
paper, probability andmeasure theory can be carriedwell outside the scope of Łukasiewicz operations—see [19]. An in-depth
discussion of methodological issues related to interpretation of infinite-valued events is contained in [13].
The following shortcut notations will be employed throughout the paper: for each f ∈ Mk and n ∈ N, put
n.f = f ⊕ · · · ⊕ f︸ ︷︷ ︸
n-times
and f n = f  · · ·  f︸ ︷︷ ︸
n-times
.
Lemma 2.1. For every f , g ∈ Mk:
(i) (f ∨ g)2 = f 2 ∨ (f  g) ∨ g2,
(ii) if f  g = 0, then (f ∨ g)n = f n ∨ gn, for each n ∈ N.
Proof. (i) According to [3, Proposition 1.1.6(i)], operation  is distributive with respect to ∨:
f  (g ∨ h) = (f  g) ∨ (f  h), for every f , g, h ∈ Mk . (2.1)
Using (2.1) twice,
(f ∨ g)2 = (f ∨ g)  (f ∨ g) = ((f ∨ g)  f ) ∨ ((f ∨ g)  g) = f 2 ∨ (f  g) ∨ g2.
(ii) If f  g = 0, then (i) yields (f ∨ g)2 = f 2 ∨ g2. Assume that the assertion is true for n = k − 1, where k ≥ 3, that is,
the identity (f ∨ g)k−1 = f k−1 ∨ gk−1 holds true. Then
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(f ∨ g)k = (f ∨ g)k−1  (f ∨ g) =
(
f k−1 ∨ gk−1
)
 (f ∨ g)
=
((
f k−1 ∨ gk−1
)
 f
)
∨
((
f k−1 ∨ gk−1
)
 g
)
= f k ∨
(
f  gk−1
)
︸ ︷︷ ︸
0
∨
(
f k−1  g
)
︸ ︷︷ ︸
0
∨gk = f k ∨ gk. 
2.2. Rational polyhedra
Let k ∈ N. For a k-variableMcNaughton function f , letMod(f ) = {V |V(ϕ) = 1, [ϕ] = f } be the set of all truth valuations
rendering true formula ϕ corresponding to f . Equivalently, we can take the one-set of f , that is, the set
f−1(1) = {x ∈ [0, 1]k|f (x) = 1},
or even the zero-set of f :
f−1(0) = {x ∈ [0, 1]k|f (x) = 0}.
A deep inspection of one-sets of McNaughton functions led to the introduction of geometric apparatus introduced below. Its
applications are vast, ranging from the constructive proof of McNaughton theorem [3, Chapter 9.1] over bookmaking with
infinite-valued events [16] to complexity study of coherence in Łukasiewicz logic [2]. In this contribution, we introduce basic
building blocks of one-sets (rational polyhedra and regular simplices) following the notation and terminology of [18]. An
exposition of the remaining geometric notions can be found in [4].
A point x = (x1, . . . , xk) ∈ [0, 1]k is rational if each coordinate xi is a rational number. For any rational point x ∈ [0, 1]k
we denote by den(x) the least common denominator of its coordinates, and we say that den(x) is a denominator of x. For
0 ≤ n ≤ k, a convex hull S of n + 1 affinely independent points v0, . . . , vn in [0, 1]k is called an n-simplex in [0, 1]k . We
let dim(S) = n and say that n is the dimension of S. The points v0, . . . , vn, which are uniquely determined by S, are called
vertices of S. Let VS denote the set of all vertices of S. We say that S is a rational simplex if each vertex of S is a rational point.
As a convention, the empty set is the only −1-simplex.
A polyhedron is a union of finitely many simplices Si in [0, 1]k . If each simplex Si is rational, we say that the polyhedron
is rational. Interestingly, examples of polyhedra in [0, 1]k are furnished by preimages of McNaughton functions inMk .
Proposition 2.2. Let f ∈ Mk. For every a, b ∈ [0, 1], the set
f−1([a, b]) = {x ∈ [0, 1]k|a ≤ f (x) ≤ b}
is a polyhedron. Moreover, the polyhedron f−1([a, b]) is rational whenever a, b ∈ [0, 1] ∩Q.
Proof. The set
Gr(f )ba = {(x, f (x)) ∈ [0, 1]k × [0, 1]|a ≤ f (x) ≤ b}
is a polyhedron in [0, 1]k+1, because it can be written as a finite union of finite intersections of halfspaces arising from
finitely-many linear constraints defining Gr(f )ba. If a, b ∈ [0, 1] ∩ Q, then Gr(f )ba is rational as those halfspaces are with
integer or rational coefficients only. The projection of Gr(f )ba onto the hyperplane xk+1 = 0 coincides with f−1([a, b]). The
result now follows from [18, Lemma 2.2(i)] saying that projections (onto rational hyperplanes) of (rational) polyhedra are
(rational) polyhedra. 
A polyhedral complex C is a nonempty finite set of convex polyhedra in [0, 1]k such that the face of any polyhedron A ∈ C
belongs to C and each pair of polyhedra A, B ∈ C intersects in a common face of both A and B. We say that  is a (rational)
simplicial complex if each A ∈  is a (rational) simplex. If || denotes the union of all members of a (rational) simplicial
complex , then we also say that  is a (rational) triangulation of ||. Put V = ⋃S∈ VS .
The notion of regularity is fundamental for processingMcNaughton functions. Let 0 ≤ n ≤ k and S be a rationaln-simplex
withVS = {v0, . . . , vn}. We say that S is regular if, for every face F of S and every rational point x in the relative interior of F ,
den(x) ≥ ∑
v∈VF
den(v).
A rational simplicial complex  is regular provided each simplex of  is regular. Analogously, we say that  is a regular
triangulation of ||.
Remark 2.3. Regular simplices are also called “unimodular simplices” in some papers (cf. [16,2]). The definition of regular
simplex above has a homogeneous version in terms of regular simplicial cones—see [18, Section 2.2] and [4, Section V.1] for
further details. The affine variant used above is due to [18, Lemma 2.7].
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Fig. 1. Regular simplices and regular triangulations of [0, 1].
Fig. 2. A regular triangulation of [0, 1]2 (Hironaka).
Example 2.1. In case that k = 1, regular simplices are just particular line segments with rational endpoints. They can easily
be characterized since the endpoint fractions are just two consecutive members of Farey series—see [3, Section 3.2]. Fig. 1
depicts a few examples of such regular simplices together with associated regular triangulations of [0, 1]. On the contrary,
the interval
[
1
3
, 2
3
]
is not a regular simplex. An example of a regular triangulation of the unit square [0, 1]k (k = 2) is in
Fig. 2: there are eight 2-dimensional regular simplices (triangles) in the figure.
Every k-variableMcNaughton function has a decomposition into linear pieceswith integer coefficients defined over some
regular triangulation of [0, 1]k and, moreover, the respective triangulation can always be constructed sufficiently fine [18,
Corollary 2.9(i)].
Theorem 2.1. For each pair f , g ∈ Mk, there exists a regular triangulation  of [0, 1]k such that both f and g are linear over
each simplex of .
By Rk we denote the set of all rational polyhedra in [0, 1]k . The following characterization of rational polyhedra is used
extensively throughout the paper—see [18, Corollary 2.10].
Theorem 2.2. Let ∅ = A ⊆ [0, 1]k. The following conditions are equivalent:
(i) A ∈ Rk,
(ii) there exists f ∈ Mk with A = f−1(0),
(iii) there exists f ∈ Mk with A = f−1(1),
(iv) A = || for some regular complex .
It turns out that the family of sets Rk carries an algebraic-topological structure convenient from the measure-theoretic
viewpoint.
Proposition 2.3. The family of sets Rk is a lattice with the set union and the set intersection. Moreover, Rk forms the basis of
closed sets for the (Euclidean subspace) topology of [0, 1]k.
Proof. If A, B ∈ Rk , then A∪ B ∈ Rk is a direct consequence of the definition of a rational polyhedron. That A∩ B ∈ Rk was
proved in [18, Corollary 2.12]. The rest is [18, Proposition 4.4(iv)]. 
A brief look at (1.2) could lead to the belief that the family of all upper level sets
U= {f−1([t, 1])|f ∈ Mk, t ∈ [0, 1]}
plays a major role in characterizing states by Riemann integral (1.2). However, in contrast to the set of all rational polyhedra
Rk , its supersetU is not even a lattice with respect to point-set unions and intersections.
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Example 2.2. Let k = 1. The set U is not closed with respect to ∩. Let f (x) = x, g(x) = 1 − x, for every x ∈ [0, 1], so that
f , g ∈ M1. If x0 ∈ [0, 1]\Q, then f−1([x0, 1]) = [x0, 1] ∈ U, g−1([1 − x0, 1]) = [0, x0] ∈ U, and
f−1([x0, 1]) ∩ g−1([1 − x0, 1]) = {x0}.
However, the polyhedron {x0} cannot belong to U. Assume that it does: then necessarily {x0} = h−1(1) for some h ∈ M1
and Theorem 2.2 says that {x0} ∈ Rk , a contradiction.
Similarly,Uis not closedwith respect to∪: if f and x0 are as above and y ∈ [0, 1]∩Q satisfies y < x0, then the polyhedron{y} ∪ f−1([x0, 1]) cannot be an upper level set of any McNaughton function inM1.
The lack of any algebraic structure on U is not an obstacle for our considerations: it will be shown in Section 4 that the
function μ from (1.2) is uniquely determined by its values already over the much smaller set Rk .
Let  be a regular triangulation of [0, 1]k . For each v ∈ V, let hv : [0, 1]k → [0, 1] be a continuous piecewise linear
function uniquely determined by
hv(x) =
{
1
den(v)
, x = v,
0, x ∈ V \{v},
where hv is linear over each simplex of . The function hv is known as the Schauder hat of  at vertex v. In [18, Theorem
5.8(a)] it is proved that hv is a McNaughton function.
Example 2.3. Let be the regular triangulation of the unit interval [0, 1]whose 1-dimensional simplices are
[
0, 1
2
]
,
[
1
2
, 2
3
]
,
and
[
2
3
, 1
]
. Then
h 2
3
(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, x ∈
[
0, 1
2
]
,
2x − 1, x ∈
[
1
2
, 2
3
]
,
1 − x, x ∈
[
2
3
, 1
]
.
See Fig. 3.
We are going to make use of the following separation properties of McNaughton functions. Although the first assertion
in Lemma 2.2 follows from [18, Proposition 4.2(i)], we will provide the proof below since the lemma is crucial for the main
result of the paper.
Lemma 2.2
(i) Let A ∈ Rk and let G ⊆ [0, 1]k be an open set such that G ⊇ A. Then there exists g ∈ Mk with A = g−1(1) and g(x) = 0
for every x ∈ [0, 1]k\G.
(ii) Let A, B ∈ Rk and A ∩ B = ∅. Then there are f , g ∈ Mk such that f−1(1) = A, g−1(1) = B and f ∧ g = 0.
(iii) Let A, B ∈ Rk and A ∩ B = ∅. There exists f ∈ Mk such that f−1(1) = A and f−1(0) = B if and only if {0, 1}k ⊆ A ∪ B.
Proof. (i) Take a function f ∈ Mk with A = f−1(1) as in Theorem 2.2. Then the restriction of f to the compact set [0, 1]k\G
is a continuous function. Hence its maximum is attained at some point x0 ∈ [0, 1]k\G such that f (x0) < 1. In particular,
there exists some n ∈ N with f n(x0) = 0. It suffices to put g(x) = f n(x), for each x ∈ [0, 1]k , since g ∈ Mk vanishes
outside G.
In order to show (ii), it suffices to consider disjoint open sets G1, G2 with G1 ⊇ A, G2 ⊇ B. Use (ii) to recover f , g ∈ Mk
such that A = f−1(1), B = g−1(1), f (x) = 0 for every x ∈ [0, 1]k\G1, and g(x) = 0 for every x ∈ [0, 1]k\G2. Then f ∧g = 0.
Fig. 3. Schauder hat of  at 2
3
.
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(iii) Since each McNaughton function f ∈ Mk satisfies f (x) ∈ {0, 1}whenever x ∈ {0, 1}k , the condition {0, 1}k ⊆ A∪ B
is necessary. Conversely, assume that {0, 1}k ⊆ A∪B. Let be a regular triangulation of rational polyhedron A∪B according
to Theorem 2.2. As a consequence of the affine version of [18, 21.57],  extends to a regular triangulation ∇ of [0, 1]k such
that ∇ ⊇ . Consider a function v ∈ V∇ → nv ∈ N defined by
nv =
⎧⎪⎨
⎪⎩
den(v), v ∈ V∇ ∩A,
0, v ∈ V∇ ∩B,
1, v ∈ V∇ \(A ∪ B).
When v is a vertex of ∇ lying outside A ∪ B, observe that den(v) > 1 = nv by the assumption {0, 1}k ⊆ A ∪ B. Put
f = ∑
v∈V∇
nvhv,
where each hv is Schauder hat of ∇ at vertex v. As f : [0, 1]k → [0, 1] is a linear combination (with nonnegative integer
coefficients) of McNaughton functions, f is a McNaughton function, too. If x ∈ A, then there is a simplex S of ∇ with x ∈ S
and such that a value of f at each vertex v of S is equal to 1. Hence f (x) = 1. Analogously, if x ∈ B, then f (x) = 0. If
x ∈ [0, 1]k\(A ∪ B), then there must be some simplex T of ∇ with x ∈ T such that neither f (v) = 0 nor f (v) = 1, for each
vertex of T . Because f is linear over T , this gives 0 < f (x) < 1. 
Remark 2.4. Lemma 2.2(iii) is a variant of Urysohn’s lemma [9, Chapter 4, Lemma 4]: if X is a normal topological space and
F1, F2 ⊆ X are nonempty disjoint closed sets, then there exists a continuous function f : X → [0, 1] such that f = 0 on
F1 and f = 1 on F2. Due to the special system of closed sets and continuous functions considered (rational polyhedra and
McNaughton functions, respectively), we are able to obtain a tighter separation than in Urysohn’s lemma that applies to a
much more general topological setting.
2.3. Probability of infinite-valued events
A state onMk is a function s : Mk → [0, 1] such that s(0) = 0, s(1) = 1 and, for every f , g ∈ Mk ,
s(f ⊕ g) = s(f ) + s(g), whenever f  g = 0.
The condition above is a generalization of the usual finite additivity with the operations of set union and set intersection
replaced by the corresponding Łukasiewicz operations. According to de Finetti-type theorem in [16], the value s(f ) can be
viewed as a “fair betting ratio” of an infinite-valued event f ∈ Mk .
Example 2.4. Given x ∈ [0, 1]k , put sx(f ) = f (x), for each f ∈ Mk . Then sx is a state onMk .
Example 2.5. For each f ∈ Mk , let s∗(f ) be the Riemann integral of f over [0, 1]k . By linearity of the integral, s∗ is a state on
Mk . Interestingly, the definition of s
∗ can be rephrased in purely algebraic terms—see [18, Chapter 16].
Proposition 2.4. Let s be a state onMk. Then, for every f , g ∈ Mk:
(i) s(f ⊕ g) + s(f  g) = s(f ) + s(g),
(ii) s(f ) ≤ s(g), whenever f ≤ g,
(iii) s(f ⊕ g) ≤ s(f ) + s(g),
(iv) s(f ) = limn→∞ sn(f ), where sn = ∑mni=1 αni sxni , for some mn ∈ N and xn1, . . . , xnmn ∈ [0, 1]k, and αn1, . . . , αnmn ≥ 0
such that
∑mn
i=1 αni = 1,
(v) if  is a regular triangulation of [0, 1]k such that f is linear over each simplex of , then s(f ) ≤ maxv∈V f (v).
Proof. The properties (i)-(iii) are proved in [18, Proposition 10.2]. (iii) is a consequence of (i). We will show that (iv) holds
true. It is easy to see that the set of all states onMk is a compact convex subset of the product space [0, 1]Mk . According
to [12, Theorem 25], extreme points of this set coincide with the set {sx|x ∈ [0, 1]k}, where sx is as in Example 2.4. The
conclusion now follows from the Krein-Milman theorem [22, 3.21]: every state in the state space ofMk lies in the closed
convex hull of its extreme points.
As for 2.4, note that
max
v∈V f (v) = maxx∈[0,1]k f (x),
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because f is linear on each simplex of . From (iv) we obtain
s(f ) = lim
n→∞ sn(f ) = limn→∞
mn∑
i=1
αni sxni (f ) = limn→∞
mn∑
i=1
αni f
(
xni
) ≤ max
x∈[0,1]k
f (x). 
If μ is a Borel probability measure on Borel subsetsBof [0, 1]k , then function sμ given by
sμ(f ) =
∫
f dμ, for each f ∈ Mk, (2.2)
is a state. The integral representation theorem proved independently by Kroupa [12] and Panti [20] establishes also the
converse: every state s onMk is of the form s = sμ for a uniquely determined (regular) Borel probability measureμ. In this
paper we find even a stronger version of the integral representation theorem by relating states onMk to certain probabilistic
assessments of rational polyhedra in [0, 1]k—see Section 3. This will enable us, among others, to give an elementary proof
of the integral representation, which is achieved in Section 4.
Remark 2.5. It is worth emphasizing at this point that the characterization of extreme points [12, Theorem 25] employed in
the proof of Proposition 2.4(iv) does not make use of the integral representation theorem, unlike a proof of the same result
in [18, Corollary 10.6].
3. From states to probabilities of rational polyhedra
To every state onMk wewill assign a particular probabilistic assessment defined on the familyRk of all rational polyhedra
in [0, 1]k . This assessment will be the so called tight measure in the sense of [10,21].
In the sequel letLbe a lattice of subsets of [0, 1]k containing ∅ and [0, 1]k . The prototypical example of such a latticeL
is provided byRk or the family of all the compact subsets of [0, 1]k . A functionμ : L→ [0, 1] is a tight probability measure
onLwhenever μ(∅) = 0, μ
(
[0, 1]k
)
= 1, and for each A, B ∈ Lwith A ⊆ B,
μ(A) + sup
C∈L
C⊆B\A
μ(C) = μ(B). (3.1)
Proposition 3.1. If μ is a tight probability measure on L, then, for every A, B ∈ L:
(i) μ(A) ≤ μ(B), whenever A ⊆ B (monotonicity),
(ii) μ(A ∪ B) + μ(A ∩ B) = μ(A) + μ(B) (modularity),
(iii) if A ∩ B = ∅, then μ(A ∪ B) = μ(A) + μ(B) (finite additivity),
(iv) μ(A ∪ B) ≤ μ(A) + μ(B) (subadditivity).
Proof. (i) is obvious by nonnegativity of μ. The property (ii) follows from the identity (A ∪ B)\B = A\(A ∩ B) and (3.1),
which gives together
μ(A ∪ B) − μ(B) = μ(A) − μ(A ∩ B).
Both (iii) and (iv) directly results from (ii). 
Remark 3.1. Every tight probability measureμ onL is a finite valuation in the sense of [6, Definition IV-9.1.]. Specifically, this
means that μ : L→ [0,∞) is monotone, modular, and μ(∅) = 0.
Example 3.1 (k−dimensional rational measure). LetLbe the lattice of rational polyhedraRk in [0, 1]k . The rationalmeasure
first introduced in [17] is a tight probability measure of rational polyhedra. This is seen as follows. Given A ∈ Rk and its
regular triangulation , denote by max the set of all maximal simplices in . Put
λ
(k)
 (A) =
∑
S∈max
dim(S)=k
⎛
⎝k ! ∏
v∈VS
den(v)
⎞
⎠−1 , (3.2)
where the sum equals zero if there are no maximal simplices of dimension k in . Then [18, Theorem 14.1] yields that
λ
(k)
 (A) = λ(k)∇ (A) for any regular triangulation ∇ of A. This means that we can write just λ(k)(A) instead of λ(k) (A) and
call this number the k-dimensional rational measure of A. Since [18, Proposition 14.2] shows that λ(k)(A) coincides with
k-dimensional Lebesgue measure of A, the function λ(k) : Rk → [0, 1] is indeed a tight probability measure. Let i be a
nonnegative integer with i < k. It is worth noting that the rational measure λ(k) of any rational i-simplex B in [0, 1]k is equal
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to the i-dimensional Hausdorff measure of B multiplied by a constant only depending on the affine hull of B. See Theorem
14.7 in [18] for further details.
Example 3.2. In general, every restriction μ to Rk of a Borel probability measure is easily seen to be a tight probability
measure: indeed, this follows from the regularity of every measure on Borel sets of [0, 1]k . The restriction μ is, in fact, the
most general example of a tight probability measure on Rk (cf. Theorem 4.1). The same conclusion holds true when Rk is
replaced with the class of all the compact subsets of [0, 1]k .
Given f ∈ Mk and a state s onMk , observe that the sequence (s (f n))n∈N in [0, 1] is non-increasing. This implies that its
limit exists and limn→∞ s (f n) = infn∈N s (f n).
Lemma 3.1. Let s be a state onMk. If f , g ∈ Mk are such that f−1(1) = g−1(1), then there is m0 ∈ N for which f ≥ gm0 , and
infn∈N s (f n) = infn∈N s (gn).
Proof. Theorem 2.1 gives a regular triangulation  of [0, 1]k such that f and g are linear over each simplex of . Then for
each v ∈ V, there is nv ∈ N satisfying f (v) ≥ gnv(v). Put
m0 = max{nv|v ∈ V}
and observe that f (v) ≥ gm0(v), for each v ∈ V. Since f and g are linear on each simplex of, the last inequality necessarily
implies that f ≥ gm0 all over [0, 1]k .
For every n ∈ N, the rational polyhedron g−1(1) coincides with (f n)−1(1). By the previous part of the assertion and
monotonicity of state s, there must be somem0 ∈ N fulfilling
s
(
f n
) ≥ s (gm) , for each m ≥ m0. (3.3)
Hence s (f n) ≥ infm∈N s (gm), which yields infn∈N s (f n) ≥ infm∈N s (gm). The reverse inequality follows in the same way
by interchanging the roles of f and g in (3.3). 
Proposition 3.2. Let s be a state onMk. Then there exists a unique tight probability measureμ onRk such that, for every A ∈ Rk
and every f ∈ Mk with f−1(1) = A,
μ(A) = inf
n∈N s
(
f n
)
.
Proof. Defineμf (A) = infn∈N s (f n), whenever A ∈ Rk and f ∈ Mk is such that f−1(1) = A. By Lemma 3.1, the valueμf (A)
does not depend on the choice of f ∈ Mk with f−1(1) = A. Hence it is correct to put
μ(A) = inf
n∈N s
(
f n
)
, (3.4)
whenever A ∈ Rk and f ∈ Mk is such that f−1(1) = A. Uniqueness of μ is clear, provided we show that function
μ : Rk → [0, 1] defined by (3.4) is a tight probability measure.
It is easy to see that μ(∅) = 0 and μ
(
[0, 1]k
)
= 1. First, we will check that μ is finitely additive, that is,
μ(A ∪ B) = μ(A) + μ(B), for every A, B ∈ Rk with A ∩ B = ∅. (3.5)
Indeed, consider McNaughton functions f , g ∈ Mk such that
f−1(1) = A, g−1(1) = B and f ∧ g = 0,
whose existence is guaranteed by Lemma 2.2(ii). Then (f ∨ g)−1(1) = A ∪ B and
μ(A ∪ B) = inf
n∈N s
(
(f ∨ g)n) .
It follows from Lemma 2.1(ii) that (f ∨ g)n = f n ∨ gn, for any n ∈ N. Therefore, since f n ∧ gn = f n  gn = 0 and the set
{x ∈ [0, 1]k|f n(x) > 0 and gn(x) > 0}
is empty, we get f n ∨ gn = f n ⊕ gn. Hence
inf
n∈N s
(
(f ∨ g)n) = inf
n∈N s
(
f n ∨ gn) = inf
n∈N
(
s
(
f n
)+ s (gn)) = μ(A) + μ(B).
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Hence μ satisfies (3.5). Finite additivity directly implies, for every A, B ∈ Rk with A ⊆ B, that
μ(A) + sup
C∈Rk
C⊆B\A
μ(C) ≤ μ(B).
In order to show the reverse inequality, let A, B ∈ Rk such that A ⊆ B and consider an arbitrary ε > 0. It follows from
the definition of μ (3.4) that there exists f ∈ Mk satisfying A = f−1(1) and s(f ) − μ(A) ≤ ε. For each integer n ≥ 2, put
Cn = B ∩ f−1
([
0, 1 − 1
n
])
and observe that Cn ∈ Rk by Proposition 2.2. Since f−1
([
1 − 1
n
, 1
])
and f−1
([
0, 1 − 2
n
])
are disjoint rational polyhedra
such that
f−1
([
1 − 1
n
, 1
])
∪ f−1
([
0, 1 − 2
n
])
⊇ {0, 1}k,
we may employ Lemma 2.2(iii) to find McNaughton function rn ∈ Mk satisfying
r−1n (1) = f−1
([
1 − 1
n
, 1
])
and r−1n (0) = f−1
([
0, 1 − 2
n
])
.
Let hn = ¬f ∧ rn. Then hn ∈ Mk and
hn(x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, x ∈ f−1
([
0, 1 − 2
n
])
,
¬f (x), x ∈ f−1
([
1 − 1
n
, 1
])
,
< 2
n
, x ∈ f−1
((
1 − 2
n
, 1 − 1
n
))
.
As a consequence, for any g ∈ Mk with g−1(1) = Cn, we get (f ⊕ g⊕ hn)(x) = 1, whenever x ∈ B. Hence, themonotonicity
property of both μ and s, together with Proposition 2.4(iii), enable us to conclude that
μ(B) ≤ inf
m∈N s
(
f ⊕ gm ⊕ hn) ≤ s(f ) + s(hn) + inf
m∈N s
(
gm
) = s(f ) + s(hn) + μ(Cn).
Since Cn ⊆ B \ A, we obtain the upper bound for the right-hand side above:
s(f ) + s(hn) + μ(Cn) ≤ s(f ) + s(hn) + sup
C∈Rk
C⊆B\A
μ(C).
We will show that
lim
n→∞ s(hn) = 0. (3.6)
Let ε′ > 0. Since hn(x) ≤ 2n , for every x ∈ [0, 1]k , there exists some n0 ∈ N such that hn(x) < ε′, for each n ≥ n0 and every
x ∈ [0, 1]k . By Proposition 2.4(v),
s(hn) ≤ max
x∈[0,1]k
hn(x) < ε
′, for each n ≥ n0,
from which (3.6) results. Therefore, letting n → ∞ in
μ(B) ≤ s(f ) + s(hn) + sup
C∈Rk
C⊆B\A
μ(C),
we get
μ(B) ≤ s(f ) + sup
C∈Rk
C⊆B\A
μ(C) ≤ μ(A) + ε + sup
C∈Rk
C⊆B\A
μ(C).
Since ε > 0 was arbitrary, the desired inequality follows. 
4. From probabilities of rational polyhedra to states
In this section, we show the converse to Proposition 3.2 by associating a unique state with a tight probability of rational
polyhedra. As a matter of fact, we need only show that a tight probability measure μ on Rk extends in a unique way to a
regular Borel probabilitymeasure μˆ on the familyBof all Borel subsets of [0, 1]. Provided such extension μˆ exists, it suffices
to define a state sμˆ by the Lebesgue integral (2.2) with respect to μˆ.
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Measure extension theorems count among themost versatile results in measure theory. The well-known Carathéodory’s
extension theorem [7] on extension of σ -finite measures from a ring of sets to the σ -algebra generated by the ring is just an
example of a measure extension theorem. The interested reader is referred to the book [23] by Topsøe or the paper [8] and
references therein. It is thus not surprising that the extension problem posed in the beginning of this section can be solved
by finding a proper technique in the vast literature existing on the subject. Namely, we extend a tight probability measure
of polyhedra to a Borel probability measure by using the results of Adamski [1, Theorem 2.7(a)] and Kisyn´ski [10, Theorem
1.2]. This approach delivers the desired conclusion.
Theorem 4.1 (Kisyn´ski, Adamski). If μ is a tight probability measure onRk, then there exists a unique regular Borel probability
measure μˆ onB such that μ(A) = μˆ(A), for every A ∈ Rk. Moreover,
μˆ(B) = sup
K∈K
K⊆B
inf
A∈Rk
A⊇K
μ(A), for every B ∈ B.
Corollary 4.1. Letμ be a tight probabilitymeasure onRk. Then there is a unique state sμˆ on the algebra of k-variableMcNaughton
functionsMk such that sμˆ(f ) = ∫ f dμˆ, for each f ∈ Mk.
Remark 4.1. As an alternative way to establishing the assertion of Theorem 4.1, we may resort to adopting the results from
[7]. Specifically, any tight probability measure on the lattice of compact sets is a regular content in the sense of [7, p. 54].
Then [7, Theorems 54.A and 52.H] says that any regular content extends uniquely to a regular Borel measure.
Remark 4.2. The k-dimensional rational measure λ(k) of (3.2) can be uniquely extended to a state by a purely algebraic-
geometric construction described in [18, Chapter 14] or [17]. The corresponding state is then the Riemann integral of k-
variable McNaughton functions over [0, 1]k .
Finally, we arrive at the following characterization: the mappings considered in Proposition 3.2 and Corollary 4.1 (the
infimum of state over f n and Lebesgue integral of McNaughton function f , respectively) are mutually inverse.
Corollary 4.2. For each k ∈ N, there is a one-to-one correspondence between states onMk and tight probability measures on
the lattice of rational polyhedraRk in the unit cube [0, 1]k.
Proof. As in Corollary 4.1, consider themappingμ → sμˆ sending every tight probabilitymeasureμ onRk to state sμˆ onMk .
Let s be a state onMk . By Proposition 3.2 there is a unique tight probabilitymeasureμ onRk such thatμ(A) = infn∈N s (f n),
for every A ∈ Rk and every f ∈ Mk with f−1(1) = A.
Hence it suffices to show that μˆ represents s, that is, s = sμˆ. According to Proposition 2.4(iv), wemay distinguish several
cases depending on the form of s. Adopting the notation of Example 2.4, assume that s = sx , for some x ∈ [0, 1]k . For each
A ∈ Rk and f ∈ Mk with f−1(1) = A, this gives
μ(A) = inf
n∈N sx
(
f n
) = inf
n∈N f
n (x) =
{
1, x ∈ A,
0, otherwise.
For every B ∈ B, Theorem 4.1 directly yields
μˆ(B) = sup
K∈K
K⊆B
inf
A∈Rk
A⊇K
μ(A) =
{
1, x ∈ B,
0, otherwise.
Consequently, for each f ∈ Mk we have
sμˆ(f ) =
∫
f dμˆ = f (x) = sx(f ) = s(f ).
There remain two more cases to investigate:
(i) s = ∑mi=1 αixi, for some x1, . . . , xm ∈ [0, 1]k withm ≥ 2, where αi ≥ 0 satisfy∑mi=1 αi = 1,
(ii) s is a pointwise limit of the convex combinations in (i).
However, using Theorem 4.1, both cases are routinely dealt with as the first case above. 
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5. Conclusions
An inessentialmodification of themethods used for the proof of Corollary 4.2makes it possible to extend all our results in
this paper to any finitely presented MV-algebraF. Such anMV-algebraF is (up to isomorphism) anMV-algebra of restrictions
of McNaughton functions to some rational polyhedron Q in [0, 1]k . Equivalently, F is the Lindenbaum algebra of a single
satisfiable formula in Łukasiewicz logic—see [18, Theorem 3.20]. It suffices to replace the unit cube [0, 1]k with the rational
polyhedron Q and note that both essential results (Proposition 3.2 and Theorem 4.1) apply to this more general setting as
well.
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