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An inverse problem for Sturm-Liouville operators on trees with
partial information given on the potentials
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Abstract. We consider Sturm-Liouville operators on geometrical graphs without cycles
(trees) with singular potentials from the class W−12 . We suppose that the potentials are known
on a part of the graph, and study the so-called partial inverse problem, which consists in
recovering the potentials on the remaining part of the graph from some parts of several spectra.
The main results of the paper are the uniqueness theorem and a constructive procedure for
the solution of the partial inverse problem. Our method is based on the completeness and the
Riesz-basis property of special systems of vector functions, and the reduction of the partial
inverse problem to the complete one on a part of the graph.
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1. Introduction
The paper concerns the inverse problems theory for quantum graphs, i.e. metric graphs,
equipped by differential operators. Quantum graphs arise in applications as models of wave
propagation through a domain being a thin neighborhood of a graph. Such models are studied
in organic chemistry, mesoscopic physics and nanotechnology, the theories of photonic crystals,
waveguides, quantum chaos, and other branches of science and engineering (see, for example,
[1–9]). Moreover, the quantum graphs theory is the source of challenging problems, interesting
from the mathematical point of view.
There is an extensive literature, devoted to differential operators on graphs. Basics of the
spectral theory for quantum graphs and further references to applications can be found in the
monographs [10–14] and the brilliant collection of symposia proceedings [15]. Shorter elemen-
tary introductions to quantum graphs are provided in [16,17]. The survey [18] contains a good
overview of the inverse spectral problems theory for differential operators on graphs. Such
problems consist in recovering quantum graphs from various types of spectral characteristics,
and generalize the well-studied inverse spectral problems for Sturm-Liouville, or Schro¨dinger
operators on intervals [19–22]. However, [18] is mostly focused on the reconstruction of differ-
ential operator coefficients (for example, potentials of Sturm-Liouville operators), while there
are also results on recovering a graph structure and matching conditions from some spectral
data (see [23–27]).
In papers [28, 29], Yurko has studied inverse problems for Sturm-Liouville operators on
graphs without cycles (called trees) by spectral data of three different types: eigenvalues to-
gether with weight numbers, Weyl functions and several spectra. Uniqueness theorems have
been proved, and constructive solutions for the mentioned inverse problems have been provided,
based on the method of spectral mappings [22,30]. Later on, this approach was generalized for
arbitrary compact graphs [31].
In [28, 29] it has been proved, in particular, that the Sturm-Liouville potential on a tree is
uniquely specified by b spectra, where b is the number of boundary vertices. This proposition
generalizes the well-known result by Borg [32], that the Sturm-Liouville operator on a finite
interval can be uniquely recovered from two spectra, corresponding to boundary conditions,
different at one end of the interval. Nevertheless, it is still not clear, whether the system of
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b spectra is minimal data, determining the Sturm-Liouville operator on a tree. This question
is opened even for the three-edged star-shaped graph. Moreover, since the system of spectra
contains a quite large number of eigenvalue sequences, the question arises, if it is possible
anyway to reduce the data.
One of the possibilities for the Sturm-Liouville operator on an interval is given by Hochstadt-
Lieberman theorem [33]. It states that, if the potential is known a priori on the half of the
interval, a spectrum determines it uniquely on the other half. Important developments of the
results by Hochstadt and Lieberman were obtained in [34–37]. Similar ideas can be applied
for quantum graphs. However, this will not be a trivial generalization because of complicated
graph structure.
Pivovarchik [38] studied inverse problems for the Sturm-Liouville operator on a star-shaped
graph and noticed, that if the potentials are known a priori on all the edges of the graph,
except one, then only one spectrum is required for the unique specification of the unknown
potential. Yang [39] has proved, that, in fact, some fractional part of the spectrum is sufficient
for that. Some special cases of recovering the potential on a part of an edge, while it is known
on the other part of the graph, were studied in [41–43, 57]. A constructive method of solution
for such partial inverse problems on star-shaped graphs with equal length edges have been
developed in [44–47]. This method is based on the Riesz-basis property of some systems of
vector functions, and allows one to prove the local solvability and the stability for the solution
of partial inverse problems on graphs [44].
The goal of this paper is to develop the general theory of partial inverse problems for
differential operators on trees of arbitrary structure. We consider a tree divided into two
connected subtrees: “known” and “unknown” parts. We suppose that the Sturm-Liouville
potentials are known a priori on the first part, and select fractional parts of a spectrum or
several spectra, uniquely specifying the potentials on the second part. Constructing special
systems of vector functions, complete in some Banach space, we reduce the partial inverse
problem to the complete inverse problem on the “unknown” part of the tree, which has been
studied in [28,29]. This reduction allows us to prove the uniqueness theorem and to provide an
algorithm for reconstruction of the operator on the tree, given the partial information on the
potentials. Note that partial inverse problems on trees were also studied in [48], but there the
particularly different situation was discussed, when the potential was known on the only one
edge and unknown on the others, so [48] is not closely related to the present paper.
Another feature of this paper is that we consider Sturm-Liouville operators with singular
potentials from the Sobolev space W−12 (0, π). Spectral properties of such operators on intervals
have been studied by Savchuk and Shkalikov [49,50], inverse problems theory has been developed
by Hryniv and Mykytyuk [37,51–53]. There are only a few works for differential operators with
singular coefficients on graphs [46,54]. However, for our purposes the class W−12 (0, π) does not
cause any additional difficulties, comparing with L2(0, π), and even makes the presentation of
the results clearer, so we work with this more general class.
The paper is organized as follows. In Section 2, we introduce the Sturm-Liouville boundary
value problem with singular potentials on a tree, investigate properties of its characteristic
function and asymptotic behavior of eigenvalues. Section 3 is devoted to the partial inverse
problem on the tree (Problem 3) and the general scheme of its solution. At the beginning of
Section 3, we study the auxiliary problem (Problem 1) of recovering characteristic functions,
associated with the “unknown part” of the tree, from some part of the spectrum for the whole
tree. The solution of the auxiliary problem reduces our partial inverse problem to the complete
inverse problem on the “unknown part” of the tree by the system of spectra (Problem 2).
The last problem was solved by Yurko and co-authors [28, 29, 54] by the method of spectral
mappings. Applying their results, we arrive at the uniqueness theorem and the constructive
solution of the partial inverse problem. The results of Section 3 are quite abstract. The
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uniqueness theorem (Theorem 2) requires the completeness of some system of vector functions,
and the constructive solution requires its unconditional basicity. In Section 4, we provide
sufficient conditions for the completeness of this system, choosing subsequences of eigenvalues
with appropriate asymptotics. Section 5 contains two examples of particular quantum graphs,
illustrating the general scheme of solution of the partial inverse problem, and simplifications
available in certain special cases.
2. Asymptotic behavior of eigenvalues and other preliminaries
In this section, we state the boundary value problem for the Sturm-Liouville equations with
singular potentials on a tree and study its spectral properties. The main results of this section
are the representation of the characteristic function, given by Lemma 4, and the asymptotic
formulas for the eigenvalues (Lemma 5), which will be used for analysis of the inverse problem.
Consider a compact tree G with the set of vertices V and the edges E = {ej}mj=1. For each
vertex v ∈ V , we denote the set of edges associated with v by Ev and call the size of this
set |Ev| the degree of v. The vertices of degree 1 are called boundary vertices, the others are
called internal vertices. Denote the set of the boundary vertices of the graph G by ∂G and
intG := V \∂G.
Let us assume that the edges of G have equal lengths π. If the lengths of the edges are
different, but rationally dependent, one can achieve the case of equal lengths, dividing the edges
by additional vertices. For each edge ej , we introduce a parameter xj ∈ [0, π]. The value xj = 0
corresponds to one of the vetrices incident to ej , and xj = π corresponds to the other one.
A function on the tree G is a vector function y = [yj]
m
j=1, where yj = yj(xj), xj ∈ [0, π],
j = 1, m. Let qj, j = 1, m, be real-valued functions from the class W
−1
2 (0, π), i.e. qj = σ
′
j ,
σj ∈ L2(0, π), where the derivative is considered in the sense of distributions. The Sturm-
Liouville expression
ℓjyj := −y′′j + qj(xj)yj
on the edge ej can be understood in the following sense (see [49–51]):
ℓjyj = −(y[1]j )′ − σj(xj)y[1]j − σ2j (xj)yj,
where y
[1]
j = y
′
j − σjyj is a quasi-derivative, and yj belongs to the domain
D(ℓj) = {yj ∈ W 12 [0, π] : y[1]j ∈ W 11 [0, π], ℓjyj ∈ L2(0, π)}.
Suppose that the vertex u ∈ V corresponds to the end xj = 0 of the edge ej and the vertex
v ∈ V corresponds to xj = π. Let [γj]mj=1 be some real constants. Further we use the notations
yj(u) = yj(0), yj(v) = yj(π),
y
[1]
j (u) = −y[1]j (0), y[1]j (v) = y[1]j (π) + γjyj(π).
For u ∈ ∂G we can omit the index j and write y(u), y[1](u).
Consider the boundary value problem L on the tree G for the system of Strum-Liouville
equations
(ℓjyj)(xj) = λyj(xj), xj ∈ (0, π), yj ∈ D(ℓj), j = 1, m, (1)
with the standard matching conditions
yj(v) = yk(v), ej , ek ∈ Ev (continuity condition),∑
ej∈Ev
y
[1]
j (v) = 0, (Kirchhoff’s condition)

 (2)
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in the internal vertices v ∈ intG, and the Dirichlet y(v) = 0 or the Neumann y[1](v) = 0
boundary conditions in the vertices v ∈ ∂G. There can be different types of boundary conditions
in different vertices. Fix some boundary conditions of the described type, and denote them by
BC. If we further consider any splitting of G into subtrees, we suppose that the parametrization
by xj is inherited, and the matching and the boundary conditions for the subtrees remains the
same in the vertices, those are not influenced by splitting.
Let Cj(xj , λ) and Sj(xj , λ) be the solutions of equations (1) for each fixed j = 1, m, satisfying
the initial conditions
Cj(0, λ) = S
[1]
j (0, λ) = 1, C
[1]
j (0, λ) = Sj(0, λ) = 0. (3)
It is well-known, that the boundary value problem L has a purely discrete spectrum, which
consists of a countable set of eigenvalues. They coincide (counting with their multiplicities)
with the zeros of the entire analytic function, called the characteristic function, which can be
constructed by the following recurrent definition (see [48, 55–57]).
1. For m = 1, the characteristic function ∆(λ) is defined by the following formulas for
different types of boundary conditions:
y1(0) = y1(π) = 0: ∆(λ) = S1(π, λ),
y1(0) = y
[1]
1 (π) = 0: ∆(λ) = S
[1]
1 (π, λ) + γ1S1(π, λ),
y
[1]
1 (0) = y1(π) = 0: ∆(λ) = C1(π, λ),
y
[1]
1 (0) = y
[1]
1 (π) = 0: ∆(λ) = C
[1]
1 (π, λ) + γ1C1(π, λ).


(4)
2. Let G has more than one edge, and let u be an internal vertex of degree r. Splitting the
vertex u, we split G into r subtrees Gj, j = 1, r. For each j = 1, r, let ∆
D
j (λ) and ∆
N
j (λ)
be the characteristic functions for the boundary value problems for equations (1) on the
tree Gj with the Dirichlet y(u) = 0 and the Neumann y
[1](u) = 0 boundary condition in
the vertex u, respectively, the matching conditions (2) in the vertices v ∈ intGj and the
boundary conditions BC in v ∈ ∂Gj\{u}. Then
∆(λ) =
r∑
j=1
∆Nj (λ)
r∏
k=1
k 6=j
∆Dk (λ). (5)
This definition does not depend on the choice of u.
Define ρ =
√
λ, Re ρ ≥ 0. Denote by L0 the boundary value problem L with σj = 0 and
γj = 0, j = 1, m, and denote by ∆0(λ) its characteristic function.
Lemma 1. The characteristic function ∆0(λ) can be represented in the form
∆0(λ) = ρ
1−dRm(sin ρπ, cos ρπ), (6)
where d is the number of the Dirichlet conditions among BC and Rm is a polynomial of two
variables of degree m. Moreover, Rm can be represented in the form
Rm(sin ρπ, cos ρπ) =
{
sin ρπQm−1(cos ρπ), if d is even,
Qm(cos ρπ), if d is odd,
(7)
where Qk, k = m− 1, m, are polynomials of degree k, such that
Qk(z) = (−1)kQk(−z). (8)
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Proof. For the one-edge trees with σ1 = 0 and γ1 = 0 we have the following characteristic
functions, which satisfy the assertion of the lemma.
y1(0) = y1(π) = 0: ∆0(λ) =
sin ρπ
ρ
, d = 2,
y1(0) = y
′
1(π) = 0: ∆0(λ) = cos ρπ, d = 1,
y′1(0) = y1(π) = 0: ∆0(λ) = cos ρπ, d = 1,
y′1(0) = y
′
1(π) = 0: ∆0(λ) = −ρ sin ρπ, d = 0.
For m > 1, one can prove the lemma by induction, factorizing the characteristic function
according to (5).
Note that the degree of the polynomial Rm is exactly m. This follows from the next lemma,
which is also easily proved by induction.
Lemma 2. The following asymptotic relation holds as ρ = iτ , τ → +∞:
∆0(ρ
2) = τ 1−d2−m
∏
v∈V
|Ev| exp(mτπ)(1 + o(1)).
Lemma 3. The eigenvalues of the boundary value problem L0 can be numbered as
{λ0nk}n∈N0, k=1,m, so that
ρ0nk =
√
λ0nk = n + αk, n ∈ N0, k = 1, m, (9)
where N0 = N∪ {0}, αk ∈ [0, 1). For every αk1 6= 0, there exists αk2 = 1−αk1, 1 ≤ k1, k2 ≤ m.
Positive eigenvalues occur in the sequence {λ0nk}n∈N, k=1,m the number of times, equal to their
multiplicities. The multiplicity of the zero eigenvalue equals zα+1− d, where zα is the number
of zeros among αk, k = 1, m.
Proof. In view of (7) and (8), the function R(ρ) := Rm(sin ρπ, cos ρπ) has the period 1. For
definiteness, consider the case of even d. Then the roots of R(ρ) equal n + αk for n ∈ Z and
αk =
1
pi
arccos zk, k = 1, m− 1, where zk are the roots of the polynomial Qm−1(z) (counting
with their multiplicities), and αm = 0. Since the problem L is self-adjoint, its eigenvalues are
real. Hence zk ∈ [−1, 1]. In view of (8), a root zk1 = 1 always has a pair zk2 = −1, k1, k2 < m.
In this case, we put αk1 = αk2 = 0, and consequently, αk ∈ [0, 1) for k = 1, m. According to
(7) and (8), the function R(ρ) is either even or odd. Hence
R(1− αk) = R(−1 + αk) = R(αk) = 0.
Consequently, for each k1 = 1, m, such that αk1 6= 0, there exists k2 = 1, m, such that 1−αk1 =
αk2 . Using (6), we arrive at formula (9) for the zeros of ∆0(λ).
One can also easily calculate the multiplicity of the zero eigenvalue, using Lemma 1.
Denote by B2,a the class of Paley-Wiener functions of exponential type not greater than a,
belonging to L2(R). We use the notations κk,odd(ρ) and κk,even(ρ) for various odd and even
functions from B2,kpi, respectively. Clearly, that
κk,odd(ρ) =
∫ kpi
0
K (t) sin ρt dt, κk,even(ρ) =
∫ kpi
0
N (t) cos ρt dt,
where K ,N ∈ L2(0, kπ).
Using the transformation operators [53], one can obtain the following relations (see [51,52]):
Cj(π, λ) = cos ρπ + κ1,even(ρ), C
[1]
j (π, λ) = −ρ sin ρπ + ρκ1,odd(ρ) + C [1]j (π, 0),
Sj(π, λ) =
sin ρπ
ρ
+
κ1,odd(ρ)
ρ
, S
[1]
j (π, λ) = cos ρπ + κ1,even(ρ).

 (10)
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Lemma 4. The characteristic function ∆(λ) admits the following representation
∆(λ) = ρ1−d
(
Rm(sin ρπ, cos ρπ) + κm(ρ) +
C
ρ
)
, (11)
where d and Rm(sin ρπ, cos ρπ) are the same as in Lemma 1, C is a constant, and
κm(ρ) =
{
κm,odd(ρ), if d is even,
κm,even(ρ), if d is odd.
(12)
If d > 0, then C = 0.
Proof. Relation (11) is easily proved by induction, using (4), (5) and (10). Here we focus on
the proof of the fact, that C = 0 for d > 0. For m = 1 this fact follows from (10). Otherwise it
is convenient to use the representation for the characteristic function ∆(λ), described below.
Suppose the relation C = 0 is proved for trees with less than m edges of arbitrary structure
with all the possible combinations of Dirichlet and Neumann boundary conditions with d > 0.
Consider a tree G with m edges. Let ej be a boundary edge, incident to a boundary vertex b
and an internal vertex u. Suppose that b corresponds to xj = 0 and the boundary condition in
b is y(b) = 0. Then we have
∆(λ) = Sj(π, λ)∆
K(λ) + S
[1]
j (π, λ)∆
Π(λ), (13)
where ∆K(λ) is the characteristic function of the tree G without the edge ej with the standard
matching conditions (2) in the vertices v ∈ intG and the conditions BC in all v ∈ ∂G\{b}, and
∆Π(λ) =
∏
ek∈Ev\{ej}
∆Dk (λ),
where ∆Dk (λ) are the characteristic functions of the subgraphs Gk, obtained from G by splitting
it at the vertex u, with the Dirichlet boundary conditions in u. Each edge ek belongs toGk. Note
that for the functions ∆Dk (λ) the relation (11) holds with C = 0 by the induction hypothesis.
Thus, the second term in (13) does not contain C. In view of (10) and (11), the first term of
(13) has the form
Sj(π, λ)∆
K(ρ) = ρ1−d(sin ρπ + κ1,odd(ρ))
(
Rm−1(sin ρπ, cos ρπ) + κm−1(ρ) +
C
ρ
)
= ρ1−dRm(sin ρπ, cos ρπ) + κm(ρ),
where κm−1(ρ) and κm(ρ) can be either odd or even. Thus, we get from (13), that C = 0 for
∆(λ), represented in the form (11) for an arbitrary tree G.
Below we use the same symbol {κn} for various sequences from l2. Lemmas 3 and 4 yield
the following result.
Lemma 5. The eigenvalues of the boundary value problem L can be numbered as
{λnk}n∈N0, k=1,m, in such a way that
ρnk =
√
λnk = ρ
0
nk + o(1) = n + αk + o(1), n→∞, k = 1, m. (14)
The numbers αk, k = 1, m, satisfy the properties stated in Lemma 3. Moreover, if for a
fixed k = 1, m we have αk 6= αj for all j = 1, m\{k}, then
ρnk = n + αk + κn, n ∈ N. (15)
The numbers of occurrences of the values in the sequence {λnk} coincide with the multiplic-
ities of the corresponding eigenvalues for n ∈ N and for n = 0, αk 6= 0. The number of the
remaining eigenvalues equals zα + 1− d.
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Proof. Asymptotic formula (14) can be obtained from (11) by the standard technique, based
on Rouche´’s theorem (see, for example, [22, Theorem 1.1.3]).
Fix k = 1, m such that αk 6= αj , j = 1, m\{k}. Substituting
ρ = ρnk = n+ αk + εn, εn = o(1),
into (11), we get
∆(λnk) = ρ
1−d
nk (R(n + αk + εn) + κn) = 0, n ∈ N0,
where R(ρ) := Rm(sin ρπ, cos ρπ). This implies R(αk + εn) = κn, n ∈ N0. Since the function
R(ρ) is analytic in the neighborhood of αk, the following expansion is valid
R(αk + z) = R(αk) +R
′(αk)z +O(z
2), |z| → 0.
Note that R(αk) = 0 and R
′(αk) 6= 0, since αk is a simple root of R(ρ). Thus, we obtain
εn = κn, n ∈ N0.
3. Partial inverse problem
We suppose that the tree G is divided into two connected subtrees Gknown and Gunknown,
having the common vertex w ∈ intG (see Figure 1). Denote their sets of edges by Eknown
and Eunknown, respectively. Suppose that we are given the functions σj for all ej ∈ Eknown and
would like to recover σj for all ej ∈ Eunknown. The constants γj, j = 1, m, are supposed to be
known. We shall give a rigorous formulation of the partial inverse problem later in this section
(see Problem 3), but before we should define the spectral data for recovering the potentials on
the edges Eunknown.
w
Gunknown
G1
G2
G3Gknown
Figure 1. Graph G
Denote by ∆Kknown(λ) and ∆
K
unknown(λ) the characteristic functions for the subtrees Gknown
and Gunknown, respectively. We suppose that for the both subtrees, there are standard matching
conditions (2) in all v ∈ intG and the conditions BC in all v ∈ ∂G. Let us split the vertex
w of the subtree Gunknown, and get the subtrees Gj , j = 1, p. Let ∆
D
j (λ) be the characteristic
functions for Gj with the Dirichlet boundary condition in w, conditions (2) in all v ∈ intGj
and BC in all v ∈ ∂Gj\{w}. Define
∆Πunknown(λ) =
p∏
j=1
∆Dj (λ), (16)
and similarly define ∆Πknown(λ). In view of the introduced notations, relation (11) implies
∆(λ) = ∆Kknown(λ)∆
Π
unknown(λ) + ∆
Π
known(λ)∆
K
unknown(λ). (17)
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Let l, lj , j = 1, p, be the numbers of edges and r, rj , j = 1, p, be the numbers of the Dirichlet
boundary conditions for the subtrees Gunknown and Gj , j = 1, p, respectively. Obviously,
l =
p∑
j=1
lj, r + p =
p∑
j=1
rj . (18)
For definiteness, consider the case of odd r. The cases of positive even r and of r = 0 can
be studied similarly. By Lemma 4 we have
∆Kunknown(λ) = ρ
1−r
(
RKl (sin ρπ, cos ρπ) +
∫ lpi
0
N(t) cos ρt dt
)
, N ∈ L2(0, lπ), (19)
∆Dj (λ) = ρ
1−rj (Rlj ,j(sin ρπ, cos ρπ) + κlj ,j(ρ)), (20)
where RKl and Rlj ,j, j = 1, p, are the polynomials of degrees l and lj , j = 1, p, respectively, of
the form described in Lemma 1, and
κlj ,j(ρ) =
{
κlj ,odd(ρ), if rj is even,
κlj ,even(ρ), if rj is odd.
Substituting (20) into (16) and using (18), we obtain
∆Πunknown(λ) = ρ
−r
(
RΠl (sin ρπ, cos ρπ) +
∫ lpi
0
K(t) sin ρt dt
)
, K ∈ L2(0, lπ), (21)
where
RΠl (sin ρπ, cos ρπ) =
p∏
j=1
Rlj ,j(sin ρπ, cos ρπ).
Denote by Λ(L) the spectrum of the problem L. For simplicity, we assume that all the
eigenvalues in Λ(L) are positive. This condition can be achieved by a shift of the spectrum:
λ 7→ λ+ C, σj 7→ σj + Cxj , j = 1, m.
Substitute relations (19) and (21) into (17) for λ ∈ Λ(L):
∆Kknown(λ)
(
RΠl (sin ρπ, cos ρπ) +
∫ lpi
0
K(t) sin ρt dt
)
+∆Πknown(λ)
(
ρRKl (sin ρπ, cos ρπ) +
∫ lpi
0
N(t) cos ρt dt
)
= 0.
Rewrite this relation in the following form
∆Kknown(λ)
∫ lpi
0
K(t)
sin ρt
ρ
dt+∆Πknown(λ)
∫ lpi
0
N(t) cos ρt dt = g(λ), λ ∈ Λ(L), (22)
g(λ) := −1
ρ
∆Kknown(λ)R
Π
l (sin ρπ, cos ρπ)−∆Πknown(λ)RKl (sin ρπ, cos ρπ). (23)
Consider the vector functions
f(t) =
[
K(t)
N(t)
]
, s(t, λ) =
[
∆Kknown(λ)ρ
−1 sin ρt,
∆Πknown(λ) cos ρt
]
, ρ > 0, (24)
belonging to the real Hilbert space H := L2(0, lπ) ⊕ L2(0, lπ) as functions of t. The scalar
product and the norm in H are defined as follows
(g, h)H =
∫ lpi
0
(g1(t)h1(t) + g2(t)h2(t)) dt, ‖g‖H =
√∫ lpi
0
(g21(t) + g
2
2(t)) dt,
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g =
[
g1
g2
]
, h =
[
h1
h2
]
, g, h ∈ H.
Then relation (22) takes the form
(f(t), s(t, λ))H = g(λ). (25)
Using (19) and (21), one can derive additional relations in the form similar to (25). Indeed,
since the characteristic functions ∆Kunknown(λ), ∆
Π
unknown(λ) and their analogs for the boundary
value problem L0 with the zero potentials are entire, we get that the functions
ρ1−r
∫ lpi
0
N(t) cos ρt dt = ρ1−r
∫ lpi
0
N(t)
(
∞∑
j=0
(−1)j(ρt)2j
(2j)!
)
dt
ρ−r
∫ lpi
0
K(t) sin ρt dt = ρ−r
∫ lpi
0
K(t)
(
∞∑
j=0
(−1)j(ρt)2j+1
(2j + 1)!
)
dt
are analytic at zero. Consequently,∫ lpi
0
N(t)t2j dt = 0,
∫ lpi
0
K(t)t2j+1 dt = 0, j = 0, (r − 3)/2. (26)
Define the vector functions
sj(t) =
[
0
tj
]
, if j is even, sj(t) =
[
tj
0
]
, if j is odd, (27)
and rewrite equations (26) in the form
(f(t), sj(t))H = 0, j = 0, r − 2. (28)
Denote by Λ′(L) an arbitrary subset of Λ(L), such that the sequence
S := {s(t, λ)}λ∈Λ′(L) ∪ {sj(t)}r−2j=0 (29)
is complete in H. Note that if a subset Λ′(L) exists, it is countable. The following auxiliary
problem plays a crucial role in the further investigation.
Problem 1. Given the functions σj for all ej ∈ Eknown and the set Λ′(L), construct the
characteristic functions ∆Kunknown(λ) and ∆
Π
unknown(λ).
Along with L we consider the boundary value problem L˜ of the same form, but with different
coefficients σ˜j , j = 1, m. We agree that if a certain symbol γ denotes an object related to L,
the symbol γ˜ with tilde denotes the similar object related to L˜.
The following theorem asserts the uniqueness for the solution of Problem 1.
Theorem 1. Suppose that σj = σ˜j for all ej ∈ Eknown and there exist subsets of the spectra Λ′(L)
and Λ′(L˜), such that Λ′(L) = Λ′(L˜). Then ∆Kunknown(λ) ≡ ∆˜Kunknown(λ) and ∆Πunknown(λ) ≡
∆˜Πunknown(λ), λ ∈ C.
Proof. Since σj = σ˜j for ej ∈ Eknown, we have
∆Kknown(λ) ≡ ∆˜Kknown(λ), ∆Πknown(λ) ≡ ∆˜Πknown(λ).
Thus, in view definitions (23) and (24), we have g(λ) = g˜(λ), s(t, λ) = s˜(t, λ), λ ∈ Λ′(L). Since
the system S is complete in H, relations (25) and (28) yield f = f˜ , i.e. K = K˜ and N = N˜ in
L2(0, lπ). Using (19) and (21), we arrive at the assertion of the theorem.
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If the system S is an unconditional basis in H, i.e. the normalized system
{s(t, λ)/‖s(t, λ)‖H}λ∈Λ′(L) ∪ {sj(t)/‖sj(t)‖H}r−2j=0
is a Riesz basis, one can use the following algorithm for the solution of Problem 1.
Algorithm 1. Let σj for ej ∈ Eknown and the set Λ′(L) be given.
1. Using σj for ej ∈ Eknown, construct the characteristic functions ∆Kknown(λ) and ∆Πknown(λ).
2. Construct the trigonometric polynomials by formulas
RKl (sin ρπ, cos ρπ) = ρ
r−1∆Kunknown,0(λ), R
Π
l (sin ρπ, cos ρπ) = ρ
r∆Πunknown,0(λ),
where ∆Kunknown,0(λ) and ∆
Π
unknown,0(λ) are the characteristic functions for the graph
Gunknown with the zero potential.
3. Construct the numbers g(λ) and the vector functions s(t, λ) for λ ∈ Λ′(L) by (23), (24),
and the vector functions sj(t) by (27).
4. Recover the vector function f(t) from its coordinates with respect to the Riesz basis (see
relations (25), (28)), i.e. find K(t), N(t).
5. Find the functions ∆Kunknown(λ) and ∆
Π
unknown(λ), using (19) and (21).
Now we describe, how the functions σj on the tree Gunknown can be recovered. Put
∂Gunknown\{w} =: {vk}bk=1. For each k = 1, b, let Lk be the boundary value problem for
the system of equations (1) on the graph G with the standard matching conditions in the in-
ternal vertices v ∈ intG and the conditions BC in the vertices v ∈ ∂G\{vk}. In the vertex vk,
the boundary condition is different from the one in BC, i.e. if the problem L has the Dirichlet
condition y(vk) = 0, then the problem Lk has the Neumann one: y
[1](vk) = 0, and vice versa.
Fix k = 1, b. Problem 1 can be formulated and solved for the boundary value problems Lk
with necessary modifications. Namely, we supposed above for definiteness, that the number of
the boundary vertices among {vk}bk=1 with the Dirichlet boundary conditions (denoted by r)
is odd. For the problems Lk, this number is even. If it is positive, repeating the arguments
above, we obtain the following vector functions instead of s(t, λ) and sj(t, λ):
sk(t, λ) =
[
∆Kknown(λ) cos ρt,
∆Πknown(λ)ρ sin ρt
]
, sjk(t) =
[
tj
0
]
, if j is even, sjk(t) =
[
0
tj
]
, if j is odd.
Let Λ′(Lk) be a subset of the spectrum Λ(Lk), such that the system of vector functions
Sk := {sk(t, λ)}λ∈Λ′(Lk) ∪ {sjk(t)}rk−2j=0
is complete in H. Denote by ∆Kunknown,k(λ) and ∆Πunknown,k(λ) the analogs of the character-
istic functions ∆Kunknown(λ) and ∆
Π
unknown(λ) for the problem Lk. Clearly, ∆
K
unknown,k(λ) and
∆Πunknown,k(λ) are uniquely specified by σj for ej ∈ Eknown and the subspectrum Λ′(Lk). If Sk is
an unconditional basis inH, ∆Kunknown,k(λ) and ∆Πunknown,k(λ) can be constructed by Algorithm 1
with necessary modifications.
The following problem is, in fact, the complete inverse problem by the system of spectra for
the tree Gunknown, if p > 1.
Problem 2. Given the characteristic functions ∆Kunknown(λ), ∆
K
unknown,k(λ), k = 1, b− 1, find
the potentials σj for ej ∈ Eunknown.
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Note that the number of required characteristic functions ∆Kunknown,k(λ) is one less than the
number of the boundary vertices in Gunknown. Problem 2 has been studied in [28,29,54], where
the uniqueness theorem and the constructive algorithm for its solution, based on the method
of spectral mappings [22, 30], have been obtained. Combining these methods with the ones
developed for Problem 1, we arrive at the solution of the following partial inverse problem.
Problem 3. Given the potentials σj for ej ∈ Eknown and the subspectra Λ′(L), Λ′(Lk), k =
1, b− 1, find σj for ej ∈ Eunknown.
Theorem 1 together with the uniqueness of the solution of Problem 2, imply the following
uniqueness theorem for Problem 3.
Theorem 2. Suppose that σj = σ˜j for ej ∈ Eknown and there exist subspectra Λ′(L), Λ′(L˜),
Λ′(Lk), Λ
′(L˜k), k = 1, b− 1, such that Λ′(L) = Λ′(L˜), Λ′(Lk) = Λ′(L˜k), k = 1, b− 1. Then
σj = σ˜j for ej ∈ Eunknown in L2(0, π).
If p > 1 and the systems S, Sk, k = 1, b− 1, are unconditional bases in H, i.e. the
corresponding normalized systems are Riesz bases, one can solve Problem 3, using the following
algorithm.
Algorithm 2. Let the functions σj for ej ∈ Eknown and the subspectra Λ′(L), Λ′k(L), k =
1, b− 1, be given.
1. Find the characteristic functions ∆Kunknown(λ), ∆
K
unknown,k(λ), k = 1, b− 1, using Algo-
rithm 1.
2. Recover the potentials σj for ej ∈ Eunknown, solving Problem 2 by the methods from
[28, 29, 54].
In fact, relying only on the methods of the works [28, 29, 54], one can easily construct the
potentials on the subtree Gunknown, using the full spectra Λ(L), Λ(Lk), k = 1, b− 1. The
principal novelty of the present paper is that we can reduce the given data to some subspectra,
given the potentials on the part Gknown a priori. This idea will be revealed in more details in
the next sections.
Remark 1. Consider the case p = 1, when there is the only edge (denote it by e1), incident
to the vertex w in the subtree Gunknown. Then, solving Problem 1 by Algorithm 1, we can
construct the so-called Weyl function
M(λ) :=
∆Kunknown(λ)
∆Πunknown(λ)
,
for the graph Gunknown, associated with the vertex w. Solving the local inverse problem (see [28,
Section 2], [54, Section 4]), we find the potential on the edge e1, using M(λ). Consequently, we
can move the edge e1 from Gunknown to Gknown, and reduce the number of required eigenvalues
from the subspectra Λ(Lk), k = 1, b− 1. If the graph Gunknown consists of the only edge e1,
we can recover σ1 as a solution of the classical inverse problem on a finite interval by the Weyl
function M(λ) (see [22]).
4. Completeness conditions
In the previous section, uniqueness Theorems 1 and 2 are formulated for an abstract subset
of the spectrum Λ′(L) and require the completeness of the system of vector functions S, defined
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in (29). In this section, we provide sufficient conditions on the subspectrum Λ′(L), that make the
system S complete in H. Our analysis is based on the asymptotic behavior of the eigenvalues,
described by Lemma 5.
Denote by K the subset of all indices k = 1, m, such that αk ∈
(
0, 1
2
)
and αk 6= αj
for j = 1, m\{k}. Suppose that K is nonempty. Then Λ(L) includes the subsequences of
eigenvalues in the form
λnk = ρ
2
nk, ρnk = n+ αk + κn, n ∈ Z, k ∈ K. (30)
The numeration here is different from the one used in Lemmas 3 and 5. In fact, each pair of
subsequences from Lemma 5 with αk1 and αk2 = 1−αk1 is joined together. Further we suppose
that the eigenvalues are numbered according to (30). Note that this numeration is not unique.
In fact, any finite number of the first values in (30) can be chosen arbitrarily from Λ(L).
Recall that l is the number of edges in the tree Gunknown. Assume that l ≤ |K|. For
definiteness, let the indices {1, 2, . . . , l} belong to K. Put Λ′(L) := {λnk}n∈Z, k=1,l\{λn1}r−1n=1,
and impose the following assumptions.
(A1) The eigenvalues in Λ
′(L) are distinct and positive.
(A2) ∆
Π
known(λ) 6= 0, ∆Πunknown(λ) 6= 0 for all λ ∈ Λ′(L).
(A3) ∆
K
unknown(0) 6= 0, ∆Πunknown(0) 6= 0.
(A4) The characteristic functions ∆
K
unknown(λ) and ∆
Π
unknown(λ) do not have common zeros.
Note that it is possible to work with multiple eigenvalues with some technical modifications
(see [44]). Assumption (A3) can be easily achieved by a shift of the spectrum. Assumption (A4)
holds automatically, if the graph Gunknown has an only edge. Of course, one can also include
the subsequences of eigenvalues with asymptotics (n+ κn)
2 or (n+ 1/2 + κn)
2 into Λ′(L), but
these cases require technical modifications, so we confine ourselves to using subsequences in the
form (30).
Further we need the following auxiliary fact (see [46, Corollary 3]).
Lemma 6. Let {λn}n∈Z be an arbitrary sequence of nonzero complex numbers in the form
λn = (n+ a + κn)
2, n ∈ Z, a ∈ C.
Then the function
P (λ) :=
∞∏
n=−∞
(
1− λ
λn
)
admits the representation
P (λ) = C(cos 2ρπ − cos 2aπ) + κ2,even(ρ),
where C is a nonzero constant.
Theorem 3. Under assumptions (A1)–(A4), the system of vector functions S, defined in (29),
is complete in H.
Proof. Let the vector function h =
[
h1
h2
]
∈ H be such that (h(t), s(t, λ))H = 0 for all λ ∈ Λ′(L)
and (h(t), sj(t))H = 0 for j = 0, r − 2, i.e.∫ lpi
0
(
h1(t)∆
K
known(λ)
sin ρt
ρ
+ h2(t)∆
Π
known(λ) cos ρt
)
dt = 0, λ ∈ Λ′(L), (31)∫ lpi
0
h1(t)t
2j+1 dt = 0,
∫ lpi
0
h2(t)t
2j dt = 0, j = 0, (r − 3)/2. (32)
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Taking the relation ∆(λ) = 0 for λ ∈ Λ′(L) and assumption (A2) into account, we derive from
(17), that
∆Kknown(λ) = −∆Πknown(λ)
∆Kunknown(λ)
∆Πunknown(λ)
, λ ∈ Λ′(L). (33)
Substituting (33) into (31) and using (A2) again, we obtain∫ lpi
0
(
h1(t)∆
K
unknown(λ)
sin ρt
ρ
− h2(t)∆Πunknown(λ) cos ρt
)
dt = 0, λ ∈ Λ′(L).
Consequently, the entire function
H(λ) := ρr−1
∫ lpi
0
(
h1(t)∆
K
unknown(λ)
sin ρt
ρ
− h2(t)∆Πunknown(λ) cos ρt
)
dt (34)
has zeros at the points λ ∈ Λ′(L). Furthermore, relation (32) implies∫ lpi
0
h1(t)
dj
dλj
(
sin ρt
ρ
) ∣∣∣
λ=0
dt = 0,
∫ lpi
0
h2(t)
dj
dλj
cos ρt
∣∣∣
λ=0
dt = 0, j = 0, (r − 3)/2. (35)
These relations together with (34) and (A3) yield that the function H(λ) has the zero λ = 0 of
multiplicity r − 1.
Using (19), (21) and (34), we obtain the estimate
H(λ) = O(|ρ|−1 exp(2|Im ρ|lπ)). (36)
Consider the function
D(λ) := λr−1
∏
n∈Z\1,r−1
(
1− λ
λn1
) l∏
k=2
∞∏
n=−∞
(
1− λ
λnk
)
.
In view of (A1), the function
H(λ)
D(λ)
is entire. Using asymptotic relations (30) and Lemma 6,
we obtain the estimate
|D(ρ2)| ≥ C exp(2|Im ρ|lπ), ε ≤ arg ρ ≤ π − ε, |ρ| ≥ ρ∗,
for some positive ε and ρ∗. Applying this estimate together with (36), we get
H(λ)
D(λ)
= O(|ρ|−1), λ = ρ2, ε ≤ arg ρ ≤ π − ε, |ρ| → ∞.
Using Phragmen-Lindelo¨f’s and Liouville’s theorems, we conclude that H(λ) ≡ 0.
Denote by {µn}n∈N the zeros of the characteristic function ∆Kunknown(λ). For simplicity, let
all these zeros be simple. The case of multiple zeros requires minor modifications. Assumption
(A3) implies µn 6= 0. By virtue of (A4), ∆Πunknown(µn) 6= 0. Therefore it follows from (34) and
the relation H(λ) ≡ 0, that the entire function
H2(λ) :=
∫ lpi
0
h2(t) cos ρt dt
has zeros at λ = µn, n ∈ N. Moreover, in view of (35), the function H2(λ) has the zero λ = 0
of multiplicity r−1
2
. Consequently, the function
H2(λ)
ρr−1∆Kunknown(λ)
is entire. Using (19), one can
obtain the following estimate
|ρr−1∆Kunknown(ρ2)| ≥ C exp(|Im ρ|lπ), ε ≤ arg ρ ≤ π − ε, |ρ| ≥ ρ∗,
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for some positive ε and ρ∗. On the other hand, H2(λ) = κl,even(ρ). Applying Phragmen-
Lindelo¨f’s and Liouville’s theorems, we conclude that H2(λ) ≡ 0 and, consequently, h2 = 0 in
L2(0, lπ). Using (34) again, we get that h1 = 0. Thus, h = 0 and the system S is complete
in H.
Remark 2. If the potentials are unknown on a sufficiently large part of the graph G, the
spectrum Λ(L) can contain insufficient number of sequences in the form (30) to construct a
complete system S. Then one can consider boundary value problems of the same form as L
with changed boundary conditions in some vertices from ∂Gknown, and use eigenvalues of those
problems in the set Λ′(L) (see Example 2).
Remark 3. For r = 1 assumption (A3) is not necessary.
Note that the proof of Theorem 3 essentially uses assumptions (A1)–(A4). Although as-
sumptions (A1) and (A3) are just technical, (A2) and (A4) are principal. One can easily pro-
vide examples of star-shaped quantum graphs with zero potentials, when these conditions are
violated. Therefore the question arises, if there exist quantum graphs, satisfying assumptions
(A1)-(A4). Further we show, how such examples can be constructed for a tree with an arbitrary
geometrical structure and arbitrary boundary conditions.
First, we provide a simple sufficient condition for (A2) and (A4). Denote by Gj, j = 1, n,
n := |Ew|, the subtrees, obtained from G by splitting the vertex w. Consider the characteristic
functions ∆Dj (λ) and ∆
N
j (λ) corresponding to Gj with the Dirichlet and the Neumann boundary
condition in w, respectively, and the conditions (2) and BC in the other vertices. Introduce
∆Π(λ) :=
n∏
j=1
∆Dj (λ).
One can easily show that the following condition implies assumptions (A2) and (A4):
(A5) The characteristic functions ∆(λ) and ∆
Π(λ) do not have common zeros.
Condition (A5) holds, if no two functions among ∆
D
j (λ) have common zeros and ∆
D
j (λ) does
not have common zeros with ∆Nj (λ) for j = 1, n. Suppose that, on the contrary, ∆
D
j (λ0) = 0
and ∆Nj (λ0) = 0 for some λ0. For simplicity, denote by ej the edge, incident to w in the graph
Gj , and by Gj,next the tree, obtained from Gj by removing the vertex w and the edge ej . The
notations ∆Kj,next(λ) and ∆
Π
j,next(λ) will be used for the characteristic functions for the graph
Gj,next similar to ∆
K
unknown(λ) and ∆
Π
unknown(λ) for Gunknown. The second vertex, incident to ej ,
plays the role of w. Then the following relations hold
∆Dj (λ0) = Sj(π, λ0)∆
K
j,next(λ0) + S
[1]
j (π, λ0)∆
Π
j,next(λ0) = 0,
∆Nj (λ0) = Cj(π, λ0)∆
K
j,next(λ0) + C
[1]
j (π, λ0)∆
Π
j,next(λ0) = 0.
Using equation (1) and the initial conditions (3), one can show that the determinant of this
system equals
Sj(π, λ0)C
[1]
j (π, λ0)− S [1]j (π, λ0)Cj(π, λ0) = 1.
Consequently, we conclude that λ0 is a common zero of ∆
K
j,next(λ) and ∆
Π
j,next(λ).
Thus, we have proved that, if condition (A5) holds for all the subtrees Gj,next, j = 1, n,
and the characteristic functions ∆Dj (λ) pairwise do not have common zeros, then (A5) holds
for the whole graph G. We use this fact to construct a boundary value problem on the tree G,
satisfying assumption (A5), recursively.
Consider an arbitrary boundary value problem L on a tree G. Suppose that assumption (A5)
does not hold for G. If G is a star-shaped graph, this means that some pairs of the functions
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∆Dj (λ) have common zeros. For each fixed j = 1, n, the zeros of ∆
D
j (λ) are the eigenvalues
of the corresponding Sturm-Liouville boundary value problem on the finite interval. By the
transfrom σj → σj + cjxj , γj → γj− cjπ, we shift the corresponding spectrum by a constant cj.
One can always choose constants cj , j = 1, n to make the eigenvalues for all the edges distinct.
If the tree G has a more complicated structure, we suppose that we already have applied
our algorithm recursively and achieved condition (A5) for the subtrees Gj,next, j = 1, n. Con-
sequently, the characteristic functions ∆Dj (λ) and ∆
N
j (λ) can not have common zeros for every
fixed j = 1, n. Then for each j = 1, n, we can add a constant cj to all the potentials on the tree
Gj and make the zeros of the different functions ∆
D
j (λ) distinct. Note that the shift does not
affect condition (A5) for subtrees. After such shifts, we can add a large positive constant to all
the potentials to make all the eigenvalues of L positive and to achieve condition (A3). Thus, we
can change potentials for any initial graph to satisfy assumptions (A1)–(A4), probably, except
for the requirement of distinct eigenvalues in (A1), which is not so important.
5. Examples
In this section, we consider two examples, illustrating our method for solution of the partial
inverse problems on trees. The results of works [44–46] for the star-shaped graphs with edges
of equal length can also be considered as examples of the technique developed in this paper.
Example 1. Consider the graph in Figure 2. It has five edges {ej}5j=1. The length of the
edge ej equals Tj, where Tj = π for j = 1, 2, 3 and Tj = 2π for j = 4, 5. For brevity, we shall
not divide the edges e4 and e5 into smaller ones. Consider the system of the Sturm-Liouville
equations with singular potentials:
−(y[1]j )′ − σj(xj)y[1]j − σ2j (xj)yj = λyj, xj ∈ (0, Tj), j = 1, 5.
w
π
e1
0
0
e2
0e3
Gunknown
2π
0 e4
0 e5
Gknown
Figure 2. Example 1
The standard matching conditions (2) take the form
y1(π) = y2(π) = y3(π), y
[1]
1 (π) + y
[1]
2 (π) + y
[1]
3 (π) = 0,
y1(0) = y4(2π) = y5(2π), −y[1]1 (0) + y[1]4 (2π) + y[1]5 (2π) = 0.
Impose the following boundary conditions BC:
y
[1]
2 (0) = 0, y3(0) = 0, y
[1]
4 (0) = 0, y5(0) = 0.
The edges e1, e2, e3 belong to Gunknown, and the edges e4, e5 belong to Gknown. Using (5),
we obtain the following representations for the characteristic functions:
∆Kknown(λ) = C
[1]
4 (2π, λ)S5(2π, λ) + C4(2π, λ)S
[1]
5 (2π, λ),
∆Πknown(λ) = C4(2π, λ)S5(2π, λ),
∆Kunknown(λ) = C
[1]
1 (π, λ)C2(π, λ)S3(π, λ) + C1(π, λ)C
[1]
2 (π, λ)S3(π, λ) + C1(π, λ)C2(π, λ)S
[1]
3 (π, λ),
∆Πunknown(λ) = S
[1]
1 (π, λ)C2(π, λ)S3(π, λ) + S1(π, λ)C
[1]
2 (π, λ)S3(π, λ) + S1(π, λ)C2(π, λ)S
[1]
3 (π, λ).
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Substituting (10) into these relations, we calculate
∆Kknown(λ) = cos 4ρπ + κ4,even(ρ),
∆Πknown(λ) =
sin 4ρπ
2ρ
+
κ4,odd(ρ)
ρ
,
∆Kunknown(λ) = 3 cos
3 ρπ − 2 cos ρπ + κ3,even(ρ),
∆Πunknown(λ) =
3 sin ρπ cos2 ρπ
ρ
− sin ρπ
ρ
+
κ3,odd(ρ)
ρ
.


(37)
Substituting (37) into (17), we get
∆(λ) =
sin ρπ
ρ
(
36 cos6 ρπ − 46 cos4 ρπ + 15 cos2 ρπ − 1)+ κ7,odd(ρ)
ρ
.
Consequently, the spectrum Λ(L) contains three subsequences in the form (30) with
α1 ≈ 0.20433, α2 ≈ 0.37334, α3 ≈ 0.47147.
Since r = 1, we put Λ′(L) := {λnk}n∈Z, k=1,2,3. In this case, S = {s(t, λnk)}n∈Z, k=1,2,3. If
assumptions (A1)-(A4) hold, by virtue of Theorem 3, the system S is complete in H. In view
of Theorem 1, the characteristic functions ∆Kunknown(λ) and ∆
Π
unknown(λ) are uniquely specified
by Λ′(L), given σ4 and σ5.
According to Remark 1, we recover σ1 on the only edge e1 incident to w in the subtree
Gunknown. Let now the graph Gknown contain the edges e1, e4, e5, and the graph Gunknown
contain the edges e2 and e3. Then the characteristic functions have the following form
∆Kknown(λ) = 12 cos
5 ρπ − 14 cos3 ρπ + 3 cos ρπ + κ5,even(ρ),
∆Πknown(λ) =
sin ρπ
ρ
(12 cos4 ρπ − 10 cos2 ρπ + 1) + κ5,odd(ρ)
ρ
,
∆Kunknown(λ) = cos 2ρπ + κ2,even(ρ),
∆Πunknown(λ) =
sin 2ρπ
2ρ
+
κ2,odd(ρ)
ρ
.
Suppose that the new ∆Kunknown(λ) and ∆
Π
unknown(λ) can be constructed by some subspec-
trum of the problem L. Consider the boundary value problem L1 of the same form as L with
the Dirichlet boundary condition y2(0) = 0 instead of the Neumann one. We have
∆Kunknown,1(λ) =
sin 2ρπ
ρ
+
κ2,odd(ρ)
ρ
,
∆Πunknown,1(λ) =
sin2 ρπ
ρ2
+
κ2,even(ρ)
ρ2
,
∆1(λ) =
sin2 ρπ cos ρπ
ρ2
(36 cos4 ρπ − 34 cos2 ρπ + 5) + κ7,even(ρ)
ρ2
.
The functions ∆Kknown(λ) and ∆
Π
known(λ) remain the same as for L.
One can easily show that ∆1(λ) has two sequences of zeros in the form (30) with
α1 ≈ 0.22410, α2 ≈ 0.44167.
Using these subsequences, under some additional conditions, one can construct a complete
system S1 and find the functions ∆Kunknown,1(λ) and ∆Πunknown,1(λ). Note that ∆Kunknown,1(λ) and
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∆Kunknown(λ) are the characteristic functions for the Sturm-Liouville boundary value problems
on an interval of length 2π, consisting of the edges e2 and e3, with different boundary conditions.
One can recover σ2 and σ3, solving the inverse problem by two spectra on the interval [52].
Reconstruction of σ2 and σ3 can be simplified in the way described in [46]. Indeed, note
that
∆Kunknown(λ)
∆Πunknown(λ)
=
C
[1]
2 (π, λ)
C2(π, λ)
+
S
[1]
3 (π, λ)
S3(π, λ)
,
∆Kunknown,1(λ)
∆Πunknown,1(λ)
=
S
[1]
2 (π, λ)
S2(π, λ)
+
S
[1]
3 (π, λ)
S3(π, λ)
.
The fraction
∆Kunknown(λ)
∆Πunknown(λ)
is already known. For the values λ ∈ Λ(L1), such that ∆Πknown(λ) 6= 0
and ∆Πunknown,1(λ) 6= 0, one can find the fraction
∆Kunknown,1(λ)
∆Πunknown,1(λ)
from the relation similar to (33).
Then for such values of λ, we know the expression
S
[1]
2 (π, λ)
S2(π, λ)
− C
[1]
2 (π, λ)
C2(π, λ)
=
1
S2(π, λ)C2(π, λ)
.
One can interpolate the function S2(π, λ)C2(π, λ) by one subsequence in the form (30). The
zeros of the functions S2(π, λ) and C2(π, λ) interlace (see [52]), so we can find them separately
and recover the potential on e2 from two spectra. Subsequently, it is easy to find σ3.
This example involves complicated calculations, so we demonstrated only the general scheme
and did not investigate the questions of the Riesz-basicity. However, we shall study these
questions for the next example.
Example 2. Consider the graph in Figure 3. It has three edges: e1 of length 2π and e2, e3
of length π. Consider the boundary value problem L for the Sturm-Liouville equations on this
graph with the standard matching conditions
y1(2π) = y2(π) = y3(π), y
[1]
1 (2π) + y
[1]
2 (π) + y
[1]
3 (π) = 0 (38)
and the boundary conditions
y1(0) = 0, y
[1]
2 (0) = 0, y
[1]
3 (0) = 0.
w
02π
e1
Gunknown
π
0
e2
0 e3
Gknown
Figure 3. Example 2
Let Gunknown consist of the only edge e1, and let Gknown consist of the edges e2, e3. The
characteristic function
∆(λ) = S
[1]
1 (2π, λ)C2(π, λ)C3(π, λ) + S1(2π, λ)C
[1]
2 (π, λ)C3(π, λ)
+ S1(2π, λ)C2(π, λ)C
[1]
3 (π, λ) = cos
2 ρπ(6 cos2 ρπ − 5) + κ4,even(ρ)
has the only subsequence of zeros in the form (30) with α1 =
1
pi
arccos
√
5
6
. In order to re-
cover the potential σ1 on the edge of length 2π, we need two such subsequences. Following
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Remark 2, consider another boundary value problem L1 with the matching conditions (38) and
the boundary conditions
y1(0) = 0, y2(0) = 0, y
[1]
3 (0) = 0.
Its characteristic function admits the representation
∆1(λ) =
3 sin ρπ cos ρπ
ρ
(2 cos2 ρπ − 1) + κ4,odd(ρ)
ρ
,
and also has the only subsequence of zeros in the form (30) with α2 =
1
4
.
Define Λ′ := {λnk}n∈Z,k=1,2, where {λn1}n∈Z and {λn2}n∈Z are the mentioned subsequences
for the problems L and L1, respectively. Introduce the vector functions
s(t, λn1) =
[
∆Kknown(λn1)ρ
−1
n1 sin ρn1t
∆Πknown(λn1) cos ρn1t
]
, s(t, λn2) =
[
∆Kknown,1(λn2)ρ
−1
n2 sin ρn2t
∆Πknown,1(λn2) cos ρn2t
]
n ∈ Z, (39)
where the characteristic functions ∆Kknown,1(λ) and ∆
Π
known,1(λ) correspond to the boundary
value problem L1.
Suppose that assumption (A1) holds for the set Λ
′, and assumption (A2) holds in the
following modified form: ∆Πknown(λn1) 6= 0, ∆Πknown,1(λn2) 6= 0, ∆Πunknown(λnk) 6= 0 for all n ∈ Z,
k = 1, 2. Assumption (A3) is not required in view of Remark 3. Assumption (A4) holds
automatically, since the functions ∆Kunknown(λ) = S
[1]
1 (2π, λ) and ∆
Π
unknown(λ) = S1(2π, λ) do
not have common zeros as characteristic functions of Sturm-Liouville problems on an interval
with boundary conditions, different at one of the end points.
Modifying the proof of Theorem 3, one can show that the system (39) is complete in H.
Consequently, by Theorem 1 functions ∆Kunknown(λ) and ∆
Π
unknown(λ) are uniquely specified by
the set Λ′, if σ2 and σ3 are known a priori. Thus, we arrive at the inverse problem on the
interval, which consists in recovering σ1 from the two characteristic functions S1(π, λ) and
S
[1]
1 (π, λ) (see Remark 1). This problem is uniquely solvable (see [52]).
Let us prove that the system (39) is an unconditional basis. In view of relation (33) and
assumptions (A1)–(A2), we can study the system of the vector functions
snk(t) =
[
∆Kunknown(λnk) sin ρnkt
−ρnk∆Πunknown(λnk) cos ρnkt
]
n ∈ Z, k = 1, 2,
instead of (39). The system {snk}n∈Z, k=1,2 is also complete. Using asymptotic formulas (30),
one can easily show that it is l2-close to the system of the vector functions
s0nk(t) =
[
cos 2αkπ sin(n + αk)t
− sin 2αkπ cos(n + αk)t
]
, n ∈ Z, k = 1, 2,
i.e. {‖snk − s0nk‖H} ∈ l2. Note that cos 2α2π = 0 and cos 2α1π 6= 0. Since the systems
{sin(n + α1)t}n∈Z and {cos(n + α2)t}n∈Z are Riesz bases in L2(0, 2π) (see [46]), one can easily
show that {s0nk}n∈Z, k=1,2 is a Riesz basis in H. Thus, the system {snk}n∈N, k=1,2 is complete and
l2-close to the Riesz basis, so it is also a Riesz basis. Hence the normalized system (39) is a
Riesz basis in H, and one can apply Algorithm 1, and subsequently solve the partial inverse
problem by the subspectrum Λ′.
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