with each link in the graph associated with two positive weights, cost and delay, we consider the problem of selecting a set of link-disjoint paths from a node to another node such that the total cost of these paths is minimum and that the total delay of these paths is not greater than a specified bound. This problem, to be called the constrained shortest link-disjoint path (CSDP( )) problem, can be formulated as an integer linear programming (ILP) problem. Relaxing the integrality constraints results in an upper bounded linear programming problem. We first show that the integer relaxations of the CSDP( ) problem and a generalized version of this problem to be called the generalized CSDP (GCSDP ( )) problem (in which each path is required to satisfy a specified bound on its delay) both have the same optimal objective value. In view of this, we focus our work on the relaxed form of the CSDP( ) problem (RELAX-CSDP( )). We study RELAX-CSDP( ) from the primal perspective using the revised simplex method of linear programming. We discuss different issues such as formulas to identify entering and leaving variables, anti-cycling strategy, computational time complexity etc., related to an efficient implementation of our approach. We show how to extract from an optimal solution to RELAX-CSDP( ) a set of link-disjoint -paths which is an approximate solution to the original CSDP( ) problem. We also derive bounds on the quality of this solution with respect to the optimum. We present simulation results that demonstrate that our algorithm is faster than currently available approaches. Our simulation results also indicate that in most cases the individual delays of the paths produced starting from RELAX-CSDP( ) do not deviate in a significant way from the individual path delay requirements of the GCSDP( ) problem.
I. INTRODUCTION

I
N THIS PAPER, we study a discrete optimization problem defined on graphs or networks (We use the terms "graph" and "network" interchangeably). Specifically, we are interested in selecting a set of paths satisfying certain constraints. This problem is fundamental and arises in several applications. In this context, we encounter two problems. One of them, called the constrained shortest path (CSP) problem, requires the determination of a minimum cost path from a source node to a Y. Xiao is with Packet Design Inc., Palo Alto, CA 94304 USA (e-mail: yingxiao@ieee.org).
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Digital Object Identifier 10.1109/TCSI.2006.869907 destination node such that the delay of the path is within a specified bound. The other problem, denoted as constrained shortest link-disjoint path (CSDP ) , is to select a set of link disjoint paths from to such that the total cost of these paths is minimum and that the total delay of these paths is not greater than a specified bound. Both problems are NP-hard [1] , [2] . This has led researchers to propose heuristics and approximation algorithms for these problems. For a detailed account of the different algorithms for the CSP problem, [2] - [13] may be consulted. Of special interest to us in the context of our work in this paper are [8] , [10] - [13] . References [8] and [10] - [12] present the LARAC algorithm that is based on the Lagrangian dual of the CSP problem as well as some generalizations. Reference [11] presents a generalization of the LARAC algorithm and is applicable to general combinatorial optimization problems involving two additive metrics. One such problem is the minimum cost spanning tree problem with the restriction that the total delay being within a specified limit. Several such constrained discrete optimization problems arise in the VLSI physical design area. Reference [13] shows that these algorithms are strongly polynomial. In perhaps the most recent work [14] on the CSP problem, we have studied this problem from a primal perspective.
The CSDP problem arises in the context of provisioning paths that could be used to provide resilience to failures in one or more of these paths. Orda et al. [15] have studied the CSDP(2) problem and have provided several approximation algorithms. A special case of the CSDP problem which does not have the delay requirement has been studied in [16] . The algorithms in [11] and [16] can be integrated to provide an approximate solution to the CSDP problem. We call this the G-LARAC algorithm.
The rest of the paper is organized as follows. In Section II we define the CSDP problem and a generalized version of this problem called the generalized CSDP (GCSDP ) problem. The GCSDP problem requires that the delay of each path in the set of link-disjoint paths be bounded by a specified value. This is in contrast to the CSDP problem wherein the delay constraint is with respect to the total delay of the paths. However, even finding two delay constrained link-disjoint paths is NP-hard and is not approximable within a factor of for any [17] . We first show that the optimal objective values of the LP relaxations of these two problems have equal value. Hence, we focus our study on the relaxed version of the CSDP problem, (RELAX-CSDP ) problem. In Section III, we review the G-LARAC algorithm which is a dual based approach to solving RELAX-CSDP . In Section IV, we introduce a transformation on the CSDP problem, the transformed CSDP (TCSDP ) problem. We show that the CSDP problem and the TCSDP problem are equivalent. As we show later in the paper the transformed problem has several properties that enable us to achieve an efficient implementation of our approach. In the remainder of the paper, we study the LP relaxation of the TCSDP problem, namely, RELAX-TCSDP , using the revised simplex method of linear programming. In Section V, several properties of basic solutions of RELAX-TCSDP are established. We also show how to extract an approximate solution to the CSDP problem starting from an optimal solution to RELAX-TCSDP . In Sections VI and VII, the revised simplex method and several issues relating to an efficient implementation are discussed. We also develop an anti-cycling strategy and establish the pseudo-polynomial time complexity of the revised simplex method when applied on RELAX-TCSDP . Simulation results comparing our approach with the G-LARAC algorithm and the commercially available CPLEX package are presented in Section VIII. These results demonstrate that our algorithm is faster than currently available approaches. They also indicate that in most cases the individual delays of the paths produced starting from RELAX-CSDP do not deviate in a significant way from the individual delay requirements of the GCSDP problem, thereby demonstrating that there is not much loss of generality in focusing on RELAX-CSDP rather than on the relaxed version of the more complex GCSDP problem. We conclude in Section IX with a summary of our work and pointing to certain directions for future research.
II. CONSTRAINED SHORTEST LINK-DISJOINT PATHS SELECTION PROBLEMS: FORMULATIONS, RELAXATIONS, AND THEIR EQUIVALENCE
In this section we first define two classes of link-disjoint paths selection problems. One is a special case of the other. They both admit integer linear programming (ILP) formulations. They are computationally intractable because of the integrality constraints. For networks involving small numbers of nodes and links, these problems can be solved using any general purpose ILP package. For larger networks, faster algorithms are desired. So, we are interested in solving these problems after relaxing the integrality requirement and exploiting the special network structure of these problems for efficient algorithms. The relaxed versions of these problems are upper bounded linear programming problems. The main result in this section is that the relaxed versions of both problems are equivalent in the sense they have the same optimal objective value.
We begin with some basic definitions. The network is modeled as a directed graph , where and are the sets of nodes and links, respectively. Each link is associated with a positive integer cost and a positive integer delay . A path is a sequence of distinct nodes such that either or for all and if . A link on a path from to is a forward link (backward) link if its orientation agrees (disagrees) with the direction of the traversal of the path from to . The sets of forward and backward links on will be denoted by and , respectively. For any directed path (or cycle with given orientation) define cost and delay of as Given any two nodes and , an path is a directed path if all the links on the path are forward links. For the sake of simplicity, we shall call such directed paths simply as
paths. An path is called feasible with respect to the delay and a specified value if the delay of the path is at most . Without loss of generality we assume that for every node there is a directed path from to and a directed path from to .
General Constrained Shortest -Disjoint Paths (GCSDP( )) Problem: Given two nodes and and a positive integer , the GCSDP( ) problem is to find a set of link-disjoint paths such that the delay of each path is at most and the total cost of the paths is minimum.
Constrained Shortest -Disjoint Paths (CSDP ) Problem: Given two nodes and , and a positive integer , the CSDP( ) problem is to find a set of link disjoint paths such that the total delay of these paths is at most and that the total cost of the paths is minimum. Both the above problems can be formulated as ILP problems. Relaxing the integrality constraints we get the following relaxed versions of these problems:
(1) subject to and for for otherwise
and (4) The solutions to the above problem may not, in general, be integral. However, every integer solution defines a set of link-disjoint paths. In other words, an integer solution for is the flow vector corresponding to the th path , i.e., link is on path iff (5) subject to for for otherwise (6) 
We now proceed to show that the RELAX-GCSDP and RELAX-CSDP are equivalent in the sense that they both have optimal solutions with the same value for the objective.
Let and define
Then the Lagrangian dual of RELAX-GCSDP is as follows: subject to and for for otherwise (8) and (9) The vector is called the Lagrangian multiplier. The above problem can be solved by finding the Lagrangian multiplier vector that maximizes . Property 1: Given any , let be obtained by permuting the components of . Then .
is a concave function of [18] . Property 3: There exists with all components equal that maximizes . By Property 3, can be reformulated with respect to some as follows:
Let (11) We now define UNIFORM-LAGRANGIAN-GCSDP as follows.
First let (12) subject to for for otherwise (13) (14) Note that (13) is obtained by summing up the flow balance constraints in (8) and that is a scalar. [20, p. 183 ] . Thus, we have the following result by the strong duality theorem [20] .
Theorem 2: RELAX-GCSDP( ) and RELAX-CSDP( ) have the same optimal objective value.
The intuition behind the above result is as follows. The indistinguishability of the path constraints represented by (2) guarantees that if is a set of feasible paths constituting a solution to RELAX-GCSDP( ) problem then any permutation of these paths is also a solution (Property 1). Also in the optimal solution there is no reason for paths to be weighted differently (Property 3). As formally proved, these two properties lead to Theorem 2.
Theorem 2 implies that if we are interested only in obtaining the optimal objective value of the RELAX-GCSDP( ), then starting with the RELAX-CSDP( ) does not result in any loss of generality. In view of this, we shall focus on RELAX-CSDP( ) in the rest of the paper.
III. G-LARAC( ) ALGORITHM: DUAL BASED APPROACH TO RELAX-CSDP( )
The G-LARAC( ) algorithm is a generalization of the LARAC algorithm [8] - [10] that was specifically designed for the CSP problem. The G-LARAC( ) algorithm may be viewed as an algorithm for solving RELAX-CSDP( ) problem using its Lagrangian dual which is the same as UNIFORM-LA-GRANGIAN-GCSDP( ) repeated below subject to for for otherwise
In the rest of the paper, we shall use in place of for the simplicity of writing.
Given , is achieved by a set of link-disjoint paths with minimum total weight, where the weight associated with link is given by . The key issue is how to search for the optimal that maximizes and determining the termination condition for the search. The G-LARAC( ) algorithm presented as Algorithm 1 is one such efficient search procedure. In this procedure cost of a path (also called aggregated cost) refers to the weight of the path computed using as the weight of link . Basically G-LARAC( ) performs the following steps. 1) In the first step, the algorithm calculates the minimum cost of a set of link-disjoint paths using link costs. This can be done by the algorithm in [16] . If the total delay of these paths is at most , this is surely the required set of paths. Otherwise, the algorithm stores this set as the latest infeasible set, simply called the set. Then it determines the minimum delay of a set of link disjoint paths, called the set. If is infeasible, there is no solution to this instance.
2) Set
. With this value of , we can find a set of link-disjoint paths with minimum -cost. Let this set be denoted as . If , we have obtained the optimal . Otherwise, set as the new or according to whether is infeasible or feasible. A detailed discussion of several issues relating to G-LARAC( ) and properties of solutions produced by G-LARAC( ) may be found in [12] .
We wish to note that when Lagrangian dual is introduced, an integrated metric is used by adding the penalty of extra delay into the cost function. However, this integration makes the new model deviate from the original problem. For example, consider . If there is a path which has a delay less than , it will add a negative number into the cost function as a reward. But in the original problem, there is no such reward. One way to remedy this situation is to use the formulation . However, if we use this formulation we cannot reduce it to the shortest path problem on for fixed . This sub-problem is nonadditive shortest path problem. Finding this minimum is intractable and is as difficult as the original CSDP( ) problem.
In contrast to the dual approach taken by the G-LARAC( ) algorithm our interest in the remainder of the paper is to design an approach to obtain an approximate solution to the CSDP( ) problem using the primal simplex method of linear programming.
IV. TRANSFORMATION OF RELAX-CSDP( ) PROBLEM
To achieve an efficient implementation of our approach to the RELAX-CSDP( ) problem we consider another problem TCSDP( ) on a transformed network defined as follows.
1) The graph of the transformed problem is the same as that of the original problem, that is, , 2) For all , and in the transformed problem are given by and , and 3) The new upper bound in the transformed problem is given by . Let denote a set of link-disjoint paths. Let and denote the total cost and the total delay of the paths in . The TCSDP( ) problem asks for a set of link-disjoint paths with minimum total cost and with total delay at most .
is a feasible solution (resp. an optimal solution) to the CSDP( ) problem iff it is a feasible solution (resp. an optimal solution) to the TCSDP( ) problem.
In view of this equivalence we only consider, in the rest of the paper, the RELAX-TCSDP( ) problem. Also we use (being odd) and (being even) to denote the delay bound and link delay in the TCSDP( ) problem. Notice that the transformation does not change the costs of paths.
We conclude this section defining some terminology and presenting the RELAX-TCSDP( ) problem in matrix form.
Let the links be labeled as and the nodes be labeled as . We shall denote the delay of each edge as and the cost of as . The incidence matrix of has columns, one for each link and rows, one for each node [21] . The rank of this matrix is , and removing any row of this matrix will result in a matrix of rank . We denote this resulting matrix of rank as . We also assume that the row removed from the incidence matrix corresponds to node . We denote the column of corresponding to by the vector . For we have with all its components being 0 except for and . Also for , and for and all the other components are 0. Let and (15) and (16) Let be the column vector of the flow variables and the slack variable corresponding to the delay constraint (7), and be the row vector of the costs. Note that the cost of the slack variable is 0. Then the RELAX-TCSDP( ) problem (see (5)- (7)) can be written in matrix form as follows. Note that to conform to the standard form for a minimization problem we have used " " form of (7) and added a slack variable , i.e., subject to and (17) where is the slack variable and with , , and for . We note that the above problem is almost the same as the minimum cost flow problem except for the additional delay constraint.
The rest of the paper is concerned with the simplex method based solution to RELAX-TCSDP( ) and several issues relating to its efficient implementation. We want to emphasize that most of these properties hold only with the transformation and we shall use " " to denote those properties that also hold without the transformation. The cost of the optimal solution to RELAX-TCSDP( ) will be a lower bound to the optimal cost of the original CSDP( ) problem. We will show in the next section how to extract an approximate solution to TCSDP( ) (hence the CSDP( )) problem from an optimal solution to the RELAX-TCSDP( ) problem.
V. PROPERTIES OF BASIC SOLUTIONS OF RELAX-TCSDP( ) AND GENERATION OF AN APPROXIMATE SOLUTION TO CSDP( )
Simplex method of linear programming starts with a basic solution and proceeds by constructing one basic solution from another. A basic solution consists of two sets of variables, basic and nonbasic. For the RELAX-TCSDP( ) problem under consideration, all the nonbasic variables in a basic solution will be 0 or 1 [22] . Note that the value of the slack variable, when it is nonbasic, must be equal to 0 because it does not have an upper bound. Given a basic solution, we shall denote the subgraph of corresponding to the basic variables (except the slack variable if it is in the basic solution) in this solution by . The subgraph will be called the subgraph of the basic solution or simply the basis graph. The nonsingular submatrix of defined by the basic variables is called a basis matrix or simply, a basis and is denoted as . The rest of the matrix corresponding to the nonbasic variables is called the nonbasic matrix. In this section we present certain important properties of the basic solutions of the RELAX-TCSDP( ) problem.
Lemma 1: Let be a directed network with at least one cycle (not necessarily directed). Assigning an arbitrary orientation to , let , where for and the orientation of agrees with the orientation of for and the orientation of disagrees with the orientation of otherwise Then, [21] . We shall use to denote the vector derived from cycle as in the above lemma. We shall denote by the signed algebraic sum of the delays of the links on a cycle as we traverse around the cycle.
Lemma 2: Every basis matrix contains the last row of . Proof: This follows from the fact that rank( ) . Lemma 3: The subgraph of a basic solution contains at most one cycle (see Fig. 1 ).
Lemma 4: If there is a cycle in a basic solution, then . is also integer. The denominator is equal to 1 because is the incidence matrix of the spanning tree obtained by removing a link in cycle from . So it is follows that is an integer. Hence, or 1 because . We next show that if the basis graph contains a cycle, then the flow on each link on the cycle is less than 1 and greater than 0. Assuming the contrary we establish a contradiction. First recall that the flow on each link that is not in (that is, each nonbasic variable) is either 0 or 1. If the flow on any link on is an integer (0 or 1) then it follows from the flow balance constraints that all the flows on the links on will be integers. But this would mean that in the current basic solution the total delay of all the links is an even integer. This violates the requirement that the total delay must be equal to which is odd. Definition 1: a) On a directed cycle, a node is called a branching (resp. merging) node if it is the tail (resp. head) of two links on the cycle (see Fig. 2 ). A segment of the cycle is the set of all the links on the cycle between two consecutive branching and merging nodes. A segment consists of consecutive links with the same direction and the direction of a segment is defined as the direction of its links. is the optimal objective value of the RELAX-TCSDP( ) problem, is the optimal integer solution to the TCSDP( ) problem (equivalently, the optimal solution to the CSDP( )) problem). Also and , where is as defined in Lemma 6 with the orientation of the cycle selected so that . Proof: a) If there is no cycle in the optimal basis graph , then all the link flows will be integers and the flow vector can be decomposed into unit flows along link-disjoint paths. The total delay of these paths will be even and hence less than (because is odd). These integral flows form an optimal integer solution to the RELAX-TCSDP( ) problem and hence an optimal solution to the original TCSDP( ) problem. By Theorem 3, this is also an optimal solution to the original CSDP( ) problem. b) Assume that the basis graph contains a cycle . By Lemma 5, the flows on links on are nonzero and thus contains . Obviously, . Also note that because the slack variable is nonbasic and thus its value in the current basic solution is 0.
Define the orientation of such that . Now push flow along the orientation of until some link's flow reaches 0 or 1 [see Fig. 3(b) ]. By Lemma 6, all the resultant link flows will be either 0 or 1. Remove all the links with zero flow from and let denote the resultant network. Evidently, the flows on all links in are 1 and (because , the network delay is reduced when we push the flow along the orientation of ). It can also be seen that for otherwise, the cost of the new flow will be less than the cost of the flow defined by . Notice that the above operation does not change the amount of flow from to . Since the total flow from to in is and all the flows on all links in are 1, there must be link disjoint paths and . Similarly, we can obtain [see Fig. 3(c) ]. Here, the flow is pushed along in the reverse direction. Along this direction, and so . Since along this direction, . Intherestoftheproof,weuse , and todenotethe corresponding set of links. Let and , i.e., (resp. ) is the set of links on both the cycle and (resp. ). Evidently, and [see Fig. 3 Similarly, we can show that . Notice that all the individual paths in the above theorem can be obtained using flow decomposition [19] .
VI. REVISED SIMPLEX METHOD FOR RELAX-CSDP PROBLEM
In this section, we first briefly present the different steps in the revised simplex method of linear programming. A detailed description of this method may be found in [22, Ch. 8] (Note that in [22] the revised simplex method is presented for a maximization problem). We then derive formulas required to identify the entering and the leaving variables that are needed to generate a new basic solution from a given basic solution.
A. Revised Simplex Method
Consider the following linear programming problem. subject to For the RELAX-CSDP problem is an matrix with , , ,
. Each feasible basic solution of this linear program is partitioned into two sets, one set consisting of the basic variables and the other set consisting of the remaining nonbasic variables. This partition induces a partition of into and , a partition of into and and a partition of into and , corresponding to the set of basic variables and the set of nonbasic variables, respectively. The matrix is the basis matrix and is nonsingular. See Sections IV and V for the form of the basis matrix and properties of basic solutions for the RELAX-TCSDP problem. Revised Simplex Method [22] In the following we solve the systems of equations in Steps 1 and 3 and derive explicit formulas for and .
B. Solving the System
Let
. Here are called potentials (or dual variables) and is called the potential vector. Each , is the potential associated with node (or row ) and is the potential associated with the last row (delay constraint row) of . The potential of node is not in , and may be set to zero as we will see below.
Now consider (18) This system of equations has equations in variables. We get the following from (18) .
For each link in , . That is for and for for (19) The last two equations in (19) can be obtained by setting the potential of node to zero in the first equation, namely, . Thus, in all the computations that follow, we set . (20) and selecting the path in from node (whose potential is 0) to node . We summarize these steps as follows.
1) Set the potential of node to zero.
2) Compute as in Lemma 7.
3) For each node , let be a path in from node to node . If there are two paths in due to the cycle, we can derive the same results no matter which one is selected. 4) Set , where and are the sets of forward and backward links on , respectively, as we traverse the path from node to node .
C. Solving the System
We now show how to solve the system of equations , where is the column of corresponding to the entering variable. In the following an entering link is called an in-arc and a leaving link is called an out-arc. We consider three cases. and let the orientation of be chosen to be the same as the orientation of the in-arc. By Lemma 1, it is easy to verify that the vector defined as in the theorem solves the system . Case b) The basic variables are associated with links and the entering variable is . In this case where is associated with the links and nodes, and is the vector of the components of the last row of corresponding to these links and We need to solve the system of equations (22) First, let us consider (23) Because there are links in , there is exactly one cycle, denoted by . Therefore, according to Lemma 1 (24) After adding link , we get a new cycle and let us choose the orientation of this cycle to be the same as that of . Then by Lemma 1 (25) So, .
for and the link corresponding to the th column of is on and its orientation agrees with the cycle orientation for and the link corresponding to the th column of is on and its orientation disagrees with the cycle orientation for otherwise Because , , is the solution space of (23) . We can compute as follows: (26) Since and , we get from (26) and hence Therefore we have proven that is the desired solution to . Case c) The basic variables are associated with links and the entering variable is the slack variable . Following the arguments in Case b), we can show that is the solution to . Here is defined by the cycle in .
VII. INITIALIZATION AND PIVOT RULES
A. Initialization
We first compute minimum delay link-disjoint paths using Suurballe's algorithm [16] . There is no feasible solution if the total delay of these paths is greater than . Assume that this is not the case. A tree (not necessarily a spanning tree) rooted at can be constructed from these paths by removing links incident with to break cycles. Note that in every path from a node in to is a directed path. Such a tree is called a directed tree rooted at node [21] . We next obtain a directed spanning tree rooted at and having as a subtree. We proceed as follows.
First condense or coalesce all the nodes in into a single node . Then for the resulting network determine a directed spanning tree rooted at with all links orientated away from . Such a tree exists because of our assumption that there is a directed path from node to each node in the network and similarly there is a directed path from each node to node . The links of the directed tree selected as above and the links in together constitute a directed spanning tree .
Assigning flow of 1 to all the links on the disjoint paths and flow of 0 to all other links, we obtain a basic solution represented by .
Definition 3: [19] Given a feasible basic solution subgraph , we say that the link is oriented toward (resp. away from) the root if any of the paths in from the root to (resp. ) passes through (resp. ). A feasible basic solution with corresponding flow vector is said to be strongly feasible if every link of with (resp. ) is oriented away from (resp. toward) the root.
It can be easily verified that the initial spanning tree selected as above is strongly feasible.
B. Pivot Rules and an Anti Cycling Strategy
For an efficient implementation of the revised simplex method, we want to avoid directed cycles in basic solutions. This can be achieved by the following pivot rule: P1:Slack variable assumes the highest priority in choosing the entering variable (Step 2 of the Revised Simplex Method).
Lemma 8:
The slack variable is eligible to enter the basis iff . Proof: Since the reduced cost of is equal to , is eligible to enter the basis iff . Lemma 9: Suppose the Pivot rule P1 is followed. If a directed cycle is created in during a pivot, then in the next pivot the slack variable will enter the basis and a link on will leave the basis.
Proof: Since is a directed cycle, and . It follows that in the pivot after the directed cycle is created, will enter the basis and the new basis graph will be a spanning tree.
A basic solution in which one or more basic variables assume zero values is called degenerate [22] . Simplex pivots that do not alter the basic solution are called degenerate. Furthermore, a basic solution generated at one pivot and reappearing at another will lead to cycling (or infinite looping and nonconvergence). Thus, we need a strategy to avoid cycling.
There are several anticylcing strategies for general linear programming problems. Cunningham developed a strategy specifically designed for the network simplex method used for solving minimum cost flow problems. Since RELAX-TCSDP( ) has almost the same structure as the minimum cost flow problem except for the presence of one additional constraint imposed by the delay requirement, we examine if Cunningham's strategy can be adopted for RELAX-TCSDP( ). We show next that the transformation introduced on the CSDP( ) problem in Section IV indeed makes Cunningham's strategy suitable for avoiding cycling in the case of RELAX-TCSDP( ).
Lemma 10: For any degenerate pivot, the out-arc is not on the cycle of the current .
Proof: A degenerate pivot does not alter the basic solution. This means that each variable has the same value in the current basic solution as well as in the basic solution that results from the degenerate pivot. Consider now the flows on the links on a cycle. By Lemma 5 these flows are not 0 or 1. So if a link on a cycle were to leave the basis during a degenerate pivot, then after the pivot it would become nonbasic with flow of value 0 or 1. But that would contradict the fact that the current pivot is degenerate.
If the out-arc is not on the cycle in the current , then the potentials can be updated easily as described next (Chapter 5.1.2 of [23] ). Let be the current and and be the out-arc and the in-arc, respectively. Let be the subgraph of the new basic variables. If is not on the cycle in the current , then the new potential vector associated with can be obtained as follows [23] :
where and (resp. ) is the component of containing (resp. ). The convergence part of the following theorem closely follows the proof of [22, Th. 19 .1].
Theorem 6:
If the subgraphs 's of feasible basic solutions generated by the simplex method are strongly feasible then the simplex method does not cycle and its computational time complexity is pseudo-polynomial.
Proof: First observe that in any sequence of degenerate pivots, the value of every variable, in particular, the value of the slack variable will remain the same. Also if the slack variable is a basic variable then its value is nonzero; otherwise its value is zero. So during a given sequence of degenerate pivots, the slack variable will remain basic or nonbasic during the entire sequence of degenerate pivots. So the leaving and entering variables can only be the links in the network. is the maximum link delay. Also, the inequality below follows from the fact that the potential of a node is the sum of the active costs of the links on the path from that node to node (see Section VI-B).
where is the maximum link cost. If , then by Lemma 7, . Hence, . So the length of the sequence of degenerate pivots is bounded by a polynomial function of , , and . Similarly, we can prove that the total number of nondegenerate pivots is also a polynomial function of , , , and . Pseudo polynomial complexity of the revised simplex method when applied on RELAX-TCSDP follows since each pivot takes steps [22] .
C. Leaving Variable
Now, we investigate how to find a leaving variable (out-arc) using Theorem 5. As before, let the cycle created by adding the in-arc be denoted by with its orientation defined as that of the in-arc.
We note that the reduced cost of the in-arc may be positive or negative. In the following we consider only the latter case. The former case can be treated in a similar way.
Case 1) Slack variable is in the basic solution (the current is a spanning tree and so ). This corresponds to Theorem 5(a). According to Step 4 of the revised simplex method, we need to consider only the entries of that are 1 or if . These entries correspond to the links of of the current or the slack variable . The maximum value of is constrained by , and the corresponding constraining variables (links or ) are eligible to leave the basis. If certain links are eligible to leave the basis then we select the one which keeps the new basic solution strongly feasible (to be discussed next). In this case will continue to be in the basis. If is eligible to leave the basis, we select it to leave the basis. In that case the new basis graph will have a cycle. The flow values ( or ) on the links on the cycle can be determined by the equation because the slack variable is nonbasic and has zero value. Case 2) The basic solution consists of links, i.e., there is a cycle in . The slack variable is eligible to enter the basis if . Then according to pivot rule P1, we let enter the basis and shall select one of the links on to leave the basis. The choice can be made according to the case (c) in Theorem 5. 
If
, an entering link will create a new cycle when added to the current . We need to consider different subcases that capture all possibilities (see Fig. 4 ). For each one of these subcases we can select the leaving variable using Theorem 5(b) and
Step 4 in the revised simplex method. Now, we need to consider how to preserve the strong feasibility of the basic solutions. We define the join of a cycle in as the node on the cycle that is closest to the node in terms of hops. Without loss of generality, assume that the current basic solution is strongly feasible and consists of links and that the leaving variable is a link (other cases are trivial). Let be the network obtained by adding the in-arc to . Evidently, is on some cycle in . If , the orientation of is chosen to agree (resp. disagree) with the orientation of if (resp. ) in the current flow. If , the orientation of is defined such that (resp. ) if (resp. ), where the orientation of agrees with the direction of . Starting from the join of and traversing along the orientation of , we choose the first link whose flow is 1 and whose direction agrees with the orientation of or whose flow is 0 and whose direction disagrees with the orientation of . This guarantees the strong feasibility of the resulting tree.
VIII. SIMULATION
We denote our algorithm as DISJOINT-NBS (NBS: Network Based Simplex method) and compare its performance with CPLEX and G-LARAC . We use three classes of network topologies: regular graphs (see [21, Ch. 8] ), power-law out-degree graphs [24] and Waxman's random graphs [25] . For a graph , the nodes are labeled as . Nodes and are chosen as the source and target nodes. The link costs and delays are randomly independently generated even integers in the range from 1 to 200. The delay bound is the delay of the minimum delay paths in . For regular graphs, . For random graphs and power-law graphs,
. The results are shown in Fig. 5 . In these figures, we use NBS to denote the DISJOINT-NBS algorithm and NBS-REGULAR to denote the running time of DISJOINT-NBS algorithm on regular graphs. Other labels can be interpreted in a similar manner. Experiments show that DIS-JOINT-NBS algorithm is faster than CPLEX and G-LARAC on all the topologies. For the power-law out-degree graph and Waxman's random graph, the hop number of feasible paths is usually very small even when the graph is very large. So the running times of DISJOINT-NBS, G-LARAC , and CPLEX are close (but DISJOINT-NBS is still faster) for random graphs and power-law out-degree graphs.
Our simulation results in Tables I-III show that the delay of each path derived as in Theorem 4 deviates from the individual delay bound by a small fraction. Note that in these tables the second column specifies the delay bound on each path.
IX. SUMMARY
In this paper, we studied the CSDP problem which is NP-hard. So our goal has been to design an efficient algorithm for constructing an approximate solution to this problem. Toward this end, we studied the LP relaxation of CSDP problem using the revised simplex method of linear programming. This relaxed problem is an upper bounded LP problem. We have discussed several issues relating to an efficient implementation of our approach. We have shown that an approximate solution to the CSDP problem can be extracted from an optimal solution to the relaxed problem. We have derived bounds on the quality of this solution with respect to the optimal solution. Our work can be considered as the study of the CSDP problem from a primal perspective in contrast to the dual perspective employed in the G-LARAC algorithm which is based on the algorithms in [11] and [16] . Simulation results demonstrate that our algorithm is slightly faster than both the G-LARAC algorithm and the commercial quality CPLEX package in the case of random graphs and power-law out-degree graphs. On the other hand, for regular graphs our algorithm is much faster.
The GCSDP problem defined in Section II requires that the delay of each individual path satisfies a specified bound, in contrast to the CSDP problem where the constraint is on the total delay of all the link-disjoint paths. We have shown in Theorem 2 that the LP relaxations of the two problems have the same optimal objective value. Thus, if one is interested in obtaining the optimal objective values of RELAX-GCSDP and RELAX-CSDP problems, then starting with the RELAX-CSDP does not result in any loss of generality. However, the paths produced by the approximate solution derived from the optimal solution to RELAX-CSDP may not satisfy the individual path delay requirements of the GCSDP problem. Fortunately, our simulation results in Table I -III indicate that in most cases the individual delays of the paths produced starting from RELAX-CSDP do not deviate in a significant way from the individual delay requirements of the GCSDP problem. If one were interested in studying the GCSDP problem then the issue of finding feasible solutions to this problem will arise. The algorithm in the present paper may be used as a subroutine in a branch and bound scheme to find feasible solutions to the GCSDP problem. One direction of further research is to develop approximation schemes for the CSDP problem along the lines of the approximation algorithms given in [15] for the CSDP(2) problem. Since the link-disjoint shortest paths problem is a special case of the minimum cost flow problem, it will be interesting to investigate if the ideas developed in this paper could be used to design efficient algorithms for the constrained minimum cost flow problem.
