We define branching systems for finitely aligned higher-rank graphs.
Introduction
Higher-rank graphs, or k-graphs, are combinatorial objects that generalize directed graphs. In [23] Kumijian and Pask introduced higher-rank graph C*-algebras for row-finite higher-rank graphs without sources, as generalizations a representation of a higher-rank graph C*-algebra is faithful. Therefore in Section 5 we focus on studying periodic single-vertex 2-graphs, and we aim to provide a sufficient condition for representations induced from branching systems to be faithful. To do so, we firstly extend the general Cuntz-Krieger uniqueness theorem proved by Jonathan Brown, Gabriel Nagy, and Sarah Reznikoff in [4, Theorem 7.10] , in the same spirit of Wojciech Szymański's result for graph algebras (see [30, Theorem 1.2] ) and the author's result for ultragraph algebras (see [12, Theorem 7.4] ). We finish the section by building branching systems for periodic single-vertex 2-graphs such that the induced representations are faithful.
Preliminaries
Throughout this paper, the notation N stands for the set of all nonnegative integers; the notation N + stands for the set of all positive integers; and all measure spaces are assumed to be σ-finite.
In this section, we recall the definition of k-graph C*-algebras from [23, 25, 26] . Throughout this paper, all k-graphs are assumed to be countable. A ⊂ Λ, B ⊂ X Λ , denote by AB := {µx : µ ∈ A, x ∈ B, s(µ) = x(0, 0)}.
The following lemma might be well-known, however we could not find any reference to it.
Lemma 2.4 Let k ∈ N + , let Λ be a k-graph, let µ ∈ Λ, and let B ⊂ X Λ . Then σ d(µ) : µB → s(µ)B is a bijection.
Proof. It is straightforward to see. Indeed σ d(µ) (µx) = x for all µx ∈ µB and the inverse map of σ d(µ) is to attach µ to the elements of B. 
vΛ is said to be exhaustive for v if, for any µ ∈ vΛ, there exists ν ∈ E such that Λ min (µ, ν) = ∅.
Definition 2.8 ([26, Definitions 2.2])
Let k ∈ N + . A k-graph Λ is said to be finitely aligned if, for any µ, ν ∈ Λ, we have that Λ min (µ, ν) is a finite set.
Definition 2.9 ([26, Definition 2.5]) Let k ∈ N + and let Λ be a finitely aligned k-graph. A Cuntz-Krieger Λ-family in a C*-algebra B is a family of partial isometries {S µ } µ∈Λ satisfying 1. {S v } v∈Λ 0 is a family of mutually orthogonal projections;
The C*-algebra generated by a universal Cuntz-Krieger Λ-family, denoted by {s µ } µ∈Λ , is called the k-graph C*-algebra of Λ and is denoted by C * (Λ). 
Then there exists a unique Cuntz-Krieger Λ-family {T µ } µ∈Λ in B such that
Proposition 2.13 ([26, Proposition B.1]) Let k ∈ N + and let Λ be a row-finite k-graph without sources. Then a family of partial isometries {S µ } µ∈Λ in a C*-algebra B is a Cuntz-Krieger Λ-family if and only if 1. {S v } v∈Λ 0 is a family of mutually orthogonal projections;
Proposition 2.15 Let k ∈ N + , let Λ be a row-finite k-graph without sources, and let {S µ : µ ∈ k i=1 Λ e i ∪ Λ 0 } be a family of partial isometries in a C*-algebra B satisfying 1. {S v } v∈Λ 0 is a family of mutually orthogonal projections;
Proof. By an argument similar to the one in [23, Lemma 3.1], we have that
By the factorization property of Λ, there exists a unique family of partial isome- 
Notation 2.16 Let k ∈ N + , let Λ be a row-finite k-graph without sources. Then there exists a gauge action which is a strongly continuous group homomorphism γ :
The fixed point algebra is the algebra consists of all graph morphisms from Ω k,(∞,...,∞) to Λ. Then Λ is said to be aperiodic if, for any v ∈ Λ 0 , there exists
The following theorem is the Cuntz-Krieger uniqueness theorem for rowfinite higher-rank graphs without sources. 
The following theorem is the general Cuntz-Krieger uniqueness theorem for row-finite higher-rank graphs without sources. 
Branching Systems of Higher-rank Graphs
In this section we introduce the notion of branching systems of higherrank graphs. The branching system definition will invoke the Radon-Nikodym derivative, and we refer the reader to [28] for background on this material.
Notice that when studying the branching systems of higher-rank graphs we always consider those graphs satisfying certain hypotheses, like finiteness, row finiteness, local convexity or finite alignment. Of these assumptions finite alignment is the most general one, and we develop the theory of branching systems for higher-rank graphs in this generality as much as we can.
Finitely Aligned Case
Definition 3.1 Let k ∈ N + , let Λ be a finitely aligned k-graph, let (X, η) be a measure space and let {R µ , D v } µ∈ k i=1 Λ e i ,v∈Λ 0 be a family of measurable subsets of X. Suppose that
, is absolutely continuous with respect to η in D s(µ) , and the pushforward measure
= ∅; and 7. for any v ∈ Λ 0 , and for any finite exhaustive set
Remark 3.2 Informally we can think of the maps f µ as "representing" the partial isometries S µ , so that the subsets D s(µ) "represent" the initial projection of S µ and the subsets R µ "represent" the final projection of S µ . With this in mind, the conditions we impose on the definition of a branching system become intuitive, except condition 6 which we feel deserves further explaining. We will keep a rather informal tone in this remark in order to explain the intuition behind this condition. Notice that we need to rephrase condition 3 of Theorem 2.11 as one of our conditions on a branching system.
Reading it directly we would like that f
β , for all β such that (α, β) ∈ Λ min (µ, ν) (notice that since for fixed µ, ν there exists j such that if
not necessarily hold. This is the reason we require condition 6.
In the following theorem we build a branching system associated to any finitely aligned higher-rank graph using the space of boundary paths of a higher-rank graph.
Theorem 3.3 Let k ∈ N + and let Λ be a finitely aligned k-graph. Then there exists a Λ-branching system.
Proof. Let X := Λ ≤∞ , and let η be the counting measure on X. For
Condition (6) of Definition 3.1 holds. Fix v ∈ Λ 0 , and fix a finite exhaustive set E ⊂ k i=1 vΛ e i for v. It is straightforward to see that µ∈E R µ ⊂ D v . We prove the reverse inclusion.
Fix a graph morphism
Since E is exhaustive, there exists
Take an arbitrary (α,
Inductively, we deduce that n x + µ∈E d(µ) ≤ n. Then we are not able to find any path in
Hence we get a contradiction and therefore Condition (7) of Definition 3.1 holds.
Before we show that a branching system induces a representation of C * (Λ) on L 2 (X) we need the following lemma.
Lemma 3.4 Let k ∈ N + , let Λ be a finitely aligned k-graph, and let
. Furthermore, we have that η • f µ • f ν is absolutely continuous with respect to η • f ν , and η • f ν is absolutely continuous with respect to η. Hence
Proof. It is straightforward to see that η • f µ • f ν is absolutely continuous with respect to η • f ν , and η • f ν is absolutely continuous with respect to η by Condition 4 of Definition 3.1. By the chain rule we have
• f ν and we are done.
Next we show that branching systems induce representations of higherrank graph C*-algebras, which is a generalization of [15, Theorem 2.2].
Theorem 3.5 Let k ∈ N + , let Λ be a finitely aligned k-graph, and let
Λ e i ,v∈Λ 0 be a Λ-branching system on a measure space (X, η). Then there exists a unique representation π :
We will shot that the family 
So we finish proving the claim, and hence Condition (3) of Theorem 2.11 holds.
Finally we check Condition (4) of Theorem 2.11. Fix v ∈ Λ 0 , fix a finite
So by Condition (7) of Definition 3.1, we have µ∈E (χ Dv − χ Rµ )φ = 0. Hence Condition (4) of Theorem 2.11 holds. Therefore by Theorem 2.11 there exists a unique Cuntz-Krieger Λ-family
By the universal property of C * (Λ) there exists a unique representation π :
Row-finite Without Sources Case
In this subsection, we simplify the definition of branching systems for row-finite k-graphs without sources.
Definition 3.6 Let k ∈ N + , let Λ be a row-finite k-graph without sources, let (X, η) be a measure space and let
Λ e i ,v∈Λ 0 be a family of measurable subsets of X. Suppose that
Next we show that, for row-finite without sources k-graphs, the above definition coincides with Definition 3.1.
Proposition 3.7 Let k ∈ N + , let Λ be a row-finite k-graph without sources, and let (X, η) be a measure space. Suppose that {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.1. Then {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.6. Conversely suppose that {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.6. Then {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.1.
Proof. Firstly suppose that {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.1. Then it is straightforward to see that Conditions (1)- (4) of Definition 3.6 hold. For v ∈ Λ 0 , and for 1 ≤ i ≤ k, vΛ e i is a finite exhaustive set for v. Then Condition (7) of Definition 3.1 implies Condition (5) of Definition 3.6. So {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.6. Conversely suppose that {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.6. Then it is straightforward to see that Conditions (1)- (5) of Definition 3.1 hold.
0, for a contradiction. Since Λ is row-finite without sources, there exists
exhaustive, there exist α ∈ E and β ∈ Λ such that µ = αβ. By Condition (4) of Definition 3.6, we have
is a contradiction. Hence Condition (7) of Definition 3.1 holds. Therefore {D v , R µ , f µ } is a Λ-branching system in the sense of Definition 3.1.
Remark 3.8 Proposition 3.7 yields that for branching systems of row-finite k-graphs without sources, Definition 3.1 is equivalent to Definition 3.6, and Definition 3.6 has an easier formulation than Definition 3.1. Therefore, from now on, whenever we consider branching systems of row-finite k-graphs without sources, we will not distinguish which definition we refer to.
Λ e i ,v∈Λ 0 be a Λ-branching system on (X, η), and let π : η) ) be the representation obtained from Theorem 3.5. For
is well-defined due to Condition (4) of Definition 3.6); denote by Φ fµ the Radon-Nikodym derivative d(η • f µ )/dη; and denote by Φ f
Semibranching Function Systems
Farsi, Gillaspy, Kang, and Packer in [10] defined Λ-semibranching function systems for a finite k-graph without sources Λ (being finite means that |Λ n | < ∞ for all n ∈ N k ). In this subsection we find connections between Λ-semibranching function systems and Λ branching systems.
The following definition is inspired by [10, Definitions 3.1, 3.2].
Definition 3.10 Let Λ be a finite k-graph without sources, let (X, η) be a measure space, let {D µ , R µ } µ∈ k i=1 Λ e i ∪Λ 0 be a family of measurable subsets of X. Suppose that 2. for n ∈ {0, e 1 , . . . , e k }, X η−a.e.
=
µ∈Λ n R µ ;
3. for n ∈ {0, e 1 , . . . , e k },
6. for n ∈ {0, e 1 , . . . , e k }, define a measurable map τ n : X → X by
n for all n, m ∈ {0, e 1 , . . . , e k }.
. . , e k }} a partial Λ-semibranching function system on (X, η).
on (X, η) as introduced by Farsi, Gillaspy, Kang, and Packer in [10] .
Proposition 3.12 Let Λ be a finite k-graph without sources, let (X, η) be a measure space, and let
, define R µ := R µ , and define τ µ := f µ . For n ∈ {0, e 1 , . . . , e k }, define a measurable map τ n : X → X by
, e 1 , . . . , e k }} is a partial Λ-semibranching function system on (X, η).
Proof. It is straightforward to see.
Proposition 3.13 Let Λ be a finite k-graph without sources, let (X, η) be a measure space, and let
Λ e i ,v∈Λ 0 is a Λ-branching system on (X, η). Proof. It is straightforward to see.
Examples of Λ-branching systems on R with the Lebesgue measure
In this section we will present many examples of branching systems on R. As we mentioned before, due to the large combinatorial possibilities permitted by the factorization property on a colored graph, we are not able to provide a general construction of branching systems on R. Instead, in the examples, we provide an algorithmic way to build branching systems on R, covering many examples of k-graphs in the literature.
Example 4.1 Let Γ be the following 2-colored graph, where Γ 0 = {v}, Γ e 1 = {f 1 , f 2 : n ∈ N} and Γ e 2 = {e}. This is an example in section 4 of [11] .
There are two 2-graphs Λ 2 and Λ 3 associated to the 2-colored graph Γ 2 . The factorization rules for Λ 2 are given by f 1 e = ef 1 and f 2 e = ef 2 , and the factorization rules for Λ 3 are given by f 1 e = ef 2 and f 2 e = ef 1 .
For each of these 2-graphs we build a branching system below.
We will define a branching system on [0, 1]. Let D v = [0, 1]. Notice that {e} is exhaustive and so we must have R e = D v (this can also be seen from Condition 5 of Definition 3.6).
To obtain a branching system for Λ 2 it is enough to define f e as the identity and f f 1 and f f 2 as any differentiable map from [0, 1] to R f 1 = [0,
, 1], respectively. For Λ 3 we need to be a bit more careful. More precisely, the first equation of the factorization tells us that f e must take R f 2 to R f 1 and the second equation tells us that R f 1 must be taken to R f 2 . Keeping the same sets as before, we define f e (x) = x + 
There are uncountably many possible factorizations in the above graph, each giving a different 2-graph. For each of these 2-graphs we build a branching system below.
Fix a factorization and let d : Λ → N be the degree map. Notice that d(g i e) = e 1 + e 2 = e 2 + e 1 and, by the factorization property, there is a unique g j such that g i e = eg j . So, we get a map h : N → N such that g i e = eg h(i) . Moreover note that h is injective, because if we suppose that h(i) = h(j) then g i e = eg h(i) = eg h(j) = g j e and then, again by the factorization property, we get g i = g j . The map h is also surjective, since if j ∈ N then, by the factorization property, there exist a unique i such that g i e = eg j .
Our goal is to define a Λ-branching system in then real interval (0, 1] with the Lebesgue measure. Define D v = (0, 1] = R e and R g i = (
], for each i ∈ N. Now we need to define the bijective maps {f g i } i∈N and f e .
First of all, for each i ∈ N, define the set B i := {h n (i) : n ∈ Z}.
There are two possible configurations for the
It is not hard to see that for i = j, B i = B j or B i ∩ B j = ∅. So, by choosing an appropriated set F ⊆ N we get that N is the disjoint union
Now we define the bijective map f e : D v → R e . First we define this map on each set R g i . Fix an i ∈ F . Suppose first that B i = {i, h(i), ..., h k (i)}, and h k+1 (i) = i. Define, for each n ∈ {1, ..., k + 1}, the increasing linear maps f e : R g h n (i) → R g h n−1 (i) , and piece then together to obtain the map f e :
is the identity map.
as being the increasing linear diffeomorphism, for each n ∈ Z. So, we get a bijective measurable map f e : D v → R e , with the property that, for each
is the identity map (restricted to this set). It remains to define the maps
as being the increasing linear diffeomorphism, and define
• f e for n ∈ {1, ..., k}. Notice that then the equality f e f g h n (i) = f g h n−1 (i) f e holds for each n ∈ {1, ..., k}. To see that the equality f e f g h k+1 (i) = f g h k (i) f e also holds, note that
is the identity map and h k+1 (i) = i.
It is easy to see that Conditions (1)- (6) of Definition 3.1 are satisfied. Condition (7) also holds, because each exhaustive finite set E ⊆ vΛ e 1 ∪ vΛ
must contain e and R e = D v .
Remark 4.3
To simplify notation, and when no confusion arises, from now on we will denote the map f e associated to an edge e just by e.
Example 4.4
We next turn our attention to the 2-graphs given in page 102 of [25] . Recall the 2-colored graph, where f and h have degree (0, 1) and k, e and g have degree (1, 0):
There are two possible factorizations. One is kf = hk, ef = he and gh = f g. For this 2-graph a branching system is obtained similarly to what we did in 4.1, defining the maps associated to the loops in the graph as the identity. We will focus in the second possible factorization, that is he = kf, hk = ef and gh = f g. 2] . Notice that the sets {g}, {f }, {h}, {e, k} 3 2 ] and R k = [ 3 2 , 2]. From the factorization we obtain the information on how to break up the definition of the function h. Let h| [1, 3 2 ] → [ 3 2 , 2] be defined by h(x) = x + 1 2 and h| [ 3 2 ,2] → [1, 3 2 ] be defined by h(x) = x − 
Example 4.5 Let Λ be the 2-graph whose 1-skeleton is given below, and where the edges g i have degree (0, 1) and the edges e i have degree (1, 0).
Notice that the sets {e 1 , e 2 }, {g 1 , g 2 , g 3 }, {e 1 , g 3 } and {e 2 , g 1 , g 2 } are exhaustive for v 1 and {g 4 , g 5 } is exhaustive for v 2 . So, take
], R g 1 = [0, 1 4 ], R g 4 = [1, 3 2 ] and R g 5 = [ 3 2 , 2]. Let f e 1 | Rg 4 be the affine map onto R g 1 and f e 1 | Rg 5 be the affine map onto R g 2 . Define f g 4 and f e 3 as affine maps and let f g 1 := f e 1 f g 4 f −1 g 1 . Analogously one define the reminder maps and sets.
Example 4.6 Next we construct a branching system for the 2-graph Λ 2 given on Example A.2 of [26] . We reproduce a picture of the 1-skeleton below
In this example the edges h i , c i and λ i have degree (1, 0) and edges α i , µ i and d i have degree (0, 1).
To construct a branching system, first we need to enumerate the edges and vertices. Respecting the labels already given in the example, we enumerate the red edges in v 2 Λ 2 by µ 2 , µ 3 , . . ., the blue edges in v 2 Λ 2 by λ 2 , λ 3 , . . ., the blue edges in s(µ 2 ) by h 3 , h 4 , . . ., the red edges in s(λ 2 ) by α 3 , α 4 , . . ., for i = 2 we denote the red edge whose range is s(λ i ) by d i and the blue edge whose range is s(µ i ) by c i .
With the above labels, the factorization reads µ 2 h n = λ n d n and λ 2 α i = µ i c i .
As usual, to obtain a branching system, we define the sets associated to vertices as intervals. In particular, let D v 2 = [0, 1] and D v 3 = [1, 2] , where v 3 = s(µ 2 ). We will focus on defining the branching system for these vertices (once this is done it is clear how to extend it to the remaining vertices).
Notice that {λ 2 , µ 2 } is exhaustive. So, let R µ 2 = [0, 1 2 ] and R λ 2 = [ ] and so on. Define µ 2 | R hn as the affine map onto R λn . Also, let h n and d n be affine bijective maps. Following the factorization define, for n = 2,
n . Proceeding analogously one defines µ i (i = 2), c i , α i , λ 2 and so a branching system is obtained.
Example 4.7 Next we construct a branching system for the 2-graph Λ 3 given on Example A.3 of [26] . Differently from [26] we will keep all the notations of our previous example (A.2). This example is the same as the example before, with the addition of two edges, called β 3 (of degree (1, 0)) and α 3 (of degree (0, 1)) in [26] (we will call α 3 of ν 3 , since in our setting α 3 is already taken). Notice that this is a particularly interesting example, since there is no finite exhaustive subset of v 2 Λ whose range projections are orthogonal.
We reproduce a picture of the 1-skeleton below
The factorization is the same as before, with one more factorization property:
We also let h n and d n be affine bijective maps and following the factorization define, for n = 2, λ n := µ 2 h n d
3 , where β 3 and ν 3 are affine bijective. The remainder of the definition of a branching systems follows analogously to above and the previous example.
5 Faithful Representations of Periodic SingleVertex 2-Graphs C*-algebras via Branching Systems
In this section we exclusively study the branching systems of periodic single-vertex 2-graphs and we intend to find a sufficient condition for representations of periodic single-vertex 2-graph C*-algebras, induced from branching systems, to be faithful.
First of all we recall the work of Davidson and Yang on the periodicity of single-vertex 2-graphs in [7] (they also studied the structure of single-vertex k-graph C*-algebras in [8] ). 
Notation 5.2 Let Λ be a periodic single-vertex 2-graph with |Λ e 1 |, |Λ e 2 | ≥ 2.
Let (a, −b) be the generator of Per(Λ), and let h :
obtained from the above theorem. Then for each µ ∈ a i=1 Λ e 1 , (µ, h(µ)) is a cycline pair. By [7, Lemma 5.3] there is a distinguished unitary W := We inherit the notation from Notation 5.2. Then the spectrum of W contains the unit circle.
Proof. It is sufficient to show that C * (W ) ∼ = C(T), via a unital isomorphism that identifies W with the identity function on T. By [22, Proposition 3.11] it is sufficient to show that there exists an expectation Φ :
such that Φ(W n ) = 0 for all n ∈ Z \ {0}, and that Φ(1 C * (Λ) ) = 1 C * (Λ) .
Let γ be the gauge action on C * (Λ). Then γ induces a strongly continuous homomorphism from T 2 to Aut(C * (W )). Denote by ι : T → T 2 the embedding z → (1, z). So we obtain a strongly continuous homomorphism
and hence we are done.
The following theorem is an extension of the general Cuntz-Krieger uniqueness theorem of Brown-Nagy-Reznikoff (see Theorem 2.21). = ∅ for all n ∈ F . Then π is faithful. 
