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Abstract
This paper presents a Range Only (RO) Simultaneous Localization and Mapping (SLAM) scheme that integrates multi-hop inter-
beacon range measurements. While few SLAM schemes use inter-beacon measurements, to the best of our knowledge, none of
them integrates multi-hop inter-beacon measurements. In our scheme the robot gathers inter-beacon measurements with conﬁg-
urable hop number so that it can integrate measurements between beacons far beyond the robot’s sensing range. This paper analyzes
the impact of integrating in SLAM inter-beacon measurements with diﬀerent hop numbers and evaluates its performance and ro-
bustness to measurement and odometry noise levels. It shows that the advantages of using inter-beacon measurements increase
with measurements with higher hop numbers.
c© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of Elhadi M. Shakshuki.
Keywords: Robot-sensor network cooperation, SLAM
1. Introduction
This work is motivated by schemes of robot-sensor network cooperation where sensor nodes (beacons) are used as
landmarks for RO-SLAM. The idea of building a map without any a priori knowledge and at the same time keeping
track of the robot location is very appealing in a high number of applications. This paper deals with RO-SLAM, which
only uses range measurements between the robot and static beacons deployed in the environment. Wireless Sensor
Networks (WSN) nodes can be used as beacons/landmarks for RO-SLAM. In fact several SLAM methods have been
proposed using WSN nodes as beacons1,2,3,4. However, most of them use only direct measurements between the
robot and the beacons, disregarding the sensing, computing and communication capabilities that WSN nodes actually
have. The integration in SLAM of inter-beacon measurements involves a number of advantages. However, despite
the potential advantages, very few RO-SLAM methods that integrate inter-beacon measurements have been reported.
Besides, all of them integrate only single-hop inter-beacon measurements ignoring their WSN multi-hop capabilities.
This paper analyses the impact of integrating in SLAM inter-beacon range measurements with diﬀerent hop num-
bers. It presents a SLAM scheme in which the robot gathers and integrates inter-beacon measurements with a conﬁg-
urable number of hops. It is shown that increasing the hop number results in a drastic improvement in map estimation,
which indirectly improves robot estimation. The paper also analyses the SLAM performance with diﬀerent measure-
ment and odometry noise levels. Although the experiments are performed using an Extended Kalman Filter SLAM
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with auxiliary Particle Filters for delayed beacon initialization (PF-EKF SLAM), the conclusions are general and can
be extrapolated to any SLAM ﬁlter.
The paper is organized as follows. Section 2 brieﬂy summarizes the main existing RO-SLAM methods. Section 3
describes a basic RO-SLAM method. Section 4 presents the integration of multi-hop inter-beacon measurements in
SLAM. The scheme is evaluated under diﬀerent noise levels in Section 5. Conclusions are in Section 6.
2. Related work
RO-SLAM relies only on range measurements, which inherently cause the problem of partial observability: only
one measurement is insuﬃcient to constrain one location. Thus, RO-SLAM methods require the robot to move and
integrate measurements from diﬀerent positions in order to initialize the landmark locations. Two basic approaches
have been used to solve landmark initialization: directly introducing the measurements using a multi-hypothesis
SLAM ﬁlter (undelayed), or combining the SLAM ﬁlter with tools for initializing landmarks (delayed).
Extended Kalman Filter (EKF) is probably the most commonly adopted approach. EKFs combined with probability
grids have been proposed in5. PFs use a set of samples to approximate any probability distribution. PF-EKF SLAM
methods have been proposed in works such as6. PFs have also been combined with Rao-Blackwellised Particle Filters
(RBPF) in works such as7 and8. Undelayed SLAM schemes address the multi-hypothesis problem without requiring
speciﬁc initialization tools. In9 EKF was combined with methods based on Sum of Gaussians.
All the aforementioned methods considered only direct robot-beacon range measurements. Despite its potential
advantages, the integration of inter-beacon measurements in RO-SLAM has been very scarcely researched. The gen-
eral idea of using inter-beacon measurements was given in10, in which diﬀerent ways for integrating inter-beacon
measurements were proposed, using virtual nodes and adopting oﬀ-line map improvement using multidimensional
scaling. These oﬀ-line approaches are not suitable for most applications, which require on-line map and robot loca-
tions. In previous works we have integrated inter-beacon in SLAM using Extended Information Filters11 and Sums
of Gaussians12. However, all the research focused on integrating single-hop inter-beacon measurements.
This paper studies the impact of multi-hop inter-beacon measurements in RO-SLAM analyzing its performance
and the impact of noise on its performance. It proposes a SLAM scheme that uses a protocol to collect inter-beacon
measurements using controlled ﬂooding with a conﬁgurable number of hops. With high number of hops it can collect
measurements between two beacons that are further beyond the robot’s sensing range. Increasing the hop number
increases the speed and accuracy of landmark initialization, which indirectly improves robot estimation.
3. PF-EKF Range Only SLAM in a nutshell
This section brieﬂy describes a RO-SLAM method with robot-beacon measurements as an introduction to the
proposed scheme, which is presented in Section 4. The proposed scheme is implemented here using a PF-EKF ﬁlter,
one of the most widely used methods. However, the scheme is general and can be applied to any SLAM method.
PF-EKF SLAM is well-known, thus, only a brief summary is presented. Refer to13 for a more detailed description.
EKF recursively solves the online SLAM problem where the map is feature-based. It estimates at the same time the
robot pose and the position of the beacons. Thus, the state vector adopted is xk = [xk, yk, θk, x1,k, y1,k, . . . , xn,k, yn,k]T ,
where [xk, yk, θk]T is the robot position and heading and [xi,k, yi,k]T is the location of static beacon i. xk is represented
through its mean μk and covariance Σk. EKF has two phases: prediction and correction. In the prediction phase the
vehicle kinematic model is used to update xk. When the robot receives a new range measurement zr,i from beacon i,
the correction phase can be performed using the observation model hi:
hi(μk) =
√
(xk − xi,k)2 + (yk − yi,k)2 (1)
PF-EFK use auxiliary Particle Filter (PF) for the initialization of each beacon. When the robot receives the ﬁrst
measurement zi,k from beacon i, it initializes an auxiliary PF, PFi, in which the particles are spread around the robot
in an annular distribution. The integration of new measurements in the PF updates the particles. When the covariance
of the particles distribution is lower than a certain value, it is said that PFi has converged. Then, the beacon estimated
location [xi, yi]T is computed as the weighted mean of all particles and it is added to the EKF state vector xk.
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At a time k each static beacon can be in two stages: the PF stage and the EKF stage. When the robot receives a
measurement from a beacon, it is used to update its PF or the EKF depending on its stage. Consider a measurement
zr,i taken by robot to beacon i. If beacon i is still in the PF stage, zr,i is used to initialize or update PFi. If beacon i is
in the EKF stage, zr,i is used to update the EKF adopting the following observation Jacobian:
Hr,i =
[ xi,k−xk
hr,i
,
yi,k−yk
hr,i
, 0 . . . 0, xk−xi,khr,i ,
yk−yi,k
hr,i
, 0 . . .
]
(2)
All the terms in Hr,i are zero except those for the entries corresponding to the locations of the robot and beacon i.
4. Integration of inter-beacon measurements
The integration of inter-beacon measurements can involve a number of advantages. The robot can anticipate by
integrating measurements between beacons beyond its sensing range, resulting in sooner and more accurate beacon
initialization. Also, inter-beacon measurements are useful to improve the accuracy of the map estimation.
This section extends the SLAM method described in Section 3 with inter-beacon measurements. We assume that
beacons can organize themselves into networks. Thus, each beacon can opportunistically measure its range to the
robot or to other beacons, buﬀer and process the measurements and transmit them to other beacons or to the robot. In
our approach the robot triggers a controlled ﬂooding protocol in which beacons measure ranges to other beacons and
retransmit them. The number of hops in the ﬂooding can be conﬁgured and more and further measurements will be
taken and collected. Section 4.1 describes the protocol and Section 4.2 presents the extended RO-SLAM method.
4.1. Interbeacon measurements collection protocol
Each measurement collection event is divided in two parts: the forward stage and the backward stage. The forward
stage performs a cascade-like measuring of inter-beacon distances. The origin of the cascade is the robot and its depth
is NH, the hop number. All messages in this stage include a ﬁeld nh representing the number of hops remaining
until the end of the forward stage. The backward stage orderly collects measurements from the involved beacons
using backward messages. All messages include a sequence number S eq that identiﬁes the measurement event. Each
beacon tracks the S eq of the last measurement event it was involved in.
The forward stage starts when the robot broadcasts a forward message with nh = NH to the beacons within its
sensing range. Each beacon i receiving the message checks if it is a new measurement event. If it is not, the message
is ignored. Otherwise, beacon i updates nh = nh − 1, measures its distance to all the beacons in its sensing range and
buﬀers the measurements in msi, the measurement set for beacon i. If nh > 0, it broadcasts a forward message with
the new nh. The beacon keeps the ID of its parent beacon –from which it received the forward message– and starts its
backward stage. If nh = 0, that forward message reached its hop limit and it is not retransmitted: the forward stage
ends and the backward stage starts. Then, beacon i creates a backward message with msi and sends it to its father.
In the backward stage each beacon updates its measurement set. When beacon i receives a backward message with a
suitable S eq, it adds to msi the measurements contained in the message. Each beacon keeps in backward stage until
its timeout expires. Then, it sends a backward message containing msi to its parent beacon.
Figure 1 illustrates its operation with diﬀerent NH. With NH = 0 –the traditional approach– the robot does not
broadcast the forward message and only collects robot-beacon measurements {zr,1, zr,2}. With NH = 1, the robot
collects {zr,1, zr,2, z1,3, z1,4, z1,r, z2,r}. With NH = 2, among others the robot collects measurements between beacons
that are beyond its sensing range such as z3,5. The proposed protocol can dynamically change NH. Also, notice that
it prevents ﬂooding cycles, naturally avoiding repeated measurements and canceling the need for additional ﬁltering.
4.2. RO-SLAM extended with inter-beacon measurements
This section describes how inter-beacon measurements are integrated in SLAM. With NH = 0, the proposed
measurement collection protocol takes only robot-beacon measurements: they are integrated as in Section 3. In
general with NH > 0 the proposed protocol takes measurements between two beacons, being at least one of them at
NH or less hops from the robot. The observation model for inter-beacon measurement zi, j between beacons i and j
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Fig. 1. Examples of measurements collection with: NH = 0 (left), NH = 1 (center) and NH = 2 (right). Grey circles represent the sensing zones.
used is similar to that in (1) but adapted to consider the range between the estimated locations of both beacons. zi, j is
integrated in SLAM diﬀerently depending on the stage of the involved beacons.
If both beacons are in the EKF stage, zi, j is used to update the EKF using the following observation Jacobian:
Hi, j =
[
. . . 0, xi,k−x j,khi, j ,
yi,k−y j,k
hi, j
, 0 . . . 0, x j,k−xi,khi, j ,
y j,k−yi,k
hi, j
, 0 . . .
]
(3)
All the terms in Hi, j are zero except those for the entries corresponding to the locations of beacons i and j.
If only one of the beacons, e.g. beacon j, is in the EKF stage, zi, j is used to update or initialize the PF of beacon i.
If neither beacon i nor beacon j is in the EKF stage, the measurement is kept for future use until one of the PFs, either
PFi or PF j, converges. Instead of buﬀering all measurements, for simpliﬁcation and eﬃciency, the robot only keeps
the number –nmi, j– and mean of the measurements. Assuming Gaussian noise, the average value is considered as a
measurement but with variance nmi, j times lower than that of the range measurements.
As a result in the proposed scheme the convergence of a PF triggers the integration of low-variance inter-beacon
measurements, helping the convergence of other PFs and enabling a chain-reaction PF convergence eﬀect. This eﬀect
drastically reduces the PF convergence times and helps to anticipate the deployment of other PFs. The eﬀect is larger
with higher numbers of inter-beacon relations, i.e. the number of beacons of which measurements can be taken by each
beacon. Higher NH also enables the robot to collect measurements from a higher number of inter-beacon relations.
5. Simulations
This section is divided in two parts. The ﬁrst evaluates the eﬀects of using diﬀerent values of NH while the second
one analyzes its performance with diﬀerent odometry and measurement error levels. For comparison purposes we
used the robot ground truth and odometry from the Djugash Plaza dataset14. However, we assumed a larger number
of static beacons –43– scattered in the scenario. The robot kinematic model used was the following:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xk
yk
θk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xk−1 + TkVk sin θk−1
yk−1 + TkVk cos θk−1
θk−1 + Tkαk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , (4)
where (xk, yk, θk) is the robot state, Vk and αk are respectively the odometry linear and the steering velocities and Tk is
the diﬀerential time between tk and tk−1.
Each beacon is assumed to be equipped with a range sensor with 10m sensing range and a standard deviation
σm = 1m. PFs are initialized by deploying 300 particles in an annular distribution with radius zi,k and width 3σm.
SLAM provides the estimations in a local coordinate frame. To compare with the ground-truth, an aﬃne transform is
performed to the solution given by SLAM, re-aligning the local solution into the same global coordinate frame.
Figure 2-left shows the result of the proposed scheme with NH=2. The robot and static beacons estimated locations
are represented in red color while the ground truth is in blue. In order to assess the performance of the proposed
approach series of 300 simulations were performed with NH=0, NH=1 and NH=2. Figure 2-right shows the mean
error in the location of each static beacon in the three cases. The map error reduced signiﬁcantly with higher NH.
Figure 3 shows the mean time when the PF of each beacon were deployed (red color) and converged (blue). PFs
converged in average at time k = 3503 with NH = 0, at k = 2657 with NH = 1 and at k = 1532 with NH = 2. The
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Fig. 2. (left) Results of the proposed scheme with NH = 2. (right) Mean error in the location of each static beacon with diﬀerent NH.
PF convergence chain reaction eﬀect is emphasized with higher NH. The improvement can be noticed in almost all
beacons and is particularly evident in beacons that are distant from the robot initial position. With NH = 2 the multi-
hop ﬂooding protocol allows the robot to integrate measurements between two beacons beyond the robot’s sensing
range. Thus, some PFs converge even before the robot takes a ﬁrst direct measurement for that beacon and these robot-
beacon measurements are used directly in the EKF improving the beacon and robot estimations. This improvement
can also be noticed in the PF deployment times. The average deployment time for NH = 0 was time k = 1142, while
it was k = 861 for NH = 1 and k = 609 for NH = 2.
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Fig. 3. Deployment (red) and convergence (blue) times of each beacon PF with NH = 0 (left), NH = 1 (right) and NH = 2 (bottom).
The overall number of measurements integrated in each simulation were: nm = 10046 for NH = 0, nm = 22378
for NH = 1 and nm = 31958 for NH = 2. The computing times until 90% of the PFs had converged were: t¯ = 9.32s
(NH = 0), t¯ = 8.38s (NH = 1) and t¯ = 8.01s (NH = 2). The large increase in the number of measurements with
higher NH was compensated with shorter PF convergence times, resulting in overall computational burden savings.
Table 1 compares the robustness of using diﬀerent NH values assuming three odometry error levels –good (σo,1 =
0.05m/s), average (σo,2 = 0.15m/s) and bad (σo,3 = 0.25m/s)– and four measurement inaccuracies –good (σm,1 =
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0.1m), average (σm,2=0.5m), bad (σm,3=1m) and very bad (σm,4=1.5m). The table summarizes the improvement in
performance originated from using inter-beacon measurements with NH=1 and NH=2 w.r.t. the traditional approach
–NH=0. It shows the mean results from 200 simulations with diﬀerent robot paths and randomly deployed beacons.
Table 1. Performance evaluation of the proposed scheme with NH = 1 and NH = 2 w.r.t. the traditional approach, NH = 0.
NH=1 vs NH=0 NH=2 vs NH=0
σm,1 σm,2 σm,3 σm,4 σm,1 σm,2 σm,3 σm,4
Mean map error 33.5% 32.9% 30.2% 27.3% 48.2% 46.8% 43.5% 39.7%
Mean robot error 9.7% 9.2% 8.6% 7.2% 17.6% 16.9% 16.1% 14.9% σo,1
Mean init. time 60.1% 59.9% 56.8% 55.9% 72.3% 71.2% 70.4% 66.7%
Mean map error 41.7% 40.3% 38.4% 34.1% 54.8% 52.9% 50.1% 46.3%
Mean robot error 11.2% 10.8% 10.3% 9.4% 19.5% 19.0% 18.1% 16.8% σo,2
Mean init. time 60.5% 59.7% 57.8% 56.2% 72.6% 71.2% 70.6% 66.9%
Mean map error 45.6% 43.8% 42.2% 37.9% 65.1% 63.5% 61.2% 57.4%
Mean robot error 12.4% 11.9% 11.1% 10.0% 20.7% 20.1% 19.3% 18.2% σo,3
Mean init. time 60.5% 60.0% 57.1% 56.0% 72.7% 71.4% 70.9% 67.2%
It is shown that SLAM performance and robustness to noise level improves when increasing the hop number of
inter-beacon measurements: the performance increment w.r.t. NH = 0 is higher with NH = 2 than with NH = 1. The
use of inter-beacon measurements reduce the PF convergence times approximately in the same way (about 60% with
NH = 1 and 70% with NH = 2) despite the odometry and measurement error levels. Also, the improvement in map
estimation is more evident than in robot localization. This is attributed to the fact that inter-beacon measurements
directly update landmark estimations and inﬂuence indirectly on the robot estimation.
It can also be noticed that the use of multi-hop inter-beacon measurements provides higher improvements w.r.t.
NH = 0 with lower measurement noise levels and worse odometry. In this case the integration of inter-beacon
measurements highly improves the estimation. With higher measurement noise levels and better odometry, inter-
beacon measurements are less useful and cause lower improvements. On the other hand, inter-beacon measurements
increase the coupling in the SLAM ﬁlter. This is a signiﬁcant advantage but could also inﬂuence divergence in extreme
cases with very high measurement noise. We noticed these divergence eﬀect with measurements with σm > 2m, which
has low practical implications since most COTS range sensors used in SLAM usually have better accuracies.
6. Conclusions
This paper analyzes the impact on SLAM of integrating inter-beacon measurements with diﬀerent hop number.
It presents a SLAM scheme that includes a protocol that collects –naturally avoiding repetitions– measurements
between static beacons using a conﬁgurable number of hops. Thus, the SLAM ﬁlter integrates measurements between
beacons that can be far beyond the robot’s sensing range. In this scheme the convergence of the ﬁrst PF triggers a
PF convergence chain reaction, drastically speeding up PF convergence and anticipating PF deployment, signiﬁcantly
improving map estimations. This eﬀect is larger when integrating measurements with higher hop number.
The paper also analyzes the robustness to measurement and odometry noise levels of the scheme when integrating
measurements with diﬀerent hop numbers. Its advantages w.r.t. traditional schemes are more evident with lower
measurements error levels and higher odometry error. Also, its performance improves as the hop number is increased.
To the best of our knowledge this paper is the ﬁrst that uses multi-hop inter-beacon measurements in SLAM. It opens
wide ﬁelds for future research. In this paper the scheme has been validated through simulations. Real hardware
experimentation in the CONET Integrated Testbed (https://conet.us.es)15 is object of current development.
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