Abstract. We prove local and global energy decay for the asymptotically periodic damped wave equation on the Euclidean space. Since the behavior of high frequencies is already mostly understood, this paper is mainly about the contribution of low frequencies. We show in particular that the damped wave behaves like a solution of a heat equation which depends on the H-limit of the metric and the mean value of the absorption index.
Introduction and statement of the main results
In this paper we are interested in the asymptotic behavior for large times of the damped wave equation in an asymptotically periodic setting in R d , d ě 1. In particular, the damping is effective at infinity but it is not assumed to be greater than a positive constant outside some compact subset of R d . Our original motivation is the local energy decay. We also obtain some results for the global energy. However, because of the contribution of low frequencies, there is no exponential decay for the corresponding semigroup, even under the usual Geometric Control Condition. More precisely, we will prove that the contribution of low frequencies behaves like a solution of an explicit heat equation. This will explain the rate of decay for the local energy decay.
1.1. The damped wave equation in an asymptotically periodic setting. We consider on R d the damped wave equation # B 2 t u`P u`apxqB t u " 0 on R`ˆR d , pu, B t uq| t"0 " pu 0 , u 1 q on R d , (1.1)
where pu 0 , u 1 q P H 1 pR d qˆL 2 pR d q.
The function a is the absorption index. It is bounded, continuous, and takes nonnegative values.
The operator P is a general Laplace operator. More explicitely, we consider a metric Gpxq " pG j,k pxqq 1ďj,kďd on R d and a positive function w such that, for some G max ě G min ą 0 and w max ě w min ą 0 and for all x P R d and ξ P R d , G min |ξ| 2 ď Gpxqξ, ξ ď G max |ξ| 2 and w min ď wpxq ď w max .
(1.2)
We also assume that G and w are smooth with bounded derivatives. Then we set
This includes in particular the case of the standard Laplace operator (with Gpxq " Id and wpxq " 1), a Laplacian in divergence form (with wpxq " 1) or the Laplacian associated with a metric gpxq (with wpxq " detpgpxqq where G p , w p and a p are Z d -periodic and G 0 , w 0 and a 0 go to 0 at infinity. More precisely, we assume that there exist ρ G , ρ a ą 0 and C G , C a ě 0 such that
and |w 0 pxq|`|a 0 pxq| ď C a x ´ρa , (1.4) where x stands for`1`|x| 2˘1 2 . The periodic part a p of the absorption index is allowed to vanish but it is not identically zero, so that the damping is effective at infinity. Notice that if Gpxq and wpxq are periodic and apxq is constant, then we recover the setting of [OZP01] .
Let u be a solution of (1.1). We can check that if a " 0 then the energy
pxq |B t upt, xq| 2`G pxq∇upt, xq¨∇upt, xq¯dx (1.5)
is constant. However, with the damping this is a non-increasing function of time. More precisely, for t 1 ď t 2 we have Ept 2 q´Ept 1 q "´2
apxq |B t upt, xq| 2 wpxq dx dt ď 0.
(1.6)
Our purpose in this paper is to say more about the decay of this quantity. We are also interested in the decay of the local energy
x ´2δ´w pxq |B t upt, xq| 2`G pxq∇upt, xq¨∇upt, xq¯dx, where δ ě 0.
1.2. The geometric damping condition on classical trajectories. The local energy decay for the wave equation in unbounded domains and the global energy decay for the damped wave equation in compact domains are two problems which have quite a long history. In the first case the global energy is conserved but, at least for the free setting, the energy escapes to infinity. In perturbed settings, it is then important to know wether some energy can be trapped, to estimate the dependance of the decay of the local energy with respect to the initial condition, etc. We refer for instance to [MRS77, Mel79, Bur98, BH12, Bou11] for different results in various asymptotically free settings.
For the damped wave equation we really have a loss of energy. Then the goal of stabilisation results is to understand where the damping should be effective to make this energy go to 0 (with the same kind of questions about the rates of decay). We refer for instance to [RT74, BLR92, Leb96, LR97] .
The behavior of the energy of a wave depends on its frequency. The main difficulties usually come from the contributions of high and low frequencies. It is now well known that for high frequencies the behavior of the wave depends on the geometry of the domain. More precisely, the wave basically propagates following the classical trajectories for the corresponding Hamiltonian problem. Then the local energy decays uniformly in unbounded domains if and only if all these trajectories go to infinity (this is the so-called non-trapping condition), while for the damped wave equation in compact domains, the global energy decays uniformly if and only if all the classical trajectories meet the damping region (this is the geometric control condition, G.C.C. for short). The problems with the contributions of low frequencies only appear in unbounded domains. The local energy for the contribution of low frequencies decays uniformly without assumption, but it can be slower than for high frequencies. Typically, for compactly supported perturbations of the free setting in even dimension, the local energy for the contribution of low frequencies decays like t´2 d , while the contribution of high frequencies decays faster than any power of t under the non-trapping condition.
In this paper we analyse the local energy decay for damped wave equation in an unbounded domain. In this case the criterion for the contribution of high frequencies combines the non-trapping and the geometric control conditions: each bounded trajectories should either go through the damping region or escape to infinity.
For a compactly supported or asymptotically vanishing damping, we recover with this assumption the same kind of results as for the undamped analog under the non-trapping condition. See [AK02, Khe03, BR14, Roy16] . This is basically due to the fact that the part which escapes to infinity is no longer influenced by the damping and behaves as in the free case. In this kind of setting the trajectories at infinity never see the damping, so we cannot expect a global energy decay.
The situation is quite different when the damping is effective at infinity. In the asymptotically periodic case, we have at least the property that all the points in R d are uniformly close to the damping region.
For the contribution of high frequencies we will use the results of [BJ16] , where the damped Klein-Gordon equation is considered in a similar setting. We recall that the Klein-Gordon equation is analogous to the wave equation, except that the non-negative operator P is replaced by P`1. In this case there is no difficulty with the low frequencies (0 is no longer in the spectrum), but this does not make any significant difference for the contribution of high frequencies. So for high frequencies it is equivalent to look at the wave or at the Klein-Gordon equation.
Thus, we can first deduce from [BJ16] that we have at least a logarithmic decay with loss of regularity for the contribution of high frequencies . If P "´∆ and a is periodic, then by [Wun] we obtain a polynomial decay (still with loss of regularity). The best decay is obtained when all the classical trajectories go uniformly through the damping. Since our main purpose is the analysis of the contribution of low frequencies, we assume that this is the case in this paper.
For a more precise statement, we introduce on R 2d » T˚R d the symbol p : px, ξq Þ Ñ Gpxqξ, ξ wpxq and the corresponding classical flow: for px 0 , ξ 0 q P R 2d we denote by φ t px 0 , ξ 0 q the solution of the Hamiltonian problem
We recall that φ t px 0 , ξ 0 q " px 0`2 tξ 0 , ξ 0 q if P "´∆ and φ t is the geodesic flow corresponding to the metric g if P "´∆ g . For a review about semiclassical analysis, we refer to [Zwo12] . We assume that there exist T ą 0 and α ą 0 such that
where we have extended a to a function on R 2d which only depends on the first d variables. Under this assumption, we know from Theorem 1.2 in [BJ16] that the global (and therefore local) energy of the contribution of high frequencies decays uniformly (without loss of regularity) exponentially. Thus, in all the results of this paper, the restrictions in the rates of decay are due to the contributions of low frequencies.
1.3. Energy decay for the damped wave equation in the periodic setting. After multiplication by wpxq, the problem (1.1) reads
where bpxq :" wpxqapxq and P G is a Laplacian in divergence form:
We denote by S the Schwartz space of smooth functions whose derivatives decay faster than any polynomial at infinity. For δ P R we denote by L 2,δ pR d q the weighted space L 2 p x 2δ dxq and by H k,δ pR d q, k P N, the corresponding Sobolev space. Then we set
We begin with the purely periodic case. Thus, for pu 0 , u 1 q P H we first consider the problem
where P p :"´div G p pxq∇ and b p pxq :" w p pxqa p pxq. In the following result we describe the local and global energy decay for the solution of (1.9). Theorem 1.1 (Local and global energy decay in the periodic setting). Assume that the damping condition (1.7) holds. Let s 1 , s 2 P " 0,
and κ ą 1. Let s P r0, 1s. Then there exists C ě 0 such that for t ě 0 and U 0 " pu 0 , u 1 q P H κs 2`s we have
where u p ptq is the solution of (1.9).
Notice that we give decay estimates for the energy of the wave (i.e. for the time and spatial derivatives of the solution), but also for the solution itself.
We will see that these estimates are sharp. When s 1 " s 2 " s " 0, we obtain estimates for the global energy (notice, however, that in the right-hand side }U 0 } H is not the initial energy, see Remark (2.5) below). When s 1 is positive, we are estimating the local energy (which decays faster than the global energy). On the other hand, the parameter s 2 measures the localization of the initial data. We notice that even the global energy decays faster if the initial data is assumed to be localized. Finally we observe that the spatial derivatives do not play the same role as the time derivative, which is unusual for a wave equation. However, if we can take s " 1 (this is the case if we are interested in the local energy decay for localized initial data) then we recover for the spatial derivatives the same estimates as for the time derivative.
1.4.
Comparison with the solution of a heat equation. As mentioned above, the rates of decay in Theorem 1.1 are not usual for a wave equation. This is due to the contribution of low frequencies, which under a strong damping behaves like a solution of a heat equation.
This phenomenon has already been observed in earlier papers. The simplest case is the standard wave equation with constant damping B 2 t u´∆u`B t u " 0.
(1.10)
The energy decay for the solutions of (1.10) has been first studied in [Mat76] . More precise results have then be given in [Nis03, MN03, HO04, Nar04] . In these papers it is proved that a solution of (1.10) behaves for large times like a solution of the heat equation´∆ v`B t v " 0.
(1.11)
This phenomenon can be understood as follows. Since G.C.C. is satisfied when a " 1, the behavior of the wave for large times is governed by the contribution of low frequencies. But for very slowly oscillating solutions, we expect that the contribution of the term B 2 t u in (1.10) will be very small compared to B t u, and then u will look like a solution of (1.11). The same phenomenon has been observed in an exterior domain (see [Ike02] for a constant absorption index and [AIK15] for an absorption index equal to 1 outside some compact) and in a wave guide (see [Roy] for a constant dissipation at the boundary and [MR] for an asymptotically constant absorption index). For a slowly decaying absorption index (apxq " x ´ρ with ρ P p0, 1s) we refer to [TY09, ITY13, Wak14] (we recall from [Roy16] that if apxq À x ´ρ with ρ ą 1 then we recover the behavior of the undamped wave equation). For the problem in an exterior domain with possibly slowly decaying damping, we refer to [SW16] . These questions are also of interest for the semilinear damped wave equation (see [Wak17] and references therein). Finally, results on an abstract setting can be found in [CH04, RTY10, Nis16, RTY16] .
The same phenomenon occurs in our periodic setting. We can be more precise than in Theorem 1.1 and prove that our wave can indeed be written as the sum of the solution of some heat equation on R d and a smaller term (in the sense that it decays faster when t goes to`8). Notice that this problem has already been studied in [OZP01] (see the discussion after Theorem 1.3).
As already said, this diffusive phenomenon is due to the contribution of low frequencies. Assume (at least formally) that u is a solution of (1.8) oscillating at a frequency τ with |τ | ! 1. If for t ě 0 and x P R d we set
then the function u τ oscillates at frequency 1 and is solution of
This suggests that the first term should not play any role when τ Ñ 0. Moreover, at the limit the wave should only see the mean value of the highly oscillating damping b p`x τ˘. We set
where
Similarly, for the second term, we consider the effective operator which describes the asymptotic behavior of the operator´div G p`x τ˘∇ at the limit τ Ñ 0. This is given by the periodic homogenization theory (see for instance [BLP78, All02, Tar09] ). Let G h be the H-limit of G p p x τ˘w hen τ goes to 0. This means that if v τ , v P H 1 pR d q and
then, as τ goes to 0,
In general, the matrix G h is not the mean value of G p . If for ξ P R d we denote by ψ ξ the Z d -periodic solutions of´d iv G p pxqpξ`∇ψ ξ q " 0 (1.13) (ψ ξ is defined up to a constant), and if we denote by W pxq the Z d -periodic matrix such that W pxqξ " ξ`∇ψ ξ pxq, (1.14)
then G h is in fact the mean value of W pxq G p pxqW pxq:
Notice that it is natural to introduce all these quantities from the homogenization point of view (see [CV97, OZ00, OZP01, COV02] for closely related contexts), but our proofs will be purely spectral. We will see in Section 4 how b h , G h and the functions ψ ξ naturally appear in this context.
We now compare the solution u p of the dissipative wave equation (1.9) with the solution u h on R`ˆR d to the heat equation
After a linear change of variables, the estimates of [MR] for the standard heat equation read as follows.
and κ ą 1. Let s P r0, 1s. Then there exists C ě 0 such that for all t ě 1 we have
Here and everywhere below, we denote by L pK 1 , K 2 q the space of bounded operators from K 1 to K 2 . We also write L pK 1 q for L pK 1 , K 1 q.
The main result of this paper is the following. We prove that the difference between the solution u p of (1.9) and the solution u h of (1.16)-(1.17) decays faster that u h (except for the gradient if s " 1, in which case we have the same estimate). Then there exists C ě 0 such that for t ě 0 and U 0 " pu 0 , u 1 q P H κs 2 we have
where u p ptq and u h are the solutions of (1.9) and (1.16)-(1.17), respectively, and W pxq is defined by (1.14). Moreover W pxq is bounded.
Here we compare the solution u p of the damped wave equation (1.9) (depending on the metric G p pxq) with the solution u h of a heat equation with the constant (homogenized) metric G h . We can also say that, at the first order, u behaves like a solution of the heat equation with the metric G p pxq. Indeed, it is known that the solution of the heat equation with the periodic metric G p pxq behaves itself at the first order like the solution of the heat equation with G h . See [OZ00] .
We notice that the gradient of u p does not exactly behave like that of u h . We have to use the corrector matrix W pxq, but it is bounded, so it does not alter the estimate of ∇u h .
With Proposition 1.2, Theorem 1.3 implies Theorem 1.1. More precisely, it confirms the energy decay estimates, it proves that they are sharp, and it shows that, as for the heat equation, we would not get better results by taking stronger (for instance, compactly supported) weights. Thus, for compactly supported weights, we obtain the following estimates. For R ą 0 there exists C R such that for U 0 supported in the ball BpRq and t ě 0 we have
and
The comparison between the damped wave equation and the corresponding heat equation with a periodic metric has already been analysed in [OZP01] . Theorem 1.3 improves the result in different directions.
The main improvements concern the absorption index. First, it is not necessarily constant. This is an important difference for the spectral analysis of the operator corresponding to the wave equation, since in this case we do not necessarily have a Riesz basis. Moreover, this absorption index is allowed to vanish, which also makes some arguments used in [OZP01] unavailable.
On the other hand, the main result of [OZP01] provides an asymptotic developpement for localized initial data. More precisely, pu 0 , u 1 q P L 2 pR d qˆH´1pR d q belongs to some weighted L 1 space, and the more decay we have at infinity, the more precise the developpement is. Here we give estimates which are uniform in the energy of the initial data (however we still get better results for more localized initial data, and the dual remark is that the rate of decay will be better for the localized energy, even if the wave is dissipated at infinity).
However, compared to [OZP01] , we give a less precise developpement. We only give the leading term, given by the solution u h of (1.16)-(1.17). However, it may happen that a p u 0`u1 " 0 (then u h " 0) or that its Fourier transform vanishes near 0 (then u h decays exponentially). In these cases, we could get better estimates for the damped wave u in Theorem 1.1.
In fact, we could continue the developpement for the purely periodic setting, but not for the general setting which we consider in this paper. Indeed, we allow a perturbation of all the periodic coefficients by asymptotically vanishing terms, which would invalidate the developpement. However, we will see that this does not alter the main term, so the estimates of Theorem 1.1 remain valid. This is described in the following paragraph.
1.5. Perturbation of the periodic setting. In Theorems 1.1 and 1.3 we have considered a purely periodic problem. Now we can state the generalizations of these results for the perturbed setting. Theorem 1.4 (Perturbation of the periodic wave). Assume that the damping condition (1.7) holds. Let κ ą 1 and s 1 , s 2 , η ě 0 be such that
(1.20)
Then there exists C ě 0 such that for U 0 " pu 0 , u 1 q P H κs 2 and t ě 0 we have
where uptq and u p ptq are the solutions of (1.1) and (1.9), respectively.
With Theorems 1.1 and 1.4 we deduce the following estimates in the general setting:
Corollary 1.5 (Energy estimates in the general setting). Assume that the damping condition (1.7) holds. Let κ ą 1,
and s P r0, 1s be such that
Then there exists C ě 0 such that for U 0 " pu 0 , u 1 q P H κs 2`s and t ě 0 we have
where uptq is the solution of (1.1).
These estimates are the same as those of Theorem 1.1, even if there is a restriction in the choice of s 1 and s 2 when the perturbative coefficients G 0 , a 0 and w 0 decay slowly at infinity. In particular, we recover exactly the same estimates as in the periodic case for the uniform global energy decay or if the perturbation is compactly supported.
1.6. Organisation of the paper. The paper is organized as follows. In Section 2 we introduce the wave operator in the energy space and its resolvent. In Section 3 we discuss the contributions of high frequencies and explain how the problem reduces to the analysis of low frequencies. The main part of the paper is Section 4, about the purely periodic case. We prove Theorem 1.3, and Theorem 1.1 will follow with Proposition 1.2. Finally, we consider the perturbed setting in Section 5.
The Resolvent of the wave equation
We will prove all the energy decay estimates from a spectral point of view. In this section we introduce the corresponding operators and give their basic spectral properties. Let C`" tz P C : Impzq ą 0u . We recall that an operator T with domain DompT q on a Hilbert space K is said to be dissipative (respectively accretive) if
Then the operator T is said to be maximal dissipative if pT´zq is boundedly invertible for some (and therefore any) z P C`. In this case we have, for all z P C`,
Moreover, if T is also accretive, then pT´zq is boundedly invertible when Repzq ă 0 and we have
We recall that P G and b were defined after (1.8). If z P C is such that the operator P G´i zbpxq´z 2 wpxq˘P L pH 2 pR d q, L 2 pR dhas a bounded inverse, we set
Rpzq "`P G´i zbpxq´z 2 wpxq˘´1.
Proposition 2.1. For z P C`the resolvent Rpzq is well defined and extends to a bounded operator from H´1pR d q to H 1 pR d q. Moreover, we have Rpzq˚" Rp´zq and there exists C ě 0 such that for z P C`we have
Proof. Let z " τ`iµ P C with τ ě 0 and µ ą 0. We set
Assume that µ ď 2τ . ThenT pzq :" T pzq`2iτ µw min is a dissipative and bounded perturbation of the selfadjoint operator P G , so it is maximal dissipative. Thus T pzq " T pzq´2iτ µw min is boundedly invertible and
Now assume that µ ě 2τ . ThenT pzq :" T pzq´µ 2 2 w min is a dissipative and accretive perturbation of the non-negative selfadjoint operator P G , so T pzq "T pzq`µ 2 2 w min is boundedly invertible and
In any case we have
If τ ă 0 we observe that T pzq " T p´zq˚to obtain the same results. It only remains to prove the last two estimates. For z P C`and φ P S we have
This gives the estimate of the first term in the second inequality. The estimate of the second term follows by duality. For the last estimate we write
and the conclusion follows.
We consider on H the operator
Let F " pu 0 , iwu 1 q P DompAq. Then u is a solution to the problem (1.8) if and only if U " pu, iwB t uq is a solution to
Proposition 2.2. For z P C`the operator pA´zq is boundedly invertible on H, and we have pA´zq´1 "ˆR pzqpib`zwq Rpzq w`wRpzqpizb`z 2 wq zwRpzq˙.
Moreover there exists C ě 0 such that for all z P C`we have
Proof. Let z " τ`iµ P C`, with τ P R and µ ą 0. For F " pf, gq P H we set
With the first expression we see that R A pzq is a bounded operator from H to DompAq. By an explicit computation, we check that R A pzq is an inverse for pA´zq. Finally, with the second expression of R A pzq and the estimates of Proposition 2.1, we obtain
The proposition is proved.
By the Hille-Yosida Theorem, we now deduce the following result about the propagator of A. It ensures in particular that for F P DompAq the problem (2.3) has a unique solution defined for all non-negative times.
Proposition 2.3. The operator´iA generates a semigroup on H. Moreover there exists C ě 0 such that for all t ě 0 we have
By Proposition 2.2 we know that any z P C`belongs to the resolvent set of A. As usual we are interested in the behavior of pA´zq´1 at the limit Impzq Ñ 0. In fact, with a strong decay, the spectrum is really under the real axis. Except for low frequencies. . . Theorem 2.4. Any τ P Rz t0u belongs to the resolvent set of A. Moreover there exists C ą 0 such that for all τ P Rzr´1, 1s we have
For the proof of this result we refer to [BJ16] (notice that w " 1 in [BJ16] , but this does not play any role in this high-frequency analysis).
The first statement about a fixed frequency holds under the general assumption that all the points in R d are in some suitable sense uniformly close to the damping region (see Theorem 1.3 and Section 4 in [BJ16] ). It is not difficult to check that this is always the case in our asymptotically periodic setting, even without the damping condition (1.7).
Since the resolvent pA´τ q´1 is continuous on Rz t0u, it is clear that an estimate like (2.4) holds for τ in a compact subset. However this resolvent may blow up when |τ | goes to`8. The fact that we have a uniform estimate even at the high-frequency limit relies on the damping condition (1.7) on classical trajectories (see Theorem 1.2 and Section 3 in [BJ16] ). As explained in the introduction, we would have a weaker estimate with loss of regularity without this assumption.
The proof of Theorem 2.4 relies on semiclassical analysis. This is why we need some regularity for the coefficients of the problem. Notice that [BJ16] requires uniform continuity for a. This is indeed the case here for our continuous and asymptotically periodic absorption index.
Remark 2.5. All the estimates of the main theorems are given in H or its weighted analogs. However, for the energy of a wave it would be more natural to work in the energy space E , defined as the Hilbert completion of SˆS for the norm defined by
We observe that E is equal to the standard energy space 9 H 1 pR d qˆL 2 pR d q with equivalent norm, and if u is the solution of (1.1) then its energy is exactly Eptq " }puptq, wB t uptqq} 2 E . Moreover we could check that the operator A would define on E a maximal dissipative operator, so that pe´i tA q tě0 would be a contractions semigroup on E .
Working in E instead of H means that we are not interested in the size of the solution u itself but only in the size of its first derivatives. And the estimates should not depend on u 0 but only on ∇u 0 (see [Roy16] for a discussion on this question). However for the heat equation it is natural to take into account the size of u 0 . Thus, since our wave behaves like a solution of the heat equation, it is relevant to give all the estimates in H instead of E .
Reduction to a low frequency analysis
In this section we show how we can use the resolvent estimate of Theorem 2.4 to reduce the time decay properties of Theorems 1.1 and 1.4 to the contributions of low frequencies. By density, it is enough to consider initial data in SˆS.
Let φ P C 8 pR, r0, 1sq be equal to 0 on p´8, 1s and equal to 1 on r2,`8q. For ε P p0, 1s and t P R we set φ ε ptq :" φ`t ε˘, and then
Let F P SˆS and µ P p0, 1s. For τ P R we have
where for z P C we have set
By Theorem 2.4, the map τ Þ Ñ`A´pτ`iµq˘´1F ε pτ`iµq belongs to S. Then the Fourier inversion formula yields, for all t P R,
Let C ą 0 be given by Theorem 2.4 and γ P`0, 1 2C˘. Then the resolvent pA´zq´1 is well defined if |Repzq| ě 1 and Impzq ě´γ. We consider θ µ P C 8 pR, Rq such that θ µ psq " µ if |s| ď 1,´γ ď θ µ psq ď µ if |s| P r1, 2s and θ µ psq "´γ if |s| ě 2. Then we set (see Figure 1) Γ
Since the integrand in (3.3) is holomorphic and decays rapidly at infinity we can write
Notice that, by holomorphy of the integrand, the right-hand side does not depend on µ P p0, 1s. Then we separate the contributions of low and high frequencies. For this we consider χ P C 8 0 pR, r0, 1sq supported in (-3,3) and equal to 1 on a neighborhood of [-2,2]. For F P SˆS we set
Again, these quantities do not depend on µ (this is clear for U ε high ptqF , for U ε low ptqF it follows from the holomorphy of the integrand in the region where |Repzq| ď 2). We begin with the contribution of high frequencies:
Proposition 3.1. There exists C ě 0 such that for F P SˆS, µ P p0, 1s, ε P p0, 1s and t ě 0 we have
Proof. Let F P SˆS. For ε P p0, 1s and t P R we set
We have
By the Plancherel equality (twice) and Theorem 2.4 we have
Let t 0 , t P R with t 0 ă t. For s P rt 0 , ts we have
so as above we can check that
Then, by the Cauchy-Schwarz inequality,
By (3.6) we have inf t 0 Pr0,1s
With (3.5), this concludes the proof.
We now turn to the contribution of low frequencies. The smooth cut-off φ ε introduced in (3.1) was useful to analyse the contribution of high frequencies (if U ε is smooth then F ε pzq is small at infinity). For low frequencies we could also estimate U ε for some fixed ε, but in order to obtain the sharp result of Theorem 1.3 we have to work with the initial data F and not its perturbed version F ε . In the following lemma we let ε go to 0. Sincé φ 1 ε somehow converges to the Dirac mass at t " 0, we obtain that we can replace F ε by F in the expression of U low ε ptq. We set
As above, this does not depend on µ P p0, 1s.
Proposition 3.2. There exists C ě 0 such that for F P SˆS, ε P p0, 1s and t ě 0 we have }U ε low ptqF´I low ptqF } H ď Cε }F } H . Proof. Let ε P p0, 1s. For z P C`we have
On the other hand
Let µ P p0, 1s. This equality between holomorphic functions on C`can be extended to any z P Γ µ . Moreover, since we only integrate over a compact subset of Γ µ we can write
Since the left-hand side does not depend on µ P p0, 1s, we can let µ go to 0, which concludes the proof.
By
The rest of the paper is devoted to the analysis of I low ptqF .
Low frequency analysis in the periodic setting
Let
This coincides with I low ptq (see (3.7)) in the particular case of a purely periodic setting. In this case the result of Proposition 3.3 gives
In this section we analyse I p pf q. With (4.2), this will prove Theorem 1.3, and hence Theorem 1.1.
4.1. Floquet-Bloch decomposition of the periodic problem. If Gpxq " G p pxq, apxq " a p pxq and wpxq " w p pxq, then the medium in which our wave propagates is exactly Z d -periodic. However, the initial data and the solution itself are not periodic, so we cannot see our problem as a problem on the torus. We will use the Floquet-Bloch decomposition to write a function in L 2 pR d q as an integral of Z d -periodic contributions.
We denote by L 2 # the space of L 2 loc and Z d -periodic functions on R d . It is endowed with the natural norm defined by
For k P N we also define H k # as the space of Z d -periodic and H k loc functions, endowed with the obvious norm.
The Floquet-Bloch decomposition is standard in this kind of context. We begin this section by recording the definitions and properties which we are going to use in this paper. For u P S, σ P R d and x P R d we set
(ii) For ψ P L 2 # and σ P R d we have
Proof. For the first statement we only have to write
The second property follows from
In particular
The proof is complete.
If ψ is not assumed to be in
we have a similar estimate. More generally, we have the following result.
2 s and p " 2d d´2s P r2,`8s. Then there exists C ě 0 such that for u P S and
Proof. The case s " 0, p " 2, simply follows from the Cauchy-Schwarz inequality and Proposition 4.1. For the case s " d 2 and p " 8 we use again Proposition 4.1 and the Cauchy-Schwarz inequality to writěˇˇˇ
The general case follows by interpolation (we recall that for θ P r0, 1s we have L 2,θκd{2 " pL 2 , L 2,κd{2 q rθs and pL 2 , L 8 q rθs " L p with 1{p " p1´θq{2)).
Remark 4.3. Notice that it is usual (see for instance Theorem 4.3.1 in [BLP78] ) to decompose directly u σ # with respect to the basis of L 2 # given by the eigenfunctions for the (selfadjoint) periodic problem under study (the Bloch waves). This strategy is used in [OZP01] for the wave equation with constant damping. In this case, the eigenfunctions of the wave operator are related to those of the Laplacian operator, which form a Hilbert basis. The same strategy cannot be used here with a non-constant absorption index.
(notice that all the results of Section 2 hold in particular when G " G p , a " a p and w " w p ). For u P S and x P R d we can write
where for σ P R d we have set
Then we write
The interest of the decomposition (4.6) of the operator A p is that each A σ has a compact resolvent, hence its spectrum is given by a sequence of isolated eigenvalues of finite algebraic multiplicities: # q has a bounded inverse if and only if pP σ p´i zb p´z 2 w p q P L pH 2 # , L 2 # q has a bounded inverse, which we denote by R σ pzq, and in this case we have
In particular, pA σ´z q´1 extends to a bounded operator from L 2 #ˆH´1 # to H 1 #ˆL 2 # . (iii) Any z P C`belongs to the resolvent set of A σ .
Proof. ‚ The operator P σ p is selfadjoint on L 2 # with domain H 2 # . As in the proof of Proposition 2.1, we can check that for z P C`the operator pP σ p´i zb p´z 2 w p q indeed has a bounded inverse, and that when R σ pzq is well defined in L pL 2 # , H 2 # q it extends to a bounded operator from H´1 # to H 1 # . ‚ Let z P C. If R σ pzq is well defined, then we can check by direct computation that the right-hand side of (4.7) defines a bounded inverse for pA σ´z q´1. Conversely, assume that z belongs to the resolvent set of A σ . Then for g P L 2 # we set # , so A σ has a compact resolvent, and the proof is complete.
For F P SˆS and z P C`we have
where pA σ´z q´1 is as given by (4.7). The equality remains valid for any z in the resolvent sets of A p and A σ for all σ P 2πT.
Reduction to the contributions of small σ and of the first Bloch wave.
With the Floquet-Bloch decomposition we have somehow reduced the spectral analysis of A p to an eigenvalue problem for the family of operators A σ , σ P 2πT. Because of the non-selfadjointness of these operators, the corresponding sequences of eigenfunctions do not form an orthogonal basis (and, in fact, not even a Riesz basis), but we can show that the decay of I p ptqF is only governed by the contribution of σ close to 0 and of the "first" eigenvalue of the operator A σ . This is the purpose of this paragraph.
We first observe that for σ P R d , λ P C and U " pu, vq P H 2 #ˆH 1 # we have
Proposition 4.5. The following assertions hold. (i) If λ P SppA σ q for some σ P 2πT, then Impλq ď 0.
(ii) There exist r ą 0, γ 2 ą 0 and γ 1 P p0, minp1, γ 2such that for σ P Bprq the operator A σ has a unique eigenvalue λ σ with |λ σ | ď γ 1 and all the other eigenvalues with real part in r´3, 3s have an imaginary part smaller than´γ 2 . Moreover the eigenvalue λ σ is algebraically simple. (iii) There exists γ 0 P p0, γ 1 q such that for σ P 2πTzBprq and λ P SppA σ q with |Repλq| ď 3 we have Impλq ď´γ 0 .
Without loss of generality we can assume that the constant γ ą 0 used in the definition of Γ µ (see (3.4)) is smaller than γ 0 .
Proof. ‚ Let σ P 2πT, λ P SppA σ q and let U " pu, vq P H 2 #ˆH 1 # be a corresponding eigenvector. By (4.8) we have
Taking the real and imaginary parts gives
(4.11) Assume that Repλq ‰ 0 and Impλq ě 0. By (4.11) we have b p u " 0, which implies in particular that P σ p u´λ 2 w p u " 0. Since b p is not identically zero, this also implies that u vanishes on an open subset of R d . Thusũ : x Þ Ñ e ix¨σ upxq vanishes on an open subset of R d and is a solution of P pũ´λ 2 w pũ " 0. By unique continuation we haveũ " 0 and hence u " 0. Then v " 0 and U " 0, which gives a contradiction. If Repλq " 0 and Impλq ą 0 then all the terms in (4.10) are non-negative. Again, we have b p u " 0 and we get a contradiction. This proves the first statement and the fact that 0 is the only possible real eigenvalue. ‚ Now assume that λ " 0, so that A σ U " 0. By (4.8) we have v " 0 and
so p∇`iσqu " 0. Since u is periodic and non-zero, this is only possible if σ " 0 and u is constant. Conversely, if u is constant we indeed have U " pu, 0q P H 2 #ˆH 1 # and A σ U " 0. This proves that 0 is an eigenvalue of A σ if and only if σ " 0, and that 0 is a geometrically simple eigenvalue of A 0 . Since A 0 is not selfadjoint, it may have Jordan blocks, so we also have to prove that kerpA 2 0 q Ă kerpA 0 q. Let U " pu, vq P DompA 2 0 q be such that A 2 0 U " 0. Since A 0 U P kerpA 0 q there exists α P C such that A 0 U " pα, 0q, which gives
Then, since u is periodic, we have 0 "
This implies that α " 0, and hence U P kerpA 0 q. Finally, 0 is an algebraically simple eigenvalue of A 0 . ‚ The family of operators pA σ q σPR d on L # is analytic of type B in the sense of Kato (see [Kat80] ) with respect to each σ j , j P t1, . . . , du. Since 0 is a simple and isolated eigenvalue of A 0 , there exist r ą 0 and γ 1 ą 0 such that for σ P Bprq the operator A σ has a unique eigenvalue λ σ in the disk Dp0, γ 1 q of C. Moreover, this eigenvalue is algebraically simple. Let σ P Bprq. There exists γ σ ą 0 and a neighborhood V σ of σ such that if s P V σ and λ P SppA s p qz tλ s u with Repλq P r´3, 3s then Impλq ď´γ σ . Since Bprq is compact, we can find σ 1 , . . . , σ k P Bprq such that Bprq Ă Ť k j"1 V σ j . Then we set γ 2 " min γ σ j , 1 ď j ď k ( . Choosing r and γ 1 smaller if necessary we have γ 2 ą γ 1 , which gives the second statement. ‚ Using the same continuity and compactness argument we can check that there exists γ 0 ą 0 such that for σ P 2πTzBprq and λ P SppA σ q with |Repλq| ď 3 we have Impλq ď γ 0 . This concludes the proof of the proposition.
It is known (see for instance [Kat80] ) that Π σ is the projection on the line spanned by the eigenfunctions corresponding to the eigenvalue λ σ and along the subspace spanned by all the generalized eigenfunctions corresponding to all the other eigenvalues. In particular,
Moreover it is a holomorphic function of σ j for all j P t1, . . . , du and maps H 1 #ˆL 2 # to H k`1 #ˆH k for all k P N. It also extends to a bounded operator on L # . We denote by Φ 0 the constant function Φ 0 "ˆ1 0˙. Choosing r ą 0 smaller if necessary, we can assume that Π σ Φ 0 ‰ 0 for all σ P Bprq. Then for σ P Bprq we set
Then }Φ σ } L # " 1 and A σ Φ σ " λ σ Φ σ for all σ P Bprq. By (4.8), there exists ϕ σ P H 2 # such that
(4.12)
Moreover ϕ 0 " 1 and ϕ σ is a smooth function of σ.
In the following proposition we show that in I p ptqF the important contribution is given by λ σ for σ small. For t ě 0 and F P SˆS we set
Proposition 4.6. There exists C ě 0 such that for t ě 0 and F P SˆS we have
Proof. Let F P SˆS and µ P p0, 1s. We have
(4.14)
We write I p ptqF " I 1 ptqF`I 2 ptqF`I 3 ptqF , where I 3 ptqF is defined as the righthand side of (4.14) but with the integral over σ P 2πT replaced by an integral over σ P 2πTzBprq. For I 1 ptqF and I 2 ptqF the integral is taken over σ P Bprq. In I 1 ptqF (in I 2 ptqF , respectively), the function F σ # is replaced by Π σ F σ # (by p1´Π σ qF σ # , respectively). Given σ P 2πT, the integrand in (4.14) is a meromorphic function of z with |Repzq| ă 2 (since χpRepzqq " 1 in this region), and the poles are the eigenvalues of A σ . Thus we can change the contour Γ µ in this region. By Propositions 4.5 and 4.1 we get
We have used the fact that the resolvent pA σ´z q´1 is uniformly bounded. This is due to the continuity of this resolvent with respect to z and σ, by the compactness of the contour of integration, and the compactness of 2πTzBprq. We similarly have
Now letφ P C 8 pR, p´γ 2 ,´γsq be such thatφpτ q "´γ if |τ | ě 2 andφpτ q P p´γ 2 ,´γ 1 q if |τ | ď 1. We set (see Figure 2) 
Then by the residue theorem we have
We estimate the last term as above, and the proof is complete.
Impzq "´γ 2
Impzq "´γ 1
Impzq "´γ 0
Location of the spectrum for large σ Location of the rest of the spectrum for small σ
Location of λ σ for small σ 4.3. Analysis of the first Bloch wave for σ small. Our purpose is now to estimate r I p ptqF . For this we describe more precisely the properties of the eigenvalue λ σ and the corresponding eigenvector Φ σ and eigenprojection Π σ for σ small. We recall that the symmetric matrix G h was defined in (1.15).
Proposition 4.7. The symmetric matrix G h is positive and when σ goes to 0 we have
(4.15)
where ψ σ P L 2 # X L 8 is a linear function of σ which satisfies (1.13).
Proof. We first recall that λ σ and ϕ σ are smooth functions of σ, respectively in C and in H k # for any k P N. Moreover λ 0 " 0 and ϕ 0 " 1. For σ P Bprq we havé
Taking the inner product with ϕ σ gives
We take the derivatives of (4.18) with respect to σ j , j P t1, . . . , du, at point σ " 0. Since b p ϕ 0 , ϕ 0 ą 0 we see that the first derivatives of λ σ vanish. Thus, by Taylor expansion, there exists a matrix Q such that
Since σ Þ Ñ ϕ σ is smooth, we can define ψ σ P L 2 # so that (4.16) holds. This defines a linear function of σ. Taking the linear part in (4.17) giveś
This proves in particular that ψ σ is a solution of (1.13). Similarly, (4.18) gives
and we deduce
Finally, since ψ σ is periodic its gradient cannot be the constant and non-zero functioń σ. Therefore ∇ψ σ`σ ‰ 0 and hence G h σ, σ ą 0. This concludes the proof.
Corollary 4.8. There exist Λ 2 ą Λ 1 ą 0 such that for σ P Bprq
Now we describe more precisely the projection Π σ .
Proposition 4.9. There exists Ψ σ P L # which depends smoothly on σ P Bprq and such that for σ P Bprq and F P L # we have
Proof. Let σ P Bprq. Since Π σ is the projection on the line spanned by Φ σ we have, for all
continuous linear form on L # which depends smoothly on σ, the first statement follows from the Riesz representation theorem.
The
This proves that Ψ 0 P DompA0q and A0Ψ 0 " 0. We can check by direct computation that this implies that there exists α P C such that Ψ 0 " αˆb
we have α " b´1 h , and the proof is complete. In this paragraph we prove Theorem 1.3. Given F " pu 0 , iwu 1 q P SˆS, we denote by u h ptq the solution of the heat problem (1.16)-(1.17). Our purpose is to compare the solution u p ptq of (1.9) with u h ptq. We set
and we denote byv 0 the Fourier transform of v 0 . We first recall that the decay of u h ptq is also governed by the contribution of low frequencies.
Lemma 4.11. Let r ą 0 be given by Proposition 4.5. Then there existsγ ą 0 such that for t ě 1 we have in L 2 pR d q
Proof. We prove for instance the second estimate. The others are similar. For t ě 1 and
By Corollary 4.8 we havěˇˇˇˇż
The estimate then follows from the Cauchy-Schwarz inequality and the Plancherel equality.
Theorem 1.3 is a consequence of Propositions 3.3 and 4.6 together with the following estimates. We recall that θ 1 ptq and θ 2 ptq were defined in (4.13). Moreover, we recall that by density it is enough to prove Theorem 1.3 for U 0 " F P SˆS.
Proposition 4.12. Let s 1 , s 2 P " 0, d 2 ‰ and κ ą 1. Then there exists C ě 0 which does not depend on F P SˆS and such that for t ě 1 we have
}F } L κs 2 , and
Proof. For j P t1, 2u we set p j " 2d d´2s j P r2,`8s. Then p 0 P r1,`8s is defined by
We begin with the last estimate. By Propositions 4.7 and 4.9, and (4.12), we have
For g P S we have by Proposition 4.1
Choosing r ą 0 smaller if necessary we obtaiňˇˇ
By the Hölder inequality we havěˇˇ
And if p 0 ă 8,
By Corollary 4.2 we finally get in both casešˇˇ
In L # we have Ψ σ " Ψ 0`O p|σ|q so, if we set
then we similarly obtaiňˇˇ
Similarly,
where we have set
Finally, by (4.19) and Proposition 4.1 we have
With Lemma 4.11 we have }v 3 ptq´iw p B t u h ptq} " O`e´γ t }F }˘, which concludes the proof of the third estimate. For the first estimate, we proceed similarly except that λ σ w p ϕ σ is replaced by ϕ σ . For the second we start from
By Proposition 4.7 and (1.14) we have
so we can proceed as above to get the second estimate and conclude the proof.
Low frequency analysis in the perturbed setting
In this section we prove Theorem 1.4. By Proposition 3.3, it is enough to estimate the difference between I low ptq and I p ptq (defined by (3.7) and (4.1), respectively). Since the perturbation breaks the periodic structure, it is no longer possible to reduce the analysis to a family of problems on the torus. Here, we will deduce the time decay from resolvent estimates. We recall that the contour Γ µ was defined in (3.4).
We start from pI low ptq´I p ptqqF "
By partial integrations we obtain, for all k P N,
We recall that pI low ptq´I p ptqqF does not depend on µ P p0, 1s. However, if we assume that the derivatives of θ µ are bounded uniformly in µ, the estimates given by this equality are of the form
In L pL 2 pR d qq, the resolvents blow up near 0, so we cannot simply let µ go to 0 to get rid of the exponential factor. However, it is standard in this kind of contexts that in suitable weighted spaces some derivatives of these resolvents can be uniformly bounded. In this section, we prove uniform estimates for the derivatives of R in weighted spaces. Then, at the limit µ Ñ 0, this will give polynomial decay for the difference pI low ptq´I p ptqqF , hence for the difference uptq´u p ptq as in Theorem 1.4.
For β x P N d we set We recall that the solution e´i tA U 0 of (2.3) is of the form`uptq, iwB t uptq˘where uptq is the solution of (1.1). Thus, for δ P R, β t P t0, 1u and
This odd notation will prove to be useful in the sequel.
5.1. Resolvent estimates in the periodic case. In order to prove estimates on the derivatives of pA´zq´1 and of the difference pA´zq´1´pA p´z q´1, we need more information about the resolvent of A p .
Proposition 5.1. Let β t P t0, 1u and β x ,β x P N d with β t`| β x | ď 1 and |β x | ď 1. Let
2˘a nd κ ą 1. Then there exist a neighborhood U of 0 in C and C ě 0 such that for z P C`X U and m P N we have
1`mq˙.
Proof. We setκ " ? κ. Without loss of generality we can assume that κ is so close to 1 thatκ maxps 1 , s 2 q ď d 2 . We follow the same ideas as for the propagator. For this we can still use the Floquet-Bloch decomposition. Thus, for σ P R d we set
We similarly define r Θβ x pσq. Let F, G P SˆS. We can write
where B P L pLq is holomorphic in a neighborhood of 0 in C and
By Proposition 4.7 and the fact that Impzq ą 0 we have 1
By Remark 4.10 and the expression of Ψ 0 in Proposition 4.9 we have › › › r Θβ
And we recall from (4.12), Corollary 4.8 and (4.20) that
For j P t1, 2u we set p j " p2dq{pd´2κs j q. Then we consider p 0 P r1,`8s such that
By the Hölder inequality and Corollary 4.2 (applied withκ instead of κ) we geťˇˇ
1`mq , so the proposition is proved if s 1 " s 2 " 0 and p 0 " 8. Now assume that s 1`s2 ą 0.
Using polar coordinates in σ we can write
If`2β t`| β x |`|β x |´2p1`mq˘p 0`d´1 ą´1 then this quantity is bounded uniformly in z P C`close to 0. Otherwise, the change of variables θ " a |z|θ gives
In any case we can write the rough estimate
where ε " pκ´1qps 1`s2 q 2 ą 0 (in fact we can take ε " 0 if`2β t`| β x |`|β x |´2p1`mq˘p 0`d´1 ă´1). Since d{p 0 "κps 1`s2 q, the conclusion follows.
5.2.
Resolvent estimates in the perturbed setting. In this paragraph we use the estimate of the derivatives of pA p´z q´1 for z P C`close to 0 to obtain (better) estimates for the difference pA´zq´1´pA p´z q´1. This will prove that we have the same estimates for pA´zq´1 as for pA p´z q´1.
Proposition 5.2. Let β t P t0, 1u and
Then there exists C ě 0 such that for z P C`with |z| ď 1 we have
We split the proof of this proposition into several intermediate results. We begin with a remark which will be used several times in the proofs. It is based on the fact that in the expression of the resolvent in Proposition 2.2 the lower row is, up to a term w, equal to zw times the upper row.
This also holds with A replaced by A p . In particular for δ 1 P R and U P SˆS we have
Now if we take the derivatives of (5.2) with respect to z we get for m ě 1 › › › ›ˆ0
We can apply this remark in particular to the operator Θ 1 0 which select the component iwB t uptq in the solution of (2.3):
Lemma 5.4. Assume that the result of Proposition 5.2 holds when β t " 0. Then it also holds when β t " 1.
0`p A´zq´1´m´pA p´z q´1´m˘› › , and the conclusion for β t " 1 follows from the case β t " 0. We conclude similarly if m " 0.
After Lemma 5.4 it is enough to consider the case β t " 0. For this we will use perturbation arguments. We set P 0 "´div G 0 pxq∇.
Then we write
A´A p " P 0`D0 , where
Notice that w´1´w´1 p has the same decay property as w 0 in (1.4).
We begin with the contribution of P 0 . For this we set
Notice that all the general results proved for A in Section 2 also apply for r A.
Lemma 5.5. In the setting of Proposition 5.2, ifβ x P N d is such that |β x | ď 1 then there exists C ě 0 such that for z P C`with |z| ď 1 we have
Proof. For z P C`we set R p pzq "`P p´i zb p pxq´z 2 w p pxq˘´1 and R 0 pzq "`P G´i zb p pxq´z 2 w p pxq˘´1.
We observe from Proposition 2.2 that
We have a similar estimate with r A and R 0 pzq replaced by A p and R p pzq, respectively. Let σ 1 , σ 2 P " 0,
. Let β 1 , β 2 P N d with |β 1 | ď 1 and |β 2 | ď 1. For φ P S we have
On the other hand, the resolvent identity gives
3) and Proposition 5.1 we obtain
We first chooseσ 2 P p0, 1q andσ 1 " 0. We apply this estimate with β 1 " β 2 and σ 1 " σ 2 on the one hand, with β 1 " 0 and σ 1 " 0 on the other hand. This gives
Then (5.4) gives
(5.6) Now we turn to the proof of
(5.7)
With (5.3), this will conclude the proof of the lemma. Notice that it is enough to prove (5.7) when s 1 ď 2´|β x |. Indeed, the right-hand side does not really depend on s 1 ě 2´|β x |, so if (5.7) is proved for s 1 " 2´|β x | it remains true for greater values of s 1 . Similarly, it is enough to consider the case |β x |`s 2 ď 2. First assume that |β x |`s 1 ď 1. Then (5.7) follows from (5.5) applied withσ 1 " 0 andσ 2 " maxp0, |β x |`s 2´1 q. Then for |β x |`s 1 P r1, 2s we can apply (5.5) withσ 2 " 0 andσ 1 " |β x |`s 1´1 P r0, 1s. The proof is complete.
Lemma 5.6. If β t " 0 then the result of Proposition 5.2 holds with A replaced by r A.
Proof. We begin with the case m " 0. The resolvent identity between r A and A p reads p r A´zq´1´pA p´z q´1 "´pA p´z q´1P 0 p r A´zq´1 "´p r A´zq´1P 0 pA p´z q´1.
(5.8)
We can write
where pe 1 , . . . , e d q is the canonical basis in
2˘s uch that κσ 1`κ σ 2 ă ρ G we obtain by Lemma 5.5
If |β x |`s 1 ě 1 and s 2 ě 1 we can apply this inequality with σ 1 " σ 2 " 0 to conclude.
If |β x |`s 1 ě 1 we can take σ 2 " 0 and σ 1 " |β x |`s 1´1`η . If s 2 ě 1 we can take σ 1 " 0 and σ 2 " s 2´1`η . Finally, if |β x |`s 1 ă 1 (then |β x | " 0) and s 2 ă 1 we choose σ 1 P r0, 1´s 2 s and σ 2 P r0, 1´s 1 s in such a way that
This conclude the case m " 0. (5.9) The interest of this decomposition is that we only have factors for which we can use the inductive assumption. We choose k P t1, . . . , mu and estimate
2 q are such that κσ 1`κ σ 2 ă ρ G and κσ 1`κσ2 ă ρ G . Then we play the same game as above, except that we have four parameters to choose.
Assume that |β x |`s 1 ě 2k`1. Then we can take σ 2 " 0, σ 1 " 2k,σ 2 " 0 and σ 1 " |β x |`s 1´1´2 k`η. Similarly, if s 2 ě 2pm`1q´1 we takeσ 1 " 0,σ 2 " 2k, σ 1 " 0 and σ 2 " s 2´2 pm`1q`1`η. Now assume that |β x |`s 1 ă 2k`1 and s 2 ă 2pm`1q´1. If |β x |`s 1 ă 1 (then |β x | " 0) then we take σ 2 " minp1´s 1 , ηq and σ 1 " η´σ 2 . If |β x |`s 1 ą 1 then we take σ 2 " 0 and σ 1 " |β x |`s 1´1`η . If s 2 ă 1 we takeσ 1 " minp1´s 2 , ηq andσ 2 " η´σ 1 . Finally, if s 2 ą 1 then we takeσ 1 " 0 andσ 2 " σ 2´1`η . We can check that in any case we have › › ›Θ 1`mq .
The other terms in (5.9) are estimated similarly, and the proof is complete. Proof. The resolvent identity between A and r A reads pA´zq´1 " p r A p´z q´1´p r A´zq´1D 0 pA´zq´1. › › › . If s 1 " 0 we apply this inequality with σ 1 " 0 and σ 2 ą 0. This gives the required estimate for z small enough (which is enough since we know that the resolvent is uniformly bounded outside some neighborhood of 0). Then if s 1 ď 2 we apply (5.12) with σ 1 " 0 and σ 2 " maxp0, s 2´2 q and get the same conclusion. Finally if s 1 ą 2 we simply take σ 1 " σ 2 " 0, which concludes the case m " 0.
Then we proceed by induction on m. With (5.11) we can check that pA´zq´1´m´p r A´zq´1´m "´m ÿ k"0 p r A´zq´1´kD 0 pA´zq´1´m`k.
(5.14)
For m P N and k P t0, . . . , mu we set T m,k pzq " p r A´zq´1´kD 0 pA´zq´1´m`k. 1`mq¯`´| z|`|z| s 1`σ2
2¯› › x ´κσ 1 pA´zq´1´m x ´κs 2 › › . As for the case m " 0, we conclude with σ 1 " 0 and σ 2 ą 0 if s 1 " 0 and then with σ 1 " 0 and σ 2 " maxp0, s 2´2 pm`1qq if s 1 ď 2. Then we proceed by induction on the integer part of s 1 2 . If s 1 P p2k, 2pk`1qs for some k ě 1, then we choose σ 2 " 0 and σ 1 " s 1´2 P p2pk´1q, 2ks to conclude the proof.
Finally the following lemma will conclude the proof of Proposition 5.2.
Lemma 5.9. The result of Proposition 5.2 holds if β t " 0.
Proof. We start again from (5.14) and use the notation (5.15). We consider the case k P t0, . . . , m´1u. By an estimate analogous to (5.17) we obtain 1`m´kq¯, whereσ 1 ,σ 2 , σ 1 , σ 2 P " 0, d 2˘a re such that κσ 1`κσ2 ď ρ a and κσ 1`κ σ 2 ď ρ a . Choosing suitably these coefficients in the same spirit as above we get the estimates for the contributions of T m,k pzq for k P t0, . . . , m´1u. The case k " m is similar, and the proof is complete.
Energy decay.
In this final paragraph we use the resolvent estimates of Proposition 5.2 to prove Theorem 1.4. We recall from [MR] the following lemma. See also [Dew16] . Proof of Theorem 1.4. It is enough to prove the result for κ close to 1, so without loss of generality we can assume that (5.1) holds. By density it is enough to prove the result for F P SˆS. Let µ P p0, 1s. By Proposition 3.3 it is enough to estimate the difference between I low ptq and I p ptq. We recall that I low ptq, I p ptq and Γ µ were defined in (3.7), (4.1) and (3.4), respectively. We have Θ βx βt pI low ptq´I p ptqqF " 1 2iπ ż τ χpτ qe´i tpτ`iθµpτΘ βx βt`p A´pτ`iθ µ pτ´1´pA p´p τ`iθ µ pτ´1˘F dτ.
We can assume that the derivatives of θ µ are uniform in µ P p0, 1s. Then, by Lemma 5.10 and the estimates of Proposition 5.2 (with η replaced byη ą η which still satisfies (5.1)) there exists c ě 0 which does not depend on F P SˆS, µ P p0, 1s or t ě 0 such that › › ›Θ Then we let µ go to 0, and the conclusion follows.
