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Abstract. Linked Open Data has been recognized as a useful source
of background knowledge for building content-based recommender sys-
tems. While many existing approaches transform that data into a propo-
sitional form, we investigate how the graph nature of Linked Open Data
can be exploited when building recommender systems. In particular, we
use path lengths, the K-Step Markov approach, as well as weighted NI
paths to compute item relevance and perform a content-based recom-
mendation. An evaluation on the three tasks of the 2015 LOD-RecSys
challenge shows that the results are promising, and, for cross-domain
recommendations, outperform collaborative filtering.
Keywords: Linked Open Data · Recommender systems · Graph
metrics · Cross-domain recommendation
1 Introduction
Recommender systems are systems that provide a suggestion of items to a user,
based on the user’s profile and/or previous behavior. They are used, e.g., for
music recommendation in streaming services, in online shopping sites, or on
news portals and aggregators. The two major types of recommender systems
are collaborative filtering and content-based recommender systems. The former
exploit similarity among users, i.e., they recommend items that have been con-
sumed and/or ranked high by users that have similar interests as the user for
which the recommendation is made. The latter exploit similarities among items,
e.g., recommending music of the same genre or news articles on the same topic.
Combinations of those approaches, known as hybrid approaches, have also been
widely studied [1].
In particular for content-based recommender systems, Linked Open Data
(LOD) has been shown to be a valuable source of background knowledge. Despite
data from various domains being published as LOD [23], particularly cross-
domain sources such as DBpedia [13] are primarily used in recommender systems.
Given that the items to be recommended are linked to a LOD dataset, infor-
mation from LOD can be exploited to determine which items are considered to
be similar to the ones that the user has consumed in the past. For example,
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DBpedia holds information about genres of books and music recordings, which
can be exploited in recommendation systems [9,21]. Most often, selected data
is extracted from DBpedia and transformed into a propositional form, i.e., each
graph node is represented by a flat vector of binary and/or numeric features.
However, DBpedia contains more information than expressed in those proposi-
tional forms. In particular, semantic paths between entities are a good candidate
for building cross-domain recommender systems.
In this paper, we step away from extracting flat, propositional content fea-
tures [22] from LOD sources, and consider the graph nature of those sources
instead. Specifically, we look at paths between the items as a measure for the
similarity of those items. We explore different variants of such path-based simi-
larity measures and contrast them with standard collaborative filtering methods.
The rest of this paper is structured as follows. In Sect. 2, we explicate our
overall approach. Section 3 shows how our approach is applied to the three tasks
of the 2015 LOD-RecSys challenge1, i.e., top-N recommendations, diversity, and
cross-domain recommendations, and discusses the results. We conclude with a
review of related work in Sect. 4 and a short summary in Sect. 5.
2 Graph Methods for Recommender Systems
In this paper, we consider three graph-based recommendation approaches. To
perform the calculations, we first build an undirected weighted graph, where each
item is represented as a node. For our implementation, we use the JUNG java
library2, which also offers implementations of different algorithms from graph
theory. Since the domains for the three tasks differ, we use the same set of
graph algorithms, but a different graph of items with different edge weights for
each of the tasks. The different graph algorithms are described in this section,
while the dataset-specific construction of the respective graphs is described in
the corresponding parts of Sect. 3.
2.1 Shortest Path
To recommend relevant items for each user, we try to find the items in the graph
that are closest to those items that were liked by the user, i.e., we assume that
proximity in the graph is a proxy for similarity.
For implementing that approach, let R be the set of items a user liked. Then,
for each item t in the test set (i.e., the items from which a recommendation is
to be made), we compute the negated sum of shortest path lengths (given the
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where sp(Ri, t) is the shortest path from Ri to t, where Ri ∈ R. Then, for each
user the test items are sorted based on the relevance I in descending order, and
the top-N items are recommended to the user.
2.2 K-Step Markov Approach
The PageRank algorithm is frequently used to compute importance for nodes
in a graph. The PageRank score of a node can be seen as the probability of
visiting that node with a random walk on the graph [16]. The K-Step Markov
approach represents an algorithm variant of the PageRank algorithm with priors
and computes the importance of any node in a given graph based on a given root
set of nodes [28]. More precisely, the approach computes the relative probability
that the system will spend time at any particular node in the graph, given that
it starts in a root set of nodes R and ends after K steps.
The result is an estimate of the transient distribution of states in the Markov
chain, starting from R: as K gets larger it will converge to the steady-state
distribution used by PageRank, i.e. the standard version of PageRank without
priors. Thus, the value of K controls the relative tradeoff between a distribution
“biased” towards the root set of nodes R and the steady-state distribution which
is independent of where the Markov process started. The relative importance of
a node t given a root set R can be calculated using the equation:
I(t|R) = [APR + A2PR + . . . + AKPR
]
(2)
where A is the transition probability matrix of size n × n, and PR is an n × 1
vector of initial probabilities for the root set R.
In order to create recommendations, we again start with the set of items R
which a user likes, and then use the K-Step Markov approach to find the top-N
nodes that have the highest stationary probability. For the transition probability
we use the edge weights after turning them into proper probabilities.
2.3 WeightedNIPaths
For predicting the relevance of an item node for a given user within the graph, we
also make use of the WeightedNIPath algorithm [28]. Building upon the Shortest
Path approach from Sect. 2.1, the idea is here to consider not only the single
shortest path, but to take into account all distinct paths and add a decay factor
λ to penalize longer paths. Therefore, we compute the number of distinct paths
between the source nodes, i.e. all nodes/items that have been rated r ∈ R by the
user, and each other node t, i.e. all unrated and potentially to be recommended
nodes. Our intuition is that items which are frequently (indirectly) connected to
positively rated items, have some content-based connection and should thus get
a higher recommendation score by this method.
Formally, for a set of items R liked by a user, and a candidate item t, we
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where P (r, t) is a set of maximum-sized node-disjoint paths from node r to node
t, pi is the ith path in P (r, t), and λ is the path decay coefficient. As before, the
top-N items are recommended.
With this approach, movies that e.g. share the same actors and director will
be closer related than two movies that have only the director in common. While
being similar to the shortest path approach described above, WeightedNIPath
takes into account all paths and discounts each edge of a path by a factor, thus
penalizing longer paths (we use a discount factor of 3). The rationale here is
that the longer a path, the less closely related are the items this path connects.
In addition, based on initial experiments, we limit the path length to 2, which is
also common practice when working with DBpedia as a semantic network [25].
3 Evaluation
We evaluate the item recommendation performance of the three graph algo-
rithms with benchmark data from the Linked Open Data-enabled Recommender
Systems Challenge 2015.3 For this challenge, three training datasets from differ-
ent domains, i.e., movies, books, and music, are provided. Those datasets were
generated by collecting data from Facebook profiles about personal preferences
(“likes”) for the items. After a process of user anonymization, the items avail-
able in the dataset have been mapped to their corresponding DBpedia URIs. An
overview of the size of the datasets is given in Table 1.
For all three tasks, each approach was evaluated on an unseen gold standard
using an online evaluation system provided by the challenge, and compared to
standard collaborative filtering as a baseline.
Table 1. Datasets overview
Dataset #Items #Ratings Task
movies 5,389 638,268 1 & 3
music 6,372 854,016 2
books 3,225 11,600 3
3.1 Task 1: Top-N Recommendations from Unary User Feedback
In this task, top-N recommendations for the movie domain are to be made. The
input is unary feedback (i.e., whether a user likes an item) under open world
semantics, i.e., no negative examples (dislikes) are provided. The evaluation is
made based on recall, precision, and F-measure for the top 10 recommendations.
3 http://sisinflab.poliba.it/events/lod-recsys-challenge-2015/.
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Graph Extraction. The graph we construct consists of some direct relations of
the movies, as well as their actors, genres, and characters. To generate the graph,
we used the RapidMiner Linked Open Data extension [19,20]. We extracted the
following relations:
– movie: rdf:type, dcterms:subject, dbpedia-owl:starring, dbpedia-owl:director,
dbpedia-owl:distributor, dbpedia-owl:producer, dbpedia-owl:musicComposer,
dbpedia-owl:writer, and dbpprop:genre
– movie actor: rdf:type, dcterms:subject, and is dbpedia-owl:starring of
– movie genre: rdf:type and dcterms:subject
– movie character: rdf:type, dcterms:subject, dbpedia-owl:creator, and
dbpedia-owl:series
Each DBpedia entity is represented as a node in the graph, where the rela-
tions between the entities are represented as undirected edges between the nodes
in the graph. We use inverse document frequency (IDF) to weight the edges. For
example, if an actor plays in five movies, then the IDF for each of those five
relations is log 15 .
4
In order to make the approach work also for rather weakly interlinked
resources, we introduce additional edges in the graph based on the abstracts in
DBpedia. To that end, we preprocess the abstract, i.e., we convert the abstract
to lower case, perform tokenization, stemming, and stop words removal. Then,
each token is represented as a node in the graph. Eventually, we use the resulting
graph of abstract tokens and genre relations to find paths between entities from
the movie domain and entities from the books domain. The relations between
the entities and tokens are, as before, represented as undirected edges between
the nodes in the graph and edges are also again IDF-weighted as for task 1.
In addition to the graph, we extracted the following global (i.e., not user-
related) popularity scores:
– Number of Facebook likes5
– Metacritic score6
– Rotten Tomatoes score7
– DBpedia Global PageRank [26]
– Local Graph PageRank: Computed using the JUNG java library on the pre-
viously generated graph
– Aggregated Popularity: Using Borda’s rank aggregation [4], we aggregated all
those popularity scores into one.
Furthermore, following the approach in [21], we also use a stacking approach
[27] for combining all the recommendations, i.e., collaborative, content-based,
and global.
4 To compute edge weights from IDF, we first normalize the IDF scores to [0; 1], and
then assign 1 − IDFnormalized as a weight to the edges, so that edges with a larger
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Table 2. Results for top-N recommendations from unary user feedback (the best results
are marked in bold).
Approach P@10 R@10 F1@10
User-Based KNN (k=20) 0.0954 0.1382 0.1129
User-Based KNN (k=50) 0.1025 0.1485 0.1213
User-Based KNN (k=80) 0.1032 0.1493 0.122
Shortest Path 0.0597 0.0859 0.0704
K-Step Markov Approach (K=4) 0.0496 0.0703 0.0581
WeightedNIPaths (H=2) 0.0151 0.0217 0.0178
Shortest Path (w abstract) 0.0525 0.0746 0.0616
K-Step Markov Approach (K=4) (w abstract) 0.0562 0.0804 0.0662
WeightedNIPaths (H=2) (w abstract) 0.0216 0.0309 0.0254
Borda’s rank aggregation 0.0572 0.0824 0.0676
Stacking with polynomial regression 0.0099 0.0137 0.0115
Results. The results are depicted in Table 2. It can be observed that the col-
laborative filtering based approaches clearly outperform the content-based ones.
From the graph-based approaches, the shortest paths are the best performing
approach.
As already observed in [21], the global ranking scores, aggregated with
Borda’s rank aggregation, are a strong competitor to content-based approaches.
On the other hand, the stacking approach combining multiple recommendation
approaches does not work well. This is in particular due to the fact that only
positive evidence is given, which makes it hard to train a regression algorithm.
Due to its bad performance, we have not considered the stacking solution for
the subsequent tasks.
3.2 Task 2: Diversity Within Recommended Item Sets
The second task is to make recommendations in the music domain. Here, the
focus is on diverse recommendations, i.e., entities from different genres. The
evaluation is made based on the average of F-measure and intra-list diversity
(ILD) for the top 20 recommendations.
Graph Extraction. To generate the graph, we extracted the following rela-
tions:
– music artist: rdf:type, dcterms:subject, dbpedia-owl:genre, dbpedia-owl:
associatedBand, dbpedia-owl:associatedMusicalArtist, dbpedia-owl:genre, and
dbpedia-owl:occupation
– music band: rdf:type, dcterms:subject, dbpedia-owl:associatedBand, dbpedia-
owl:associatedMusicalArtist, dbpedia-owl:genre, and dbpedia-owl:bandMember
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– music album: rdf:type, dcterms:subject, dbpedia-owl:artist, and dbpedia-owl:
genre
– music composition: rdf:type, dcterms:subject, dbpedia-owl:musicalArtist,
dbpedia-owl:musicalBand, and dbpedia-owl:genre
– music genre: rdf:type and dcterms:subject
– abstract: dbpedia-owl:abstract
As for the previous task, each DBpedia entity is represented as a node in the
graph, where the relations between the entities are represented as undirected
edges between the nodes in the graph. Like for the previous task, we use IDF to
weight the edges.
For making the predictions, with user-based k-NN, we simply predict the top
20 items, as we already observe a high ILD with this approach. For shortest
paths and the k-step Markov approach, we follow the approach in [21]: We first
generate ranked lists. From those lists, we then pick the top 10 items, and then
iteratively fill them up with the next 10 items in the list that do not share a
genre with those that are already in the list.
Table 3. Results for diversity within recommended item sets (the best results are
marked in bold).
Approach P@20 R@20 F1@20 ILD@20
User-Based KNN (k=20) 0.09 0.2477 0.1321 0.9039
User-Based KNN (k=50) 0.0963 0.2649 0.1412 0.9028
User-Based KNN (k=80) 0.0973 0.2677 0.1427 0.9032
Shortest Path 0.0343 0.0948 0.0504 0.8964
K-Step Markov Approach (K=4) 0.0312 0.0863 0.0458 0.9077
WeightedNIPaths (H=2) 0.0343 0.0933 0.0502 0.8588
Shortest Path (w abstract) 0.0077 0.0203 0.0112 0.9717
K-Step Markov Approach (K=4) (w abstract) 0.0217 0.0585 0.0317 0.9699
WeightedNIPaths (H=2) (w abstract) 0.0358 0.0975 0.0523 0.8785
Borda’s rank aggregation 0.0356 0.0977 0.0522 0.922
Results. The results for task 2 are depicted in Table 3. Again, we can see that
on average, the collaborative filtering approaches produce the better results in
terms of F-measure, with the ILD being comparable. It is furthermore remarkable
that the ILD is that high for the collaborative filtering approaches, which were
not specifically altered for producing diverse recommendations. The highest ILD
score is achieved with the Shortest Path (with abstract), however at the cost of
a very low recall, precision, and F1 score.
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3.3 Task 3: Cross-Domain Recommendation
The third task poses a different setting, as it asks for using feedback (user ratings)
from one domain, here movies, to provide recommendations for another domain,
namely books. Like for the first task, recall, precision, and F-measure for the
top 10 recommendations are used as evaluation metrics.
Graph Extraction. To generate the graph, we extract the same features as
for the top-N recommendation tasks on movies (see Sect. 3.1), but including in
addition the dbpedia-owl:abstract for each item. For the book domain, we extract
the following relations:
– book: rdf:type, dcterms:subject, dbpedia-owl:genre, dbpedia-owl:author, and
dbpedia-owl:subsequentWork
– book writer: rdf:type and dcterms:subject
– book character: rdf:type and dcterms:subject
– book genre: rdf:type and dcterms:subject
– abstract: dbpedia-owl:abstract
Results. The results for task 3 are depicted in Table 4. Here, in contrast to
task 1 and 2, we find that the graph-based approaches clearly outperform the
collaborative filtering (CF) ones. We also observe that User-based KNN is com-
parably low, which leads us to the suspicion that the cross-domain nature of
this task poses a serious challenge to regular CF approaches – which obviously
need to operate on already observed items. In an extreme cross-domain scenario,
there would be no historical user preference information available on the items
to be ranked and any CF approach would fail. In contrast, the graph-based
approaches can apparently find reasonable relations in the graph between books
and movies (e.g., common genres, or mentioning of similar terms in the abstract)
and leverage those for creating meaningful predictions.
Table 4. Results for cross-domain recommendation (the best results are marked in
bold).
Approach P@10 R@10 F1@10
User-Based KNN (k=20) 0.0162 0.026 0.0199
User-Based KNN (k=50) 0.022 0.0353 0.0271
User-Based KNN (k=80) 0.0258 0.0416 0.0318
Shortest Path 0.0326 0.0539 0.0407
K-Step Markov Approach (K=4) 0.0659 0.1077 0.0818
WeightedNIPaths (H=2) 0.0358 0.0299 0.0227
Shortest Path (w abstract) 0.0627 0.1026 0.0778
K-Step Markov Approach (K=4) (w abstract) 0.078 0.1276 0.0968
WeightedNIPaths (H=2) (w abstract) 0.0195 0.0314 0.024
Borda’s rank aggregation 0.0301 0.0493 0.0374
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4 Related Work
It has been shown that LOD can improve recommender systems towards a better
understanding and representation of user preferences, item features, and contex-
tual signs they deal with. LOD has been used in content-based, collaborative,
and hybrid techniques, in various recommendation tasks, i.e., rating prediction,
Top-N recommendations and diversity in content-based recommendations. An
overview of cross-domain recommender systems is given in [2].
Among the earliest such efforts is dbrec [17], which uses DBpedia as knowledge
base to build a content-based music recommender system. The recommendations
are based on measure (named Linked Data Semantic Distance) which computes
the distance between two items in the DBpedia graph, using only the object prop-
erties. Heitmann et al. [9] propose an open recommender system which utilizes
Linked Data to mitigate the new-user, new-item and sparsity problems of collab-
orative recommender systems. They first publish an existing music artists data-
base as LOD using the FOAF ontology8. Then, they link the data to DBpedia and
DBtuneMySpace. Using the new connections between the users, artists and items,
the authors are able to build a collaborative recommender system.
Di Noia et al. [5] propose a model-based recommender system that relies
on LOD, and can use any arbitrary classifier to perform the recommendations.
First, they map the items from the local dataset to DBpedia, and then extract
the direct property-value pairs. The resulting data is converted to feature vec-
tors, where each property-value pair represents a feature. The work is extended
in [6] where the similarities between the items are calculated using a vector
space model. In this approach, for each item the direct property-value pairs
are extracted from DBpedia, Freebase and LinkedMDB9, which are represented
as a 3-dimensional matrix where each slice refers to an ontology property and
represents its adjacency matrix. In [15], the authors present SPrank, a hybrid
recommendation algorithm for computing top-N item recommendations from
implicit feedback exploiting the information available as LOD. In the approach,
the authors try to extract features able to characterize the interactions between
users, items and entities capturing the complex relationships between them. To
do so, they extract all the paths that connect the user to an item in order to have
a relevance score for that item, which are then used as features in the recom-
mender algorithm. In more recent work [14], the authors propose a content-based
recommender based on a neighborhood-based graph kernel, which computes
semantic item similarities by matching their local neighborhood graphs.
In [21], we present a hybrid multistrategy book recommender system, where
we use stacking regression and rank aggregation to combine the results of mul-
tiple base recommenders. The features for the recommenders are generated
using the previously described RapidMiner LOD extension, from multiple LOD
sources. Another approach by Schmachtenberg et al. [24] uses background knowl-
edge from LinkedGeoData, to enhance a location-based recommendation system.
8 http://xmlns.com/foaf/spec/.
9 http://www.linkedmdb.org/.
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The features for the recommendation system were generated using the FeGeLOD
tool [18], the predecessor of the RapidMiner LOD extension.
Furthermore, several cross-domain recommender systems based on LOD data
have been proposed in the literature. Ferna´ndez-Tob´ıas et al. [7] proposed an
approach that uses DBpedia as a cross-domain knowledge source for building a
semantic network that links concepts from several domains. On such a semantic
network, which has the form of a directed acyclic graph, a weight spreading
activation algorithm [3] retrieves concepts in a target domain (music) that are
highly related to other input concepts in a source domain (points of interest).
The work is extended in [11,12] by finding richer semantic relations between
architecture and music concepts in DBpedia.
A similar LOD-enhanced graph-based approach is presented in [8,10]. The
approach is based on an enhanced spreading activation model that exploits
intrinsic links between entities across a number of data sources.
5 Conclusion
In this paper, we have proposed to derive weighted graphs from DBpedia, and
apply graph algorithms on it to retrieve item-based recommendations. We stud-
ied the usage of three different graph algorithms working on different subgraphs
of the DBpedia graph. Our approaches rely on (a) shortest paths, (b) a vari-
ant of PageRank with priors (K-Step Markov), and (c) the sum of all distinct,
connecting paths (WeightedNIPaths).
We find that in situations where the complete user feedback is available,
collaborative filtering outperforms all studied graph-based approaches. In con-
trast, in situations where user feedback is scarce – here: for making cross-domain
predictions – graph-based approaches are a reasonable way to build recommender
systems. This observation makes the approaches proposed in this paper an inter-
esting candidate for various settings. For example, in cold start situations, where
no ratings for new products exist (yet), they should be included in recommenda-
tions. Second, when trying to open new market segments for an existing customer
base, such methods can be helpful.
So far, we have considered only DBpedia as LOD source. In future work
we can explore the existing owl:sameAs links in DBpedia to build richer and
denser graphs from domain specific LOD sources, e.g., LinkedMDB10 for movies,
MusicBrainz11 for music, the British National Bibliography12 for books, etc. The
information retrieved from the domain specific LOD sources should be more
accurate and extensive, which should lead to better performance of the recom-
mender systems. Furthermore, when building the graphs only specific relations
were included, which we believed were the most relevant for the task. However,
the graphs may be built in unsupervised manner, i.e., including all properties
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approaches should still be able to make good recommendations on such graphs,
because we use IDF to weight the edges, i.e., the most relevant edges will have
a higher weight. This way, we would be able to apply the approaches on data
from any domain/s without the need for manual feature engineering.
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