In this paper is proposed a new heuristic approach belonging to the field of evolutionary Estimation of Distribution Algorithms (EDAs). EDAs builds a probability model and a set of solutions is sampled from the model which characterizes the distribution of such solutions. The main framework of the proposed method is an estimation of distribution algorithm, in which an adaptive Gibbs sampling is used to generate new promising solutions and, in combination with a local search strategy, it improves the individual solutions produced in each iteration.
Introduction
The inherent difficulty of global optimization problems lies in finding the very best minimum from a multitude of local minima. We consider the problem of finding the global minimum of the unconstrained continuous optimization problem min f (x) such that x ∈ Ω ⊂ n , where f (x) is a nonlinear function and x is a vector of continuous and bounded variables. A global minimization algorithm aims at finding the global minimizer x * of f (x) such that
Such an optimization problem arises in many practical fields of application, generally involving a large number of continuous variables, so there is a need for designing robust algorithms capable of solving problems with different characteristics within each field.
Random search is one of the pillars of most heuristic methods in global optimization. By introducing stochastic perturbations (e.g. the mutations in a genetic algorithm) it is possible to explore large regions of a landscape and potentially escape from local minima, resulting in the exploration of different local minima points. The optimal magnitude of this perturbation, in order to achieve a good balance between exploration and explotation, is a problem dependent task. In general, this dependency makes the parameters selection a major issue of heuristic algorithms design. In this paper we propose a Markov Chain Monte Carlo (MCMC) procedure that, in combination with a local search strategy, can find very competitive solutions to large global optimization problems in comparation with both deterministic and stochastic stablished methods. During execution, our algorithm adaptively determines adequate exploration and intensification rates. Due to the fact that the exploration stage is given by a clearly defined stochastic process, it is possible to have robust and meaningful control parameters.
In order to construct a global exploration strategy, the well known analogy between optimization problems and equilibrium in physical systems [14] is used. Consider a cost function f (x 1 , x 2 , ..., x n , ..., x N ). The probabilty density of a physical system at thermal equilibrium under the potential f is given by
where T is the temperature and k is the Boltzmann constant. At small values of the kT term, sampling from the equilibrium density will generate points close to the global optimum. However, if the kT term is too small, most of MCMC methods will suffer a large risk of getting trapped in local regions. This situation evidences the need for an accurate selection of the step size parameters, which dictate the amount of noise in the random search. A carefully tuned set of step size parameters for a given temperature may be not be appropriate for a different temperature.
Moreover, a logarithmic schedule should be imposed to avoid premature convergence [11] .
An attractive alternative to usual Metropolis-Hastings based approaches, as simulated annealing, is the use of Gibbs sampling. The main reason is that Gibbs sampling does not require the definition of any step size parameter and, in addition, the random search processes generated by it are capable of jumping large low probability regions [8] . Furthermore, convergence to the correct density is geometric under general conditions [5, 19] . Gibbs sampling, however, has the disadvantage that explicit expressions for the conditionals densities of interest are required.
These conditionals can be provided only for particular density shapes. This drawback has been recently addressed by the Stationary Fokker-Planck (SFP) sampler, which generalizes the Gibbs sampler for arbitrary densities, at the cost of using some gradient information [3] . The SFP method has already been applied to global optimization as an exploration mechanism [3, 4] . Here, a similar approach is followed, but having as improvement the fact that no gradient information is required. Our method is based on the "Metropolis within Gibbs" (MG) algorithm proposed in [1] . The simplicity of MG makes it easy to define intensification strategies and adaptive simulated annealing type cooling schedules.
The rest of the paper is organized as follows. In the next section adaptive Gibbs sampling is introduced. Section 3 presents some background information on the class of estimation of distribution optimization algorithms, to which our proposed algorithm belongs. Section 4 presents the estimation of distribution algorithm with the adaptive Gibbs sampling proposed in this paper. Sections 5 and 6 introduce a number of test problems and several comparative methods, respectively. In Section 7 the algorithm is empirically evaluated and the results are analyzed, while emphasizing those aspects that are more difficult to tackle for any global or local optimization method, namely the increase of dimensionality and the presence of very rough landscapes. Concluding remarks are given in the section 8.
Adaptive Gibbs (AG) Sampling
As mentioned before, the proposed method is based on the "Metropolis within Gibbs" (MG)
algorithm [1] . In the Gibbs sampler a Markov chain that converges to the density of interest p( x)
is constructed by sampling from the conditionals p(x n |{x j =n }). Simulating one value in turn for each individual variable from these conditionals is called one cycle of Gibbs sampling. Under general conditions, draws from this simulation algorithm will converge to the target density at a geometric rate [5, 19] . If it is not possible to directly sample from the conditionals, a solution is to incorporate a Metropolis type algorithm to simulate from each of them. These reasonings are the essential steps in the MG method. Following, candidate points for each variable are generated by
where Z is a standard normal variate and c n is a scale parameter. The candidate point will be accepted with probability
otherwise x t+1 n = x t n . Therefore, at sufficiently large values of the c n 's the acceptance rates should be low, and as the c n 's tend to zero, the acceptance rates will tend to 1. This feature permits not only to define cooling shedules, but more important, to give criteria for the exploration of the landscape at the single variable level.
We have chosen cooling schedules of the form
where c o n is a constant chosen so that initally the acceptance rates are close to zero. The variable τ represents the actual iteration number. At each iteration a number of G Gibbs cycles are performed.
Estimation of Distribution Algorithms (EDAs)
Estimation of distribution algorithms are evolutionary algorithms that work with a population of candidate solutions (individuals). Initially, a random sample of individuals is generated. These individuals are evaluated using a cost function, which evaluates how accurate each solution is for the problem. Based on this evaluation, a subset of individuals is selected. Hence, individuals with better cost function values have a bigger chance of being selected. A probabilistic model for the selected solutions is then built, and a new set of individuals is sampled from the model. This process is iterated until the optimal solution has been found or another termination criterion is fulfilled. EDAs replace the genetic operators of crossover and mutation by estimating and sampling a probability distribution [16] . Moreover, EDAs differ in the way the information is gathered during the optimization process, and later use this information to build probabilistic models, which are used in turn to generate new solutions. Algorithm 1 shows the pseudo-code of the algorithmic structure behind most EDAs. EDAs are a promising tool for solving hard optimization problems in both discrete and continuous spaces. There has been a growing interest for EDAs in the last years. It is out of the scope of this paper to describe the approaches taken to implement the ideas we have just described. For a comprehensive introduction to the field see the works of [13, 16, 18] .
Algorithm 1
General pseudocode framework for an EDA.
1: Given population size M .
2: Set t ⇐ 0. Generate M 0 individuals at random.
3: for t = 1, 2, ... until stopping criterion is met do 4: Evaluate individuals using the cost function.
5:
Select N < M individual according to selection methods.
6:
Estimate the distribution p t (x) of the selected set.
7:
Sampling M new individuals according to the distribution p t (x).
8:
Set t ⇐ t + 1. Based on the EDAs initial approach, we propose some modifications that result in a new method for unconstrained global optimization, which we call estimation of distribution algorithm with adaptive Gibbs sampling (AGEDA). In our approach, the way estimation and sampling are made is by means of the adaptive Gibbs sampling method described in section 2, where samples approximate the joint posterior distribution from the set of conditional posterior distributions.
The fully joint probability distribution characterizes the problem being solved. Thus, we use adaptive Gibbs sampling to generate a set of new potential individuals and, in combination with a local search strategy, improves the individual solutions produced in each iteration of the algorithm. The adequate use of both the local information of solutions found and the global information about the search space improves the performance of our method. Algorithm 2 shows the pseudo-code of the proposed AGEDA.
In Algorithm 2, for each adaptive Gibbs sampling we also have acceptance rates (c n 's). These acceptance rates adaptively determine both the adequate exploration of the landscape at the single variable level and the intensification strategy to improve the solutions. In steps 8 to 14 we replace the value of the n-th variable (x variables. We use the Nelder Mead method (described later) to improve the solution. These steps conform the intensification part of the algorithm. The parameters ε and β were empirically calibrated, so they are considered recommended parameters.
Test problems
In order to empirically evaluate the AGEDA algorithm, we selected some well known problems that act as performance tests for global optimization algorithms. These test problems were selected for testing the robustness of the AGEDA against stochastic and deterministic methods Generate M new individuals via adaptive Gibbs sampling (by using c n 's and x (best) t ).
7:
Evaluate individuals using the cost function and select the best individual x (best) t .
8:
for n = 1 to N do 9: if c n > ε then 10: Update c n by using equation 2.
11:
Replace the value of the n-th variable (x (best) n,t ) at random.
12:
end if
13:
Update c n by using equation 2.
14:
end for 15: if c n 's > β then 16: Improve the solution of the best individual x (best) t via local search strategy.
17:
18:
Set t ⇐ t + 1.
19: end while in three aspects that, even individually, decrease the performance of many global optimization algorithms, namely the increase in dimensionality, the multimodal function optimization and the optimization of nonsmooth functions. The selected test problems are now introduced.
Rosenbrock problem
The Rosenbrock function is a well known test problem for optimization algorithms. Figure 1 exhibits the Rosenbrock function for two variables, where it can be seen that the global minimum is inside a long, narrow, parabolic shaped flat valley. Finding the valley is a trivial task, but converge to the global minimum is diffult. For this reason, it has been reported in the literature as a very difficult task for stochastic heuristics [12] and is very well suited to study the behavior of the algorithms while increasing the problem dimension. The problem is defined as follows,
and has the known global solution x * = (1, ..., 1), for which the cost function value is zero.
Morse clusters
An important application for global optimization techniques is the minimization of potential energy structures, which is relevant in the study of proteins and nanomaterials. The Morse potential is an adequate model for several atomic clusters and gives a challenging benchmark for global optimization algorithms [10] . The model consists in an expression for the pairwise atomic interactions,
where r ij is the interatomic euclidean distance and ρ is a parameter that represents the equilibrium pair separation.
The problem is to minimize the potential energy of the N atom cluster,
Fitting to bulk data indicates that, by the Morse model, realistic predictions can be made
for clusters like C 6 0 (using ρ = 13.62), sodium (with ρ = 3.15) and nickel (ρ = 3.96), just to mention a few. The minimum energy configurations are of fundamental importance in addressing the chemical and physical properties of a given system.
Fractal function
One of the main interests in the development of heuristics is their use in problems for which an exact solution is not easily attainable. Functions with very rough landscapes are one of the most challenging problems for both exact and heuristic global optimization methods. Fractal function have strong similarities to real-world problems. Here, we consider at first instance a test problem with a fractal landscape introduced in [2] , parameters are used in all the experiments within this paper.
Comparative Algorithms
Having selected suitable performance test problems for evaluating the AGEDA algorithm robustness, the task was then to select competitors for every single test problem. For achieving this we picked some methods, both deterministic and stochastic, that have been proved to reach good-quality solutions in at least one of the test problems. The methods we selected for the comparative tests with AGEDA are presented below.
Stochastic methods
In order to compare the proposed AGEDA with population-based heuristic search methods, we considered three of the most popular strategies nowadays, namely Genetic Algorithms (GAs),
Particle Swarm Optimization (PSO) and Differential Evolution (DE). All three heuristics start with a set of randomly generated solutions (called individuals) which are updated throughout an iterative process using different mechanisms. GAs, PSO and DE methods have reported comparable results in highly complex problems such as some of the problems we used for evaluation in this work. Due to their proved performance, these techniques have been widely studied and, as a consecuence, there exist many versions of each of these strategies. To avoid biasing our study towards specific implementations, we consider the standard/basic versions of GAs, PSO and DE methods.
GAs:
The genetic algorithms are inspired from biological evolution, where solutions (chromosomes) are coded as binary vectors and new individuals are created or updated by a recombination of selected individuals and mutation rules. In this work we considered 1 the canonical genetic algorithm with roulette wheel selection, one-point cross-over and a standard mutation procedure, see [9] for details.
PSO:
A particle swarm optimization is inspired by the behavior of biological societies, such as flocks of birds and shoals of fishes, which present local and social behavior for achieving common goals [6] . Solutions are coded as numerical vectors (particles) and they are updated by combining information from global and local solutions that are found during the search process. 1 We used the Matlab R GAs toolbox implementation.
For the comparison we implemented 2 the standard PSO algorithm with adaptive inertia weight, which is one of the most used improvements of PSO for enhancing the rate of convergence of the algorithm [21] .
DE:
The differential evolution is the newest population-based heuristic that we consider for the experimental comparison. In DE solutions are updated by combining existing solutions and adding randomness into this combination. The update of solutions is defined by simple rules for selection, cross-over and mutation. In this paper we considered 3 the basic DE algorithm as described in [22] .
Deterministic Methods
In addition to stochastic methods, we considered two classical deterministic algorithms that have
shown their capabilities to achieve good-quality solutions when implementing them to solve large optimization problems, namely, the Nelder-Mead (NMM) method and the Conjugate Gradients Algorithm (CGA).
NMM:
The Nelder Mead method is a simplex method for finding a local minimum of a function of several variables that has been devised by Nelder and Mead [17] . The NMM requires only function evaluations, not derivatives. In the N -dimensional space, a simplex is a polyhedron with N + 1 points (or vertices). We chose the N + 1 points and defined an initial simplex. The method iteratively updates the worst point by four operations: reflection, expansion, one-dimensional contraction and multiple contraction. The NMM uses a small number of function evaluations per iteration and it is one of the most widely used direct search methods for multidimensional nonlinear optimization problems that have a unique optimal solution. A big disadvantage of the NMM is that it can converge to non-stationary points [15] . For the experimental comparison we used the package neldermead available in the CRAN packages repositories 4 .
CGA:
The conjugate gradient method is an algorithm for finding the nearest local minimum of a function of n variables which presupposes that the gradient of the function can be computed.
It uses conjugate directions instead of the local gradient for going downhill [7] . The CGA combines the information from all previous directions in such a way as to create a subsequent search direction that is independent (or conjugated) to all previous directions. For the experimental comparison we used the package Rcgmin available in the CRAN packages repositories.
Experimental results
In this section we evaluate the AGEDA performance to solve several well known test problems for unconstrained global optimization. These test problems were selected for testing the robustness of the AGEDA against stochastic and deterministic methods in three aspects that individually , which is set to 500,000 for all experiments in this paper. Furthermore, we make use of statistics to validate the results of our empirical evaluation and we present a ranking for comparing the overall performance of each algorithm when applying them to the selected test problems.
Rosenbrock problem
Given that the optimal cost function value for the Rosenbrock problem is zero, we consider as the main stopping criterion reaching a cost function value of 0.001 or lower. Defining such threshold for acceptable solutions is necessary as we are dealing with heuristic search methods that do not guarantee obtaining the global optimum (at least for a finite number of iterations). Tables 1 and 2 
Morse clusters
For the Morse clusters problem we allow the methods under evaluation to run until either their own default stopping criterion is met (related to a number of successive iterations with no improvement in the solution) or the maximum number of function evaluations is reached. For the comparisons we have set the following error function
where f (x * ) is the putative known global optima and f (x) is the average values of the objective function.
The putative global optima for each of the considered clusters are given in Tables 3 and 4 .
Despite the fact that very effective heuristics for Morse cluster optimization exist [10] , they are particularly designed for this problem; while our interest in this paper is on the development of a general purpose method. Tables 3 and 4 show both the average value of the cost function and the average number of cost function evaluations needed by every algorithm when applyed to the Morse clusters problem while varying the problem dimensionality. It is important to point out that N denotes the number of atoms to clusterize in a three-dimensional space, so the real problem size is 
Fractal function
When solving the nonsmooth fractal function, we have adopted similar stopping criteria as those considered in the Morse cluster problem: the method stops either when its own default stopping criterion is met or when the maximum number of function evaluations is reached. Tables 5 and 6 
Ranking comparison
In order to illustrate the overall performance of each algorithm with respect to the others, we have constructed a simple ranking by taking into consideration the information shown in Tables   1 to 6 . The best function value has a rank 1, the second best function value has a rank 2 and so on, until the worst method has a rank 6. Tables 7 to 10 show the rank information for the Rosenbrock, the Morse clusters and the fractal problem, respectively. In each one of these Tables, the rows exhibit the comparative methods while the columns are related to the problem dimension. On this form, each element of the Table from columns 5 to 55 corresponds to the rank given to a specific method for that dimension, according to its performance when compared to the other methods. The lower the rank, the better the performance of the method.
Column R-Sum shows the sum of the ranks per method. Finally, the R-Rank column introduces the rank of the R-Sum column, which is an indicative of the overall performance for a given method in all dimensions for the solved problem. The overall performance is introduced in Table 10 . The column R-Sum exhibits the sum of ranks obtained in columns R-Rank for all the problems. The Rank column is the overall rank, among all test problems. From this column,
we can see that AGEDA obtained the best rank across the different problems and dimensions, fact that illustrates the robustness of our method while increasing the dimensionality, and when optimizing multimodal and nonsmooth functions. Despite the fact that other methods, such as CGA, outperformed the AGEDA in one problem, AGEDA achieved consistently a good performance across the different tasks. this case) are significantly different, and so they come from different populations. Such a result will indicate that two methods are not likely to produce equal quality solutions. On the other hand, we could construct and compare the means confidence intervals to infer how close are the solutions qualities of two methods. The Welch's t test is performed under the assumption of normality. We use the samples (the five independent runs) of the solutions obtained by the three best methods for each problem of the highest dimension (N = 55) for the statistical tests. GNU R was used for this statistical significance study.
The normality of the samples distribution is checked by using the Shapiro-Wilk test. Table   11 shows both the W statistic and the p-values computed. The null hypothesis for this test is that the data is normally distributed. The Rosenbrock problem is significant with a level of significance α = 0.01 (W critical = 0.6859). The Morse and Fractal problem are significant with a level of significance α = 0.05 (W critical = 0.7620). One would accept the null hypothesis, concluding that there is no information to discard normality in the data. we stand for the difference between means predicted by the confidence interval.
For the Rosenbrock problem, the difference between the means of CGA (best method) against AGEDA seems to be smaller than the difference between the means of PSO (2nd best method) against AGEDA. Moreover, for the Morse cluster problem, the difference between the means of NMM (best method)against AGEDA is much smaller than the difference between the means of GA (2nd best) against AGEDA. Finally, for the Fractal problem, the difference between the means of GA (best method) against AGEDA is smaller than the difference between the means of DE (2nd best) against AGEDA. These results indicate that, on average, AGEDA's solutions are the closest to the solutions provided by the best performance algorithm in each of the three test problems at the highest dimension. None of the other algorithms share this property. Therefore, we conclude that there is strong evidence indicating that AGEDA is a robust approach for difficult high dimensional unconstrained global optimization tasks. We have evaluated the performance of our method against deterministic and stochastic algorithms that are commonly employed for solving challenging well known test problems. For the selection of the test problems, we have focussed in problems that involve three central aspects that mainly determine the difficulty of global optimization problems, namely high-dimensionality, multi-modality and non-smoothness. For the selection of the comparative algorithms, we have considered three of the most popular heuristic strategies nowadays, namely Genetic Algorithms (GAs), Particle Swarm Optimization (PSO) and Differential Evolution (DE), and two classical deterministic algorithms that have shown their capabilities to achieve good-quality solutions when implementing them to solve large optimization problems, namely, the Nelder-Mead (NMM) method and the Conjugate Gradients Algorithm (CGA).
Experimental results show that our approach is statistically robust, as it is capable of finding reasonable quality solutions for problems involving a high dimensionality, a nonsmooth function and a function with multiple local optimas, which are three critical aspects that define the difficulty of a global optimization problem. By robust we refer to the fact that, on average, AGEDA performs better than other methods in high dimensional problems, as it achieves high quality solutions for all the test problems.
In the future, we will extend theses performance comparisons against other methods in the state-of-the-art for unconstrained global optimization, and we will extend the AGEDA approach to execute in parallel computing. For the AGEDA parallel approach, we will study problems with larger dimensions than provided here, which conform a more challenger test for our method and other heuristics.
