Siamese trackers learn the appearance model of the target in the first frame and then exploit the model to locate the target in the subsequent frames. Meanwhile, the appearance model remains unchanged in the subsequent frames. Due to the powerful feature extraction capability of the deep convolutional neural networks, Siamese trackers achieve advanced performance. However, due to the non-update of the appearance model and the changing appearance of the target, the problem of tracking drift occurs frequently, especially in the background clutters scenarios. In order to tackle this issue, we propose a motion model and a discriminative model. Firstly, the motion model of the target is constructed to determine whether the tracking drift occurs or not since the position of the target predicted by the motion model is smooth in timing but the position of the target predicted by the Siamese tracker may be not smooth. In this case, the temporal information is utilized to supplement the Siamese tracker which only employs the spatial information. Secondly, the discriminative model is learned to determine the final position of the target when the tracking drift happens. Finally, a flexible model update strategy of the discriminative model is presented. In order to demonstrate the generality of the proposed method, we apply it for two famous Siamese trackers, SiamFC and SiamRPN_DW. Extensive experiments on OTB2013, OTB2015, VOT2016, VOT2019 and GOT-10k benchmarks demonstrate that the proposed trackers outperform the baseline trackers and achieve the stateof-the-art performance, especially in the background clutters scenarios. To the best of our knowledge, we are the first time to propose motion guided Siamese trackers. Moreover, We can release our code to encourage more researches in this direction.
I. INTRODUCTION
Visual tracking is a research hotpot in the field of computer vision due to its wide application scenarios, ranging from surveillance, augmented reality, autonomous driving [1] , to robotics [2] . A typical scenario for visual tracking is to track a generic object specified by a bounding box at the beginning of the tracking. Although the great progress has been made in the past decades, various challenges remain, similarity comparison [8] or regression [9] . However, outstanding performance has not yet been achieved in the tracking fashion of similarity comparison and regression due to its inherent defect [8] , [9] . In this case, after the Siamese network, convolution was exploited to achieve more accurate tracking and obtain the response map in SiamFC tracker [46] . The position of the target was determined via locating the maximum value of the response map. Based on SiamFC, a SiamRPN tracker was proposed in [11] . The Up-Channel Cross Correlation layer [11] and the region proposal network [11] were introduced after the Siamese network, and then classification and regression were performed to locate the target, which makes the tracker more robust to scale variation and deformation. Later, based on SiamRPN, the SiamRPN_DW tracker [12] replaced the Up-Channel Cross Correlation [11] with the depthwise correlation [12] . Meanwhile, more deeper convolutional neural networks [13] have been introduced in the SiamRPN++ tracker [12] . Moreover, comparing with the SiamRPN tracker, a faster speed and superior performance was achieved in the SiamRPN_DW tracker.
Although the above Siamese trackers have achieved excellent performance, especially on the balance between accuracy and speed, there still exist drawbacks. Firstly, as shown in Fig. 1 , the tracking drift occurs easily since the target template of Siamese trackers is fixed as the appearance model of the target which is learned in the first frame but the appearance of the target always changes in the subsequent frames. Moreover, the tracking drift happens frequently in the background clutters scenarios, i.e. there are similar objects or texture around the target [3] . Secondly, only the spatial features are employed for visual tracking in the Siamese trackers, and the useful temporal features are disgusted.
In order to overcome the above drawbacks, in this paper, a motion model and a discriminative model are proposed to supplement Siamese trackers. Firstly, a Siamese tracker is chosen as the baseline tracker and is exploited to estimate the position of the target in the subsequent frames. Secondly, the motion model of the target is constructed by exploiting a Kalman filter. The motion model can predict the position of the target in the subsequent frames. In this case, we can judge whether the tracking drift happens or not by computing the Intersection Over Union (IOU) of the predicted target's positions of the motion model and the predicted target's positions of the Siamese tracker, since the position of the target predicted by the motion model is smooth in timing but the target's position predicted by the Siamese tracker may be not. Finally, if the tracking drift happens, the discriminative model of the target is learned by using the Discriminative Correlation Filter (DCF) which is trained on the ground-truth sample in the first frame. Then, we compute the cross-correlation between the discriminative model and the search region estimated by the Siamese tracker and that estimated by the motion model. The final predicted position of the target is determined via comparing the computed cross-correlation outputs. If the maximal cross-correlation value between the discriminative model and the search region estimated by the Siamese tracker is larger than the maximal cross-correlation value between the discriminative model and the search region estimated by the motion model, the final predicted position of the target is the position estimated by the former. Otherwise it is the position estimated by the latter. Moreover, in order to maintain the background inhibition capability of the discriminative model, the discriminative model of the target is updated by linearly combining with the accumulated discriminative model in the previous frame. And the discriminative model is not updated if the tracking drift happens.
The main contributions of our work are summarized as follows:
1) A motion model of the target is constructed by exploiting a Kalman filter. Then, we can determine whether the tracking drift happens or not since the position of the target predicted by the motion model is smooth in timing but the target's position predicted by the Siamese tracker may be not. In this case, the temporal information is utilized to supplement the Siamese tracker which only employs the spatial information. 2) A discriminative model is learned by using the DCF trained on the ground-truth sample in the first frame.
Then, the discriminative model is used to determine the final position of the target when the tracking drift happens. Meanwhile, a novel model update strategy of the discriminative model is proposed for the robust tracking. 3) Extensive experiments on OTB2013, OTB2015, VOT2016, VOT2019 and GOT-10k benchmarks demonstrate that the proposed method is effective and can achieve the state-of-the-art performance, especially in the background clutters scenarios. Moreover, the successful improvement on two baseline trackers, SiamFC and SiamRPN_DW, shows the generality of the proposed method. The rest of this paper is organized as follows. The related works for the Siamese trackers and the DCF based trackers are introduced in Section II, and the motion guided trackers are also discussed in this section. The details of our work are presented in Section III. Section IV introduces five famous visual tracking benchmarks, namely, OTB2013, OTB2015, VOT2016, VOT2019 and GOT-10k benchmarks. Moreover, the complete experiments and analyses base on this benchmark are also presented in this section. Finally, this paper is concluded in Section V.
II. RELATED WORK
In this section, we introduce the related works focused on Siamese trackers and DCF-based trackers. Moreover, motion guided trackers are also introduced.
A. SIAMESE TRACKERS
Siamese networks consist of two subnetworks with the same network architecture and the shared weights. It was first described in [14] for signature verification. Later, due to the special characteristics of Siamese networks, the similarity learning with deep convolutional networks is usually solved by using Siamese networks, especially in the field of computer vision, such as face verification [15] - [17] , groundto-aerial image matching [18] , keypoint descriptor learning [19] , [20] , and stereo matching [21] . Inspired by the above works, Tao et al. [8] firstly proposed a tracking algorithm, named SINT tracker, which exploited Siamese network for visual tracking. The Siamese network was used to extract the spatial features of the target template and the proposed candidates. Meanwhile, optical flow and bounding box regression were introduced. And then, the matching function which has learned off-line was utilized to get the candidate that is the most similar to the predicted target. Almost at the same time, two more elegant and robust trackers, GOTURN [9] and SiamFC [46] , were proposed. Similar to the SINT tracker, the Siamese network was exploited to extract the spatial features. But they adopted a regressive and a fully-convolutional architecture, respectively. Moreover, the training and the evaluation of the GOTURN tracker and the SiamFC tracker were in an end-to-end manner.
Later, a lot of works have been done based on SiamFC. A twofold Siamese network consisted of an appearance branch and a semantic branch was proposed in [23] . Zhang et al. [24] presented a local structure learning method which considers the local patterns of the target and the structural relationships of these local patterns. In this way, the tracker is robust to partial occlusion and deformation. In order to extract an expressive convolutional feature for visual tracking, Dong et.al attempted to use a novel triplet loss as the optimization function for visual tracking and achieved a superior performance comparing with the baseline Siamese tracker. Wang et al. [22] integrated an attention module into the target template branch and achieved discriminative target template features. In the above trackers, the target template was fixed as the appearance model of the target which was specified in the first frame of the tracking video. However, the fixed target template makes the tracker easy to occur tracking drift, especially in the background clutters scenarios. In this case, a fast transformation learning model [26] was presented to update the target template. Recently, a convolutional gated recurrent unit (ConvGRU) was proposed to update the target template due to its ability to model the appearance model of the target in different times [27] . Although the above methods updated the target template in times and achieved a better performance, the follow-up researches still tend to use the fixed target template due to the poor generalization of these target template update methods. Li et al. [11] exploited Siamese network to extract convolutional features, and then used the up-channel correlation [11] and the region proposal network [28] to estimate the position and the scale of the target. Moreover, the target template was fixed in [11] . Later, based on [11] , Zhu et al. [29] introduced a distractor-aware module and a long-term tracking strategy to achieve a better performance compared with the baseline SiamRPN tracker. A deeper and wider convolutional neural network was introduced for visual tracking in [30] , which improved the robustness and the accuracy. Recently, based on SiamRPN tracker, Li et al. [12] proposed a new algorithm, named Siamrpn_DW, which replaces the up-channel correlation with the depthwise correlation. Meanwhile, a deep convolutional network [13] was introduced to learn more discriminative features and achieved the state-of-the-art results in [12] . In this paper, we propose a new framework to exploit a Siamese tracker for tracking. The proposed method can deal with the tracking drift problem well, especially in the background clutters scenarios. Moreover, the proposed method has a good generalization.
B. DCF-BASED TRACKERS
The DCF based trackers construct a discriminative model of the target by using a DCF trained on the target template image which is selected in the first frame. Then, the discriminative model is correlated with the search image in the next frame. The position of the maximum value in the correlation output is the final estimated position of the target. The pioneering study of the DCF-based tracker is [40] . Bolme et al. [40] utilized a minimum output sum of squared error (MOSSE) filter to produce a stable correlation filter and then exploited the gray features for visual tracking. The MOSSE tracker has achieved a great performance in terms of both the tracking accuracy and the tracking speed which are important for the trackers in the practical applications. Therefore, a lot of works have been done on the DCF based trackers. In [41] , a circulant structure produced by a base image sample was proposed for an efficient tracking. Later, a novel color feature was employed to replace the gray features for an accurate and robust tracking in [42] . The above methods cannot deal with the problem of scale variation. Therefore, Danelljan et al. [44] proposed a scale correlation filter to deal with the scale change problem. A kernelized correlation filter and multi-channel features were exploited for accurate tracking in [45] . Based on [45] , histogram of oriented gridients (HOG) and color features were utilized in [43] , [46] .
The two trackers achieved good performance even in the target deformation scenarios. Due to the circulant structure of the based sample, boundary effects were introduced in the above tracking methods. In order to reduce the boundary effects, spatially regularized discriminative correlation filters (SRDCF) [49] was proposed to deal with the unwanted boundary effects. Based on [49] , an adaptive decontamination of the training set method was proposed in [50] and made the tracker more accurate and effective. Later, based on [49] , convolutional features from a pre-trained Convolutional Neural Network (CNN) was exploited to replace the hand-crafted features in [51] . Moreover, a proncipal component analysis (PCA) was employed to reduce the feature dimensionality of the extracted features. And then a spatial-temporal regularized correlation filters (STRCF) was proposed in [52] . Meanwhile, an algorithm exploited the low-level and the high-level feature maps of the pre-trained CNNs was proposed in [53] . In [51] and [53] , the low-level and the high-level feature maps constructed multiple DCFs and then integrated these DCFs through explicit re-sampling and linear weights. In order to integrate these multi-resolution feature maps naturally, Danelljan et al. [54] , [55] mapped the feature maps with different resolutions into the continuous space and then performed convolutions in the continuous domain. In this way, the estimated position of the target was obtained as a continuous function which is more accurate. Based on [54] , the channel and spatial reliability maps were introduced to the DCF tracker in the CSR-DCF tracker [56] . There are some works that proposed novel methods to train and evaluate the tracking algorithms in an end-to-end fashion. Please refer to [57] and [58] for details. In this paper, CSR-DCF is exploited to construct a discriminative model to determine the final position of the target when the tracking drift happens.
C. MOTION GUIDED TRACKERS
Most existing trackers exploited hand-crafted features or deep convolutional features [17] - [32] , [32] - [34] . These methods employ spatial information but ignore temporal information, which is counterintuitive. In this case, some works have been done to utilize the spatial-temporal information for visual tracking. A Kalman filter was used to construct the motion model of the target in [31] . Combining with the template matching method in [31] , the tracker was robust to the disappearance of moving objects. However, the performance of the tracker is poor due to the poor capacity of Kalman filter and the template matching method. The Kalman filter was also exploited to construct a motion model in the Multi-object tracking algorithm [35] . A data-driven motion model learned from deep recurrent reinforcement learning was proposed in [36] . However, the motion model was used to formulate the object tracking as an action-decision problem in reinforcement learning. It didn't take advantage of the motion information of the target. Recently, some works have been focused on visual tracking with optical flow. In [37] , deep RGB features extracted from deep neural convolutional networks and motion features learned from optical flow networks were integrated as the spatial-temporal features for visual tracking. DCF-based trackers only consider the appearance features and neglect the motion information. Therefore, Zhu et al. [38] proposed the FlowTrack tracker, which exploits the flow information to guide the features aggregation. And then, the aggregated features were utilized by the DCF for visual tracking. However, the optical flow estimation is computationally expensive and very slow. Moreover, only the motion information in consecutive frames is learned in the optical flow method. Therefore, in this paper, a Kalman filter is employed to model the motion information of the target. The motion model predicts the position of the target and the predicted positions of the target are smooth in timing. In this case, the motion model can be used to determine whether tracking drift happens. In order to compensate the weak motion estimability of the Kalman filter, the powerful discriminator -CSR-DCF is employed to construct a discriminative model to locate the target accurately.
III. OUR PROPOSED METHOD
As shown in Fig. 2 , the overview of our visual object tracking algorithm is presented. In this section, the details of our method are introduced.
A. SIAMESE TRACKERS
Siamese trackers employ Siamese convolutional neural networks to extract the appearance features of the target template patch and the search patch. The target template patch is cropped centering on the central position of the target in the first frame with size A × A. The size of the target patch is defined as
where p = w+h 2 ; w and h mean the width and the height of the target's bounding box, respectively. It is resized to 127 × 127, afterwards. As for the search patch, it is cropped centering on the central position of the target in the current frame with double the size of the target template patch. Then, It is resized to 255 × 255.
Then, the Siamese convolutional neural network is exploited to extract the appearance features of the target template patch and the appearance features of the search patch. The features of the target template patch and the features of the search patch are used for tracking. The common method for visual object tracking is similarity learning, which is given as
where x and z are the target template patch and the search patch, respectively. ϕ is the transformation function encoding by Siamese networks. ϕ (x) denotes the appearance features of the target template patch, and ϕ (z) is the appearance features of the search patch. The function g is a similarity metric. The general form of Siamese trackers is described above. In this paper, we introduce two baseline Siamese trackers, SiamFC and SiamRPN_DW. The SiamFC represents the classic Siamese tracker and the SiamRPN_DW represents the advanced Siamese tracker. They are very representative in the community of Siamese trackers and can reflect the generalization of the proposed method.
As described above, the SiamFC tracker utilizes Siamese network to extract the features of the target template patch and the search patch, and then use the fully-convolutional operation to compute the similarity between the target template patch and the search patch. As shown in eq. (2), the similarity metric g is simply inner product in the SiamFC. Therefore, the similarity between the target template patch and the search patch is a single channel response map and defined as
where * denotes the cross-correlation operation. Then the estimated position of the target is predicted as
where p is the central position of the target. The same as SiamFC, a Siamese network is exploited to extract the features of the target template patch and the search patch. Different from the SiamFC, in the SiamRPN_DW, the Depthwise Cross Correlation (DW-Corr) and the RPN are employed to estimate the position of the target. Specifically, the appearance features of the target template patch ϕ (x) and the appearance features of the search patch ϕ (z) input to a conv-bn block and achieve the adjusted features that suit for tracking. And then, between the target template patch features and the search patch features, the DW-Corr is used to do the correlation operation channel by channel. In order to fuse the features in the different output channels of the DW-Corr operation, a conv-bn-relu block is exploited. Overview of the baseline Siamese trackers, the left is SiamFC [46] tracker and the right is SiamRPN_DW [12] tracker. DW means depthwise correlation. R represents response map.
Finally, a convolutional operation is appended to achieve the foreground-background classification and the proposal refinement. Please refer to [11] , [12] for more details. In order to distinguish the differences between the SiamFC tracker and the SiamRPN_DW tracker explicitly, the procedure of the SiamFC tracker and the SiamRPN_DW tracker are illustrated in Fig. 3 . As shown in Fig. 2 , the predicted position of the target is (x s , y s , w s , h s ), where (x s , y s ) is the central point of the target in the image coordinate system; w s and w s are the width and the height of the target, respectively.
B. THE MOTION MODEL
In the last subsection, Siamese trackers utilize spatial information to do tracking and achieve good performance. However, it is easy to happen tracking drift due to the non-update of the appearance model and the changing appearance of the target. Moreover, we cannot recognize if the tracking drift happens. Therefore, in this subsection, the motion model of the target is constructed by employing a Kalman filter. And then, the motion model is exploited to estimate the position of the target in each frame. The position of the target predicted by the motion model is smooth in times. In this way, we can judge whether the tracking drift happens or not via computing the IOU of the predicted target's positions which are estimated by the motion model and the Siamese tracker. In order to construct the motion model of the target, the process and measurement equations of the Kalman filter are given as
where F is the state transition matrix; B is the control matrix;
x k−1 is the state vector at the current state (at time k − 1); x k is the state vector at the next state (at time k); z k is the observation (or measurement) state vector at the next state(at time k); H is the observation matrix; q k is the process noise, and r k is the observation noise. The above equations are the prediction functions of the Kalman filter, and we also need the update equations to update the state vectors of the Kalman filter. Therefore, the overall procedure of the Kalman filter is given as
where − and + superscripts denote a priori and a posteriori estimates, respectively; P is the covariance matrix of the state vector x; K is the Kalman gain; k and k − 1 are the frame number of the tracking videos; z is the measurement vector. For more details, please refer to [39] . In order to construct the motion model of the target, the state of the target is needed, which is described as
where u is the horizontal pixel location of the centre of the target; v is the vertical pixel location of the centre of the target; a is the area of the target's bounding box, and r is the aspect ratio of the target's bounding box.u,v andȧ are their corresponding control variables.
As described above, we can construct a motion model for the target via employing a Kalman filter, and then the motion model is employed to determine whether the tracking drift happens or not. Firstly, the labeled ground-truth position of the target in the first frame, i.e. (x 0 , y 0 , w 0 , h 0 ), is utilized to update the motion model of the target. Then, the motion model is exploited to predict the position of the target in the subsequent frames. The predicted position of the target is represented as (x k , y k , w k , h k ). Secondly, we calculate the IOU of (x s , y s , w s , h s ) and (x k , y k , w k , h k ). If the IOU value is larger than the threshold ε, the final predicted position of the target is the target's position predicted by the Siamese tracker, i.e. (x s , y s , w s , h s ). Otherwise, we can determine that the tracking drift happens.
C. THE DISCRIMINATIVE MODEL
The discriminative model of the target is learned by using the DCF trained on the ground-truth sample in the first frame. Then, the discriminative model is corrected with the search features extracted from the next frames and the correlation response map is achieved. The position of the maximum value in the correlation response map is the predicted position of the target. Specifically, the discriminative model h is learned through minimizing the sum of the squared error between the correlative response map and the expected regression response map y. The correlative response map is computed via correlating the discriminative model with the search features x. The optimization function is given as
where T represents the Hermitian transpose operator and λ is the regularization parameter for avoiding over-fitting. The minimization of eq. (13) has a simple closed-form solution through making the complex gradient of eq. (12) equal to 0. Therefore, we can achieve the discriminative model of the target which is given as
where H is the Hermitian transpose operator; X is the search features, and X H is the Hermitian transpose of X . Moreover, cyclic shifts of the base sample can be used to simplify the closed-form solution given by eq. (14), given aŝ
where the symbol † is the complex-conjugate operator; ∧ represents discrete fourier transform (DFT), and the operation denotes the Hadamard product. In order to track object accurately and stably, the update of the target's discriminative model is necessary. Based on eqs. (13) -(15), the functions which are exploited to update the discriminative model are given as
where t denotes the frame index and β represents the learning rate of the update function. Moreover, when we achieve the discriminative model of the target and extract the search feature s from the next frame, we can calculate the correlation response map by
where F −1 represents the inverse fast fourier transform (IDFT). And then the predicted position of the target can be achieved through computing the position of the maximum value in the correlation response map. In this paper, a CSR-DCF is employed to construct the discriminative model of the target and then is exploited to estimate the position of the target when tracking drift happens. Like eq. (13), the optimization function of the CSR-DCF is given
whereÎ denotes the complex Lagrange multiplier; λ and µ are the regularization parameters; m is the spatial reliability map; h m is the discriminative correlation filter with spatial reliability which is defined as h m = m h, and h c is the dual variable of h m which is defined as hc − m h ≡ 0. In interest of notation clarity, we consider only a single channel. Eq. (20) can be iteratively minimized by the method which is proposed in [59] . The sub-problems at each iterations are given as
and the complex Lagrange multiplier is updated aŝ
As described above, we can achieve the closed-form solution of eq. (20) aŝ
where D is the magnitude of the discrete Fourier transform matrix and µ i+1 = βµ. Please refer to [56] for details. As described in the last subsection, when the tracking drift happens, there are two candidate bounding boxes, i.e. (x s , y s , w s , h s ) and (x k , y k , w k , h k ). In this case, the CSR-DCF is employed to construct the discriminative model of the target and then is utilized to determine the final estimated position of the target. Therefore, we compute the maximum value of the correlation response map which is given as
where s s is the search features extracted from the search image patch centering on (x s , y s , w s , h s ); v s is the maximum value of the corresponding correlation response map; s k is the search features extracted from the search image patch centering on (x k , y k , w k , h k ); v k is the maximum value of the corresponding correlation response map. If v s > v k , we determine the final predicted position of the target via eq. (26). Otherwise, the final predicted position of the target is determined by eq. (26).
D. SUMMARIZATION OF OUR METHOD
As shown in Fig. 2 , first of all, the target template patch and the search patch are input to the baseline Siamese tracker, and then achieve the estimated position of the target in current frame of the tracking video, i.e. (x s , y s , w s , h s ). Meanwhile, we initialize the motion model of the target through eqs. (7) -(11), and the initial value is the labeled ground-truth position of the target in the first frame of the tracking video, i.e. (x 0 , y 0 , w 0 , h 0 ). As shown in eq. (12), the form of the initial value (x 0 , y 0 , w 0 , h 0 ) needs to convert to (u, v, a, r) . The modeled target's motion model is employed to predict the position of the target in the current frame of tracking video. The position of the target predicted by the motion model Table 1 .
IV. EXPERIMENTS A. DATASETS
In order to verify the efficiency of the proposed method, we evaluate our method on the famous OTB2013 [3] , the OTB2015 [4] , the VOT2016 [5] , the VOT2019 [6] and the GOT-10k [7] tracking benchmarks. OTB2013 contains 50 fully annotated video sequences that are collected from general tracking scenarios. OTB2015 expands the video sequences in OTB2013 and contains a total of 100 fully annotated video sequences. Moreover, various attributes have been labeled in the videos of the OTB2013 and the OTB2015 datasets. VOT2016 dataset is first proposed in the VOT2016 challenge, and it is also the benchmark of the challenge. It contains 60 fully annotated video sequences. VOT2019 is the newest VOT benchmark for the VOT2019 challenge. The VOT2019 dataset also contains 60 video sequences, but it removes some easy videos and introduces some challenging videos. GOT-10k is by far the richest motion trajectory dataset and it has 180 test video sequences. For more details, please refer to [3] - [7] .
B. EVALUATION METRICS
The evaluation of the OTB2013 and the OTB2015 benchmark is based on the two popular metrics: precision and success plot. The precision plot aims to evaluate the performance of the tracking algorithm by computing the percentage of the frames in which the Euclidean distance between the estimated center locations of the target and the manually labeled ground-truth center location under a given threshold. In OTB2013 and OTB2015, the threshold is set as 20 pixels. However, the center location error does not reflect the size and the scale accuracy of the target. In this case, the success plot aims to compute the overlap ratio between the estimated bounding boxes of the targets with the manually labeled ground-truth bounding boxes of all frames that is used to supply their deficiency. Therefore, in order to compare our method with others, we report the average Euclidean distance at 20 pixels in the precision plots and the area under curve (AUC) score of the success plots with each tracking algorithm. The evaluation of the VOT2016 and the VOT2019 benchmark is based on the two aspects: robustness and accuracy, which are different from the OTB benchmark. The robustness denotes the failure times and the accuracy denotes the average overlap ratio between the ground truths and the estimated results. And expected average overlap (EAO) is exploited for the overall performance ranking. As for the GOT-10k dataset, it utilizes average overlap (AO) and success rate (SR) as the evaluation metrics. The AO of a tracker is measured via computing the average of overlaps between all groundtruth and predicted bounding boxes. And the SR is measured via computing the percentage of successfully tracked frames where the overlaps exceed a threshold (e.g., 0.5 and 0.75). The AO is exploited for the overall performance ranking. For more details, please refer to [3]- [7] .
C. IMPLEMENTATION DETAILS
The proposed method is implemented in python with PyTorch library. As shown in Table 1 , the hyper-parameter ε and β are the IOU thresholds and are set as 0.7 and 0.6, respectively. The weight value λ equals to 0.05. All of our experiments are implemented on a PC with an Intel Core i7-6700 at 3.4GHz and a single Nvidia GTX 1080. 
D. PERFORMANCE EVALUATION 1) COMPARISON WITH THE BASELINE TRACKERS
In order to show the good generalization of our method, we integrate our method into the classic Siamese tracker, SiamFC [46] and the advanced Siamese tracker, SiamRPN_ DW [12] . The algorithm that combines our ideas with SiamFC is called as SiamFC_KF_CF. And the algorithm that combines our ideas with SiamRPN_DW is called as SiamRPN_DW_KF_CF. We compare the performance of the proposed trackers with the baseline Siamese trackers, namely, the performance of SiamFC, SiamRPN_DW, SiamFC_DW_CF, and SiamRPN_DW_CF. As shown in Fig. 4 and Fig. 5 , we compare these trackers in OTB2013 and OTB2015 datasets. The success plot and precision plot show that the proposed methods are high effective. In OTB2013, SiamFC_KF_CF has a 86.0% distance precision rate at the threshold 20 and 63.9% AUC score in the success plot, which outperforms the baseline tracker -SiamFC by 7.1% and 6.3%, respectively. Moreover, it's even better than the latest advanced tracking algorithm -SiamRPN_DW in the precision plot. Similarly to SiamFC_KF_CF, SiamRPN_DW_KF_CF also achieves better performance comparing with the baseline SiamRPN_DW tracker. It outperforms the baseline SiamRPN_DW tracker by 5.0% and 4.3% in the precision plot and the success plot, respectively. The performance of the proposed trackers and the baseline trackers in OTB2015 is given in Fig. 5 . It demonstrates the same situation as OTB2013. The proposed method employs the Kalman filter and the DCF which makes it more robust to the background clutters scenarios. In this case, we also compare the proposed trackers with the baseline trackers in the background clutters scenarios [4] . As shown in Fig. 6 , SiamFC_KF_CF outperforms the baseline SiamFC tracker by 5.6% and 5.3% in the precision plot and the success plot, respectively. SiamRPN_DW_KF_CF outperforms the baseline SiamRPN_DW tracker by 11.1% and 10.8% in the precision plot and the success plot, respectively. The above results show that the proposed method indeed plays a large part in visual tracking, especially in the background clutters scenarios. Moreover, we also compare the proposed trackers with the baseline trackers on the VOT2016, the VOT2019 and the GOT-10k benchmarks. As shown in Table 2 , in the VOT2016 benchmark, the EAO of SiamFC_KF_CF is 0.250, which outperforms the baseline tracker -SiamFC by 4.2%. Similarly to SiamFC_KF_CF, SiamRPN_DW_KF_CF also achieves better performance comparing with the baseline SiamRPN_DW tracker. It outperforms the baseline SiamRPN_DW tracker by 4.3%. The performance of the proposed trackers and the baseline trackers in the VOT2019 benchmark is also given in Table 2 . It demonstrates the same situation as VOT2016. SiamFC_KF_CF outperforms the baseline SiamFC tracker by 5.3% in the EAO. SiamRPN_DW_KF_CF outperforms the baseline SiamRPN_DW tracker by 4.2% in the EAO. As for the GOT-10k benchmarks, it employs the AO as the overall performance ranking. SiamFC_KF_CF outperforms the baseline SiamFC tracker by 2.4% in the AO. And SiamRPN_DW_KF_CF outperforms the baseline SiamRPN_DW tracker by 2.7% in the AO. Moreover, as shown in Table 2 , comparing with the baseline Siamese trackers, the robustness of the proposed trackers is boosted.
2) COMPARISON WITH THE STATE-OF-THE-ART
As shown in Fig. 7, Fig. 8 , and Fig. 9 , we compare the proposal trackers with other state-of-the-art trackers including SiamRPN_DW [12] , DaSiamRPN [29] , SiamRPN [11] , SINT [8] , DSiam [26] , SiamFC [46] , CFNet [57] , ECO-HC [55] , CCOT-HC [54] , SRDCF [49] , DeepSRDCF [51] , SRDCFdecon [50] , CF2 [58] , HDT [60] , LCT [61] , CSR-DCF [56] , Staple [46] , SAMF [43] , KCF [45] , DSST [44] , MEEM [62] , and CNN-SVM [63] on the OTB2013 and the OTB2015 benchmarks. These state-ofthe-art trackers contain siamese trackers, DCF based trackers and other types of trackers, so that the proposed experiments are pretty convincing. As shown in Fig. 7 and Fig. 8 , the performance of the proposed SiamRPN_DW_KF_CF is TABLE 2. Comparison between the proposed trackers and the baseline trackers on the VOT2016, the VOT2019 and the GOT-10k benchmarks. ↑ means bigger is better and ↓ means smaller is better. better than others state-of-the-art trackers in OTB2013 and OTB2015. DSiam tracker is the improved version of SiamFC tracker which achieves better performance by doing the target template update and the background suppression. DaSiamRPN tracker learns the distractor-aware features and then explicitly suppresses the distractors and achieves better performance than the baseline SiamRPN tracker. The ideas behind the two trackers are similar to our method. Therefore, it makes sense to compare DSiam and DaSiamRPN with the proposed trackers. Comparing with DSiam tracker, the performance of SiamFC_KF_CF in OTB2015 benchmark is improved by 1.5% and 1.4% in the precision plot and the success plot, respectively. Comparing with DaSi-amRPN tracker, the performance of SiamRPN_DW_KF_CF in OTB2015 benchmark is improved by 0.7% and 2.1% in the precision plot and the success plot, respectively. Moreover, as shown in Fig. 9 , the performance of the proposed method is significantly improved in the background clutters scenarios. For example, in the background clutters scenarios of OTB2015 datasets, SiamRPN_DW_KF_CF outperforms DaSiamRPN tracker by 6.7% and 5.9% in the precision plot and the success plot, respectively. The above results show that the proposed method is high effective, and it indeed achieves the state-of-the-art performance, especially in the background clutters scenarios. Moreover, The proposed method has good generalization.
Moreover, we also compare the proposal trackers with other state-of-the-art trackers including SiamRPN_DW [12] , SiamFC [46] , ECO [55] , ECO-HC [55] , C-COT [54] , Staple [46] , SA-Siam [23] , CREST [48] , MDNet [47] , HCF [53] , SAMF [43] and DSST [44] on the VOT2016 benchmark [5] . As shown in Table 3 , the results indicate that the proposed method is high effective, and it indeed achieves the state-ofthe-art performance on the VOT2016 benchmark. We also construct experiments on the newest VOT benchmark, i.e. the VOT2019 benchmark. In the VOT2019 benchmark, we compare proposal trackers with other state-of-the-art trackers including Struck [40] , KCF [41] , SiamFC [46] , CSR-DCF [56] , Siamfcos [6] , SiamRPNX [6] , gasiamrpn [6] , SiamMsST [6] , SA_SIAM_R [6] and RankingT [6] . The Siamfcos [6] , SiamRPNX [6] , gasiamrpn [6] , SiamMsST [6] , SA_SIAM_R [6] and RankingT [6] trackers are the ↑ means bigger is better and ↓ means smaller is better.
variant of the siamRPN tracker. As shown in Table 4 , the proposed SiamRPN_DW_KF_CF tracker achieves better performance comparing with these trackers. As shown in Table 5 , the proposed trackers also show good performance on the GOT-10k benchmark. Moreover, the proposed method indeed improves the robustness of the Siamese trackers. 
E. ABLATION STUDY
The motion model of the target is constructed by exploiting a Kalman filter and then is used to determine whether tracking drift happens or not. The discriminative model of the target is constructed by utilizing a DCF and then is employed to determine the final position of the target when tracking drift happens. Therefore, the motion model and the discriminative model play important an role in the proposed method. In this case, it is necessary to play adequate ablation experiments to validate the effectiveness of the motion model and the discriminative model. Therefore, we play adequate ablation experiments with SiamFC_KF_CF tracker on the OTB2013 benchmark. As shown in Fig. 10 , SiamFC, SiamFC_KF_COS, SiamFC_KF_SSIM, and SiamFC_CF_ COS are proposed as the baseline trackers to verify the validity of the proposed method. Comparing with SiamFC_KF_CF, SiamFC_KF_COS exploits the cosine distance metric to determine the final position of the target when tracking drift happens, or not the discriminative model. SiamFC_KF_SSIM utilizes more precise metric -Structural Similarity (SSIM) [64] to determine the final position of the target when the tracking drift happens. As for SiamFC_CF_COS, it employs a Siamese tracker and a discriminative model to predict the positions of the target, and then using the cosine distance metric to determine the final position of the target when the tracking drift happens. The motion model is not employed in the SiamFC_CF_COS tracker. As shown in Fig. 10 , comparing with the baseline tracker, SiamFC, the performances of SiamFC_KF_COS, SiamFC_KF_SSIM, and SiamFC_CF_COS are rarely improved. The mainly reason is that the motion model constructed by the Kalman filer is linear and weak. Instead, the proposed SiamFC_KF_CF tracker improves the performance by 7.1% and 6.3% in the precision plot and the success plot, respectively. Therefore, the ablation studies of the proposed method show its effectiveness.
We also construct ablation studies about the threshold setting on the OTB2013 benchmark. As shown in Fig. 11 , Fig. 12 and Fig. 13 , we play adequate ablation experiments with different threshold settings on the OTB2013 benchmark. The results show that the proposed method has high effectiveness and good generality with different threshold settings. Moreover, more sophisticated threshold setting can improve the performance of the proposed trackers, but we not do exhaustive search for the threshold setting due to the threshold setting is not the major concern of our work.
F. QUALITATIVE RESULTS
In this section, qualitative results of some typical challenging sequences are presented in Fig. 14 and Fig. 15 . We visualize the results of the ground-truth bounding box and six trackers including SiamRPN_DW_KF_CF, SiamFC_KF_CF, DaSiamRPN, SiamRPN_DW, DSiam, and SiamFC. SiamFC and SiamRPN_DW are the baseline trackers. DaSiamRPN and DSiam are the improved version of SiamRPN and SiamFC, respectively. They utilize different techniques to do background suppression which is similar to the proposed method. Therefore, it makes sense to compare the results of them with the proposed trackers. As shown in the first and the second rows of Fig. 14 Fig. 15 , the proposed SiamRPN_DW_KF_CF trackers keep track the target even in the complex and difficult tracking scenarios. Fig. 14 and Fig. 15 show the superiority of our method. And comparing with the baseline SiamRPN_DW and SiamFC trackers, the better performance of SiamRPN_DW_KF_CF and SiamFC_KF_CF trackers show good generalization of the proposed method. 
V. CONCLUSION
In this paper, motion guided Siamese trackers were proposed for visual object tracking. The proposed method mainly exploited the motion model and the discriminative model of the target to supplement Siamese trackers for more accurate and robust tracking. The motion model of the target was constructed by exploiting a Kalman filter and then it was employed to supply the supplementary temporal information for Siamese trackers which only employ spatial information. In this way, the motion model can determine whether the tracking drift happens or not. When the tracking drift happens, the discriminative model of the target which was constructed by using a DCF that was employed to do correlation centering on the target's positions estimated by the Siamese tracker and the motion model. And then the final estimated position and the scale of the target were determined via comparing the two correlated response output. Moreover, a flexible model update strategy of the discriminative model was presented. Extensive experiments on the OTB2013, the OTB2015, the VOT2016, the VOT2019 and the GOT-10k benchmarks in section IV demonstrated the effectiveness and generalization of the proposed method. Moreover, the proposed method achieved the state-of-the-art performance. And the visualized results in some challenging tracking sequences of the OTB2015 dataset further verified the validity of the proposed method. He is currently a Professor with the Aerospace Information Research Institute, Chinese Academy of Sciences. His research interests include computer vision and remote sensing image understanding. VOLUME 8, 2020 
