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踏切の数に着目すると，2004 年の時点で東京都内には約 1200 箇所の踏切が存在する。こ
れに対して他国と比較すると，ニューヨークでは 113 箇所，パリでは 14 箇所，ロンドンでは
19 箇所，ベルリンでは 12 箇所となっている[1]。面積当たりの踏切密度では，東京都は他国
の数十倍踏切数が多い。したがって，他国と比較しても踏切の安全対策は重要なものである
と言える。 
図 1 に 1980 年～2012 年までの踏切道数と踏切事故件数の推移を，図 2 に踏切道全体数
と第 1 種，第 3 種，第 4 種ごとの踏切道数の推移を示す※。立体交差化および統廃合による
踏切道数の減少に伴い，踏切事故の件数は減少しては減少してはいるものの近年ではほぼ横
ばいの傾向である。また，踏切事故の減少には，第 3 種，第 4 種の踏切道の第 1 種化が寄与
していると考えられる。ここで，第 1 種は，「自動踏切遮断機を設置するかまたは踏切保安係
を配置して，遮断機を閉じて道路を遮断するもの」を表し，第 3 種「踏切警報機を設置して
列車等の接近を知らせるもの」を表し，第 4 種は「第 1 種から第 3 種以外の踏切」を表す。
詳細は次節に述べる。 
次に，2006 年度から 2012 年度までの踏切支障報知装置の数と踏切事故全体の数を図 3 に
示す※。踏切支障報知装置のみによる効果とは言えないが，支障報知装置の設置率を高めるこ
とが事故件数減少に少なからず効果があることが伺える。 





図 1 踏切道数と踏切事故件数 
 
 















































































































第 1 種： 自動踏切遮断機を設置するかまたは踏切保安係を配置して，遮断機を閉じて道
路を遮断するもの。 
第 2 種： 時間によって踏切を開閉する者を配置し，道路を遮断するもの。 
第 3 種： 踏切警報機を設置して列車等の接近を知らせるもの。 
第 4 種： 第 1 種から第 3 種以外の踏切。踏切警標や踏切注意柵等が設置されている場合
が多いが，踏切保安装置は設けられていない。 
 
それぞれの種別のイメージの一例を図 4 に示す。なお，第 2 種は現在，国内には存在しな
い。 
 





















図 5 に示す。 
 
 




































いる[4]。点滅形の特殊信号発光機を図 7 に示す。 
 









を図 8 に示す。 
設置位置については，既設の電化柱や信号機柱に取り付ける場合や，自立した CP 柱
（Concrete Pole）を立てて設置する場合がある。設置高さについては，運転士の目線の高さ
となるレールレベルから 2.5m 程度に設置されることが多い。 
通常の信号機の確認距離が 600m であるのに対して，特殊信号発光機の確認距離は 800m
である。これに対する考え方は諸説あるが，一例としては，列車の非常ブレーキ距離 600m
に，確認のための余裕時分 5 秒間の走行距離 200m を加えたものである，とされている。 
 
 













2009 年 4 月に JR 東日本奥羽線高畠駅～赤湯駅間を走行中の下り列車の運転士は橋梁を通
過し，鍋田踏切に白いものを認め常用最大ブレーキをかけ，すぐに自動車と分かり非常ブレ
ーキを操作したところ，特殊信号発光機が停止現示を現示していることに気付いたが，間に






































ある。一つの例としては，JR 東日本にて開発・実用化している ATACS（Advanced Train 
Administration and Communications System）がある[9]。ATACS は，1987 年から鉄道総
研で開発を行ってきた CARAT（Computer And Radio Aided Train Control System）をベー































近年，技術開発が盛んに行われている ICT (Information and Communication Technology)
や IoT (Internet of Things)などの先進的な技術を用いることで，革新的な解決を行うことに
対する実現の可能性はある。実際に総務省による情報通信白書[14]においては「インターネッ
トにつながるモノの数の推移は 10 年間で 5.1 倍になり，データ国内流通量は 2005 年から
2014 年の 9 年間で 9.3 倍に拡大している」とし，今後，IoT を通じて様々なデータの収集・
分析により業務効率化が活発になるとしている。さらに情報処理推進機構(IPA)は IT 人材白






なルールから成る TBM (Time Based Maintenance)から，リアルタイムデータに基づく予防

































本論文は次の 5 章から構成される。 
 







































には，列車前方映像における 3 次元空間を推定する必要がある。2 次元の列車前方映像から
3 次元の実空間を推定することは，2 次元から 3 次元への次元拡張であり，基本的には困難と
考えられる。そこで我々は，射影変換行列を求める際の制約条件として，画面上に映るレー































な雲台を 2 台連結することで水平方向，垂直方向の 2 軸の旋回が可能な望遠型カメラからな
る。広角型カメラによって前方のレールを抽出して形状をとらえ，レールの消失点（FOE : 





を図 10 に示す。 
17 
 














































を用いており[38]，[39]，Chen らは Top-Hat フィルタを用いており[40]，McCall らは






























Canny によるエッジ抽出[43][44][45]と Chamfer 距離を用いたパターンマッチング[46][47]
を用いた。以下にこれの手法の詳細を述べる。 
 
2.3.1 Canny によるエッジ抽出 
 




Step 1. 入力画像を𝑓とし，Gaussian フィルタを𝑔としたときに，次式で示すように𝑔で畳込
むことで画像の平滑化ℎを得る。 
 
 ℎ(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ∗ 𝑔(𝑥, 𝑦) (1)  
 






2𝜎2  (2)  
 
Step 2. Gaussian フィルタによって平滑化された画像に対して，𝑥方向と𝑦方向に微分した画
像𝑔𝑥，𝑔𝑦を得る。 
 
 ℎ𝑥(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ∗ 𝑔𝑥(𝑥, 𝑦) (3)  
 
 ℎ𝑦(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) ∗ 𝑔𝑦(𝑥, 𝑦) (4)  
 






2𝜎2  (5)  
 






2𝜎2  (6)  
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Step 3. 得られた微分画像に対して勾配方向𝜃と勾配強度𝐼を求める。 
 
 𝐼(𝑥, 𝑦) = √ℎ𝑥(𝑥, 𝑦)2 + ℎ𝑦(𝑥, 𝑦)2 (7)  
 
 𝜃(𝑥, 𝑦) = tan−1
ℎ𝑦(𝑥, 𝑦)
ℎ𝑥(𝑥, 𝑦)










する。𝐻を 200，𝐿を 100，𝜎を 3 に設定し，Canny エッジを列車前方映像に適用した










(b) Canny によるエッジ画像 
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 (9)  
 
ここで，𝑇𝑤,ℎ(𝑖, 𝑗) = {(𝑖, 𝑗)|0 ≤ 𝑖 ≤ 𝑤, 0 ≤ 𝑗 ≤ ℎ}であり，この相違度𝐷(𝑢, 𝑣)が最も小さくなる
位置をテンプレートの位置として決定する。  
0 0 1 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 1 0 0
0 0 0 1 0 0
0 0 0 1 0 0
2 1 0 1 2 2
2 1 0 1 1 2
2 1 1 0 1 2
2 2 1 0 1 2
3 2 1 0 1 2
3 2 1 0 1 2


























(a) 列車前方画像 (b) ρθ 画像 (c) 逆変換画像 (d) 検出結果 
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なる。2 次元の座標軸方向と対角方向での距離の比を整数比，例えば 4:3 や 5:4 にして近傍距
離で表現したものである（図 17）。ここで，図 17(c)を登録パターン画像とすると，距離変換
画像図 17(b)とパターン画像の非零位置における値が図 17(d)となる。この対象となったピク
セル数に対する値の合計値の割合を d（この例では 5/6）とすると，max (0, (𝑀 − 𝑑)/𝑀 ) を類
似度とする（ここで M はユーザー定義する Chamfer 距離の上限であり，我々は経験に基づ
き M=1.5 とした）。この距離は，探索範囲の座標と対応する 2 次元マトリクスに 0～1 のスコ
ア値として得られる。探索域をスライドさせながら，p0 から p2 の 3 つの登録パターンとの
マッチングを行った様子を，図 18 に示す。このケースは，横方向に 209pixel の地点で，類
似度（スコア値）が 0.7 と最も高かったパターン p0 が選択された例である。 
 





図 17  Chamfer 距離の例 
 
 















































 𝑅𝐿 = 𝐴2 (10)  
 
このとき，𝑙 = 𝐿 ∕ 𝐴としたとき，クロソイド曲線の座標(𝑥, 𝑦)は以下で表さされる。 
 






 (11)  
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 (12)  
 













図 19 遠方領域のレール抽出アルゴリズム 
 
(a) 元画像 (b) テンプレートマッチング結果 
(c) レール終端部延長処理 (d) 次領域候補発生処理 






図 20 レール抽出の結果を含んだ各ビデオ映像からの画像 
 
 































実線は不連続に変化しているが，不連続性には 2 種類ある。1 つは，消失点の一時的な誤
検出などにより，短時間に現実ではあり得ない位置に消失点が移動してしまうことによるも
のである。2 つめは，短時間における変化量は小さいものの，変化の向きが短時間で変化する



























現在の消失点位置𝑥(𝑡)を 1 ステップ前の時刻𝑡 − Δ𝑡の消失点位置，一階微分値，二階微分値
を用いて表現する。この時，カーブや高低差などの状況に変化がない場合には 2 次までのテ


















 𝑥(𝑡) = 𝑥(𝑡 − Δ𝑡) + Δ𝑡𝑥(𝑡 − Δ𝑡)′ +
1
2







 𝑥(𝑡) = 𝑥(𝑡 − Δ𝑡) + Δ𝑡𝑥(𝑡 − Δ𝑡)′ +
1
2



















3 章で示したレール抽出アルゴリズムによる消失点位置と 2 次までのテイラー展開による位
置の重みづけを𝑤: 1 − 𝑤とすると，推定位置𝑥𝑛𝑒𝑤(𝑡)は 
 
 
𝑥𝑛𝑒𝑤(t) = 𝑤 (𝑥𝑠𝑦𝑠(𝑡)) + (1 − 𝑤)(𝑥2𝑛𝑑(𝑡)) 











 𝑥(t)′ ≅ (1 − 𝑢)𝑥(𝑡 − Δ𝑡)′ + 𝑢
𝑥𝑠𝑦𝑠(𝑡) − 𝑥𝑠𝑦𝑠(𝑡 − Δ𝑇)
Δ𝑇
 (18)  
 
 
𝑥(t)′′ ≅ (1 − 𝑢)𝑥(𝑡 − Δ𝑡)′′
+  𝑢


























左カーブのように大きく異なるパターンがある。図 24 にレールパターンの例を 5 つ示す。
図で隣あうパターン，例えば L2 と L1，S と R1 はカーブの曲率が近い。一方，L2 と R1 は
曲率が大きく異なり，現実では瞬間的に L2 から R2 にレール形状が変化することは起こり得
ない。3 章で示したレール抽出アルゴリズムでは，類似パターンを探す際に全てのパターン
が並列に扱われ，各時間ステップで独立に選択されている。そのため，ノイズ等の影響によ






図 24 レール抽出アルゴリズムの問題 
 
前節で示したレール抽出アルゴリズムでのレールパターンは，図 25 のように左右のレール
































 (22)  
 
と求められる。 
データの数は 3 つであり，この点を 2 次方程式で近似する。垂直方向を𝑦軸とするとき，下
端の𝑦 = 0でのレールはほぼ垂直であることから𝑥(0)′ = 0である。この条件を考慮するとレー
ル中心線は 
 























 (24)  
 
と求められる。レールパターンのデータは y 方向の長さを 1 に基準化すると(𝑥𝐶𝑏𝑜𝑡𝑡𝑜𝑚, 0)，
(𝑥𝐶𝑚𝑖𝑑 , 0.5)，(𝑥𝐶𝑡𝑜𝑝, 1)と表すことができる。これを上の式に代入して 
 
 𝑐 =
1.75𝑥𝐶𝑡𝑜𝑝 − 0.5𝑥𝐶𝑚𝑖𝑑 − 1.25𝑥𝐶𝑏𝑜𝑡𝑡𝑜𝑚
1.625





 𝑑𝑖,𝑗 = |𝑐𝑗 − 𝑐𝑖| (26)  
 
と定義し，その値を成分とする類似度行列を作成する(図 27 上段)。 
 





























L2 L1 S R1 R2
L2 0.0 0.1 0.2 0.4 0.6
L1 0.1 0.0 0.1 0.2 0.4
S 0.2 0.1 0.0 0.1 0.2
R1 0.4 0.2 0.1 0.0 0.1
R2 0.6 0.4 0.2 0.1 0.0
L2 L1 S R1 R2
L2 0 1 2 3 4
L1 1 0 1 2 3
S 2 1 0 1 2
R1 3 2 1 0 1
R2 4 3 2 1 0
L2 L1 S R1 R2
L2 ○ ○ × × ×
L1 ○ ○ ○ × ×
S × ○ ○ ○ ×
R1 × × ○ ○ ○










画面全体の下から 2/3 程度に設定し，その設定領域において，近傍領域が 2/3 であり，残り
1/3 が遠方領域として処理をした。また，指定した分割数になるようにし，最近傍と最遠方の
サイズが 2:1 となるように計算しており，我々は経験的に分割数を 10 に設定した。近傍領
域，遠方領域ともに，類似度が設定した値よりも低い場合は，1 フレーム前で検出したレール
情報を用いることとしている。 



































































































図 24 で示したものと同等の 5 つのレールパターンを使用し，左右両方のカーブが出現す
る 60 分の映像(フレームレート 29.97fps，全 1798 フレーム)×1 シーンに対してレール抽出
を実施した結果を表 1 に示す。 
 




ない結果，表 1 (b)は制約条件を持たせた結果である。表は全 1798 フレームの状態遷移に対
して，列から行のレールパターンへの遷移発生割合を示している。各値はある時刻 t におい
て行で示したレールパターンが，時刻 t+1 において列で示したレールパターンを選択した割









(a) Result without constraints  
(b) Result with constraints  
Selectable 
Not selectable 
L2 L1 S R1 R2
L2 87.8% 2.0% 4.1% 2.0% 4.1%
L1 0.5% 61.5% 32.9% 4.5% 0.6%
S 0.2% 22.2% 66.5% 7.0% 4.1%
R1 0.0% 12.7% 33.3% 50.9% 3.1%
R2 0.4% 0.9% 17.8% 4.9% 76.0%
L2 L1 S R1 R2
L2 87.8% 12.2% 0.0% 0.0% 0.0%
L1 0.9% 65.4% 33.7% 0.0% 0.0%
S 0.0% 22.3% 69.2% 8.5% 0.0%
R1 0.0% 0.0% 37.3% 53.9% 8.8%








































 𝑤𝐿 = 𝑔𝐿(ℎ) (27)  
 
 𝑤𝑅 = 𝑔𝑅(ℎ) (28)  
 
と表現する。抽出されたレールデータの概念を図 29 に示す。レール抽出については 2.4 節で
述べたアルゴリズムを用いる。 
 









って列車基準とした 3 次元座標系の位置へ変換する。このとき，𝑟[𝑖]は 2 次元空間のレール上
の位置，𝑅[𝑖]は 3 次元空間のレール上の位置を表すこととする（図 31）。 
 
 
図 30 画面レール上の節点データ 
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 𝐷𝐿[𝑖] = 𝐷𝐿[𝑖 − 1] + |𝑅𝐿[𝑖]: 𝑅𝐿[𝑖 − 1]| (29)  
 
 𝐷𝑅[𝑖] = 𝐷𝑅[𝑖 − 1] + |𝑅𝑅[𝑖]: 𝑅𝑅[𝑖 − 1]| (30)  
 
ここで，𝐷𝐿[𝑖], 𝐷𝑅[𝑖]は節点𝑖までのレール沿いの距離を表し，|𝑅𝑅[𝑖]: 𝑅𝑅[𝑖 − 1]|は節点間の直
線距離を表している。また，初期点は𝐷𝐿(0) = 0, 𝐷𝑅(0) = 0とする。列車前面からレール上の
節点までの距離の概念を図 32 に示す。 
 
これにより，  節点 0 からレール沿いで任意の距離𝑑だけ前方に離れたレール位置を
𝑅𝐿(𝑑)𝑅𝑅(𝑑)とするとき，その点が何番目と何番目の節点間にあるかを求めることができる。
点が節点𝑖と𝑖 + 1の間にあるとき，レール形状を折れ線で近似することにより，0 から 1 の値
をとる𝛼，𝛽を用いて節点間の点として 
 
 𝑅𝐿(𝑑) = 𝑅𝐿[𝑖] + 𝛼𝑅𝐿[𝑖]𝑅𝐿[𝑖 + 1]⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (31)  
 
 𝛼 = (𝑑 − 𝐷𝐿[𝑖]) (𝐷𝐿[𝑖 + 1]⁄ − 𝐷𝐿[𝑖]) (32)  
 
 𝑅𝑅(𝑑) = 𝑅𝑅[𝑖] + 𝛽𝑅𝑅[𝑖]𝑅𝑅[𝑖 + 1]⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   (33)  
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 (35)  
 
となる。3 次元実空間上での節点を整理する概念を図 33 に示す。 
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′ [𝑖] + 𝑅𝑅
′ [𝑖]
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 𝑖番目と𝑖 − 1番目のレール節点区間での列車基準座標系の前方に対するレールの向きを𝜃(𝑖)，
対象節点でのレールの角度変化（曲率）をΔ𝜃(𝑖)とする。𝑖番目と𝑖 + 1番目のレール区間と𝑖 − 1
番目と𝑖番目のレール区間について，各区間のレールの向きを𝑅𝐶
′ [𝑖]𝑅𝐶
′ [𝑖 + 1]⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑅𝐶
′ [𝑖 − 1]𝑅𝐶
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 𝛥𝜃[𝑖] = {
𝛥𝜃[𝑖]    𝛥𝜃[𝑖] < 𝛥𝜃𝑚𝑎𝑥 
𝛥𝜃𝑚𝑎𝑥  𝛥𝜃[𝑖] > 𝛥𝜃𝑚𝑎𝑥
 (38)  
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 𝑐𝑜𝑠Δ𝜃[𝑖] = 1 − 2 𝑠𝑖𝑛2 (
Δ𝜃[𝑖]
2
) = 1 −
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交する左右の向きに狭軌の軌間である 1067mm に 50N レールのレール幅である 65mm を足し
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ト 29.97fps，総フレーム数 1500 フレーム，50 秒分の列車前方映像に対して，制約条件とし
て，線路の曲線半径を 100m とし，軌間は 1067mm とした。 
各フレーム内の抽出したレールから求められた節点ごとの曲率の最大値を𝑐𝑜𝑠Δ𝜃で表現し
たものを図 40，図 39 に示す。𝑐𝑜𝑠Δ𝜃が 1 に近いほど曲率が小さく，0 に近いほど大きいこ











































































































































































通常のハンディカムを広角に設定した映像では，200m 程度遠方の解像度が 1 画素あたり
10cm 程となる。この場合，障害物のサイズにもよるが，人（170cm×40cm）を対象とする
と 17×4pixel となり画像上から障害物と判断することは非常に困難である。本手法を用いる
ことで 4 倍程度の望遠で撮像できれば，68×16pixel の解像度で対象物を得ることができる
ため，画像上から障害物と判断することが可能となると考えられる。こういった望遠カメラ
により得られた画像から障害物を検出する方法としては，一般的な手法としては，



































































が，本章では，「点滅形」を対象としている。外観図を図 41 に示す。 
 
 













































































念図を図 2 に示す。特殊信号発光機が「自分は特殊信号発光機である」という ID をビット列
として符号化し，近赤外線 LED を ON/OFF させる。この点滅を列車運転台に搭載した近赤

































で屋外 70m において 10Mbps の通信を可能としている。また，増田ら[51]は，高速度カメラ






3.4 近赤外線 LED の選定 
 
使用する近赤外線 LED として，入手のしやすさの観点から，ピーク波長 850nm と 940nm
の近赤外線 LED について検討した。 
これらの波長の車上検測方式への適用の可能性を確認するために、まず、近赤外線カメラ
の感度と車両用ガラスの赤外線透過率を実測定により評価した。この試験は近赤外線 LED と
近赤外線カメラとの距離を 855m とし、ピーク波長が 850nm と 940nm の LED の発光、車
両用ガラスの有無を条件として実施した。試験の様子を図 43 に、結果を図 44 に示す。ま
た、近赤外線カメラで撮影した近赤外線部の画像を 
図 45 に示す。これらの結果から、受光側のカメラ感度が、ピーク波長 940nm ではピーク
波長 850nm の 2 分の 1 程度に低下すること、また、両方の波長において、車載用ガラスを
透過させるとさらに光量が 2 分の 1 程度に低下することが分かった。 
 









































ピーク波長 850nm の LED を用いた場合，暗所において肉眼で視認すると，人によっては
薄らと赤色に発光していることを確認できることが明らかになった。一般に，人間が視認で
きる波長は 380nm～780nm 程度と言われており，それを超える波長は肉眼で見ても視認で
きないとされている。しかしながらピーク波長 850nm の LED は，850nm だけを発してい
るのではなく，ある程度の帯域幅を持ち，850nm を中心に可視光帯である 780nm 程度まで
の波長が含まれている。スペクトル分布特性が次式に示す一般ガウス関数に従うと仮定する
と以下の式のようになる。ここで σ は半値全幅(Full Width at Half Maximum : FWHM)であ
る。 
 
 𝑓(x) = exp {−
(𝑥 − 𝜇)2
2𝜎2





 (46)  
 
そのため，ピーク波長 850nm で半値幅 45nm の LED では σ≒19.1nm となり，ピーク波
長 940nm で半値幅 50nm の LED では σ≒21.2nm となる。したがって，それぞれの波長の
相対放射強度は図 46 のようになる。ピーク波長 940nm の LED については人間が視認でき
る上限値とされている 780nm の波長においてはピーク波長の4.2 × 10−14倍程度であり，ほぼ
0 とみなせる強度である。一方，ピーク波長 850nm の LED については 780nm の波長にお
いて，ピーク波長の強度の 0.1%程度が出力されている。すなわち，ピーク波長に対する放射
強度が 230mW/Sr であるとすると，780nm においては 0.23mW/Sr 程度の放射強度があるこ
とが分かる。このことによりピーク波長が 850nm の LED を用いると肉眼で僅かに赤く発光
しているように感じられる。しかしながらカメラ感度として，波長 940nm は 850nm の 1/2
程度である。これらの対策として，光吸収・赤外透過フィルタを用いて可視光をカットし，
カメラゲインを最大に設定することで 940nm の波長を撮像しやすくした。また，太陽光に含



































































図 47 符号化の概念図 
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 𝑔𝑘𝑛(𝑖, 𝑗) = 𝑓𝑘+𝑛−1(𝑖, 𝑗) − 𝑓?̅?(𝑖, 𝑗) (48)  
 





𝐺𝑘𝑛(𝑖, 𝑗) = {
1   𝑖𝑓   𝑔𝑘𝑛(𝑖, 𝑗) × 𝜎𝑛 ≥ 𝑡ℎℎ𝑖𝑔ℎ
0   𝑖𝑓   𝑔𝑘𝑛(𝑖, 𝑗) × 𝜎𝑛 < 𝑡ℎ𝑙𝑜𝑤
  





 𝐻𝑘(𝑖, 𝑗) = ∏ 𝐺𝑘𝑛(𝑖, 𝑗)
𝐿
𝑛=1
 (50)  
 
となる。最終的に判定画像𝐻𝑘(𝑖, 𝑗)に 1 が含まれている画素が存在するか否かを判定する必要
がある。 
 





 (51)  
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においては，検査時間が約 1 秒足らずであることから映像中の動きは近赤外線の LED によ
る明滅以外はほとんど発生せず，良好に検出ができることを確認している。 
画像処理による復号の様子について，受信データの一部を図 48(a)に，受信データから求
めた平均値を図 48 (b)に，受信データと平均値の差分により求めたデジタルデータを図 48 
(c)に示す。丸で囲んだ箇所に近赤外線 LED による発光機が設置されている。 
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試作装置での構成では焦点距離 f が 90mm となる。この場合，画角 θ は，焦点距離を f，映












図 50 曲線区間において視野が外れる様子 
  

















る。レール検出アルゴリズムを実際の線路映像に適用した結果を図 51 に示す。図 51 (a)は
雨天の雨粒によるノイズ，図 51 (b)は逆光によるハレーションであるが，ほぼ良好にレール
を検出し，消失点を求めることができた。しかしながら，分岐器を通過する際に，アルゴリ






図 51 レール抽出の結果 
 
 















































した点滅パターンの例を図 55 に示す。 
750m 地点付近において画像処理が点滅パターンを検知している様子を図 10 に示す。各特
殊信号発光機の離隔を 10cm として測定した結果を図 56 に示す。隣接している各特殊信号






図 57 (a)の 280mm 付近， 
図 57 (c)の 600m 付近， 
図 57 (e)の 350m，590m 付近にて，未検知区間が発生したが，これはカメラのサンプリン
グレートである 29.97Hz と点滅パターンの周期 29.94Hz(33.4msec 間隔)によるズレにより










図 54 測定環境 
 
 
図 55 点滅パターンの例 
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(a) パターン A 
発光機までの距離 [m] 
(b) パターン B 
発光機までの距離 [m] 
(c) パターン C 
発光機までの距離 [m] 
(d) パターン D 
発光機までの距離 [m] 
























































































して NTSC 方式であり LED のピーク波長 940nm に比較的高い感度を有する SONY 製 XC-
EI50 を用い，レンズについては，可視光と赤外光での波長の違いによるピントの位置が異な
るフォーカスシフトに対応するため，広帯域マルチコートコーティングによる対策を施した
近赤外線光対応の興和光学製 LMVZ990-IR を用い焦点距離を 45mm 程度に設定し，光吸収・
赤外透過フィルタについては富士フィルム製 IR-92 を 2 枚取り付け，カメラゲインは最大に
設定した。また，視野制御雲台としては，小型・軽量パンチルトシステムである FLIR MCS
社の PTU-D46-70 を用いた。試験機の近赤外線 LED については，ピーク波長 940nm，放射




いては 3bit の ID 情報をマンチェスタ符号化し，’1100’のスタートビットを付加したパターン
とした。設置については，下り列車に対する向きに設置し，3 踏切に対して本体と中継をそれ
ぞれ 1 機ずつの計 6 機設置した。各々の試験機の仮設状況を図 59 に，車上の試験機の設置




表 2  XC-EI50 の仕様 
カメラ名称 XC-IE50 
映像素子 1/2型 IT方式CCD 
セルサイズ 8.4μm × 9.8μm 
解像度 768(H) × 494(V) 
実効素子サイズ 6.45mm × 4.84mm 
レンズマウント Cマウント 


























試験機 A’，試験機 A および試験機 B’については，視認されるべきキロ程よりも十分に手前
から認識ができた。しかし，構内(5k700m～5k900m 付近)の分岐器通過による急激な方向転
換により，急曲線と同様に視野制御の動作が間に合わず，画面補足を外れることが発生した。









きた。試験機 C’については，本物の特殊信号発光機と違い 2m 程度低い設置高さに設置した
ため，手前にある踏切器具箱に隠れてしまい，終始見えない状態であった。それぞれの試験
機を画像処理にて認識した様子を図 61 に示す。 
 






















































殊信号発光機の認識結果の一例を図 63 に示す。横軸がキロ程，縦軸が天候（2015 年 3 月某










置を図 64 に示す。平均は 949m の位置より認識しており，最遠方が 944m，最近傍が 955m
より認識しており，標準偏差は 2.54m であった。日照率が異なっても本システムの測定誤差
は±5m の範囲であり，精度良く認識している。また，日照率と検知開始位置の相関を求める















図 63 天候と視認性結果 
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外観を図 65 に示す。近赤外線 LED は発光機下部に集積させ，赤色発光部の面積は変更せず
に全体として 70mm 程度長くした。草木などで上部のみが隠れて下部だけ視認できるといっ
た問題が生じてしまうため，近赤外線 LED を発光機全体にまんべんなく実装した。 
制御器および発光機の構成を概念的に示したものを図 66 に示す。近赤外線用制御器内に
実装される切替リレー（切替 R）によって，従来の特殊信号発光機制御器（1F-C 形）の赤色










































































開発した特殊信号発光機に使用している近赤外線 LED の放射強度が 70％まで減衰する時間
は，メーカーが公開している 25℃環境下，定格電流 DC100mA 通電時，1000h で 10％放射
強度が減衰するデータを元に，マンチェスタ符号方式による点滅制御を考慮すると 6,000h と
なる。そのため，検査のために近赤外線 LED を常時点灯させていると，250 日程度で寿命と
なってしまう。そこで，実際の列車添乗による視認性確認の検査を想定して，表 3 に示すよ
うに，時限装置（タイマー回路）を用い，検査を予定している月，一週間に点灯させる曜日




表 3 使用制限による減衰到達年数 
使用時間数/1 日(時間) 使用日数/1 週間(日) 使用月数/1 年(ヵ月) 耐用年数（年） 
6 5 6 7.67 
6 5 4 11.51 
6 5 3 15.34 
6 4 6 9.59 
6 4 4 14.38 
6 4 3 19.18 
6 3 6 12.79 
6 3 4 19.18 











70％および50%の放射強度における視認性確認の試験結果を表 4，表 5および表 6に示す。
また，視認性確認の試験における開発した特殊信号発光機の設置状態を図 67 に，800m 遠方
から近赤外線カメラを用いて特殊信号発光機が発する近赤外線を撮影した画像を図 68 に示
す。 
表 4 放射強度 100%時の検知率 
回転角度 発光機① 発光機② 発光機③ 発光機④ 
6° 100% 100% 100% 100% 
8° 100% 100% 100% 100% 
10° 100% 100% 100% 100% 
12° 100% 100% 100% 100% 
14° 64% 100% 79% 100% 
16° 0% 28% 1% 87% 
 
表 5 放射強度 70%時の検知率 
回転角度 発光機① 発光機② 発光機③ 発光機④ 
6° 100% 100% 100% 100% 
8° 100% 100% 100% 100% 
10° 100% 100% 100% 100% 
12° 100% 87% 100% 100% 
14° 30% 84% 87% 100% 
16° 0% 0% 0% 0% 
 
表 6 放射強度 50%時の検知率 
回転角度 発光機① 発光機② 発光機③ 発光機④ 
6° 100% 100% 100% 100% 
8° 100% 100% 100% 100% 
10° 90% 100% 100% 100% 
12° 47% 63% 73% 100% 
14° 1% 88% 56% 100% 




図 67 視認性試験の特殊信号発光機設置状況 
 
 
図 68 視認性試験の近赤外線カメラ撮影画像 
 






















 (52)  
 
ここで，𝜆は波長，𝑇は温度，プランク定数をℎ = 6.63 × 10−34[𝐽𝑠]とし，ボルツマン定数を
𝜅 = 1.38 × 10−23[𝐽 𝐾⁄ ]，光速度を 𝑐 = 3.00 × 108[m s⁄ ]としたとき 𝑐1 = 2𝜋 ∙ ℎ ∙ 𝑐
2 = 3.75 ×
10−16[𝑊𝑚2]，𝑐2 = ℎ ∙ 𝑐 𝜅⁄ = 1.44 × 10
−2[𝑚𝐾]で与えられる。 

















































式）が 0.9um，大型支障物検知装置が 904nm である。また，保守用車用踏切制御装置の波長
は 850nm を使用している。本システムで使用する近赤外線 LED のデータシート[56]に記載
される 30mA 通電時の放射強度のスペクトル分布特性を図 70 に示す。 
 
 




ートからピーク波長λp を 940nm，半値全幅 FWHM を 30nm として，スペクトル分布特性
を求めると，940nm のピーク波長を 100%とした際に，相対値で 850nm では 0.0004％，0.9
μm では 8.5％，904nm では 15.2％のエネルギーを含む。 
 
 𝑓(𝑥) = exp {−
(𝐹𝑊𝐻𝑀 − 𝜆𝑝)2
2𝜎2























図 71 大型支障物検知装置への影響評価試験風景 
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図 72 踏切障害物検知装置（3DLR 式）への影響評価試験風景 
 
 




































2 次元から 3 次元への次元拡張であり，これまで困難とされてきた。そこで我々は，射影変
換行列を求める際の制約条件として，画面上に映るレールおよび軌間などの鉄道固有の情報


















































































































































] (56)  
 

















 α = −
𝐻
𝑓𝑠𝑖𝑛𝜃𝑥 + ℎ𝑖𝑐𝑜𝑠𝜃𝑥




 𝑥𝑖 = −
𝐻𝑤𝑖
𝑓𝑠𝑖𝑛𝜃𝑥 + ℎ𝑖𝑐𝑜𝑠𝜃𝑥
 (59)  
 
 𝑦𝑖 = −
𝐻(𝑓𝑐𝑜𝑠𝜃𝑥 − ℎ𝑖𝑠𝑖𝑛𝜃𝑥)
𝑓𝑠𝑖𝑛𝜃𝑥 + ℎ𝑖𝑐𝑜𝑠𝜃𝑥




上部を𝐿𝑡 ∶  (𝑥𝐿 , 𝑦𝑡 , −𝐻)，右レール上部を𝑅𝑡 ∶  (𝑥𝑅 , 𝑦𝑡 , −𝐻)，左レール下部を𝐿𝑏 ∶  (𝑥𝐿 , 𝑦𝑏 , −𝐻)，
右レール下部を𝑅𝑏 ∶  (𝑥𝑅 , 𝑦𝑏 , −𝐻)とおく。これに対応する点のカメラ基準座標系での位置と画
面上の位置を同様に，𝐿𝑡 ∶  (𝑤𝐿𝑡 , ℎ𝑡)，𝑅𝑡 ∶  (𝑤𝑅𝑡, ℎ𝑡)，𝐿𝑏 ∶  (𝑤𝐿𝑏 , ℎ𝑏)，𝑅𝑏 ∶  (𝑤𝑅𝑏 , ℎ𝑏)とおく。レ
ール方向の点の距離は 
 






) (61)  
 
となる。また，軌間を𝑔とすると以下で表すことができる。なお JR 在来線の場合では𝑔 =
1,067𝑚𝑚となる。したがって， 
 
 𝑥𝑅 − 𝑥𝐿 =
𝐻
𝑓𝑠𝑖𝑛𝜃𝑥 + ℎ𝑡𝑐𝑜𝑠𝜃𝑥
(𝑤𝐿𝑡 − 𝑤𝑅𝑡) = 𝑔 (62)  
 
 𝑥𝑅 − 𝑥𝐿 =
𝐻
𝑓𝑠𝑖𝑛𝜃𝑥 + ℎ𝑏𝑐𝑜𝑠𝜃𝑥





(𝑤𝐿𝑡 − 𝑤𝑅𝑡 − 𝑤𝐿𝑏 + 𝑤𝑅𝑏)𝐻
(ℎ𝑡 − ℎ𝑏)𝑔











 (65)  
 
として求められる。これを左右レールの距離を軌間𝑔の式に代入することで𝑦𝑡 − 𝑦𝑏が求めら
れる。正規化された 4 点の𝑥方向の長さと𝑦方向の長さの比は(𝑦𝑡 − 𝑦𝑏) 𝑔⁄ である。よって，画
面上の 4 点を 
 
 (𝑤𝐿𝑡, ℎ𝑡) → (𝑤𝐿𝑏 , ℎ𝑏 +
ℎ𝑡 − ℎ𝑏
𝑔
(𝑤𝑅𝑏 − 𝑤𝐿𝑏)) (66)  
 
 (𝑤𝑅𝑡 , ℎ𝑡) → (𝑤𝑅𝑏 , ℎ𝑏 +
ℎ𝑡 − ℎ𝑏
𝑔
(𝑤𝑅𝑏 − 𝑤𝐿𝑏)) (67)  
 
 (𝑤𝐿𝑏, ℎ𝑏) → (𝑤𝐿𝑏, ℎ𝑏) (68)  
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図 76 速度計測方法の概要 
 














 𝑑(𝑡) = √𝑑𝑤2 + 𝑑ℎ














































































































 ?̂?t|t = ?̂?t|t−1 + 𝐊t(𝐙t − 𝐇 ?̂?t|t−1) (80)  
 









 (82)  
 
予測方程式： 
 ?̂?t|t−1 = 𝐅 ?̂?t−1|t−1 (83)  
 
 𝐏t|t−1 = 𝐅𝐏t−1|t−1𝐅


















設備（例えば ATS 地上子や踏切等）とフレームの関係を参照データとして作成する。 




タの得られている区間について，はじめの画像フレームと後の画像フレームを𝑡, 𝑡 + 𝑘とする
とき，設備のキロ程を𝐷(𝑡), 𝐷(𝑡 + 𝑘)と表記する。得られているフレーム𝑡, 𝑡 + 𝑘での画素単位









データ」を作成する概念図を図 77 に示す。 
 
 




















t0 t1 t2 t3 t4





















































が可能である。各座標を以下のように定め，変換方法を図 78 および以下に示す。 
 
図 78 列車基準座標系と画面基準座標系の記号 
 
列車基準座標系については，対象物𝑖の位置(𝑥𝑖 , 𝑦i, 𝑧𝑖)，カメラ向き(𝜃𝑥, 𝜃𝑦 , 𝜃𝑧)，カメラ位置
(𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐)とする。ここで，X 軸まわりの俯角を𝜃𝑥，Y 軸まわりのローリング角を𝜃𝑦，Z 軸ま
わりのヨーイング角を𝜃𝑧と表す。また，前方撮影画像基準座標系については，対象物の位置















 H：Image vertical direction
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4.6.3 前方撮影画像基準座標系から列車基準座標系への変換 𝐹 
 
前方撮影画像基準座標系の位置は 2 次元データであり，列車基準座標系の位置は 3 次元デ
ータであるため変換には次元が 1 つ少ないが，本手法では軌道中心線の 3 次元があればよい
ため，前方撮影画像基準座標系から列車基準座標系への変換を行う処理はレール位置を変換
する場合のみとなる。従って，対象とする位置の列車基準座標系の高さは 0 として与えるこ
とができる。これによって列車基準座標系の位置は(𝑥𝑖 , 𝑦𝑖 , 0)となるので変換が可能となる。し
たがって，前方撮影画像基準座標系での位置  (𝑤𝑖, ℎ𝑖)と列車基準座標系のレール上の位置












































(𝑠𝑖𝑛𝜃𝑦𝑐𝑜𝑠𝜃𝑥)𝑤𝑖 + (𝑠𝑖𝑛𝜃𝑥)𝑓 + (𝑐𝑜𝑠𝜃𝑥𝑐𝑜𝑠𝜃𝑦)ℎ𝑖
 (88)  
 
 
𝑥𝑖 = 𝑥𝑐 + 𝛼{(𝑠𝑖𝑛𝜃𝑥𝑠𝑖𝑛𝜃𝑦𝑠𝑖𝑛𝜃𝑧 + 𝑐𝑜𝑠𝜃𝑦𝑐𝑜𝑠𝜃𝑧)𝑤𝑖
+ (−𝑐𝑜𝑠𝜃𝑥𝑠𝑖𝑛𝜃𝑧)𝑓




𝑦𝑖 = 𝑦𝑐 + 𝛼{(𝑠𝑖𝑛𝜃𝑧𝑐𝑜𝑠𝜃𝑦 − 𝑠𝑖𝑛𝜃𝑥𝑠𝑖𝑛𝜃𝑦𝑐𝑜𝑠𝜃𝑧)𝑤𝑖 + (𝑐𝑜𝑠𝜃𝑥𝑐𝑜𝑠𝜃𝑧)𝑓





4.6.4 列車基準座標系から前方撮影画像基準座標系への変換 𝐹−1 
 
列車基準座標系による 3 次元空間上の対象位置𝑖を(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖)と表記する。カメラ位置，カメ
ラ向き，焦点距離はそれぞれ，(𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐), (𝜃𝑥, 𝜃𝑦, 𝜃𝑧), 𝑓である。イメージセンサと同じ大きさ



















] (91)  
 






















− 𝑥𝑐)(𝑐𝑜𝑠𝜃𝑥𝑐𝑜𝑠𝜃𝑧)(𝑦𝑖 − 𝑦𝑐)
+ (−𝑠𝑖𝑛𝜃𝑦𝑠𝑖𝑛𝜃𝑧 + 𝑠𝑖𝑛𝜃𝑥𝑐𝑜𝑠𝜃𝑦𝑐𝑜𝑠𝜃𝑧)(𝑧𝑖 − 𝑧𝑐)} 
(93)  
 






{(−𝑠𝑖𝑛𝜃𝑥𝑠𝑖𝑛𝜃𝑦𝑠𝑖𝑛𝜃𝑧 + 𝑐𝑜𝑠𝜃𝑦𝑐𝑜𝑠𝜃𝑧)(𝑥𝑖 − 𝑥𝑐)
+ (𝑐𝑜𝑠𝜃𝑥𝑠𝑖𝑛𝜃𝑧)(𝑦𝑖 − 𝑦𝑐)







{(𝑠𝑖𝑛𝜃𝑦𝑐𝑜𝑠𝜃𝑥)(𝑥𝑖 − 𝑥𝑐) + (−𝑠𝑖𝑛𝜃𝑥)(𝑦𝑖 − 𝑦𝑐)
+ (𝑐𝑜𝑠𝜃𝑥𝑐𝑜𝑠𝜃𝑦)(𝑧𝑖 − 𝑧𝑐)} 
(95)  
 
なお， (𝑤𝑖, ℎ𝑖)は仮想画面の CCD 上の位置を表す値である。前方撮影画像の中心を基準と
した画像の画素単位での位置(𝑝𝑤𝑖, 𝑝ℎ𝑖)を求めるには，CCD のサイズ𝑠𝑖𝑧𝑒𝑤 , 𝑠𝑖𝑧𝑒ℎと画素数





































系における位置を表す（図 79，図 80）。 
 
図 79 画面レール上の節点データ 
 
 




距離𝑑𝐿(𝑖),   𝑑𝑅(𝑖)を 
h
Screen
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[ ]LR i [ ]RR i
[ 1]LR i  [ 1]RR i 
[0]LR [0]RR














 𝑑𝐿(𝑖) = 𝑑𝐿(𝑖 − 1) + 𝑑𝑒𝑢𝑐(𝑅𝐿(𝑖), 𝑅𝐿(𝑖 − 1)) (97)  
 







図 81 距離データから節点の作成 
 
これにより， 節点 0 からレール沿いにある任意の距離𝑙だけ前方に離れたレール位置を
𝑅𝐿(𝑙)𝑅𝑅(𝑙)とするとき，その点が何番目と何番目の節点間にあるかを知ることができる。点が
節点𝑖と𝑖 + 1の間にあるとき，レール形状を折れ線で近似することにより 
 
 𝑅𝐿(𝑙) = 𝑅𝐿(𝑖) +
𝑙 − 𝑑𝐿(𝑖)
𝑑𝐿(𝑖 + 1) − 𝑑𝐿(𝑖)
𝑅𝐿(𝑖)𝑅𝐿(𝑖 + 1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   (99)  
 
 𝑅𝑅(𝑙) = 𝑅𝑅(𝑖) +
𝑙 − 𝑑𝑅(𝑖)
𝑑𝑅(𝑖 + 1) − 𝑑𝑅(𝑖)
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④ 節点数を𝑚とするとき，新しく設定する節点の間隔は左右それぞれ𝑑𝐿(𝑚 − 1) 𝑚 − 1⁄ ，










  𝜃𝑖を𝑖番目と𝑖 − 1番目のレール区間での列車基準座標系の前方に対するレールの向き， Δ𝜃𝑖
を対象節点でのレールの角度変化（曲率）とする。𝑖 + 1番目と𝑖番目のレール区間と𝑖番目と𝑖 −
1番目のレール区間について，各区間のレールの向きを𝑅𝐶
′ (𝑖)𝑅𝐶
′ (𝑖 + 1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗,   𝑅𝐶
′ (𝑖 − 1)𝑅𝐶
′ (𝑖)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗と表現
する。この 2 つのベクトルのなす角は内積を用いて 
 
 𝑐𝑜𝑠 𝛥𝜃𝑖 =
𝑅𝐶
′ (𝑖)𝑅𝐶
′ (𝑖 + 1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∙ 𝑅𝐶
′ (𝑖 − 1)𝑅𝐶
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 Δ𝜃𝑖 = {
Δ𝜃𝑖         Δ𝜃𝑖 < Δ𝜃max
Δ𝜃max     Δ𝜃𝑖 > Δ𝜃max
  (102)  
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0






 ?̂?𝐶(𝑡, 𝑖) = (1 − 𝜔)?̂?𝐶(𝑡 − 1, 𝑖) + 𝜔𝑅𝐶














カメラ位置(𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐)から地上設備までの水平距離は 
 




ここで，カメラに関するデータ，焦点距離 𝑓，CCD サイズsize𝑤 ×  sizeℎ，画像の画素数




√(𝑥𝑠 − 𝑥𝑐)2 + (𝑦𝑠 − 𝑦𝑐)2




 𝐻 = ⌈
𝑓




picℎ⌉ (107)  
 
 𝑊 = ⌈
𝑓












































走行距離 11km 分，総撮影時間 20 分，総フレーム数 35,519 フレーム，画像サイズ 720×480
画素のデータを用いた。地上設備画像としては，特殊信号発光機の画像を使用し，画像サイ
ズ 31×214 画素，画像の実際の高さ：1500mm としたものを用いた。軌間パラメータ g につ

















図 84 カルマンフィルタによる推定速度（１駅間分） 
 
画像フレーム-画素単位距離データから画像フレーム-キロ程データの作成については，設備




結果，誤差平均値 2.28m，標準偏差 1.5m，中央値 2m，最頻値 2m，最小値 0m，最大値 5m














大 20 画素，高さ方向に最大 50 画素程度ずれが発生した。また，特殊信号発光機が 100m 程
度遠方で映るキロ程においては，離れ方向に最大 3 画素，高さ方向に最大 15 画素のずれが発
生した。これはどちらの距離においても，特殊信号発光機の幅 1 本分および，高さ 1/2 本分
である。この原因としては，3 次元の実空間から 2 次元の列車前方映像へ変換する際に用い
ているカメラパラメータの算出精度が十分でないことが考えられる。 
前方映像への特殊信号発光機の表示として，表示する特殊信号発光機の位置の限界を 300m，
同時表示する特殊信号発光機の最大数を 1 として，離れ 2m，高さ 2.5m に設定し，各フレー



























































近年，技術開発が盛んに行われている ICT (Information and Communication Technology)
や IoT (Internet of Things)などの先進的な技術を用いることで，革新的な解決を行うことに
対する実現の可能性はある。実際に総務省による情報通信白書においては「インターネット
につながるモノの数の推移は 10 年間で 5.1 倍になり，データ国内流通量は 2005 年から 2014
年の 9 年間で 9.3 倍に拡大している」とし，今後，IoT を通じて様々なデータの収集・分析に
より業務効率化が活発になるとしている。さらに情報処理推進機構(IPA)は IT 人材白書 2015






ルールから成る TBM (Time Based Maintenance)から，リアルタイムデータに基づく予防保
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