Automatic peak evaluation in chromatograms and subsequent quantification of compound concentrations is still a challenge in the analysis of complex samples containing hundreds or thousands of compounds. Although a number of software packages for peak evaluation exist, baseline definition and overlapping peaks of different shapes are the main reasons which prevent reliable automatic analysis of complex chromatograms. A new mathematical procedure is presented which uses peak shapes extracted from the chromatogram itself and modified by nonlinear (in fact, hyperbolic) stretching of the peak head and tail. With this approach, the peak parameters are position, height, scale of front, scale of tail, and smoothness of transition from front to tail scaling. This approach is found to give a substantially better fit than traditional analytically defined peak shapes. Together with a good peak finding heuristic and nonlinear optimization of parameters this allows a reliable automatic analysis of chromatograms with a large number of peaks, even with large groups of overlapping peaks. The analysis matches the quality of standard interactive methods, but still permits interactive refinement. This approach has been implemented and tested on a large set of data from chromatography of hydrocarbons in ambient air samples.
Introduction
The analysis of complex mixtures of compounds both in process chemistry and environmental chemistry is routinely done by chromatographic techniques. The major goal of chromatography is to separate the compounds of a sample taking advantage of compound specific parameters such as boiling point, molecular structure, mass, charge, and diffusivity. Following the separation the next important step is an appropriate detection of the compounds applying specific detectors. Separation and subsequent detection delivers a chromatogram, which in the ideal case allows to identify individual peaks and to attribute them to individual compounds. The evaluation of peaks is the crucial point of the processing of chromatograms. Typical analytical purposes in industrial processes usually deal with a manageable amount of well known peaks of compounds at relatively high concentrations, which can easily be done automatically. A variety of software packages is offered which are suitable for this type of routine analysis of chromatograms.
However, the situation is completely different in environmental analysis. Depending on the sampling site, samples of ambient air may contain hundreds or even thousands of compounds, sometimes at moderate or low concentrations. Furthermore, the matrix contains variable amounts of major components such as carbon dioxide or water vapour, which may interfere with the compounds to be analyzed. Chromatographic separation of such complex mixtures leads to a large number of frequently overlapping peaks, which can no longer be automatically analyzed with sufficient reliability and accuracy using existing software.
Generic peak detection algorithms are sensitive to baseline variations and signal intensity. This is especially a problem in environmental analysis which has to deal with overlapping peaks of different shapes, baseline drifts due to complex temperature programs, baseline steps, or spikes induced by the switching of valves. Furthermore, the peaks of interest often have low signal to noise ratios which make an automatic analysis of complex chromatograms almost impossible. Therefore, a large number of chromatograms in environmental research have to be analysed at least partly manually, which is extremely time consumable and probably the cause of additional errors.
During the last three decades various approaches have been published towards a more or less automatic peak detection using different criteria for the identification of peaks [1] [2] [3] [4] . These algorithms generally seek instants of rapid increase or decrease in signal intensity or intensities above a critical threshold which are used to identify peaks in a chromatogram. Other peak detection software makes use of different metrics such as nonlinear filters [5] , intensity weighted variances [6] , or fast Fourier transforms [7] .
Today, cheap high performance desktop computers provide the advantage that elaborate mathematical procedures are within the reach of everyone. In this paper we present a new approach to resolve peak overlaps, which uses peak shapes extracted from the chromatogram to be analyzed and an adaptive method for determining the baseline in order to evaluate peak areas and thus a quantification of the individual compounds. This procedure allows automatic analysis that matches the quality of standard interactive analysis, while still permitting interactive refinement. The approach described here does not need any information except the chromatogram and possibly a calibration chromatogram for the same type of compounds analysed on the same instrument, especially no knowledge on probable peak positions and sizes.
Peak shape

Peak shapes from first principles
The peak shapes are determined by dynamical processes and to some extent by nonlinear distribution functions which are theoretically well known. The theories are often simplified in that they assume infinitely small phase transitions, infinitely small plate heights, and instantaneous distribution of the compounds between mobile and stationary phase. These assumptions do, of course, not match reality. More serious problems are the assumptions of constant and homogeneous conditions along the column and of non-interference of compounds. Therefore, a modelling of exact peak shapes would be demanding and laborious. It is much easier to determine the peak shape experimentally and derive all necessary parameters to describe the peak. Peak shapes result from a convolution of the characteristics of the separation process, of the detector and of the transport processes involved. Ideally, the characteristics of the separation process and the detector are known. In a well designed chromatographic system the impact of other processes (injection, transport through valves, etc.) on the peak shapes are negligible. This would allow an accurate modelling of the peaks by a low-dimensional space of analytic functions. In practice, there is a large deviation from the ideal state. Chromatographic separation is a continuous process which is theoretically divided into a multistep dynamic equilibration between stationary and mobile phase. A molecule then has a probability exp(−λ m x) to travel a distance x in free flow before being absorbed in the stationary phase. It then stays in stationary phase for some time, the probability of staying for a time greater than t being exp(−µ m t). The average travelling distance per step, λ m , and the average delay time µ m depend on the compound and on the material of the stationary phase, and are difficult to measure independently. By choice of materials, most molecules of the mixture will experience many thousand steps of absorption and desorption, each a few milliseconds on average. The total delay for a molecule then has a distribution that is almost a Gaussian with an average retention time given by the average delay time µ m multiplied by the average number of steps L/λ m . The peak width is proportional to the square root of the number of steps multiplied by the average delay time. Felinger [8] discusses a number of theoretical approaches to modelling a column as a discrete system with a moderate number of plates which result in distributions that are almost indistinguishable from a Gaussian in practice.
Following the separation process the effluents are analyzed by an appropriate detector. If the detection process is modelled as a single step delay line with an average delay time of ν m , this delay has a distribution more like a Poisson (single step) distribution
As the proper peak shape of a non-interacting sequence of devices is the convolution of the initial distribution with the pulse response of the following devices, the resulting distribution is an exponentially modified Gaussian (EMG), and this is the peak shape most available data analysis programs favour. The separation of peaks and attribution of the proper peak area then is a linear deconvolution process that would have its limits only in the noise of the signal. Unfortunately, actual peaks cannot, in general, be accurately modelled by an EMG function; obviously, the generating processes (inhomogeneous transport conditions and substance interactions) are more complicated than the (simplified) theory assumes.
Peak shape heuristics
Visual inspection of a chromatogram shows that similar (with respect to transport and detection mechanisms) substances give similar peak shapes. This is confirmed by the fact that the approximation error from fitting a standard analytical model to the peaks also gives similar shapes. There seems to be only a very small number of basic shapes-often only one-every peak being similar to one of those. Obviously shifting of peak position and scaling of height are allowed, but additionally a nonlinear distortion in width and some asymmetry is needed. This is easy to see with a change in peak description: a peak shape may as well be given by the time t it takes for the signal to drop to the relative height h rel , separately for front and tail. The simplest scaling of t(hrel) giving sufficient flexibility and smoothness is a linear scaling of the front, a different linear scaling of the tail, and a smooth transition in between. Additionally, the scaling should be invertible, if peak A can be scaled to fit peak B, than an inverse scaling should be possible to scale peak B to fit peak A. This can be achieved with the Eq. (2)
where g o (t) is the peak shape typical for the column, compound type and operating conditions, and the scaling is given by Eq. (3)
This is a hyperbola passing through the origin, where a 3 , a 4 give the asymptotic slope at times far after and far before the peak maximum (the scaling of front and tail) while a 5 gives the width of the transition region. a 3 , a 4 , a 5 are bounded such as to give a monotonous function and to restrict tailing to about four times the amount of the standard peak tailing, fronting to somewhat less. With proper standard peak g o (t), this model results in a very good fit, better than the EMG model in most tests-in the example of Fig. 1 e.g. the best EMG fit does not show strong enough tailing-and with a fit error close to the noise level. The basic peak shape g o (t) may be obtained by averaging a number of suitably scaled peaks [9] . More descriptive parameters like peak width, skewness etc. can be easily calculated from the basic shape and the fit parameters.
What peaks this model can describe depends very much on the standard peak g o (t), it allows arbitrary changes in height and position, but changes in width, fronting, tailing (and thus excess and skewness) are restricted by heuristics. 
Automatic peak search and analysis
In interactive analysis, the peak shape is found by visual inspection. However, an automatic construction needs a sequence of iterative refinement steps to reach a result of similar quality. Each step consists of an approximate determination of a baseline, a peak shape and a fit to peaks larger than a certain threshold. The goal of the first step is to extract the typical (standard) peak shapes. As these shapes depend on equipment and operating conditions, the result may be stored and there is no need to repeat it for every single measurement. The first part is finding all large peaks. Any point where the second derivative of the signal has a local minimum that is larger than a tenth of the global minimum is a first-rate candidate for the top of a large peak. An estimate for the width of a peak is given by the distance between the adjacent strongly positive local maxima of the second derivative. The baseline is estimated by a straight line through the minima of the signal in intervals to the right and left of the suspected peak position with a length of about 10 times the peak width. This allows an estimate of peak height, every peak less then 10% of the tallest peak will be disregarded at the moment as being too small, and therefore too much influenced by noise, to enter the standard. These peaks are tested for usability. They are approximated with a standard analytical peak model for the process (EMG for chromatography). Those peaks not allowing at least a low quality approximation (least square error as indicator) are excluded-they are most likely not isolated. The peaks kept are tested for being well separated from other peaks-anything that sticks out from the neighbourhood by more than a few times noise level. What is left makes up the set from which the standard shape is defined. Another, possibly better, way to get the standard is to extract it from the calibration measurements of the instrument, if that is available. It may also be transferred from other chromatograms generated with the same instrument and operating conditions, but different load. Fig. 2 shows an example chromatogram of volatile organic compounds in a typical air sample. The organic compounds were preconcentrated from 500 mL of air on a Silco Steel TM Fig. 3 shows these selected peaks superimposed and normalised. They look very similar, but differ in width. Averaging the width at height 0.5 to the front and back, and scaling each peak to this average, results in the peaks shown in Fig. 4 , where the differences are minute except for the height of the tail. This is likely to result from errors in the basis. The standard shape is now constructed by averaging the scaled peaks.
After this procedure, it is possible to define an improved baseline for the entire chromatogram. One method is to Fig. 4 . Selected peaks (see Fig. 2 ) fully scaled for optimal similarity. construct the baseline from piecewise linear functions. In a sequence of overlapping intervals the highest straight line strictly below the signal is found. The baseline is then made up of the highest continuous connection of line segments, increased by one noise level. Finally, the edges situated below a peak or peak group are cut off by a straight line through the values of the baseline before and after the peak. This construction works well except for those parts of the chromatogram where operating conditions change rapidly, e.g. temperature is increased. If these points are given, they can be made an edge or even a discontinuity of the baseline, but at present the information is not included in the data. In general, this construction gives a slightly low estimate of the baseline, resulting in an overestimation of the peaks, especially the small ones (Fig. 5) .
Another approach to baseline construction uses the fact that the signal shape is dominated by noise only in the small areas on top of the peaks or in the minimum between two overlapping peaks, or in possibly larger areas where no peak gives a substantial contribution. Therefore, any area that is dominated by noise for more than the average peak width is considered true baseline. These areas may be connected by straight lines or by spline functions with widely spaced knots that approximate the signal from below. While the latter has the advantage of smoothness and higher accuracy in most places, the danger of overshoot errors in difficult areas is larger, so this may not be any better than the simpler approach (Fig. 4) . This baseline estimate tends to be a little too high.
After this, the final peak fitting proceeds for the reduced signal (original signal minus baseline) as usual. If there are different basic shapes, suspected peaks have to be classified. Classification may be possible using width and asymmetry, but if this is not sufficient, it may be necessary to try different shapes and choose the one giving the best fit. As the scaling function φ(t, a 3 , a 4 , a 5 ) is nonlinear and the possible values of a 3 , a 4 , a 5 , as are bounded, a Newton method for bounded regions serves well. Peaks are searched for starting at t = 0 by analyzing the maxima of the reduced signal and the minima of its second derivative. If a peak (or an overlapping group of peaks) is found, it is subtracted from the reduced signal and the procedure iterated. Acceptance of a peak is based on height, width and least square error of the fit. The wider it is, the higher it has to be for not to be regarded as baseline drift. Small peaks, even if sharp, that can not be fitted are considered noise. Setting the threshold is a problem, too low a threshold generates a large number of nonsense peaks, too high a threshold might miss an actual one. A list of known approximate peak positions would help, and may frequently be available. For every single peak or group of overlapping peaks found, the parameters of the peaks are optimized using an iterative nonlinear weighted least squares procedure. For examples of such a fit see Figs. 6 and 7. In all cases, the plot of the sum of the peaks differs from the smoothed measured curve by less than the thickness of the line, so it is not plotted in the two figures. This gives some confidence in the results, although it is still possible to mistake two peaks close to each other for a single one or a strongly distorted single peak for a collection of overlapping peaks. These errors, however, are just as likely with manual analysis.
Results
The ideas described above have been implemented in a Scilab TM code [10] . Scilab was chosen because it is a portable (versions for all Unix derivates and Windows flavours are available), easy to install public domain system that offers all necessary mathematical functions, a simple but sufficient graphics system and a graphical user interface with dialog boxes. The code was tested heavily against the results of the traditional interactive analysis for ∼1000 chromatograms. The code gives the position and area of each peak along with an estimate of the quality of fit. Judging the quality of fit for an individual peak in a group of overlapping peaks is not always possible, so the quality indicator is defined for the group of peaks only.
The detailed example was run with an analysis for hydrocarbons in an ambient air sample. The automatic procedure found most of the peaks that the interactive analysis found, and for almost all peaks the areas agreed within the limits of accuracy of the determination of the baseline. Where there were differences, the new procedure was superior in characterizing small peaks on the sides of large ones, and inferior only for distorted peaks that happen to coincide with areas where operating conditions vary. This information is used in interactive analysis to improve the estimate, while the automatic analysis does not have the information and-at the time being-would not know how to use it. The automatic analysis also found a few very small peaks missed by the interactive analysis, but those could not be identified. It disregarded some peaks found interactively as too small. One of those, 2,3-dimethyl-butane, could be identified, but its height is only two times the noise level and it sits on the tail of 2-methyl-pentane, so the interactive detection is possible only because of a priori knowledge on the peak position. The results are summarized in Table 1 . The automatic procedure for this example takes 70 s on a 1.2 GHz Athlon under Linux. The time needed depends heavily on the number and arrangement of over- The chromatogram is shown in Fig. 2 lapping peaks, it is hard to predict. In the routine usage for chromatograms with 50-100 peaks, average time used was about 2 min. The program is presently not optimized for speed.
Interactive refinement is possible. For each group of peaks it is possible to interactively split the group into two groups, change the threshold for peak size, delete peaks, add peaks, and perform additional iterations of the nonlinear optimization. In practice, this has rarely been done; the verification data results from fully automatic runs with every parameter set to default, while for the Figs. 5 and 6 groups of peaks were split at a point where the overlap was too small to be of any importance-the automatic estimate of overlap is rather cautious.
Verification
A comprehensive verification of any method requires a trusted reference. The only way to do this for chromatography is to analyse a synthesised mixture of compounds, but this is restricted to a small number of compounds and therefore not viable for the problems addressed her. Instead we used a synthetic chromatogram to do this. Two series of 43 peaks, one of Fazer-Suzuki type, the other a bi-Gaussian one, were analysed, both having identical random positions and sizes, with similar random width and skewness, and different random noise added. Most of the peaks where found with accurate position and an error in area of less than 1%. Larger errors appeared for very small peaks and for strongly over- lapping multiple peaks. For the bi-Gaussian peaks, even a separation of σ/2 was enough to give fairly correct (2% error) peak areas for peaks of same size. However, small peaks within an overlapping group where not estimated reliably. For the Fazer-Suzuki type peaks the required separation is a little larger.
The result of a fit to peaks of a very difficult group of five peaks (the synthetic peaks are shown in Fig. 8 ) is given in Fig. 9 . The fit to the first small peak and the two large peaks is almost perfect. The area estimates for the two small peaks in between have large errors, which shows the limitations of the method. The sum of these two peaks, however, fits the data well.
What is also possible is to check the new procedure against standard-though not perfect-procedures with real chromatograms and have a close look at the differences. This has been done for eight compounds from ∼1000 chromatograms obtained during a field campaign in 2002. The peaks of these compounds (acetone, isoprene, methacrolein, methyl vinyl ketone (MVK), benzene, toluene, ethylbenzene, p,m-xylene, and o-xylene) have been integrated both interactively and with the approach described here. From this comparison, we Fig. 9 . Plot of the fits to the synthetic peaks shown in Fig. 8 . The solid line is the sum of the five synthetic peaks. The circles represent the fitted peaks. The insert shows an enlarged plot of the first three peaks. Note the considerable different peak shape of the third peak (for details see text). show two examples (see Figs. 10 and 11) of a large (isoprene) and a rather small (methyl vinyl ketone) peak. Obviously, all small values have a large error margin due to the influence of noise and even more due to the uncertainty in the level of the baseline, and this error is present in the traditional method as well as in the new one. Therefore, it is no surprise that there is considerable deviation from the regression line for small concentrations. For larger values, the isoprene plot shows excellent agreement of the methods except for three points where the 'manual' values are slightly larger. The chromatographic separation of the samples has been done on a DB-5 capillary column. On this column isoprene elutes immediately after acetone in the chromatogram, and the acetone peak shows a considerable tailing on this column. The manual analysis will thus add the end of the acetone tail to the area of the isoprene peak. If the acetone peak is very large as it was in these cases, this leads to an overestimate of the isoprene peak area. The mechanism of this error may easily be seen in Fig. 6 , where the manual procedure would give about 10% smaller area of the leftmost peak than the obviously correct automatic procedure, and distribute this onto the following Fig. 11 . Plot of the methyl vinyl ketone peak area obtained by automatic integration vs. the peak area obtained by manual integration. peaks. With MVK, the situation is more complicated. It is preceded and followed closely by peaks of about half the size of MVK, with large variations in relative size. Therefore, the manual procedure may overestimate or underestimate the concentration of MVK depending on the relative sizes of the neighbouring peaks. Of all the substances checked, MVK had the largest differences between manual and automatic analysis.
A further test was detailed comparison of the entire analysis with old and new method for a chromatogram. The result for the chromatogram shown in Fig. 2 is given in Table 1 . Most peaks agree very well but there are a few deviations that require close scrutiny. The ethane peak produces the largest difference. As may be seen from Fig. 2 , there is a very sharp peak at the left flank of a rather broad and strongly asymmetric one. While the APEX analysis sees only one peak, the automatic one sees two, as is obviously correct. The remaining difference may be explained by differences in the estimate for the basis, which shows strong variations in this area. The automatic analysis uses a higher-more cautious estimate. Further large deviations are for 2-methyl-1-butene, where APEX adds a part that should be attributed to cyclohexane. For 3-methyhexane again APEX combines two peaks to one area. Finally, for the three overlapping peaks of 1,3,5-methylbenzene, the sums agree, but the automatic analysis gives a different partitioning, which seems much more plausible on visual inspection (Fig. 12) .
For this chromatogram a fit using EMG peak shape was done. The best EMG fit to the four selected peaks had a least square deviation between two and four times larger than the approximation used here, because at the region of highest curvature on the tail they have higher levels than EMG allows. For the overlapping peaks, the difference in fit quality varied from similar to about six times the least square deviation given by our model, always using the same base line approximation. If EMG gives a good fit to the isolated peaks, the difference between the models is very small.
Conclusion
We present a new mathematical approach which makes use of peak shapes extracted from the chromatogram to be analysed. This approach gives substantially better fit results than traditionally defined peak shapes. A test of this approach on a large set of chromatographic data compared with standard peak detection and integration software showed the strength of this procedure. Even for chromatograms where there is no good analytical model for the peak shape, our procedure allows a reliable automatic analysis.
The peak detection of extremely small peaks in a difficult synthetic chromatogram shows that there is much room for improvement. Especially the heuristics for determining the baseline-while obviously quite accurate in many cases-has problems treating variations in operation conditions, and has little theoretical foundation.
Further, there are some parameters (thresholds, initial guesses, etc.) of the implementation that allow tuning. The default choice tries to avoid over-fitting, even if it means missing actual peaks. The approach focuses on the problem of analysing overlapping peaks. The problem of detecting well separated tiny peaks is not addressed. This could be done by incorporating suitable methods [6] into the parameter initialisation heuristics.
Applying this procedure for the peak detection and calculation of the peak areas makes a fully automatic processing of complex chromatograms possible. Despite some remaining problems it may considerably reduce time needed for analysis and increase the throughput in environmental analysis.
