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Nous nous inte´ressons a` l’impact de la limitation de la me´moire sur des proble`mes algorithmiques distribue´s classiques
dans le contexte de syste`mes asynchrones sujets aux pannes franches. Les re´sultats pre´sente´s sont issus de [DGDF+08].
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1 Introduction
Contexte. Il n’est pas ne´cessaire d’insister sur l’importance des proble`mes d’accord (le consensus, par
exemple) et de diffusion (la diffusion fiable, par exemple). Ce sont des outils pre´sents dans la plupart des
applications distribue´es. Ici, nous nous inte´ressons a` ces proble`mes dans le cadre de la tole´rance aux pannes.
En 1985, Fischer, Lynch et Paterson [FLP85] ont de´montre´ un re´sultat d’impossibilite´ fondamental pour
l’algorithmique distribue´e tole´rante aux pannes : il n’existe pas d’algorithme de´terministe de consensus dans
un re´seau asynchrone ou` au plus un processus tombe en panne. Depuis, plusieurs approches ont e´te´ pro-
pose´es pour contourner cette impossibilite´ : l’approche probabiliste, conside´rer des syste`mes partiellement
synchrones, utiliser des de´tecteurs de pannes.
Dans cet article, nous utilisons des de´tecteurs de pannes [CT96]. Cette approche consiste a` supposer
l’existence d’une fonction locale a` chaque processus qui donne des informations (errone´es ou non) sur les
de´faillances— ge´ne´ralement, une liste de processus suspecte´s d’eˆtre en panne. D’un point de vue the´orique,
un de´tecteur de de´faillances encapsule la connaissance ne´cessaire sur les de´faillances des processus permet-
tant de re´soudre un proble`me. Il existe plusieurs familles de de´tecteurs de de´faillances, e.g., P , S , Ω, . . .
Ces familles peuvent eˆtre compare´es par re´duction : un de´tecteur D est dit plus faible qu’un de´tecteur D ′
s’il existe un algorithme utilisant D ′ qui simule D . De plus, s’il n’existe pas d’algorithme utilisant D qui
simule D ′, alors D sera dit strictement plus faible que D ′ (dans ce cas, nous noterons D < D ′). Puisqu’il
existe une hie´rarchie parmi les familles de de´tecteurs de de´faillances, une question naturelle est la suivante :
« Quel est le de´tecteur de de´faillances le plus faible† qui permet de re´soudre un proble`me donne´ ? ». Cette
question a e´te´ largement traite´e dans le contexte des syste`mes avec me´moire infinie, par exemple, pour le
consensus, la diffusion fiable, la conception de registres atomiques, . . . En revanche, cette question n’a pas
e´te´ aborde´e, a` notre connaissance, pour des syste`mes avec processus a` me´moire finie.
Contribution. Nous conside´rons des re´seaux asynchrones, bi-directionnels, complets, ayant un nombre
fini de processus. Un nombre quelconque de processus peut tomber de´finitivement en panne. Les liens
de communication peuvent perdre des messages mais de manie`re e´quitable‡. Cette dernie`re hypothe`se,
nous contraint a` supposer que les liens de communication sont FIFO (voir [LMF88]). Dans la suite, nous
† I.e., quel est le de´tecteur ne´cessaire et suffisant.
‡ I.e., si un processus p envoie une infinite´ de messages au processus q, alors q en recevra une infinite´.
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conside´rons deux types de ces syste`mes : les syste`mes ΦF ou` chaque processus dispose d’une me´moire
finie et les syste`mes ΦI ou` les processus n’ont pas de borne sur la taille de leur me´moire.
Nous nous inte´ressons a` la conception d’algorithmes pour la diffusion fiable, le consensus et le consensus
re´pe´te´ dans les syste`mes de type ΦF . Notre contribution est triple : tout d’abord, nous de´montrons que le
de´tecteur de de´faillances P− est le plus faible de´tecteur qui permette de re´soudre la diffusion fiable dans
les syste`mes de type ΦF . Ensuite, nous prouvons que le consensus peut eˆtre re´solu dans ΦF avec un
de´tecteur de de´faillances plus faible : S . En dernier lieu, nous montrons que P− est le plus faible de´tecteur
de de´faillances permettant de re´soudre le consensus re´pe´te´ dans ΦF .
En conse´quence, cela signifie que dans les syste`mes a` me´moire finie, (1) le consensus est plus simple a`
re´soudre que la diffusion fiable et (2) la diffusion fiable est aussi difficile a` re´soudre que le consensus re´pe´te´.
Ce re´sultat s’oppose aux re´sultats dans les syste`mes a` me´moire infinie ou` la diffusion fiable est plus simple
a` re´soudre que le consensus et ou` le consensus est aussi difficile a` re´soudre que le consensus re´pe´te´.
Plan. Dans la section suivante, nous de´finissons les de´tecteurs de de´faillances utilise´s dans cet article.
Puis, dans les sections 3 a` 5, nous conside´rons la diffusion fiable, le consensus puis le consensus re´pe´te´
dans un syste`me ΦF . Les perspectives de ce travail sont pre´sente´es dans la section 6.
2 De´tecteurs de de´faillances
Nous utilisons deux types de de´tecteurs de de´faillances connus et nous introduisons une variante du
de´tecteur de de´faillances parfait. Les de´tecteurs de de´faillances se de´finissent a` l’aide de deux proprie´te´s :
la comple´tude et l’exactitude. Tous les de´tecteurs conside´re´s ici ve´rifient la comple´tude suivante : chaque
processus qui tombe en panne finira par eˆtre suspecte´ pour toujours par les processus corrects (i.e., les
processus qui ne tombent jamais en panne). De ce fait, les de´tecteurs que nous utiliserons diffe`rent par
leur exactitude. Un de´tecteur parfait (note´ P ) ve´rifie l’exactitude forte : aucun processus n’est suspecte´
avant qu’il ne tombe en panne. Un de´tecteur presque parfait (note´ P−) ve´rifie l’exactitude « presque »
forte : aucun processus correct ne sera jamais suspecte´. Enfin, un de´tecteur fort (note´ S ) ve´rifie l’exactitude
faible : il existe un processus correct qui ne sera jamais suspecte´. Notons que nous avons : S < P− < P .
Sans perte de ge´ne´ralite´, nous supposons que lorsqu’un processus est suspecte´, il l’est pour toujours.
3 Diffusion fiable
Tout d’abord, nous conside´rons le proble`me de la diffusion fiable dans ΦF . Tout algorithme de diffusion
fiable ve´rifie les trois proprie´te´s suivantes : (validite´) si un processus correct diffuse un messagem alors tous
les processus corrects de´livrent m ultimement, (accord) si un processus de´livre un message de diffusion m
alors tous les processus corrects de´livrent m ultimement et (inte´grite´) pour chaque message de diffusion m,
tout processus de´livre m au plus une fois, et seulement si m a e´te´ ante´rieurement diffuse´ par l’e´metteur de
m. Nous montrons maintenant que P− est ne´cessaire et suffisant pour re´soudre la diffusion fiable dans ΦF .
P− est ne´cessaire. Pour de´montrer que P− est ne´cessaire pour re´soudre la diffusion fiable dans ΦF , nous
proce´dons par re´duction : nous supposons l’existence d’un algorithme de diffusion fiable A pour un syste`me
Φ
F utilisant un de´tecteur de de´faillances D et nous montrons que nous pouvons simuler P− en utilisant A .
Notre preuve utilise le re´sultat interme´diaire suivant : il existe un entier k tel que pour tout processus p,
tout processus correct q et toute exe´cution E de A ou` p diffuse et de´livre k messages, il y a au moins un
message de q qui est rec¸u par un processus.
L’ide´e derrie`re ce re´sultat est la suivante : plusieurs diffusions peuvent eˆtre initie´es par p en paralle`le. Ce-
pendant les liens de communication du syste`me e´tant non fiables, un ou plusieurs processus doivent garder
en me´moire tout message diffuse´ par p jusqu’a` avoir la certitude que les processus corrects, q en particulier,
l’aient de´livre´. L’unique manie`re d’apprendre que q a de´livre´ un message est qu’au moins un processus
rec¸oive un accuse´ de re´ception de q. Or, comme les me´moires des processus sont finies, l’ensemble des
messages pouvant eˆtre stocke´s dans le syste`me est fini lui aussi.
En utilisant le re´sultat interme´diaire, nous proposons maintenant un algorithme pour simuler P−. Cet
algorithme utilise le module pre´sente´ dans la figure 1 : le processus p utilise A(p,q) pour surveiller le pro-
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cessus q. A(p,q) fonctionne comme suit : p essaie de diffuser k messages mais attend d’avoir de´livrer le
message courant avant de passer a` la diffusion suivante. Le processus q ne fait rien. Les autres processus
exe´cutent A normalement. D’apre`s le re´sultat interme´diaire, si q est correct alors p ne peut pas de´livrer les
k messages et donc ne sort jamais de la boucle « pour ». Si q fini par tomber en panne alors il n’est pas
distinguable d’un processus initialement en panne. Or par de´finition, une diffusion fiable doit terminer en
de´pit des pannes. Donc, dans ce cas, p finira par sortir de la boucle « pour ». Comme Out put p est initialise´
a` /0 et qu’il est affecte´ a` {q} seulement si p sort de la boucle, nous avons la proprie´te´ suivante : si q est cor-
rect alors Out put q = /0 pour toujours, sinon (si q tombe en panne) Out put q vaut ultimement {q}. L’union
des Out put q pour chaque processus q donne a` p un de´tecteur de de´faillances de type P−. D’ou`, P− est
ne´cessaire.
1: /∗ CODE DU PROCESSUS p ∗/
2: de´but
3: Out put q← /0
4: Pour i = 1 a` k faire
5: diffuser m en utilisant A
6: attendre que p de´livre m
7: Fin Pour
8: Out put q←{q}
9: fin
10: /∗ CODE DU PROCESSUS q ∗/
11: de´but
12: fin
13: /∗ CODE DES PROCESSUS DANS Π−{p,q} ∗/
14: de´but





P− est suffisant. Pour de´montrer que P− est suffisant pour re´soudre la diffusion fiable dans ΦF , nous
proposons un algorithme de diffusion fiable utilisant P− dans ΦF . Cet algorithme de diffusion doit tole´rer
deux types de fautes : les pertes de messages et les pannes de processus. Pour tole´rer les pertes de messages,
nous utilisons tout simplement le protocole du bit alterne´ [Ste76]. De ce fait, nous disposons d’une primitive
de communication point-a`-point fiable en de´pit du caracte`re non-fiable des liens. En utilisant cette primitive
et P−, l’algorithme tole`re les pannes de processus en appliquant les principes suivants. Soit p un processus
souhaitant diffuser un message m. p envoie un message de diffusion 〈p-BRD,m〉 a` tous les processus puis
attend un accuse´ de re´ception p-ACK de tous les processus non-suspecte´s avant de de´livrer m. Une fois que
p a de´livre´ m, la diffusion est termine´e. Pour assurer la proprie´te´ d’accord nous devons assurer que si p
tombe en panne durant la diffusion mais qu’un autre processus a de´livre´ le message alors tous les processus
corrects ont de´livre´ ou de´livreront m. Pour ce faire, chaque processus non-e´metteur q de´livre m seulement
s’il est suˆr que tous les processus corrects ont rec¸u m : lorsque q rec¸oit le message de diffusion 〈p-BRD,m〉,
il re-transmet le message a` tous les processus qu’il ne suspecte pas sauf p et attend un accuse´ de re´ception
de tous les processus non-suspecte´s pour de´livrer m. De ce fait, q peut recevoir un message de diffusion de
p via un autre processus. Pour synchroniser le syste`me, chaque processus q accuse re´ception a` l’e´metteur
du message m seulement s’il n’est pas l’initiateur de la diffusion ou si q a de´ja` rec¸u un accuse´ de re´ception
pour m de la part de tous les autres processus non-suspecte´s.
4 Consensus
Dans le proble`me du consensus, chaque processus propose une valeur et doit de´cider une des valeurs
initiale de manie`re unanime et irre´vocable. Plus formellement, tout algorithme de consensus doit ve´rifier
les trois proprie´te´s suivantes : (accord) au plus une valeur est de´cide´e, (inte´grite´) seule une valeur initiale
peut eˆtre de´cide´e et (terminaison) tout processus correct de´cide ultimement.
Nous montrons ici que S est suffisant pour re´aliser un unique consensus dans ΦF . Pour ce faire, nous
adaptons l’algorithme de [CT96] afin qu’il fonctionne dans ΦF . Dans cet algorithme, chaque processus
dispose d’un tableau V (indexe´ sur les identite´s) ou` il stocke les valeurs propose´es par les processus (ini-
tialement, chaque case est e´gale a` ⊥ sauf V [p] qui est e´gale a` la valeur propose´e par p). Cet algorithme
se de´roule en deux phases : une phase d’union ou` le processus apprend un maximum de valeurs propose´es
puis une phase d’intersection ou` le processus « oublie » certaines valeurs.
La phase d’union se de´roule en n− 1 rondes asynchrones (ou` n est le nombre de processus). Durant
chaque ronde, chaque processus envoie re´gulie`rement son tableau aux autres processus (n.b., les messages
sont re´pe´te´s car les liens ne sont pas fiables). Lorsqu’un processus p rec¸oit un tableau V ′, il met a` jour
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V avec les nouvelles valeurs apprises. La ronde courante termine lorsque p a rec¸u le tableau de chaque
processus non-suspecte´. A la fin de la (n−1)ie`me ronde, le tableau de chaque processus correct contient au
moins toutes les valeurs propose´es connues par les processus jamais suspecte´s (il en existe au moins un, par
de´finition de S ).
La phase d’intersection se de´roule en une seule ronde asynchrone. Durant cette ronde, chaque processus
envoie re´gulie`rement son tableau aux autres processus. La ronde d’un processus termine lorsqu’il a rec¸u
le tableau de chaque processus non-suspecte´. A la fin de cette ronde, le processus supprime les valeurs
qui ne sont pas pre´sentes dans tous les tableaux qu’il a rec¸us. De ce fait, le tableau de chaque processus
encore vivant contient exactement les meˆmes valeurs, les processus de´cident alors la premie`re valeur du
tableau diffe´rente de⊥ (une telle valeur existe car au moins un processus n’a jamais e´te´ suspecte´). D’ou`, ils
de´cident tous la meˆme valeur : l’algorithme re´alise un consensus.
5 Consensus re´pe´te´
Le proble`me du consensus re´pe´te´ consiste a` re´aliser autant de consensus qu’on le souhaite. En utilisant la
me´thode de preuve utilise´e pour la diffusion fiable, nous avons prouve´ que P− e´tait ne´cessaire pour re´soudre
le consensus re´pe´te´ dans ΦF . Pour de´montrer que P− est ne´cessaire, nous avons construit un algorithme
qui utilise une version simplifie´e (car il utilise un de´tecteur de de´faillances plus fort, P−) de l’algorithme
de consensus simple vu pre´ce´demment. Notre algorithme construit une barrie`re de synchronisation entre
chaque exe´cution d’un consensus simple. Cette barrie`re de synchronisation est re´alise´e en deux rondes
asynchrones. Lors de la premie`re ronde, les processus envoient re´gulie`rement un message « de´cide ». Lors
de la seconde ronde, les processus envoient re´gulie`rement un message « nouveau ». Un processus passe a`
la seconde ronde apre`s avoir rec¸u un message « de´cide » ou « nouveau » de chaque processus non-suspecte´
(n.b., un processeur peut de´ja` eˆtre dans la seconde ronde alors que d’autres sont toujours dans la premie`re).
De la meˆme manie`re, un processus termine la seconde ronde et de´marre un nouveau consensus apre`s avoir
rec¸u un message « nouveau » ou un message de l’algorithme de consensus simple de chaque processus
non-suspecte´. Cette barrie`re assure qu’aucun processus ne de´marre un nouveau consensus alors qu’un autre
est encore en train d’exe´cuter le consensus pre´ce´dent. D’ou`, l’algorithme re´alise le consensus re´pe´te´.
6 Perspectives
La perspective imme´diate de ce travail est de trouver le de´tecteur de de´faillances le plus faible pour
re´soudre le consensus (simple) dans ΦF . Nous avons de´ja` prouve´ ici que S e´tait suffisant. Donc, S semble
eˆtre un bon candidat. Dans de futurs travaux, nous souhaitons e´tendre nos re´sultats a` d’autres types de
proble`mes comme par exemple la conception de registres distribue´s. Nous souhaiterions aussi e´tudier si le
fait de conside´rer des spe´cifications non-uniformes ou un nombre maximal de pannes permet d’obtenir des
solutions avec des de´tecteurs de de´faillances plus faibles.
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