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Les travaux de recherche présentés dans cette thèse de doctorat caractérisent, 
premièrement de manière isolée puis combinée, les processus de dépôt de couches minces par 
pulvérisation physique d’une cible d’argent et par ajout d’un précurseur organosilicié. En régime 
de pulvérisation physique, nous avons notamment montré à partir de mesures par spectrométrie 
de masse que la fonction de distribution en énergie des ions au voisinage du substrat peut 
présenter une queue énergétique, un effet que nous avons aussi pu modéliser en considérant la 
thermalisation incomplète des espèces pulvérisées suivant leurs interactions avec les espèces du 
plasma. Une nouvelle méthode pour le calcul du rendement de pulvérisation des atomes de la 
cible basée sur l’analyse de mesures de sonde de Langmuir et d’émission optique a également 
été mise au point. Celle-ci a par la suite été utilisée pour caractériser le phénomène 
d’empoisonnement de la cible d’argent causé par l’ajout du précurseur hexaméthyldisiloxane 
(HMDSO). Dans ce régime hybride, nous avons confirmé la pertinence d’une injection pulsée 
du précurseur pour réduire l’empoisonnement. Finalement, la croissance de nanoparticules, ou 
poussières, dans les plasmas hybrides contenant une cible d’argent et le précurseur HMDSO 
injecté de manière pulsée est étudiée à la fois par des mesures de spectroscopie optique 
d’émission couplée à un modèle collisionnel-radiatif et par des mesures de spectrométrie de 
masse. Dans ces conditions, le plasma est caractérisé par une dynamique à plusieurs échelles 
temporelles; l’injection pulsée du précurseur se déroule sur des périodes de 5 secondes alors que 
le cycle complet de formation et de disparition des poussières prend plusieurs centaines de 
secondes. Cette évolution multi-échelle permet de séparer les phénomènes et de correctement 
caractériser l’impact de l’HMDSO et de la formation de poussières sur les propriétés 
fondamentales du plasma, en particulier la densité et la température des électrons, la population 
des atomes dans un niveau métastable, ainsi que la cinétique de fragmentation de la molécule 
mère. Le rôle des parois et des électrodes dans la dynamique de formation d’hydrocarbures 
agissant comme précurseur à la formation de nanoparticules est également démontré. 
Mots-clés : pulvérisation physique, dépôt chimique en phase vapeur assisté par plasma, plasmas 




The research presented in this Ph.D. thesis characterizes, first in isolation and then in 
combination, thin-film deposition processes by physical sputtering of a silver target and addition 
of an organosilicon precursor. In the physical sputtering regime, we have shown from mass 
spectrometry measurements that the energy distribution function of the ions in the vicinity of 
the substrate can exhibit an energetic tail, an effect that we have also been able to model by 
considering an incomplete thermalization of sputtered species following their interactions with 
the plasma species. A new method for calculating sputtering yield of the target atoms based on 
Langmuir probe measurement and optical emission analysis has also been developed. This was 
later used to characterize the phenomenon of target (silver) poisoning caused by the addition of 
the hexamethyldisiloxane precursor (HMDSO). In this hybrid regime, we confirmed the 
relevance of a pulsed injection of the precursor to reduce poisoning. Finally, the growth of 
nanoparticles, or dusts, in the hybrid plasmas containing a silver target and the pulse-injected 
HMDSO precursor is studied both by optical emission spectroscopy measurements coupled with 
a collisional-radiative model and by mass spectrometry measurements. Under these conditions, 
the plasma is characterized by dynamics over multiple time scales; the pulsed injection of the 
precursor takes place over periods of 5 seconds while the complete cycle of formation and 
disappearance of the dust takes several hundred seconds. This multi-scale evolution makes it 
possible to separate the phenomena and to correctly characterize the impact of HMDSO and the 
dust formation on the fundamental properties of the plasma, in particular the density and the 
temperature of the electrons, the population of the atoms in a metastable level, as well as the 
kinetics of fragmentation of the parent molecule. The role of walls and electrodes in the 
hydrocarbon formation dynamics acting as a precursor to the formation of nanoparticles is also 
demonstrated. 
Keywords : physical sputtering, plasma enhanced chemical vapor deposition, dusty plasmas, 
electrical and spectroscopic plasmas diagnostics. 
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Koehler [R1], cherchant à améliorer la solidité d’un revêtement, fut le premier à proposer 
en 1970 l’alternance de couches dont l’épaisseur est minimisée. Il argumentait alors que 
l’épaisseur d’une couche mince devrait être optimisée autour de 100 couches atomiques. C’est 
seulement plusieurs décennies plus tard que sont apparues des structures tridimensionnelles de 
tailles nanométriques [R2]. Il fut rapidement rapporté dans la littérature scientifique que les 
propriétés mécaniques [R3] et optiques [R4] d’un revêtement pouvaient être fortement 
améliorées en employant des couches nanocomposites. Ces dernières sont composées de grains 
nanométriques intégrés à l’intérieur d’une couche mince de composition chimique différente à 
celle des grains. Un exemple est donné à la Figure 0-1. Il est possible de distinguer les grains, 
dont la taille moyenne est située entre 5 et 10 nm, entourés par la matrice. La superposition et 
la différence de teinte de gris des grains sont des signes de la variabilité de leur profondeur à 
l’intérieur de la couche. L'avantage majeur de ce type de nanomatériau par rapport aux couches 
minces habituelles vient de la possibilité de combiner les propriétés physiques et chimiques de 
plusieurs composés ce qui, en plus de l’émergence de nouvelles propriétés due aux effets de 
synergie, élargit le spectre d’applications possibles. De nos jours, le marché des revêtements 
nanocomposites s'étend à une grande variété de domaines puisque les propriétés optiques, 
mécaniques, électriques, biologiques, etc. d'un large éventail de supports peuvent être modifiées 
et améliorées par l'usage de ces nanomatériaux multifonctionnels. 
 
Figure 0-1 : Image TEM (Transmission Electron Microscopy) d'un revêtement nanocomposite. 
Tirée de Despax et al. [R5]. 
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Un exemple de cette combinaison est la synthèse de revêtements nanocomposites 
contenant des grains d’argent intégrés dans une matrice organosiliciée (Ag :SiOCH). Ces 
revêtements servent notamment à prévenir l’infection à la surface d’implants ou de cathéters en 
faisant appel à l’anti-adhésivité de la matrice organosiliciée [R6] ainsi qu’aux propriétés 
biocides de l’argent [R7], [R8]. Les nanoparticules d’argent sont relâchées lors de l’érosion de 
la couche et interagissent alors avec des bactéries, pénétrant à l’intérieur de celles-ci en perçant 
leur membrane et causant ensuite des dommages léthaux [R9]. Plus les particules sont petites, 
plus le revêtement est efficace car une plus grande fraction de la surface de contact des particules 
se retrouve en interaction immédiate avec les bactéries. Il faut également noter qu'une particule 
métallique de moins de 5 nm environ possède des propriétés électroniques différentes de celle 
du matériau massif, améliorant ainsi sa réactivité de surface [R10]. 
Plusieurs méthodes peuvent être employées afin d'obtenir une couche mince contenant 
des nanoparticules imbriquées dans une matrice de composition chimique différente. Les 
méthodes chimiques passent généralement par l'élaboration de solutions colloïdales contenant 
des agrégats dispersés uniformément dans le solvant. Ce précurseur peut servir à y tremper un 
substrat [R11] ou être injecté directement dans un plasma pour une méthode PECVD (Plasma-
Enhanced Chemical Vapor Deposition) [R12]. Dans cette dernière technique, le composé est 
partiellement ou complètement fragmenté par les espèces énergétiques du plasma (électrons, 
ions, neutres métastables), donnant lieu à un milieu hautement réactif. Ces fragments sont 
ensuite transportés vers le substrat où le dépôt de la couche mince s'effectue. Des méthodes 
hybrides peuvent également être employées dans lesquelles la matrice est déposée par PECVD 
alors que les nanoparticules sont déposées par PVD (Physical Vapor Deposition), le plus 
souvent par l'évaporation ou la pulvérisation d'une ou de plusieurs cibles solides. C’est de cette 
manière que le revêtement nanocomposite présenté à la Figure 0-1 fut obtenu. Dans le cas 
particulier des revêtements nanocomposites Ag :SiOCH, le premier dépôt par une méthode 
hybride fut obtenu par Salz et al. [R13] en 2002. Les chercheurs firent appel à l’évaporation 
d'une cible d’argent en simultané avec l’injection du précurseur hexaméthyldisiloxane 
(HMDSO) dans un plasma radiofréquence à basse pression. La pulvérisation d’une cible 
d’argent par les ions énergétiques du plasma constitue une méthode alternative très populaire 
pour obtenir des nanoparticules métalliques [R14]. Celle-ci est très versatile et beaucoup plus 
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facile à implémenter d'un point de vue expérimental. D'autres précurseurs, comme le benzène, 
le styrène ou l'hexaméthyldisilazane (HMDSN) peuvent également être employés [R15]. 
Cependant, l’avantage de l’HMDSO est d’être peu couteux en plus d’être non-toxique et 
inflammable.  
Ce type de méthode hybride de dépôt de couches minces nanocomposites aux propriétés 
finement contrôlées présente cependant plusieurs défis scientifiques et technologiques. En 
particulier, les quantités relatives des espèces métalliques issues du PVD et radicalaires issues 
du PECVD doivent être bien maitrisées afin d’obtenir la couche aux propriétés micro et 
macroscopiques désirées. Les deux procédés étant présents simultanément, leurs dynamiques 
s’affectent mutuellement. Par exemple, la quantité de métal pulvérisé dans le plasma modifie le 
niveau d’ionisation de ce dernier en permettant l’ionisation Penning des atomes métalliques 
[R16], ce qui influence le degré de dissociation du précurseur chimique. De plus, les radicaux 
créés dans le plasma suite à la fragmentation du précurseur viendront non seulement se déposer 
sur le substrat, mais également sur les parois internes du réacteur et, plus critique encore, sur la 
cible métallique utilisée pour la pulvérisation. Ceci induit un empoisonnement de la cible, 
réduisant ainsi le rendement de pulvérisation puisqu’une partie des ions incidents à sa surface 
serviront à graver ce recouvrement partiel ou total. Afin de contourner ce problème, une solution 
possible est la pulsation de l’injection du précurseur utilisé pour le PECVD [R17]. Le temps 
d’arrêt entre les pulses permet alors la gravure de la couche formée à la surface de la cible, ce 
qui améliore grandement la quantité moyenne d’atomes métalliques pulvérisés. Il fut cependant 
observé qu’un tel procédé peut, selon les conditions opératoires, mener à la formation de 
générations successives de nanoparticules, ou poussières, à l’intérieur de la phase gazeuse 
(plasmas poudreux) [R18]. On se retrouve ainsi avec une décharge encore plus complexe qui 
habite un nombre important de phénomènes différents mais corrélés.  
En effectuant un survol de l’état des connaissances dans la littérature scientifique, on 
constate que plusieurs questions demeurent en suspens dans les procédés hybrides 
PVD/PECVD, en particulier dans les plasmas poudreux. Ceci inclut plusieurs aspects liés à la 
dynamique de pulvérisation physique et l’interaction des espèces pulvérisées avec les atomes et 
molécules de la phase gazeuse, mais aussi d’autres associés à la dynamique de fragmentation 
des précurseurs et son effet sur la génération des nanoparticules. Les travaux de recherche 
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présentés dans cette thèse de doctorat visent à caractériser, de manière isolée puis combinée, les 
phénomènes physiques et chimiques se déroulant dans la phase gazeuse en régime 
PVD/PECVD.  
Le premier chapitre fournit une revue de la littérature sur la physique des procédés 
hybrides PVD/PECVD utilisés pour le dépôt de couches minces nanocomposites. Un état des 
connaissances sur la pulvérisation physique et le PECVD dans les plasmas à basse pression est 
présenté. Il sera montré que, selon les conditions opératoires, l'interaction du précurseur avec le 
plasma peut mener non seulement à des fragments et du dépôt de couches minces par PECVD, 
mais aussi à des phénomènes de croissance de nanoparticules dans la phase gazeuse, donnant 
lieu à des plasmas poudreux. On traite par la suite de la dynamique de croissance, d’occupation 
et de disparition de nanoparticules dans les plasmas poudreux ainsi que de leur impact sur les 
propriétés fondamentales du plasma. 
En réponse à certains défis scientifiques et technologiques pouvant être déduits de cette 
revue de l’état de l’art sur les procédés hybrides PVD/PECVD, le deuxième chapitre traite sur 
l’étude de la pulvérisation physique dans les plasmas à basse pression. On s’intéresse 
notamment à la cinétique de pulvérisation d’une cible d’argent et de l’effet d’un magnétron sur 
le rendement de pulvérisation pour des énergies des ions incidents voisines du seuil de 
pulvérisation. Des mesures par spectrométrie de masse (MS, Mass Spectrometry) permettent 
également d’analyser la fonction de distribution en énergie des ions au voisinage du substrat 
dans l’optique de mieux comprendre l’ensemble des facteurs impliqués dans le transport des 
espèces pulvérisées dans la phase gazeuse (de la cible vers le substrat). 
Le troisième chapitre traite du phénomène de pulvérisation en régime hybride 
PVD/PECVD pour une cible d’argent avec un précurseur organosilicié, l’HMDSO. L’effet de 
la diminution de la quantité d’atomes pulvérisés suite à l’apparition du précurseur sur les 
propriétés du plasma est abordé en ayant recours à plusieurs diagnostics dont la spectroscopie 
optique d’émission (OES, Optical Emission Spectroscopy), la sonde de Langmuir et des mesures 
électriques. On démontre également l’utilité de passer à une injection pulsée du précurseur 
comparée à une injection continue. 
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Le quatrième et dernier chapitre traite finalement du phénomène de croissance des 
nanoparticules en régime hydride PVD/PECVD. On montre notamment que l’effet de l’injection 
pulsée sur une période de 5 s, en plus de la formation et disparition cycliques des générations 
successives de poussières se déroulant sur quelques centaines de secondes, induit des variations 
périodiques multi-échelles des propriétés du plasma. Des mesures OES du plasma d’argon, 
combinées aux prédictions d’un nouveau modèle collisionnel-radiatif (CR) pour l’étude des 
transitions 2p - 1s, permettent de suivre l’évolution de la température et de la densité des 
électrons dans le plasma. L’effet de l’HMDSO sur la désexcitation collisionnelle des atomes 
neutres d’argon métastables est également démontré. La fragmentation du précurseur est quant 
à elle étudiée au travers de nouvelles mesures et analyses par spectrométrie de masse. 
L’évolution des principaux fragments avec les pulses d’HMDSO et la formation des poussières 
permet notamment d’identifier leurs principaux mécanismes de gains et de pertes par collisions 




Chapitre 1 Principes généraux et revue de la littérature 
1.1 Méthodes hybrides PVD/PECVD 
1.1.1 PECVD : Fragmentation, transport et processus de surface 
Le PECVD a vu le jour dans l'industrie des semi-conducteurs suite à des travaux 
pionniers qui ont permis de montrer que l’ajout d’un gaz précurseur contenant du silicium, de 
l’oxygène ou de l’azote dans un plasma peut faire croître des couches diélectriques ou de 
passivation avec des propriétés physico-chimiques pertinentes pour la photolithographie ou le 
recouvrement de circuits imprimés liés à une grande variété de dispositifs microélectroniques 
[R19]. De nos jours, il s’agit d’une des méthodes de croissance de couches minces et de 
revêtements fonctionnels les plus répandues, et ce, pour plusieurs raisons : le contrôle d'une 
grande variété de réactions chimiques ayant lieu dans la phase gazeuse et en surface permet la 
croissance de couches denses et stables; un changement temporel dans l’injection des produits 
réactifs peut mener à la croissance d’une couche dont la composition chimique varie de manière 
continue avec la profondeur; les vitesses de croissance sont rapides (1-10 nm/s [R20]), et ce, sur 
des substrats de formes variées, qu’ils soient plats ou non; un dopage peut être réalisé en cours 
de procédé en ajoutant des additifs dans le plasma ou encore en ayant recours à une seconde 
méthode de dépôt en simultané (évaporation, pulvérisation ou autres) [R21].  
Afin de croître un revêtement par PECVD, il faut en premier lieu que le produit réactif 
injecté dans le plasma se fragmente, partiellement ou complètement, afin de permettre aux 
radicaux qui le composent d’être actifs. Dans les plasmas froids, hors-équilibre 
thermodynamique, chaque espèce (électrons, ions, neutres, métastables) possède une 
température différente. Ces températures, en plus de la densité des espèces, régissent les 
réactions qui ont lieu à l’intérieur du plasma. Le Tableau 1-1 donne un aperçu des réactions 
typiques que l’on y retrouve. L’ajout d’un précurseur pour le PECVD donne lieu à un plus ou 
moins grand nombre de nouvelles espèces dans le plasma, dépendamment du nombre d’atomes 
contenus dans la molécule mère, ce qui génère une pléthore de nouvelles réactions possibles. La 
modélisation de ce type de plasma devient alors excessivement compliquée. À titre d'illustration, 
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la Figure 1-1 présente un schéma de principe de PECVD de silicium à partir de SiCl4/H2 dans 
un plasma d'argon. Le dépôt peut se diviser en trois parties: l'interaction associée à la 
fragmentation de la molécule mère, la propagation liée au transport des fragments en phase 
gazeuse et la terminaison associée à l'ensemble des processus mis en jeu à l'interface plasma-
substrat. Dans un plasma froid, il est généralement admis que ce sont principalement les 
électrons qui contribuent aux processus de dissociation [R22]. Pour l'exemple illustré, ces 
réactions donnent lieu à des fragments SiCl3, SiCl2, SiCl, Si mais aussi à du H, Cl, et Cl2. Comme 
les électrons sont au cœur du PECVD, il est particulièrement important de contrôler leur 
fonction de distribution en énergie (EEDF, Electron Energy Distribution Function). En effet, 
celle-ci dicte non seulement le degré d’ionisation du plasma comme dans les plasmas non 
réactifs, mais également le degré de dissociation de la molécule mère ainsi que l'étendue des 
populations des divers fragments. Parmi les facteurs gouvernant l'évolution de la EEDF dans les 
plasmas hautement réactifs destinés au PECVD, on note la nature et les pressions partielles des 
différents gaz, les dimensions du réacteur, la fréquence d'excitation du champ électrique, etc. 
[R23], [R24]. 
Tableau 1-1 : Réactions se retrouvant à l'intérieur d'un plasma. Inspiré de Martinu et al. [R20]. 
Réaction Équation générale Réaction Équation générale   
Réactions avec des 
électrons 
 Réactions entre espèces 
massives 
   
Ionisation + A → A + 2  Échange de charge A + B → A + B   
Excitation + A → A∗ +  Ionisation Penning A + B∗ → A + B +    
Dissociation + AB → A + B +  Combinaison A + B → AB   
Ionisation dissociative + AB → A + B + 2  Interactions hétérogènes    
Attachement dissociatif + AB → A + B Adsorption R + S →	R    
Recombinaison 
radiative 
+ A → A + h  Désexcitation de métastables A∗ + S → A + S   
 Pulvérisation A + B → 	A + B   
Émission d’électrons 
secondaires 




Figure 1-1 : Schéma de la chaine de réactions lors du PECVD à partir d'un plasma 
Ar + H2 + SiCl4. Tiré de Grill [R25]. 
La EEDF possède aussi un rôle déterminant sur la dynamique de transport des fragments 
dans le plasma. En effet, une fois formées, ces espèces pourront se mouvoir (par des phénomènes 
de dérive et de diffusion) dans le plasma et pourront ainsi entrer en collision avec les autres 
espèces du plasma. Ces interactions incluent les collisions neutres-neutres et ion-neutres, mais 
aussi électrons-neutres pouvant mener à une seconde fragmentation, à de l’excitation ou encore 
à de l’ionisation des fragments. Une fois arrivé au voisinage de la surface, l'ensemble de ces 
fragments peut se déposer en se liant aux atomes présents par adsorption (en particulier, par 
chimisorption). Cependant, comme l'illustre la Figure 1-1, sous atmosphère plasma, la surface 
est constamment soumise à un apport d'énergie externe qui, selon les conditions opératoires, 
peut provenir d'un bombardement par des ions positifs, des électrons, des photons et/ou des 
espèces excitées (en particulier les espèces métastables). Tout ceci, en plus du dépôt par 
PECVD, peut donner lieu à de la gravure, du mixage, des réorganisations de surface, etc. 
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Il est important de pouvoir caractériser les dynamiques précédentes afin de contrôler et 
d’optimiser le dépôt. Si la EEDF se présente comme un paramètre critique, elle est cependant 
difficile à mesurer expérimentalement. D'autres paramètres peuvent servir à caractériser le 
PECVD tout en étant plus faciles à obtenir. L’importance de l’énergie moyenne dissipée par 
atome de gaz, Emoy, fut mise en évidence par von Keudell et al. [R26]. Alexander et al. ont 
également rapporté la variation du modèle de fragmentation en fonction du ratio entre la 
puissance appliquée et le débit du précurseur dans une décharge d’HMDSO [R27]. Emoy est 
déterminée par des paramètres opératoires simples : la puissance moyenne absorbée et le débit 
de gaz. Les travaux ont permis de montrer que ces paramètres peuvent être modifiés sans 
changer la fragmentation, tant que Emoy est gardée constante. La Figure 1-2 présente leurs 
résultats. La dépendance des neutres stables (le précurseur de méthane (CH4) et les molécules 
résultant de la fragmentation (H2 et C2H2)) avec Emoy est évidente dans la partie gauche de la 
figure. On y voit entre autres qu'à Emoy ~ 20 eV, la seconde fragmentation de l'acétylène 
contribue à l'augmentation de la densité de fragments plus petits. Le flux des fragments 
contribuant au dépôt varie également avec ce paramètre, tel que présenté à la partie droite de la 
figure. Pour de basses Emoy, les espèces CHx forment la contribution dominante à la croissance 
du film, alors qu'à des énergies intermédiaires, il s'agit plutôt des espèces C2Hx. Finalement, aux 
énergies plus élevées, les ions carbonés prennent de l'importance pour le dépôt. L’importance 
de la puissance provient de son impact sur les densités de charges libres du plasma et des neutres 
excités, qui sont responsable de la dissociation du précurseur. Cependant, le modèle de von 
Keudell suppose une EEDF constante au travers des variations des paramètres opératoires. 





Figure 1-2 : Variation (gauche) de la densité du précurseur et de ses fragments ainsi que (droite) 
des flux participant à la croissance avec l'énergie moyenne dissipée par molécule. Tiré von 
Keudell et al. [R26]. 
 
1.1.2 PVD : Pulvérisation et transport dans la phase gazeuse 
Au cours du dépôt de couches minces nanocomposites par des méthodes hybrides 
PVD/PECVD, l'apport de matière issue du PECVD est couplé à celui d'atomes provenant du 
PVD. Ce dernier peut se faire par évaporation d'une cible solide, mais s'effectue, le plus souvent, 
par pulvérisation. De manière générale, l'interaction entre des ions issus d'un plasma ou d'un 
faisceau d'ions et la surface d’une cible prend des formes très différentes selon la réactivité des 
espèces et l'énergie incidente des ions. À basse énergie (< 10-2 eV), une forte probabilité de 
condensation ou de chimisorption en surface des ions incidents permet au coefficient de collage 
de ces derniers d’être proche de l'unité. Au contraire, à hautes énergies (> 103 eV), l'interaction 
ne se limite plus au voisinage de la surface puisqu'il y a alors implantation ionique, i.e. l'ion 
pénètre à l'intérieur du matériau, traverse plusieurs couches atomiques, et s'y loge. Entre ces 
deux régimes, l'interaction ion-matière mène, entre autres, à la modification de la topographie 
de la surface, à son chauffage ainsi qu’à la pulvérisation de ses atomes. On parle de pulvérisation 
lorsque la collision entre l’ion incident et les atomes de la cible mène à l’éjection d’un ou 
plusieurs atomes. On distingue deux types de pulvérisation, selon l’énergie de l’ion incident 
(voir la Figure 1-3). À basse énergie, la pulvérisation directe (ou single knock-on) prend place: 
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l’ion incident fait un nombre limité de collisions avec les atomes du matériau, une d’entre elles 
menant à l’éjection de l’atome rencontré. Lorsque les ions possèdent davantage d’énergie, leur 
parcours dans le matériau augmente de sorte que l'interaction s'effectue avec un plus grand 
nombre d'atomes. Dans ce régime, les atomes déplacés le long du parcours de l'ion incident font 
des collisions avec les autres atomes du matériau de sorte que la pulvérisation ne résulte pas de 
collisions directes avec l’ion incident, mais plutôt de collisions indirectes associées au 
développement d'une cascade linéaire de collisions. 
 
Figure 1-3 : Pulvérisation (gauche) directe et (droite) indirecte. Adapté de Ohring [R28]. 
Lorsqu’un plasma est utilisé pour le PVD par pulvérisation, la cible sert généralement 
de cathode, tel que présenté à la Figure 1-4, pour une décharge capacitive d’argon. Le plasma 
est produit par l'application d'une différence de potentiel entre la cathode et l'anode. Pour une 
cible métallique, la tension peut être appliquée en cc ou en rf alors que pour des semi-
conducteurs ou des matériaux isolants, la tension appliquée doit être alternative. 
 
 
Figure 1-4 : Schéma simplifié d'une décharge plasma de dépôt par pulvérisation. 
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L’énergie des ions incidents sur la cible est déterminée par la chute de potentiel dans la 
gaine située au voisinage de la cathode. Pour une décharge en cc, la chute est égale à la 
différence entre la tension appliquée (négative par rapport au plasma) et le potentiel du plasma. 
Celle-ci étant négative, elle permet d'accélérer les ions positifs du plasma et donc d'engendrer 
de la pulvérisation. Pour une décharge rf, les courants électroniques et ioniques collectés par la 
cathode sur un cycle complet de la tension doivent être égaux. Comme les électrons sont plus 
mobiles, ils répondent instantanément au champ oscillant. Au contraire, les ions, plus massifs, 
ne voient que le champ moyen. Il y a donc apparition d’une tension négative, appelée 
d’autopolarisation, à la surface de la cathode, particulièrement lorsque la surface de cette 
dernière est plus petite que celle de l’anode, afin de repousser les électrons et d'attirer les ions 
afin d'assurer la balance des courants. Le phénomène est présenté à la Figure 1-5. Les courbes 
présentées donnent le courant capté à la cathode en fonction de la tension appliquée. Lorsque la 
tension moyenne est nulle, il apparait clairement que la quantité d’électrons collectés excède 
celle des ions. Cependant, pour une certaine valeur négative de la tension moyenne, les courants 
collectés sur un cycle complet deviennent égaux. Cette tension d’autopolarisation négative 
permet donc d’accélérer les ions incidents vers la cible et d’augmenter leur énergie cinétique au 
moment où ils entrent en collision avec sa surface. Il faut également mentionner qu’une 
asymétrie entre l’aire des surfaces de la cathode et de l’anode permet d’augmenter ou de 
diminuer cette tension. En effet, les ratios des aires et des tension à leurs surfaces respectives 
sont généralement reliés par la relation suivante : Va / Vb = (Ab / Aa)α où α prend une valeur 
généralement autour de 2.5 [28, p. 432]. Ce phénomène peut être utilisé afin d’accroître la 
tension d’autopolarisation à la surface de la cible et ainsi augmenter le nombre d’atomes 
pulvérisés par ion incident. Cette asymétrie est facilement obtenue; la cible peut par exemple 
être plus petite que le substrat (qui sert alors d’anode), ou le substrat peut être mis à la terre, en 




Figure 1-5 : Courbes courant-tension permettant d'expliquer l'apparition d'une tension 
d'autopolarisation. Tiré de Ohring [R28]. 
Afin de décrire la cinétique de pulvérisation, on fait généralement appel au rendement 
de pulvérisation, Y, défini comme le rapport entre le nombre d’atomes pulvérisés et le nombre 
d’ions incidents. Notons que nous négligeons ici la contribution des ions accélérés vers la cible 
et neutralisés par des réactions de transfert de charge dans la gaine cathodique, considérée 
comme non-collisionnelle pour des pressions de quelques dizaines de mTorr. Dans la majorité 
des ouvrages, la pulvérisation est décrite par le modèle de Sigmund dans lequel Y est directement 
proportionnel à l'énergie déposée par les ions incidents (collisions élastiques) le long de leur 
parcours à l’intérieur de la cible. À titre d'illustration, la Figure 1-6 présente le rendement de 
pulvérisation d'une cible métallique en fonction de l'énergie des ions incidents. Pour l'ensemble 
des ions, le rendement augmente, atteint un maximum à quelques milliers d’électrons-volts, puis 
décroît, comme le font généralement les sections efficaces de collision. Le graphique de droite 
de la figure permet de démontrer la dépendance en racine carrée du rendement de pulvérisation 
à basse énergie des ions incidents [R30]. On note également qu'il existe une énergie seuil en 
dessous de laquelle la pulvérisation n'est pas possible. Bien que différentes expressions 
empiriques aient été rapportées dans la littérature pour l'énergie seuil [R28], [R31], [R32], il est 
généralement accepté que celle-ci est toujours proportionnelle à l'énergie de liaison des atomes 
de la cible, et inversement proportionnelle à la fonction de transfert de quantité de mouvement 
γ = 4M1M2 / (M1 + M2)2, où M1 et M2 représentent respectivement la masse de l'ion incident et 
des atomes de la cible [R33]. Le transfert de quantité de mouvement entre deux atomes est en 




Figure 1-6 : Évolution du rendement de pulvérisation ave l'énergie des ions incidents en fonction 
de (gauche) la nature des ions incidents sur une cible de Ni et de (droite) la nature de la cible 
pulvérisées par des ions d’Ar. Tiré de (gauche) Nastasi et al. [R34] et (droite) Steinbruchel 
[R30]. 
Bien que l’énergie des ions incidents dicte le nombre d’atomes extraits de la cible, il est 
généralement considéré qu’elle n’affecte pas la fonction de distribution en énergie des atomes 
pulvérisés. À noter que nous n’aborderons pas les distributions angulaires du nombre et de 
l’énergie des espèces pulvérisées, mais que ces quantités peuvent varier avec l’angle de sortie 
de la cible. Cette considération provient de la théorie de Sigmund-Thomson qui décrit la 
pulvérisation physique comme une suite de collisions binaires élastiques. Dans ce régime de 
cascades linéaires de collisions, la fonction de distribution en énergie des atomes pulvérisés à la 
sortie de la cible est donnée par [R33], [R35] : 






 , 1-1 
où U représente l’énergie de liaison des atomes de la cible et m est un paramètre ajustable 
permettant de prendre en compte les phénomènes d’écrantage électronique au cours de 
l’interaction ion-atome. Pour des ions de basses énergie, typiquement < 1 keV, la valeur de m 
tourne autour de 0.1-0.2 [R30] alors que m tend vers 1 à plus hautes énergies [R33]. Bien que 
cette distribution ait été validée expérimentalement pour des ions hautement énergétiques, 
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plusieurs auteurs ont noté des déviations dans les distributions expérimentales, particulièrement 
à basse énergie des ions incidents [R36]–[R39]. À titre d’exemple, la Figure 1-7 présente 
l’évolution de la fonction f(E) à différentes énergies des ions incidents pour des ions d’argon sur 
une cible de cuivre (mesures sous vide). Il apparait clairement que l’énergie incidente possède 
un impact sur l’énergie moyenne de sortie des atomes métalliques. De plus, la décroissance 
exponentielle observée dans les courbes expérimentales s’avère plus marquée que celle prédite 
par le modèle de Thompson (dernière courbe du graphique). De ce graphique obtenu pour la 
pulvérisation de cuivre par des ions d’argon, les énergies moyennes sont de 4 ± 0.2 eV 
(correspondant à une température de 2.6 ± 0.1 eV ou 31 000 K) à 65 eV et de 30.5 ± 0.8 eV 
(correspondant à une température de 20.4 ± 0.5 eV ou 237 000 K) à 1 030 eV. 





























Figure 1-7 : Fonction de distribution en énergie d’atomes de cuivre pulvérisés par des ions 
d’argon aux énergies indiquées à incidence normale. Adapté de Mousel [R38]. 
Lorsque la pulvérisation s’effectue sous atmosphère gazeuse ou dans un plasma (par 
opposition au vide comme dans les données de la Figure 1-7), l’énergie moyenne des espèces 
pulvérisées est généralement plus importante que celle du gaz, typiquement autour de 300 K. Si 
le libre parcours moyen des espèces pulvérisées dans le gaz (lié à la pression de la chambre) est 
largement inférieur à la distance cible-substrat, ces dernières deviennent thermalisées avec le 
gaz [R29], [R40]. Au contraire, si le libre parcours moyen de ces espèces est de l’ordre de ou 
supérieur à la distance cible-substrat, elles peuvent donc contribuer au chauffage du dépôt, 
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pouvant ainsi servir à obtenir des revêtements davantage denses et uniformes. L’évolution de 
l’énergie moyenne des atomes de cuivre pulvérisés, mesurée à 2.5 cm de la cible, avec la 
pression du plasma d’argon est présentée à la Figure 1-8. La thermalisation des atomes 
métalliques pulvérisés est, dans ces conditions, complète à partir de 10 Pa, ou 75 mTorr. Les 
simulations montrent également la dépendance de l’énergie moyenne des atomes pulvérisés à la 
sortie de la cible avec l’énergie des ions incidents, définie par Vd. Cette signature est cependant 
perdue une fois que les atomes pulvérisés sont thermalisés avec le gaz. Le contrôle de la fonction 
de distribution en énergie des espèces pulvérisées suite à leur interaction avec les atomes de la 
phase gazeuse constitue un paramètre important à contrôler lors du dépôt par PVD; nous 
reviendrons sur le point au Chapitre 2.  
 
Figure 1-8 : Énergie moyenne d’atomes de cuivre pulvérisés à 2.5 cm de la cible en fonction de 
la pression du gaz d’argon. Les mesures obtenues par OES sont comparées aux résultats d’une 
simulation Monte Carlo. Tiré de Yamamura et al. [R40]. 
De manière générale, la pulvérisation par plasma s'effectue dans des plasmas à pression 
réduite. Celle-ci est suffisamment élevée pour obtenir des densités ioniques importantes et donc 
des taux de pulvérisation significatifs, mais pas trop élevée afin d’éviter les phénomènes de re-
dépôt résultant de l'interaction entre les espèces pulvérisées et les atomes de la phase gazeuse 
[R29], [R41]. De plus, la pression réduite permet aux atomes pulvérisés de diffuser librement 
vers le substrat où s'effectue le dépôt. Durant leur transport, ces atomes peuvent interagir avec 
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les différentes espèces du plasma. Selon les conditions opératoires, ces interactions peuvent 
prendre différentes formes. En plus des collisions pouvant mener à leur thermalisation, une 
partie des espèces pulvérisées peut aussi être ionisée par des collisions avec les électrons ou par 
des collisions de transfert de charge avec les ions positifs. Si des espèces réactives peuplent 
également la décharge (par exemple de l’oxygène), elles peuvent aussi se lier avec les atomes 
pulvérisés pour former des composés (par exemple des oxides métalliques). 
Ces interactions entre les espèces du plasma et les atomes pulvérisés durant le transport 
de ceux-ci dans la phase gazeuse auront également un impact sur les propriétés du plasma. Les 
atomes métalliques possèdent typiquement des seuils d’ionisation plus bas en énergie que les 
atomes du gaz. Par exemple, la première ionisation de l’argent s’effectue à 7.58 eV, 
significativement en deçà de celle de l’argon à 15.76 eV. Si des quantités importantes d’espèces 
métalliques peuplent la décharge, elles auront ainsi tendance à diminuer globalement l’énergie 
d’ionisation moyenne du plasma. Ceci aura pour effet de diminuer la température des électrons, 
comme l’ionisation est plus facile à réaliser [R16]. De plus, l’argon possède également des 
niveaux d’excitation métastables. Ces niveaux sont caractérisés par des énergies plus basses que 
les autres niveaux d’excitation, et possèdent des transitions radiatives interdites vers le niveau 
fondamental (le seul niveau plus bas). Un atome excité dans un de ces niveaux métastables 
possède donc un temps de vie beaucoup plus long que les autres espèces excitées, et sera 
généralement excité ou désexcité en faisant une collision avec une autre espèce du plasma. Cela 
leur confère généralement des densités supérieures aux autres niveaux excités. Les niveaux 
métastables de l’argon sont situés entre 11.5 et 11.9 eV. Les neutres d’argon métastables 
possèdent donc assez d’énergie pour permettre l’ionisation Penning des atomes d’argent [R22], 
un autre phénomène qui peut contribuer, selon les conditions opératoires, à une diminution de 
la température électronique [R16]. 
D'un point de vue pratique, il est généralement nécessaire de rester dans la gamme de la 
dizaine à la centaine de millitorrs avec des distances cible-substrat autour de la dizaine de 
centimètres afin d'avoir une quantité appréciable d'atomes pulvérisés. Pour des décharges 
capacitives comme celle de la Figure 1-4, la puissance injectée dans le plasma peut évidemment 
être modifiée pour optimiser le rendement de pulvérisation en passant par un gain d'énergie des 
ions (tension d'accélération dans la gaine plus élevée) et de plus hautes densités d’ions positifs 
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(et donc d’électrons en admettant la neutralité macroscopique du plasma). À paramètres 
constants, le passage à la pulvérisation dite magnétron fait cependant augmenter d'un à deux 
ordres de grandeur les flux d'ions incidents à la cible et par conséquent, les quantités d'atomes 
pulvérisés. Ceci s'explique par la présence de champs électrique (E) et magnétique (B) croisés 
formant une zone de confinement magnétique où une quantité importante d'électrons sont 
emprisonnés. Les électrons, dus à leur très petite masse, sont faciles à confiner, alors que les 
ions possèdent des rayons de giration (r = mv / qB où re ~10-3,-4 m et ri ~1 m) beaucoup plus 
grands, qui dépassent généralement les dimensions du réacteur pour des champs magnétique de 
l’ordre de quelques centaines ou milliers de Gauss. On considère alors généralement qu’ils ne 
sont pas affectés par le champ B. 
La Figure 1-9 donne un aperçu de la géométrie des lignes de champ magnétique proche 
de la surface de la cible dans les conditions de pulvérisation magnétron typiques. Les électrons 
sont confinés dans la zone où le champ magnétique est le plus fort et est perpendiculaire au 
champ électrique, ce dernier étant perpendiculaire à la surface de la cathode [R42]. En effet, 
d'après la seconde loi de Newton et la force de Lorentz, 
( )ee edvm e E v Bdt = + ×
  
 , 1-2 
un régime stationnaire existe lorsque les électrons voyagent à l'intérieur d'une région où les 
champs électrique et magnétique sont perpendiculaires, ce qui crée une zone de confinement de 
forme toroïdale. La partie droite de la figure démontre bien la décroissance rapide du champ 
magnétique loin de la cathode. Cela indique que le confinement se fait proche de la cible, causant 
une augmentation locale de la densité de particules chargées du plasma, mais limitant 




Figure 1-9 : (gauche) Lignes du champ magnétique. La zone de confinement est indiquée. 
(droite) Intensité du champ magnétique, une fois la valeur du champ perpendiculaire au centre 
soustraite, en fonction de la distance à la cible. Tiré de Kashtanov et al. [R42]. 
Si la présence d’un magnétron change la distribution de charges proche de la cible, elle 
influence également le potentiel dans la gaine à la surface de la cible. En effet, les électrons sont 
typiquement caractérisés par des distributions spatiales plus étalées que les ions dans un plasma 
produit par un champ rf. Par contre, cet étalement est limité lorsqu’ils sont confinés par un 
champ magnétique. Puisque la différence entre les distributions spatiales des électrons et des 
ions est amoindrie, les différences de potentiel dans les gaines cathodique et anodique le seront 
également. Comme la tension d’autopolarisation à la surface de la cible sert à accélérer les ions 
vers elle, l’ajout d’un magnétron diminue en fait le rendement de pulvérisation. Cependant, 
l’augmentation du flux ionique compense largement ce phénomène. Nous reviendrons sur ces 
aspects au Chapitre 2. 
 
1.1.3 Pulvérisation dans les plasmas réactifs 
Dans les plasmas réactifs utilisés dans les procédés hybrides PVD / PECVD, l’affinité 
chimique (ou la propension à former des liaisons covalentes)entre le précurseur et l’élément de 
la cible est un paramètre critique dans l’obtention d’une couche mince nanocomposite aux 
propriétés désirées [R44]. En effet, si l'affinité chimique entre les fragments du précurseur et les 
atomes métalliques obtenus par pulvérisation est très forte, il ne sera pas possible d'avoir deux 
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phases séparées lors du dépôt. Au contraire, si l'affinité est nulle, il ne sera pas possible de 
procéder à la fois au PVD et au PECVD, et le dépôt sera uniquement composé soit des atomes 
métalliques, soit des fragments [R44]. La clé du procédé hybride résulte donc en une faible 
affinité chimique permettant d'assurer un minimum d'interactions pour la croissance de la 
couche, mais pas trop pour maintenir les deux phases séparées. Cependant, l’ajout dans la phase 
gazeuse d’un agent qui réagit chimiquement avec le matériel de la cible induit une complexité 
supérieure dans le mécanisme de pulvérisation. Dans certains cas, par exemple pour des chimies 
fluorées ou chlorées, les espèces réactives peuvent mener à de la gravure chimique de la cible. 
Cependant, on observe plus généralement la formation d’une couche composée des fragments 
du précurseur à la surface de la cible, ce qui réduit le rendement de pulvérisation. Cela ralentit 
non seulement la croissance du dépôt, mais modifie également sa stœchiométrie [R44].  
 
Figure 1-10 : Schéma des différents mécanismes émergeant de la pulvérisation réactive. Adapté 
de Berg et al. [R45]. 
La Figure 1-10 donne le schéma qualitatif des différents mécanismes prenant place lors 
de la pulvérisation en milieu réactif tel que proposé par Berg et al. [R45]. Les paramètres Ac et 
As représentent respectivement les aires de la cible et du substrat. L'interaction entre les radicaux 
du plasma et les atomes de la cible induit un recouvrement partiel de cette dernière, exprimé par 
θc. Quant à la surface restante de la cible, 1 - θc, n’ayant pas réagie avec les produits du 
précurseur, elle peut être pulvérisée et fournir des atomes métalliques au plasma. Un état 
stationnaire est atteint lorsque le flux d’atomes résultant de la pulvérisation du composé sur la 
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cible (proportionnel à θc) est égal au flux d’atomes se déposant sur la cible (proportionnel à 
1 - θc) [R45]: 
( )1 n nc c c n n c c c
c n n
J
J Y A J A
J Y J
αθ α θ θ
α+ +
= −  =
+
 , 1-3 
où Yc est le rendement de pulvérisation du composé, J+ est le flux incident d'ions positifs, αn est 
le coefficient de collage des fragments et Jn est le flux des fragments. L'Équation 1-3 indique 
que le flux d'ions à la surface de la cible doit être augmenté afin de réduire le recouvrement 
partiel de cette dernière. Au contraire, s'il est nul, il est clair selon cette équation que la cible 
sera complètement recouverte (θc = 1). Au niveau du substrat, θs représente la fraction de la 
surface du substrat recouverte par le composé issu des fragments réactifs. Le flux d'atomes ou 
de fragments formant le composé peut soit provenir de la fragmentation du gaz réactif 
(Qc = αnJnAs où on suppose le même coefficient de collage à la cible et au substrat), soit de la 
pulvérisation du composé recouvrant partiellement la cible (Fc = J+YcθcAc). Le reste du substrat 
(1 – θs) est recouvert par une couche métallique issue du flux d'atomes provenant de la 
pulvérisation de la cible, Fm = J+Ym(1 - θc)Ac, où Ym est le rendement de pulvérisation des atomes 
de la cible. Un état d’équilibre est atteint lorsque les flux Qc et Fc sur la fraction 1 - θs de As sont 
égaux au flux Fm sur la fraction θs, représenté par l'Équation 1-4 : 





θ θ θ ++ − =  =
+ +
 , 1-4 
Cette expression permet de mettre en évidence la complexité de la dynamique 
gouvernant le recouvrement du substrat. En effet, le degré de recouvrement de la cible se 
retrouve dans les expressions de Fc et de Fm, ce qui induit une dépendance à l'affinité chimique 
entre les fragments du précurseur et les atomes de la cible (au travers de αn) ainsi qu'au taux de 




1.2 Plasmas poudreux 
1.2.1 Croissance de nanoparticules dans les plasmas réactifs 
Dans les plasmas réactifs, lorsque l'interaction du précurseur avec les électrons du 
plasma mène à la production d'ions négatifs, comme c'est le cas pour le silane, le méthane ou 
encore l'acétylène, il est possible de voir apparaitre des nanoparticules dans la phase gazeuse, 
donnant lieu à des plasmas dits poussiéreux. En effet, les ions négatifs principalement créés par 
attachement électronique sont considérés comme de bons radicaux pour la formation de 
nanoparticules, car ils sont confinés dans le plasma par la chute de potentiel aux parois et 
possèdent donc un temps de résidence supérieur aux neutres et aux ions positifs [R46], [R47]. 
Ceci s'explique par la mobilité supérieure des électrons par rapport aux ions qui, dans une 
décharge globalement électropositive, induit l’apparition d’une charge moyenne négative en 
périphérie du plasma. Cette configuration du potentiel permet aux espèces chargées 
négativement d’être confinées à l’intérieur du plasma, ce qui augmente leur temps de résidence. 
La croissance débute lorsqu’un radical, le plus souvent un ion négatif, rencontre une autre 
molécule réactive, issue ou non de la fragmentation du précurseur. Dans le cas très étudié d’un 
plasma de silane, les premières réactions menant à la formation de protoparticules (agrégats de 
quelques nanomètres) peuvent s'exprimer comme: 
( ) ( )*n 4 n+1 ' 2Si H SiH Si H produits de H, Hx x− −+ → +  . 1-5 
C'est l'étape de nucléation illustrée à la Figure 1-11. La phase de coagulation débute ensuite 
lorsqu'une densité critique de protoparticules est atteinte, permettant la formation d'agglomérats 
primaires suivant la mise en contact des protoparticules entre elles [R48], [R49]. À des tailles 
de l’ordre du nanomètre, la distribution de charges des nanoparticules s’étend à des valeurs 
négatives et positives. Les interactions coulombiennes résultantes favorisent le regroupement 
des plus petites particules. La coagulation est considérée comme la phase de croissance rapide 
des particules, puisque chaque réaction de croissance se fait avec d'autres particules, plus grosses 
que les électrons, les ions ou les molécules. Chaque incrément est ainsi significatif. Lorsqu'une 
particule atteint une taille de quelques dizaines de nanomètres, elle s'intègre dans le plasma, i.e. 
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une gaine se forme à sa surface et la particule se met au potentiel flottant, toujours négatif par 
rapport au plasma. Une fois que toutes les particules possèdent une charge négative, elles cessent 
de s'agglomérer. C'est ce qui marque l'arrivée de la dernière phase de croissance: l'accrétion. 
Cette dernière est décrite par l'ajout de petites espèces comme des radicaux à la surface d'une 
grosse nanoparticule, tel que montré dans la partie droite de la Figure 1-11. Il s'agit de la phase 
de saturation, où la taille des poussières n'augmente que très légèrement. 
 
Figure 1-11 : Les trois phases de croissance distinctives des nanoparticules dans un plasma: 
nucléation, coagulation et accrétion. Tiré de Merlino [R50]. 
Les travaux de Shiratani et al. [R51] ont permis de mettre en évidence l'évolution 
temporelle de la taille et de la densité des particules au travers des différentes phases de 
croissance, tel que présenté dans la partie gauche de la Figure 1-12. Une fois la nucléation 
complétée (~ 0.5 s), la mesure de deux groupes de particules distincts est possible. Le premier 
groupe caractérise des nanoparticules d'une dizaine de nanomètres dont la taille ne varie pas 
avec le temps. Le deuxième groupe caractérise les plus grosses particules, dont la taille 
augmente principalement au travers de la phase de croissance rapide (entre 0.5 et 2 s). Durant 
cette période, la densité des deux groupes décroît, puisque l'assemblage de plusieurs particules 
diminue leur nombre total, mais fait augmenter leur taille moyenne. Il est aussi important de 
noter que la fraction du volume occupé par les particules ne varie pas durant la coagulation 
[R52]. La phase de saturation décrit le reste de la croissance, où les densités des deux groupes 
ne varient pas et la taille des grosses particules n'augmente que légèrement. La partie de droite 
de la Figure 1-12 met en évidence l'importance du concept des groupes de particules. Il est clair 
selon ce graphique qu'il n'existe au début que des petites particules issues de la nucléation, et 
qu'avec le temps une seconde population distincte se détache et croit, en collectant, entres autres, 
les protoparticules nouvellement formées. Ceci empêche la formation de particules de tailles 
intermédiaires. Il faut noter que les deux méthodes employées ici ne permettent pas de mesurer 
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les particules avant que la nucléation soit complétée, car leurs tailles restent trop petites. La 
Figure 1-12 montre que la croissance de nanoparticules se fait sur quelques secondes. Ce 
comportement peut être varié en modifiant les conditions opératoires, telles que la fréquence 
d'excitation [R53], la vitesse d'injection et la composition (fraction occupée par le précurseur et 
type de précurseur) du gaz [R52] ainsi que la puissance injectée dans le plasma.  
 
Figure 1-12 : (gauche) Évolution temporelle de la taille et de la densité des plus petites (cercles) 
et des plus grosses (triangles) particules obtenues par des mesures PSLLS (Polarization-
Sensitive Laser Light Scattering) et SEM (Scanning Electron Microscopy). (Droite) Distribution 
en taille des particules obtenues par des mesures SEM. Tirés de (gauche) Watanabe [R53] et 
(droite) Shiratani et al. [R51]. 
Le chargement des particules dans un plasma est une caractéristique intrinsèque de leur 
croissance. Le processus de chargement varie en fonction de la taille. En effet, pour des tailles 
sub-nanométriques, le chargement dépend de la balance entre l'attachement électronique à la 
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surface de la particule et l’ionisation par effet tunnel et induite par des collisions électroniques. 
Pour une taille supérieure au nanomètre, une particule devient assez grosse pour agir comme un 
objet isolé électriquement qui collecte des courants électroniques et ioniques. La particule se 
charge et sa surface se met naturellement au potentiel flottant, afin d'équilibrer les courants. 
Puisque les électrons possèdent une mobilité supérieure à celle des ions, le potentiel flottant est 
négatif. Les courants électroniques et ioniques peuvent être calculés en se servant de la théorie 
OML (Orbital Motion Limited). Cette théorie considère que toutes les espèces chargées dirigées 
vers une particule avec une énergie E ≥ ZeΦp + J2 / 2mrp2 (où Z est le nombre de charges, 
Φp = Φ(rp) est le potentiel à la surface de la particule et J = mv⊥r est le moment angulaire (une 
quantité conservée)) atteignent sa surface, car l’absorption des charges est gouvernée par des 
orbites sans collision avec un coefficient de collage de 1 [R54]. Ce résultat suppose qu’il n'y a 
pas de barrière de potentiel avant la surface de la particule [R55]. Les courants électroniques et 
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On se retrouve dans une situation stationnaire une fois que la balance des courants est atteinte, 
i.e. Ie = Ii. On néglige ici l’émission d’électrons secondaires à la surface des particules, qui peut 
résulter d’interactions avec les neutres du plasma. En prenant un potentiel coulombien, on peut 
trouver une expression pour la charge qd de la particule : 
1/22
0 2 2
4 lnB e e id p
i e





= ⋅  
 
 . 1-7 
Ce résultat montre que la charge d’une particule augmente linéairement avec sa taille. 
Ce processus de chargement peut cesser pour deux raisons différentes, comme il est montré à la 
Figure 1-13, où on présente l’évolution de la charge avec la taille d’une particule pour plusieurs 
températures électroniques et densités de particules. Premièrement, des électrons sont éjectés 
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lorsque leur densité (supposée uniforme) devient trop importante et que le champ électrique à 
la surface de la particule atteint une valeur limitante [R56]. En second lieu, une particule ne 
pourra collecter autant de charges si la charge totale portée par l’ensemble des particules devient 
non-négligeable devant la densité de charges libres du plasma (ne < ni). C’est pourquoi la charge 
sature plus rapidement pour des densités de particules plus grandes (ou des densités de charges 
plus faibles) à la Figure 1-13. Finalement, la charge d’une particule augmente avec la 
température électronique puisque cette dernière est un indice de la mobilité des électrons. 
 
Figure 1-13 : Évolution de la charge d'une nanoparticule avec sa taille à différentes températures 
électroniques et densités de particules. Tiré de Fukuzawa et al. [R56]. 
Il faut noter que la charge des particules décrite par l’équation 1-7 ne représente qu’une 
charge moyenne, puisqu’il existe une distribution en charge des particules. On peut 
généralement décrire cette distribution par une gaussienne [R57]. Cui et al. [R58] ont montré 
que l'amplitude de la fluctuation varie comme 0.5qd -1/2, ce qui signifie que pour de très petites 
particules, la fluctuation de la charge est de l'ordre de la charge, et donc qu'il existe une portion 
non négligeable des particules qui possède une charge soit neutre ou positive. C’est ce qui 
permet l’agglomération entre les particules de quelques nanomètres (voir Figure 1-11). En effet, 
les nanoparticules de charges opposées peuvent s’attirer et se lier au travers d’interactions van 
Der Waals, dans un premier temps, et ne se repoussent pas fortement comme le font des 




1.2.2 Bilan de forces 
La présence de nanoparticules ou de poussières à l’intérieur d’un plasma dépend de 
l’importance du confinement de ces dernières. Plus le confinement est efficace et plus elles 
pourront croître dans le plasma. Cependant, toutes les poudres possèdent un temps de résidence 
limité et finiront par quitter le plasma, soit en étant pompées, soit en se déposant sur une paroi. 
Ceci arrive au moment où l’équilibre des forces agissant sur les plus grosses particules est brisé. 
Un portrait complet des forces et ici présenté, en assumant le processus de chargement déjà 
décrit [R52], [R59]. Les trois forces principales, soit la force électrostatique, la force 
d'entrainement ionique et la gravité, sont explicitées. S'ajoutent à ces dernières la force 
visqueuse due à l'injection des gaz, qui dépend principalement du débit et de la géométrie du 
réacteur, la force de thermophorèse, qui apparait avec un gradient de température (par exemple 
lorsque le substrat ou la cible sont chauffés) et la force dû à un gradient de pression, qui s'oppose 
toujours à la force thermophorétique. Premièrement, la force électrostatique est la plus 
importante, car c’est elle qui confine les protoparticules dans le plasma dès qu'elles acquièrent 
une charge négative. Elle est exprimée par : 
q d dF q eE r= − ∝
 
 . 1-8 
La force électrostatique est directement proportionnelle à la taille d’une particule puisqu’elle 
dépend linéairement de la charge, ce qui lui permet d’agir rapidement sur les plus petites 
particules.  
La deuxième force est en opposition directe avec la première; il s’agit de la force 
d’entrainement ionique qui provient du mouvement global des ions attirés par la chute de 
potentiel aux frontières du plasma. Sur leur parcours, les ions font des collisions coulombiennes 
avec les particules et leur transfèrent une certaine fraction de leur quantité de mouvement. Cette 
force s’exprime par : 
( )2 2ˆ
di i i i i i d
F n m u u G rσ χ−= ∝

 . 1-9 
Elle varie de façon quadratique avec la taille des particules, car elle est proportionnelle à la 
section efficace de transfert de quantité de mouvement, σi-d. G est un facteur de correction qui 
 
28 
dépend du ratio χ entre la vitesse de dérive des ions et leur vitesse thermique. G tend vers 1 pour 
χ » 1 [R59].  
La troisième force en importance est la force gravitationnelle : 
3
g dF mg r= ∝
 
 . 1-10 
Cette dernière varie selon, rd3 car elle dépend de la masse, et donc du volume, de la particule. 
Elle pousse les particules hors de la décharge en les attirant dans une direction préférentielle, 
peu importe leur charge. La gravité n’affecte presque pas les petites particules, mais peut être 
responsable de la taille limite des particules en dominant les autres forces si les particules 
atteignent une taille trop importante. 
 
1.2.3 Signature des poussières sur les propriétés du plasma 
Il a été démontré à la fin de la section précédente que la charge des particules joue un 
rôle prédominant sur leur croissance. Selon la taille, le processus de chargement passe de 
l'attachement électronique à la surface des radicaux et protoparticules à la collection de charges 
par équilibre des courants, comme le fait une sonde isolée électriquement. Lorsque le nombre 
et la taille des particules deviennent importants, la charge totale portée par ces dernières peut 
dominer celle représentée par les électrons libres du plasma. Selon l'équation de quasi-neutralité 
macroscopique, la densité électronique peut fortement diminuer sans nécessiter une variation 
marquée de la densité ionique si la charge portée par les ions ou les particules négatives est 
significative: 
e p p in n q n+ =  . 1-11 
Ainsi, le premier impact majeur de la croissance de nanoparticules sur les propriétés 
fondamentales du plasma se trouve être une diminution de la densité des électrons. En second 
lieu, l’addition d’un mécanisme de perte supplémentaire des électrons comme l’attachement se 
traduit typiquement par une augmentation de la température électronique, afin que l’ionisation 
soit maintenue. Bouchoule et al. furent les premiers à rapporter un impact de la présence des 
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poudres sur l’EEDF, permettant de confirmer certaines prédictions théoriques dans le cas de 
distributions maxwelliennes [R60]. Cependant, peu d'études rapportent des mesures de 
l'évolution de la EEDF ou de la température électronique au travers de la croissance de poudres 
[R61], [R62]. La Figure 1-14 rapporte ces résultats en concordance avec la densité électronique. 
Il est attendu que la variation de la densité et de la température électroniques est plus importante 
dans la phase de croissance rapide (entre 0 et 50 s dans la figure), là où la taille et la charge des 
particules subissent les variations les plus importantes. 
 
Figure 1-14 : Évolution temporelle de la température (gauche) et de la densité (droite) 
électroniques au travers de la croissance de nanoparticules. Adapté de Chai et al. [R62]. 
Plusieurs méthodes alternatives existent cependant afin de caractériser plus facilement 
la présence de poudres dans un réacteur. Les méthodes les plus directes sont les mesures en 
diffusion et en extinction, où un faisceau de lumière, dont la source est située à l'extérieur de 
l'enceinte, est dirigé vers le centre de la décharge [R63]–[R65]. En extinction, l'intensité décroit 
avec la densité et la taille des particules, puisque ces dernières bloquent le parcours du faisceau. 
Pour des mesures en diffusion, l'intensité est captée pour un certain angle de diffusion par 
rapport à l'axe d'entrée du faisceau. Elle augmente donc directement avec le nombre de 
particules, qui agissent comme centres diffuseurs. Cependant, lorsque la taille des particules est 
plus petite que la longueur d'onde de la lumière envoyée, l'intensité de lumière diffusée varie en 
rd6 / λ4, selon la théorie de la diffusion de Rayleigh. Cette méthode ne peut donc servir à détecter 
les protoparticules et les premiers agglomérats. Il faut mentionner que des lasers sont souvent 
utilisés pour de telles mesures (mesures par LLS) puisqu'ils possèdent une longueur d'onde 
unique et qu'ils sont mieux localisés dans l'espace [R66], [R67]. Par contre, la lumière peut 
interagir avec les poudres et affecter, entres autres, la coagulation, si la densité de photons 
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devient trop intense [R68]. L'émissivité du plasma est également sensible à la présence de 
poudres, puisque l'EEDF ainsi que la densité électronique déterminent entièrement la cinétique 
d'excitation du gaz vecteur. Il est cependant très difficile d'apporter une analyse quantitative en 
employant cette méthode. Elle trouve plutôt son utilité dans la caractérisation locale des poudres, 
bien qu'il s'agisse toujours de phénomènes macroscopiques.  
Pour une décharge en courant alternatif, les premiers harmoniques du courant peuvent 
également être mesurés pour détecter la présence de poudres [R69]. Cette méthode possède la 
particularité d'être sensible à la présence de particules de tailles inférieures à 5 nm. En effet, dès 
le début de la phase de croissance rapide, le nombre d'électrons libres dans la décharge diminue 
significativement, ce qui est ressenti par le courant traversant les électrodes. Pour les mêmes 
raisons, la présence des poudres est ressentie par la tension d’autopolarisation et le potentiel 
flottant, qui dépendent du courant électrique collecté respectivement soit par la cathode, soit par 
un objet isolé électriquement. Des mesures des variations de l’impédance du plasma couplées à 
des mesures optiques peuvent également servir dans la métrologie de la croissance des 
nanoparticules [R70], [R71]. Une combinaison de plusieurs méthodes de détection, dont un 
exemple est donné à la Figure 1-15, peut évidemment permettre l'obtention d'un portrait plus 
complet des phénomènes se déroulant à l'intérieur du nuage de poudres [R72], [R73]. L'intensité 
des mesures en diffusion devient non-négligeable pour un nuage de poudres suffisamment 
grosses et nombreuses. Suivant l'évolution de cette dernière, la figure semble suggérer 




Figure 1-15 : Évolution temporelle du troisième harmonique (3H) du courant, de l'intensité de 
la raie d'émission de l'argon à 750.38 nm et du signal LLS. Tiré de Cavarroc et al. [R72]. 
 
1.2.4 Oscillations et générations successives 
L'évolution temporelle caractérisant la densité, la taille et la charge des poudres fut 
précédemment décrite en présentant la dynamique de croissance des nanoparticules. Le 
confinement de ces dernières par les forces en présence dans un plasma détermine la disposition 
spatiale ainsi que la taille limite, qui dépend de la position, des poudres. Ces forces sont 
cependant corrélées aux poudres, car certaines sont induites par les espèces chargées du plasma, 
qui sont accumulées par les poudres lors de leur croissance. Un équilibre stationnaire est donc 
difficilement atteint. La littérature rapporte davantage des successions de générations de 
particules qu'un nuage poussiéreux stable [R63], [R72], [R74]–[R79]. Les oscillations 
présentées à la Figure 1-15 pour des temps supérieurs à 80 s correspondent à la formation répétée 
de telles générations. Ces générations peuvent cohabiter simultanément dans le plasma, mais les 
poudres peuvent aussi complètement disparaître de la décharge, pour une certaine période, avant 
qu'une nouvelle génération se forme. Ce dernier comportement peut se répéter, ce qui donne 
lieu à des oscillations du nuage de poudres, i.e. des cycles de formation et de disparition des 




Figure 1-16 : Variation de la tension d'autopolarisation en fonction du débit de précurseur lors 
de la formation de générations successives de poudres. Tiré de Johnson et al. [R74]. 
À titre d'illustration, la Figure 1-16 présente l'influence de la quantité de précurseur sur 
le temps de formation de générations successives de nanoparticules telle que rapportée par 
Johnson et al. [R74]. Ces derniers ont mesuré la tension d'autopolarisation de l’électrode rf dans 
une décharge rf-PECVD de SiH4 + H2 injecté de façon continue. La tension montre un 
comportement quasi sinusoïdal possédant une période variant entre quelques dizaines et une 
centaine de secondes. La présence des poussières, tel que mentionné plus haut, affecte 
simultanément la densité et la température électronique dans le plasma. La tension 
d’autopolarisation est liée à ces paramètres et c’est pourquoi elle oscille avec les générations de 
poussières. Cette oscillation de très basses fréquences augmente avec le débit de précurseur, à 
puissance constante, puisque les phases de nucléation et de coagulation sont accélérées par la 
plus grande quantité de radicaux.  
Des générations successives de poussières peuvent être obtenues avec différents types 
de décharges. Plus récemment, Despax et al. ont rapporté la formation cyclique de particules 
d’environ 100 nm à l’intérieur d’un plasma hybride PVD/PECVD [R76]. Les mesures optiques 
récoltées dans leur expérience sont présentées à la Figure 1-17. Une lampe Xe-Hg située à 
l’extérieur de l’enceinte fait un angle de 120° avec la fenêtre sur laquelle pointe la fibre optique 
utilisée pour récolter leurs mesures. L’intensité mesurée est initialement nulle, mais augmente 
avec le nombre et la taille des nanoparticules. L'augmentation de la raie à 546 nm est retardée 
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par rapport à celle à 365 nm, car elle est sensible à des particules plus grosses, qui prennent 
davantage de temps à être formées. Bien qu'elle continue à augmenter plus longtemps, les deux 
raies finissent par décroître fortement jusqu'à devenir presque nulles, signe que les poudres sont 
pompées à l'extérieur du plasma. Il est alors évident selon la Figure 1-17 que des générations de 
poussières se succèdent, et ce à des fréquences de l’ordre du mHz (périodes de quelques 
centaines de secondes). Les variations rapides observées au graphique de gauche correspondent 
à la réponse du plasma et du nuage de poussières à l’injection pulsée du précurseur qui se déroule 
à une fréquence de 0.2 Hz (période d’injection de 5 s), telles qu’observées au graphique de 
droite. L’injection du précurseur utilisé pour le PECVD est en effet ici pulsé afin de réduire 
l’empoisonnement de la cible, qui est elle pulvérisée pour permettre le PVD d’espèces 
métalliques. L’injection de l’argon, ici utilisé comme gaz vecteur, est par contre stable. Le fait 
que le signal optique oscille à la fois sur le cycle de formation et de disparition des poussières 
ainsi que sur l’injection pulsée du précurseur montre que ces deux phénomènes influencent l’état 
d’excitation du plasma, i.e. la densité et/ou la température des électrons. Les mécanismes sous-
jacents qui expliquent de telles oscillations n’ont toutefois pas été formellement démontrés. 
 
Figure 1-17: Variation cyclique de l’intensité des raies d'émission de l'argon (419 et 603 nm) et 
de diffusion du mercure (365 et 546 nm) sur (droite) plusieurs centaines de secondes et (gauche) 





Chapitre 2 Phénomènes de pulvérisation physique 
Le dépôt physique par pulvérisation par plasma est une méthode particulièrement 
pratique pour la croissance de couches minces métalliques ou céramiques. L’obtention de 
matériaux et de nanomatériaux aux propriétés micro et macroscopiques désirées n’est cependant 
pas trivial. En effet, plusieurs étapes existent entre l’état initial de la cible et le résultat final de 
la couche déposée. Tout d’abord, le processus de pulvérisation lui-même est assez complexe, et 
fait intervenir la nature, le nombre et l’énergie des ions incidents accélérés dans la gaine ionique. 
Bien que plusieurs travaux rapportent des données de rendement de pulvérisation en fonction 
de divers paramètres pour la pulvérisation sous vide avec des faisceaux d’ions, la littérature est 
beaucoup moins élaborée pour la pulvérisation par plasma. Par ailleurs, une fois que les atomes 
pulvérisés se retrouvent dans le plasma, leur transport jusqu’à la cible est caractérisé par un 
grand nombre d’interactions possibles avec les atomes du gaz, les charges libres ainsi que les 
autres composés potentiellement réactifs présents dans le plasma. Ces interactions peuvent 
modifier la composition des espèces qui participent au dépôt, leur nombre et leur énergie 
moyenne, mais également l’état général du plasma (densité et température des particules 
chargées), qui influence simultanément le processus de pulvérisation et les conditions de dépôt 
au substrat. Finalement, les processus de surface, qui dépendent du flux et de l’affinité chimique 
des espèces incidentes, dictent également l’évolution de la morphologie et des propriétés 
physiques et chimiques du dépôt.  
Ce chapitre aborde le processus de pulvérisation dans un plasma rf à couplage capacitif 
en discutant de l’effet de la puissance injectée dans le plasma sur le rendement de pulvérisation. 
Le bénéfice de l’utilisation d’un magnétron sur la dynamique de pulvérisation est aussi 
démontré. Une étude détaillée des phénomènes de transport des espèces pulvérisées dans les 
plasmas est finalement présentée dans des conditions de pulvérisation à basse pression et basse 




2.1 Montage expérimental 
La Figure 2-1 présente une vue de haut du réacteur à plasma que nous avons utilisé dans 
ce chapitre. Le plasma à couplage capacitif opéré à basse pression est parfaitement adapté pour 
les procédés PVD par pulvérisation. La puissance est appliquée sur une cible d’argent 
(diamètre = 6 cm) depuis un générateur rf R301 (13.56 MHz, 0-300 W, fourni par SEREN IPS 
Inc) alors que les parois sont mises à la terre. Le plasma est ainsi produit proche de la cible. Une 
boite d’accord d’impédance AT et son contrôleur MC2 (fournis par SEREN IPS Inc) permettent 
d’optimiser automatiquement la puissance absorbée par le plasma et donc de minimiser la 
puissance réfléchie. Le pompage se fait vers le bas, en entrant vers la page dans la Figure 2-1. 
Une pompe mécanique DUO 20 M (fournie par Pfeiffer Vacuum), permettant un vide primaire, 
est placée en aval d’une pompe turbomoléculaire STP-451C (fournie par Edwards Japan Ltd). 
Un vide résiduel de 10  torr est typiquement atteint. Un débitmètre MFC-280 (fourni par 
Tylan) est utilisé pour l’injection de l’argon et peut fournir jusqu’à 20 sccm. Le gaz entre dans 
le réacteur derrière la cible. Le plasma est ici opéré à basse pression (< 25 mTorr) avec des 
puissances allant jusqu’à 200 W. 
 
Figure 2-1 : Schéma du montage pour le PVD. Afin de limiter la diffusion vers les parois des 
espèces éjectées de la cible ou celles qui rebondissent à sa surface, un anneau de garde de 1 cm 
de hauteur fait le tour de la cible. 
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Le réacteur a été conçu pour accueillir plusieurs instruments de mesure. Une fibre 
optique double munie d’un collimateur est injecté directement dans le plasma et pointe vers le 
haut de la cible. Cette dernière est branchée sur deux spectroscopes optiques AvaSpec (fournis 
par Avantes Inc.), un 3648 allant de 700 à 900 nm et un autre 2048 allant de 200 à 700 nm 
possédant une résolution de 0.05 nm. Les spectres optiques mesurés sont corrigés par la fonction 
de réponse de l’appareil avant d’être analysés. Finalement, une sonde de Langmuir ALP-150 
(fournie par Impendans Ltd) est installée sur un rail sous vide afin de pouvoir placer sa pointe 
soit dans le plasma juste au-dessus de la cible, soit près des parois en dehors des périodes de 
mesure. 
Afin d’étudier les effets de confinement magnétique, un magnétron peut être placé 
derrière la cible. Une cartographie, obtenue expérimentalement par des mesures de sonde de 
Hall, des composantes radiale et axiale du champ magnétique produit par le magnétron 
commercialisé par Plasmionique Inc. est présentée à la Figure 2-2. Comme la composante axiale 
est nulle là où la composante radiale est maximale, il s’agit d’un magnétron conventionnel, à la 
différence d’un magnétron pour lequel la configuration serait débalancée, i.e. les lignes de 
champs ne seraient pas fermées. Proche de la cible, le champ magnétique monte axialement 
jusqu’à 1600 G et radialement jusqu’à 900 G. Il décroit ensuite rapidement et devient 
négligeable à 15 mm de la surface de la cible. Ce champ confine donc fortement le plasma 
proche de la cible. Bien que le champ soit maximal au centre de la cible, il ne s’agit pas de 
l’endroit où la pulvérisation s’effectue principalement. En effet, tel que mentionné au 
Chapitre 1, le confinement se fait là où le champ magnétique est parallèle à la surface de la cible. 
Ceci induit donc selon la Figure 2-2 une pulvérisation distribuée sur la cible ayant la forme d’un 
anneau possédant un diamètre de 3 cm et une épaisseur d’environ 2 cm.  
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Figure 2-2 : Cartographie des composantes (gauche) radiale et (droite) axiale du champ 
magnétique à la surface de la cible. 
2.2 Cinétique de pulvérisation 
Le rendement de pulvérisation représente un paramètre critique en physique des 
interactions plasmas-surfaces. Il permet notamment de caractériser l’efficacité du plasma à 
effectuer la croissance d’une couche mince par PVD. Bien que cette quantité soit facilement 
mesurable pour les expériences sous vide avec des faisceaux d’ions, elle est beaucoup plus 
difficile à obtenir lorsque la pulvérisation s’effectue dans un plasma. La présente section 
démontre la méthode que nous avons mis au point pour mesurer le rendement de pulvérisation 
ainsi que de l’effet de la puissance injectée dans le plasma rf à couplage capacitif. L’impact de 
l’utilisation d’un magnétron est également discuté. 
La méthode proposée repose sur la spectroscopie optique d’émission couplée à des 
mesures de sonde de Langmuir. Un exemple de spectre d’émission est donné à la Figure 2-3. 
Les deux raies principales observées provenant des atomes d’argent pulvérisés sont situées à 
328.1 et 338.3 nm, dans la partie gauche du graphique. Ces raies proviennent de réactions de 
désexcitation radiative des premiers niveaux excités de l’argent vers son niveau fondamental, 
correspondant respectivement à des différences en énergie potentielle de 3.78 et 3.66 eV. 
L’émission du gaz principal d’argon est quant à elle plus riche. La majorité des raies sont 
observées entre 675 et 800 nm, correspondant uniquement à des désexcitations radiatives des 
neutres d’argon excités. Les plus fortes raies sont situées à 750.4 et 763.5 nm. La majorité de 
ces raies correspondent à des transitions radiatives des niveaux 2p vers les niveaux 1s, en 
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notation de Paschen. Les intensités présentées à la Figure 2-3 sont corrigées par la fonction de 
réponse de l’appareil et sont divisées par le temps d’intégration de la mesure. 







































Figure 2-3 : Exemple d’un spectre optique d’émission. Conditions : Ar = 20 sccm, 
pression = 15 mTorr, puissance = 70 W. 
De manière générale, l’intensité mesurée d’une raie d’émission optique dépend de 
plusieurs facteurs : 
( ) ( )( ) ( ) ( )* , , ,mX e e ijX XI n n n n k T A fλ θ λ λ∝  . 2-1 
f(λ) représente ici la fonction de réponse de l’appareil et dépend de la longueur d’onde. θ(λ) 
représente quant à lui le facteur d’échappement. Il caractérise la propriété du plasma à 
réabsorber certaines raies, dépendamment de la densité d’atomes dans le niveau receveur de la 
transition radiative correspondante. Il prend donc une valeur située entre 0 et 1. Aij est le 
coefficient d’Einstein de la raie; il représente la propension du niveau émetteur à se désexciter 
en émettant un photon à cette longueur d’onde particulière. Finalement, nx* représente la densité 
du niveau émetteur. Cette dernière dépend de plusieurs paramètres fondamentaux du plasma, 
tels que la densité de gaz nx, la densité de neutres dans un état excité métastable nm, la densité 
électronique ne et des taux d’excitation k, qui varient exponentiellement avec la température 
électronique Te pour les collisions d’excitation impliquant les électrons. 
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L’intensité d’une raie peut donc facilement être modifiée en changeant la pression dans 
l’enceinte et la puissance appliquée. Par exemple, une augmentation de la puissance induit 
généralement une augmentation de la densité de charges dans le plasma. L’intensité de 
l’émission doit donc également augmenter. Cependant, la puissance joue un effet double sur les 
raies d’argent. En effet, une augmentation de la densité ionique proche de la cible cause 
nécessairement une augmentation du taux de pulvérisation de la cible. Comme nAg augmente 
donc en plus de ne, on s’attend à voir une augmentation plus marquée du signal de l’argent 
comparativement à celui de l’argon. La Figure 2-4 présente l’évolution du rapport de l’intensité 
de la raie de l’argent à 328.1 nm sur celle de la raie d’argon à 696.5 nm en fonction de la 
puissance, pour une pulvérisation standard et une pulvérisation magnétron. On observe 
premièrement que l’émission de l’argent augmente effectivement plus que celle de l’argon avec 
la puissance. Cette croissance est beaucoup plus élevée pour une pulvérisation magnétron; nous 
reviendrons sur ce point ultérieurement. 
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Figure 2-4 : Évolution du ratio entre la raie d’argent à 328.1 nm et la raie d’argon à 696.5 nm 
en fonction de la puissance appliquée en l’absence et en la présence d’un magnétron. 
Conditions : Ar = 9.1 sccm. 
Un autre paramètre pouvant influencer les ratios de raies présentés à la Figure 2-4 est la 
température électronique. En effet, si cette dernière varie, elle favorisera l’excitation par impact 
électronique de certains niveaux plus ou moins élevés en énergie. Par exemple, les niveaux 2p 
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de l’argon se retrouvent entre 12.9 et 13.5 eV au-dessus du niveau fondamental alors que les 
premiers niveaux de l’argent sont en dessous de 4 eV. Une augmentation de l’énergie moyenne 
des électrons, directement reliée à leur température, favorisera donc l’excitation de l’argon par 
rapport à celle de l’argent comme l’argon requiert davantage d’énergie de la part de électrons. 
Cependant, l’analyse des mesures de sonde a permis de déterminer que dans les conditions 
actuelles, la température électronique est constante en fonction de la puissance, et se situe à 2.8 
± 0.2 eV pour une pulvérisation standard et 1.9 ± 0.1 eV pour une pulvérisation magnétron. À 
noter que la température électronique est ici considérée comme une propriété non-locale du 
plasma sans magnétron et caractérise donc tout son volume. Pour une pulvérisation magnétron, 
le confinement des électrons mène à une distribution spatiale de la température des électrons, 
plus faible à l’intérieur des zones de confinement [R43]. L’énergie des électrons est plus basse 
dans le dernier cas comme les pertes de particules chargées par diffusion et recombinaison sur 
les parois du réacteur sont grandement diminuées par le confinement induit par le champ 
magnétique. Une baisse des pertes des particules chargées se traduit généralement par une baisse 
de la température électronique afin de diminuer le taux d’ionisation par impact électronique et 
maintenir l’équilibre entre les gains et les pertes des particules chargées. 
Il a été mentionné plus haut que la puissance influence la densité de charges dans le 
plasma. En effet, une augmentation de la puissance totale absorbée par le plasma se traduit par 
une croissance de la fréquence des réactions inélastiques, notamment les réactions d’ionisation, 
et donc une augmentation de la densité totale d’électrons et d’ions. Les variations de la densité 
ionique obtenues à partir des analyses des courants ioniques mesurés par la sonde dans ce 
réacteur en fonction de la puissance sont présentées à la Figure 2-5 pour les cas d’une 
pulvérisation standard et magnétron [R80]. Il apparait clairement que la densité de charges au 
voisinage de la cible augmente de manière importante avec la puissance. Cette croissance est 
plus marquée avec le magnétron; un comportement évidemment lié aux effets de confinement 
magnétique (plus faible volume du plasma et plus faible valeur de température électronique). 
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Figure 2-5 : Évolution de la densité ionique en fonction de la puissance appliquée en l’absence 
et en la présence d’un magnétron. Conditions : Ar = 9.1 sccm. 
Afin de caractériser le rendement de pulvérisation de la cible, il est nécessaire de 
connaître l’énergie des ions incidents acquise au cours de leur accélération dans la gaine ionique. 
Comme l’expérience est ici réalisée à 15 mTorr, on suppose que la gaine à la surface de la cible 
est non-collisionnelle, c’est-à-dire que sa largeur est inférieure au libre parcours moyen des ions 
dans le plasma. L’énergie des ions incidents est donc considérée comme étant égale à la 
différence entre le potentiel du plasma (positif) et la tension d’autopolarisation (négative) [R81]. 
On néglige ici l’énergie initiale des ions (la vitesse de Bohm est largement inférieure à celle 
induite par le gradient de potentiel de la gaine). Le potentiel du plasma est obtenu en analysant 
les mesures de sonde de Langmuir. Il est défini comme la tension à laquelle la dérivée du courant 
est maximale et où la dérivée seconde du courant est nulle. Dans les conditions opératoires 
étudiées, la variation du potentiel du plasma avec la puissance étant très faible, l’augmentation 
de l’énergie des ions incidents, telle que présentée dans le graphique de droite de la Figure 2-6, 
est principalement due à l’augmentation de la tension d’autopolarisation. En effet, le potentiel 
du plasma est stable à 13 ± 1 V pour une pulvérisation standard et 42 ± 4 V pour une 
pulvérisation magnétron.  
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Figure 2-6 : Évolution de la différence entre la tension d’autopolarisation et le potentiel du 
plasma en fonction de la puissance appliquée en l’absence et en la présence d’un magnétron. 
Conditions : Ar = 9.1 sccm. 
La tension d’autopolarisation est ici définie comme la composante dc de la tension telle 
que mesurée par le contrôleur de la boite d’accord d’impédance. Dans les conditions opératoires 
étudiées, cette tension augmente avec la puissance appliquée. De plus, la Figure 2-6 montre 
l’effet très important de la présence du magnétron sur l’autopolarisation de la cible. En effet, la 
différence de potentiel passe de 450 V à 50 W à 900 V à 200 W en l’absence du magnétron alors 
qu’elle varie de 85 à 170 V entre 15 et 80 W avec le magnétron. Il faut noter que les énergies 
obtenues ici, en deçà de 1 keV, sont assez faibles comparativement à celles employées pour le 
dépôt à grande échelle par PVD [R82]. Elles sont cependant assez élevées pour que les ions 
d’argon pulvérisent la cible d’argent, comme le montre la Figure 2-4. 
Finalement, le rendement de pulvérisation est défini comme la quantité d’atomes extraits 
de la cible par ion incident à sa surface, et sera donc proportionnel au ratio de la densité d’atomes 
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Afin de calculer le rendement, il faut donc tout d’abord mesurer la densité d’argent et la densité 
d’ions positifs. Cette dernière, présentée à la Figure 2-5, est considérée comme proportionnelle 
au flux ionique à la surface de la cible. Quant à la densité d’argent, elle est obtenue par une 
méthode d’actinométrie simplifiée en se servant du rapport de raies présenté à la Figure 2-4. En 
actinométrie, on suppose que les niveaux émetteurs des deux espèces excitées sont 
principalement peuplés par impact électronique sur le niveau fondamental de sorte que le rapport 




Ag Ag Ag AgAg
exc
Ar Ar Ar Ar Ar
f A k nI
I f A k n
λ
λ
=  . 2-3 
Bien que nAg et ni augmentent avec la puissance, l’effet est plus marqué au niveau de 
l’argent. Il est cependant plus intéressant de regarder l’évolution du rendement avec l’énergie 
des ions incidents, définie par la différence de potentiel présentée à la Figure 2-6. Ces résultats 
sont tous utilisés afin de produire la Figure 2-7. Il a été mentionné au Chapitre 1 que le 
rendement à basse énergie possédait une dépendance linéaire avec la racine carrée de l’énergie 
des ions incidents sur la cible. Les résultats obtenus ici permettent effectivement de faire une 
extrapolation linéaire, particulièrement puisque l’utilisation ou non d’un magnétron permet de 
couvrir un plus grand écart en énergie. Cette extrapolation est utilisée afin de déterminer un 
seuil de pulvérisation à 9.3 ± 0.8 eV1/2, soit 87 ± 15 eV. L’argent, possédant une énergie de 
liaison à sa surface de 2.97 eV, doit recevoir généralement entre 3 et 4 fois cette valeur afin de 
pouvoir observer un début de pulvérisation [R82], [R84]. L’énergie de seuil de pulvérisation 
dépend de la nature des ions incidents comme la fonction de transfert de quantité de mouvement, 
γ, dépend des masses M1 et M2 impliqués dans la collision. γ = 0.78 pour des ions d’argon sur 
une cible d’argent. On rapporte dans la littérature un seuil de pulvérisation à 13.9 eV dans une 
telle situation [R82]. Il semble donc qu’on ait ici surestimé l’énergie seuil. Il se pourrait par 
exemple que les deux séries de mesures ne soient pas parfaitement compatibles. En prenant 
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uniquement la série de données avec magnétron, on pourrait en effet imaginer un seuil autour 
de la dizaine d’électron-volts, tel que démontré par l’ajout du trait pointillé à la Figure 2-7.  
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Figure 2-7 : Évolution du rendement de pulvérisation en fonction de la racine de l’énergie 
moyenne des ions incidents en l’absence et en la présence d’un magnétron. L’extrapolation de 
des résultats donne une énergie seuil de 9.8 eV. Conditions : Ar = 9.1 sccm. 
 
2.3 Transport des espèces pulvérisées  
À la suite de nos travaux sur la cinétique de pulvérisation, nous nous sommes intéressés 
aux phénomènes de transport des espèces pulvérisées dans la phase gazeuse. Dans ce contexte, 
nous avons effectué des mesures de fonction de distribution en énergie des ions (IEDF, Ion 
Energy Distribution Function) au voisinage du substrat par spectrométrie de masse en mode 
SIMS+ (Secondary Ion Mass Spectrometry). Les expériences ont été réalisées en régime 
magnétron (basse pression et basse énergie des ions incidents sur la cible). Dans ces conditions, 
on note une population importante d’ions d’argent avec des énergies largement supérieures à 
celles des ions d’argon accélérés dans la même gaine ionique. Afin d’interpréter ce phénomène, 
nous avons mis au point un modèle cinétique pour les atomes pulvérisés basé sur l’équation de 
Boltzmann. Le modèle élaboré prend également en compte les phénomènes de thermalisation et 
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d’ionisation des atomes pulvérisés lors de leur transport dans le plasma ainsi que l’élargissement 
de la distribution en énergie des ions par le champ oscillant de la gaine ionique présente à la 
surface de l’appareil. De ces travaux, on note que l’énergie de sortie des atomes de la cible peut 
être décrite par une distribution bi-maxwellienne. Chaque distribution Maxwell-Boltzmann est 
caractérisée par une énergie moyenne qui dépend des conditions opératoires. Elles sont 
notamment reliées à des mécanismes de pulvérisation différents. Les travaux sont présentés sous 
la forme d’un article récemment soumis au Journal of Vacuum Science & Technology A 
(JVSTA-A-18-246). Dans ce travail, j’ai effectué l’ensemble des mesures et analyses. J’ai aussi 
rédigé le premier jet de l’article. F. Montpetit et R. K. Gangwar ont contribué à l’élaboration du 
modèle et X. Glad à l’interprétation des données. Les travaux étaient supervisés par L. Stafford. 
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Experiments and kinetic modelling of the ion energy distribution function at the 
substrate surface during magnetron sputtering of silver targets in RF argon plasmas 
 
V. Garofano, F. Montpetit, X. Glad, R. K. Gangwar and L. Stafford* 
Département de physique, Université de Montréal, Montréal, Québec, Canada 
 
The quality of the films obtained by magnetron sputtering depends on numerous parameters, including 
the energy of the ions impinging on the substrate. The energy distribution functions of Ar and Ag ions 
during magnetron sputtering of a silver target in rf argon plasmas are hereby reported. Measurements were 
carried out by plasma sampling mass spectrometry at (i) various bias voltages on the surface of the target 
at constant pressure and (ii) various operating pressure at constant bias voltage. A distinct high-energy tail 
is observed for the sputtered silver ions (ionized in the plasma) in comparison to the argon gas ions. The 
results indicate that the sputtered Ag atoms are not completely thermalized by collisions with background 
gas atoms over the range of experimental conditions investigated. To confirm such assertion, a model has 
been developed for the ejection of Ag atoms from the target, their transport in the gas phase and their 
acceleration in the sheath at the surface of the mass spectrometer. Since sputtering occurs at low impinging 
ion energies, the energy distribution function of the extracted atoms cannot be represented by the usual 
Sigmund-Thomson distribution. It is rather assumed to be characterized by a bi-Maxwellian distribution, 
with one population related to the direct “classical” sputtering and the other one to indirect “2-step 
etching”. During the transport of Ag neutrals, both ionization and thermalization processes are considered. 
Finally, the rf sheath near the entry of the mass spectrometer oscillates at a period close to the transit time 
of the ions passing through it. This induces a complex energy gain also implemented in the model. An 
excellent agreement between the latter and experimental measurements is obtained. The results are used 
to probe the effect of the bias voltage and pressure on the fitting parameters, namely the dc and rf 
components of the voltage drop in the sheath, the mean energy of the sputtered atoms and the relative 






Over the last two decades, plasma-assisted deposition (PAD) processes have emerged as a very 
promising alternative to the traditional approaches1,2. PAD can be realized in number of ways; from 
plasma-enhanced chemical vapor deposition (PECVD, injection of reactive precursors in the gas phase)3,4 
to physical vapor deposition (PVD, evaporation or sputtering of metallic and semi-metallic targets)5–9. 
Moreover, the magnetron plasma sputter-deposition is very popular due to numerous advantages over 
other processes, most notably a high deposition rate and good film quality 9–12. Magnetron sputtering also 
allows compact film deposition on relatively large area even at low gas temperatures13. In the case of zinc 
or silver coatings, the homogeneity, surface morphology and crystalline structure (among other film 
properties) highly depend on the operating conditions such as pressure, plasma excitation frequency, 
absorbed power and gas composition14–23. 
During magnetron sputtering, be it in dc, pulsed (HiPIMS)24,25 or rf mode, the bombardment of 
energetic ions coming from the plasma induces the ejection of atoms from the target. Previous studies 
have revealed that these sputtered species interact with the gas phase and produce ions through inelastic 
collisions involving electrons, metastables or ions13,26–31. Positive ions can also be ejected directly from 
the target, provided that the plasma ions attain sufficiently high energies from the acceleration in the 
cathodic sheath at the target surface32. The introduction of a large number of sputtered species in the gas 
phase has an impact on the plasma parameters, mainly by changing the mean excitation and ionization 
thresholds of neutrals and modifying the plasma stoichiometry22. Note that the sputtering rate, and thus 
the sputtered species density, is greatly influenced by the plasma conditions, e.g. the applied power and 
operating pressure. 
The goal of the PAD processes lies in the resulting deposited films. In addition to the density of the 
sputtered atoms and ions, their energy also plays a significant role on the deposition growth rate and 
structure, altering the general quality of the film28,29,31. The total flux of sputtered material on the substrate 
modifies not only the growth rate but also the morphology and stoichiometry of the deposition. Regarding 
the ions impinging on the substrate, in the low energy range (a few eV), an increase in their energy may 
improve the film density through heating processes33. On the other hand, high-energy ions (> 50 eV) 
induce local damage34–36. Controlling the ion bombardment is thus an important step to improve the film 
quality. A large number of studies focused on this topic, notably about the behaviour of the ion energy 
distribution function (IEDF)37–41. Moreover in rf plasmas, the plasma potential oscillates at the excitation 
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frequency which can lead to a significant broadening of the IEDF42. Note that ions generated from the 
sputtered atoms tend to be more energetic than plasma ions43,44 since they exit the target with a significant 
velocity compared to the cold plasma ions. Consequently, in a steady-state plasma at fixed conditions, the 
energy distribution function of the ions impinging on the substrate strongly depends on the ion nature, its 
charge, the gases in presence and the excitation frequency. 
Understanding the IEDF of the sputtered material means understanding every step followed by a target 
atom from its extraction form the target to its arrival at the substrate surface as an energetic ion. The 
sputtered atoms, after leaving the target, flow toward the bulk plasma where thermalization occurs through 
collisions with the gas atoms (typically at temperatures lower than the mean energy of the sputtered 
particles45). A portion of them may be ionized by the plasma species, such that ions as well as atoms are 
eventually deposited on the remote substrate or the reactor walls. The Sigmund-Thomson formula for the 
energy distribution of sputtered species at the target is commonly accepted for high impinging gas-phase 
ion energies46,47. However, it has been observed that exit energies can depart from this theory at lower 
impinging energies48,49. Following the extraction of the atoms from the target, the interactions of sputtered 
atoms with gas phase atoms can give rise to a complex energy distribution. For example, Anderson et al.42 
reported a bimodal distribution during sputtering of Al target with Ar/O2 mixture plasmas, which 
diminishes as pressure increases. This behavior, linked to the thermalization of sputtered atoms in the gas 
phase, was also reported by other authors50,51. However, the thermalization process has not been formerly 
demonstrated, and needs to be quantified. Finally, the sheath covering the entrance of the measuring mass 
spectrometer used in these studies is always at a different potential than the plasma, generally either at the 
floating potential or the ground. This potential drop induces an acceleration of the charged species, which 
needs to be taken into account since it may cause a shift in the energy of the ions impinging on the 
substrate, a broadening of the peaks and even a multiplication of the peaks if the plasma potential oscillates 
in the sheath edge52. All the reasons cited above explain the complex shapes and behaviors an IEDF can 
exhibit. In the search for a better process control, especially in PAD, it is mandatory to understand these 
phenomena. 
The present study aims at elaborating a model to fit experimental measurements of energy distributions 
of target ions at the substrate obtained by plasma sampling mass spectrometry (PSMS) and by doing so, 
establishing the relative importance of each step that leads to the measured energies. The model takes into 
account two different sputtering paths, different ionization and thermalization processes and broadening 
of the IEDF in the rf sheath at the PSMS entry. From the comparison between the predictions of the model 
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and the experimental data, the behaviour of the IEDF of the sputtered species after their ionization in the 
plasma is characterized as a function of the applied power and pressure in the chamber.  
 
2. EXPERIMENTAL SETUP AND METHODOLOGY 
The RF (13.56 MHz) magnetron sputtering plasma chamber is described in details in previous 
publications5,6. A schematic of the experimental setup is given in Fig. 1. It consists of a low-pressure 
capacitively-coupled plasma where the sputtering target serves as the cathode. The silver target (provided 
by Kurt J. Lesker, Clairton, PA, USA) has a radius of 2.5 cm with a typical magnetron apparatus (provided 
by Plasmionique Inc., Canada). The intensities of the axial and radial components of the magnetic field 
are Bz = 0.15 T and Br = 0.09 T respectively, at 2 mm from the target surface, and sharply decrease with 
distance. The magnetron is powered by a Seren IPS Inc. R301 generator delivering up to 300 W at 13.56 
MHz. The cylindrical chamber has a diameter of 32 cm and a length of 21 cm. The chamber is pumped 
with a 60 L/s turbomolecular pump (provided by Edwards Lab Vacuum Pumps, United Kingdom) and 
reaches a base pressure of 3 x 10-6 Torr. The relative number density of positive ions 16 cm from the 
sputtering target is analyzed using a PSMS commercialized by Hiden Analytical Ltd (EQP300, United 
Kingdom). Furthermore, in the present study, a grounded stainless-steel plate is added at the level of the 




Figure 1: Sketch of the experimental setup used to analyze the ions impinging at the substrate by PSMS 
in a magnetron sputtering discharge. 
 
3. ION POPULATIONS OF THE PLASMA MEASURED BY PSMS 
The discharge is sustained in pure Ar at a flow rate of 20 sccm with pressures ranging from 6 to 22.5 
mTorr (0.8 to 3 Pa). The self-bias voltage on the target varies between - 40 and – 134 V, corresponding to 
a net incident rf power applied to the target between 15 and 80 W, respectively. In these conditions, 
previous works53 indicated that the electron temperature and density vary around 2.5-3.5 eV and 109-1010 
cm-3. For all measurements, the collecting surface of the spectrometer is maintained at floating potential 
(Vf), its axis being aligned with the one of the target. In addition to Ar+ signal at 40 u, both mass-to-charge 
(M/Z) ratios of silver ions corresponding to the two Ag+ isotopes at 107 and 109 u (about 50% abundance 
each) are recorded and give similar results. The lighter 107 u isotope has been selected for the analysis of 
PSMS measurements. The data for the aforementioned ions are presented in Fig. 2 at Vbias = -66 V (25 W) 
and 8.5 mTorr. 




























 Ar+ (M/Z = 40 u)
 Ag+ (M/Z = 107 u)
 Ag+ (M/Z = 109 u)
 
Figure 2: IEDFs for Ar+ as well as 107 and 109 u Ag+ ions recorded at 8.5 mTorr, 25 W (Vbias = -
66 V), 16 cm from the target. 
Fig. 2 displays similar behaviours for all probed ions below about 30 eV: a steep peak centred around 
22 eV with a low-energy tail up to 5 eV. Both Ag+ ions present the exact same distributions and, contrary 
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to Ar+ ions, show a high-energy tail with a shoulder at 34 eV. The position of the common main peak is 
determined by the dc component of the sheath potential at the surface of the PSMS. Note that, at 16 cm 
from the rf energy electron absorption (close to the target), the oscillating plasma potential (Vp) of the 
plume may broaden the peak. Indeed, the electron energy relaxation length is about 30 cm for Te ~ 3.5 eV, 
Tgas = 300 K and p = 6 mTorr54. Moreover, this value increases significantly with the gas temperature, the 
latter being far greater than 300 K close from the target55. The peak broadening of the IEDF is addressed 
later in this paper. Nonetheless, ions are accelerated by the electric field due to the difference between 
plasma and floating potentials (as a first approximation, ion energy ~ Vp – Vf). To better represent the 
evolution of the shape of the IEDF of the sputtered metals atoms when varying the target bias voltage and 
argon pressure, the dc sheath contribution is subtracted to the measured ion counts in the following figures. 
In this study, we solely focus on the high-energy tail section of the IEDFs without taking into consideration 
the part of the distribution below the dc sheath value. It is however observed that the energy of the main 
peak decreases when either the bias voltage or the pressure increases. On one hand, the bias voltage is 
increased by applying more power on the target. The main peak is at 28 eV for a Vbias = -40 V and 
decreases to 21 eV at -134 V. This is due to a slight decrease in the electron temperature induced by the 
change in plasma composition. Namely, silver atoms are sputtered in greater numbers with increasing 
power and are more easily ionized than argon (having an ionization energy at 7.58 eV as compared to 
15.76 eV for argon). In the low-pressure range, it is well-known that in such plasmas, where free electrons 
are mainly lost by diffusion, the electron temperature decreases with increasing pressure. The electron 
temperature is also linked with the energy of the ions; Te and Vp – Vf being proportional in a pure argon 
discharge. It is also important to note that even if these results concern the Ag+ ions population, they 
directly relate to the behaviour of the sputtered Ag atoms, as discussed in section 4.2. 
Firstly, IEDFs of Ag+ (107 u) obtained from PSMS at 7.5 mTorr are shown in Fig. 3 for various target 
bias voltages (i.e. various absorbed power). The latter shows that the total amount of sputtered metal atoms 
is directly related to the energy of the ions impinging on the substrate (not shown here since the dc sheath 
contribution is subtracted) via the change in the bias voltage at the surface of the target (sputtering 
threshold of Ar+ → Ag is 15 eV56). This is consistent with the observations made in a previous study8. 
However, the IEDF of Ag+ ions, including the high-energy tail, keeps the same behaviour with rising Vbias. 
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Figure 3: 107 u Ag+ IEDFs for different target bias voltages (absolute values) and corresponding 
absorbed powers. Conditions: 7.5 mTorr, 16 cm from the target. 
Fig. 4 presents the evolution of Ag+ energy distribution functions with pressure ranging from 6 to 
22.5 mTorr, at a constant Vbias = -66 V (absorbed power of 23 W). As previously observed with bias 
voltage, the total amount of sputtered material increases significantly with rising pressure due to the 
increased power coupling efficiency in rf capacitive mode, and thus, the increased plasma density close 
to the target57. Furthermore, the shape of the IEDF changes significantly with pressure. A high-energy tail 
is observable at low pressure (with a shoulder above 10.5 eV, for 6 mTorr) while it vanishes between 18.5 
and 22.5 mTorr. These pressures present an IEDF with a single-peak distribution similar to the one of the 
plasma gas ions. These observations may be explained by a thermalization of the sputtered neutral atoms 
and ions with the surrounding gas atoms42. This phenomenon is observed for many types of targets6,58–60. 
Indeed, the mean free path (mfp) for collisions between sputtered neutrals and Ar atoms is inversely 
proportional to pressure. The thermalization distance is commonly estimated to be ten times the mfp which 
may become smaller than the target-to-mass spectrometer distance (16 cm) at high pressure. Note that this 
peak is also broader at lower pressures. Also, as discussed in the next section, it is important to precise 
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Figure 4: 107-u Ag+ IEDFs for different pressures. Conditions: Vbias = 66 V (25 W), 16 cm from the target. 
A model is elaborated to gain insight on the variation, with both the bias voltage and the pressure, of 
the energy distribution of Ag+ ions, and especially for the observed high-energy tail. In the next section, 
a description of the said model is given, detailed in three parts. Firstly, an accurate description of the 
energy distribution function of the sputtered atoms directly at the surface of the target is presented. 
Secondly, the interactions between metal and gas atoms leading to thermalization are estimated and, 
finally, the energy gained in the time-varying sheath at the surface of the PSMS is detailed. 
 
4. MODELLING OF THE IEDF 
A. Energy distribution of sputtered atoms exiting the target 
The model starts with an accurate representation of the energy distribution function (f) of the sputtered 
metal atoms right after their extraction form the target, that is ( )0,f z ε=  where z is the distance to the 
target and ε is the energy of the sputtered Ag atoms. As mentioned above, when the energy of impinging 
particles is very high compared to the binding energy of the targets atoms, the energy spectrum is typically 
in good agreement with the theoretical predictions following Sigmund’s formula46,47. However, in our 
conditions, the average incident energy is typically lower (< 150 eV), inducing a decrease in the energy 
of the sputtered atoms that leads to a departure from the distribution obtained with Thompson’s model61,62. 
The decrease of the sputtered atoms with energy in the observed distributions in these conditions is usually 
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steeper63. Furthermore, Mousel et al.48 reported distributions that show an exponential decrease, pointing 
towards possible Maxwellian-like distributions, but with an effective temperature higher than the 
surrounding gas. Our measurements (Figs. 3 and 4) were carried out 16 cm away from the target and thus, 
take into account both energy of the sputtered atoms exiting the target and their following thermalization 
with the surrounding gas. However, in the very-low pressure case (6 mTorr), the greater mfp of sputtered 
Ag atoms gives us insight of their initial energy when exiting the target. Two distributions seem to emerge 
(starting with the shoulder at 10.5 eV). ( )0,f ε  is therefore taken as the sum of two Maxwellian 
distributions having different temperatures (T1/2) and repartition coefficients (A1/2): 
where  is the Boltzmann constant. 
 
B. Transport of sputtered atoms in the plasma 
After being ejected from the target, Ag atoms interactions with the Ar neutral atoms may lead to their 
thermalization. Moreover, PSMS, when working in SIMS+ mode, measures ions. Because of the electric 
field pointing towards the target resulting from the self-bias voltage, any “sputtered ions” (i.e. species 
exiting the surface as ions) return to the target64. This population is then neglected, and only metallic 
neutral atoms that are ionized in the plasma before being measured by the mass spectrometer are 
considered. Three different ionization mechanisms are taken into account: (i) charge transfer reactions 
with Ar ions (Ar+ + Ag → Ar + Ag+), (ii) Penning ionization reactions with metastable Ar atoms 
(Arm + Ag → Ar + Ag+ + e-), and (iii) electron-impact ionization on ground state Ag atoms 
(Ag + e- → Ag+ + 2e-). 
In contrast to Penning ionization and electron impact ionization, charge transfer between Ar+ ions and 
sputtered atoms is found to be a very selective process. It occurs only if the energy difference between the 
Ar+ ion ground state (or Ar+ ion metastable level) and the energy levels of the resulting Ag+ ion is 
sufficiently small. The efficiency of this process decreases with growing energy difference between the 
levels65 as its cross section is of resonance behaviour. Since there are no Ag+ ion energy levels available 
in the nearby energy regime of Ar+ ion energy levels (or Ar+ ion metastable level), the process is unlikely 
in Ar-Ag systems and is thus ignored here. 
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Penning ionization on the other hand is expected to play a more significant role, and can often be 
responsible for most of the ionization depending on the density of the Ar metastable atoms65,66. This 
process is possible since the energy levels of Arm metastable atoms are higher (between 11.5 and 11.9 eV) 
than the ionization energy of Ag (7.58 eV). Electron impact ionization is also expected to contribute 
significantly since the measured electron temperature varies between 2.5 and 3.5 eV, meaning that an 
important part of the electron population has sufficient energy to directly ionize Ag. However, in very 
low-density plasmas, sputtered atoms are mostly ionized through Penning ionization64,67. Rate constants 
for Penning ionization presented in the literature are independent of the energy of the ionized atoms, 
because the cross sections are generally inversely proportional to their relative velocity68,69. Ionization by 
electron impact is also independent of the energy of the atom since the velocity of electrons exceeds that 
of the atoms by a few orders of magnitude. For the model presented here, only relative intensities in the 
IEDF are important. Since the rate constants that leads to ionization of the sputtered Ag atoms do not 
depend on their energies, it is here approximated that the energy distribution for Ag neutral atoms and Ag+ 
ions are directly proportional. 
The method for modelling the thermalization of the sputtered atoms following their transport inside 
the plasma is now presented. ( ),f z ε  is defined as the energy distribution function of the neutral sputtered 
Ag atoms. Based on the Boltzmann equation and using the relaxation operator to the isotropic function (
( )0f ε ), Moisan and Pelletier70 found an expression that characterizes the thermalization of species that 
depends on their energy and their position:  
( ) ( ) ( ) ( )( )0 0 0, ( , ) exp Arz z zf z f f z f n zε ε ε ε σ ε′ ′= =′ ′− = − −       . (2) 
It should be noted that atoms exiting a target resulting from a sputtering process present an anisotropic 
energy distribution function. Further collisions with the surrounding gas atoms reduce that anisotropy. 
The cross section for transfer of kinetic energy between gas and sputtered atoms is represented by σ(ε). At 
this point, 0f  is taken to be a Maxwellian distribution for the completely thermalized sputtered atoms at 
Tg = 300 K, written as  





 −=   
 
. (3) 
It is the energy distribution function towards which f  tends when enough collisions between 
sputtered and gas atoms occur. Before the equation for ( ),f z ε  can be rewritten, one last development 
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needs to be considered. The product between 0f  and the exponential term is very small over the whole 
energy spectrum compared to the product with ( )0,f z ε=  (Eq. 1), because 0f  peaks at 300 K (0.013 
eV), where the exponential is close to zero, and is negligible elsewhere. Eq. 3, re-expressed after the latter 
considerations and using Eq. 1 above, takes the following form: 
( ) ( )0 1 2
1 2
, exp exp exp exp
B g B g B B
Pz
f z A A A
k T k T k T k T
σ εε ε εε ε
         − − −= + − +                      
. (4) 
The Ar density is replaced by the total pressure (PAr ≈ P) divided by the (Ar) gas temperature and the 
Boltzmann constant following the ideal gas law. This is the equation used when calculating the energy 
distribution of Ag+ ions. It appears clearly from this expression that the relative importance of the non-
thermalized populations (characterized by A1, A2, T1 and T2) decreases with gas pressure and distance 
from the target. 
 
C.  Broadening of the Ag IEDF by the sheath near the entry of the PSMS 
As with any floating object embedded into the plasma, the entry of the PSMS automatically sets itself 
to the floating potential, lower than the plasma potential, thus generating a sheath around its floating 
surface. This sheath accelerates positive ions, shifts and, in the case of a time-varying plasma potential, 
broadens IEDF measurements. Since an rf potential is applied on the magnetron and that the electron 
energy relaxation is, for the lowest pressures, greater than the magnetron-PSMS distance, it results that 
the properties of the sheath are also time-dependent. 
Many rf sheath broadening models have been proposed in the literature, but most of them focused on 
either the high or the low frequency regime. Miller and Riley71 proposed a model that works in both 
extreme cases as well as in the intermediate regime. The basis upon which a regime is declared high, 
intermediate or low relies on the factor ωτi, the product of the excitation frequency ω and the ion transit 
time τi. If ωτi » 1, the time spent by the ions in the sheath is long, allowing many rf periods to occur. As 
such, the potential acting upon the ions is mainly the constant averaged potential. On the contrary, if 
ωτi « 1, the ions quickly cross the sheath and their movement is dictated by the instantaneous potential. 
These two cases are easily modeled by Kawamura et al.52. However, in this present study, the regime 
is intermediate (ωτi ≈ 1: ω = 13.56 MHz while the expression for the transit time given yields 
approximatively 10-7 s) and the sheath broadening cannot be modeled by any of the two extreme regimes. 
The model proposed by Miller and Riley was used by Panagopoulos et al.72 in order to unite the two cases 
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into one model that could be applied to both high and low frequency regimes. The idea focused mainly on 
a new damped potential that is felt by the ions in the sheath. However, the model associated with this 
potential did not lead to an IEDF broadening but rather to a two-peak IEDF linked to the rf plasma 
potential. 
As such, a different model is hereby proposed to characterize the IEDF broadening by an rf sheath. In 
order to do this, the energy of an ion that has passed through the time-varying sheath has to be related to 
its initial energy and the time at which it entered the sheath. A few key expressions are needed before 
doing so. A collisionless Child law sheath is considered, with the time-varying potential expressed by its 
two components ( ) ( )sindc rfV t V V tω= + . Following a similar development to what is done by Lieberman 
and Litchenberg73, but considering the initial ion energy different from 0, it is possible to find expressions 
for the time-dependent sheath width s, the ion transit time τi and the time and space-dependant electric 
field E inside the sheath: 
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where λDe is the Debye length and vdc is the characteristic velocity of the ions passing through the sheath. 
With these, it is possible to properly calculate the sheath broadening of the IEDF. The well-known 
Newton's second law gives: 
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Integrating over the transit of an ion in the sheath, one obtains: 
( )
( )
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In Eq. 9, v0 is expressed as the sum of Bohm’s velocity, vB, and the ion initial velocity vi (related to the 
initial energy of the ion). Thus, an expression for the gain of energy in the sheath, which depends on the 
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The amount of ions having a particular energy is inversely proportional to the time derivative of the 
energy74. Indeed, if the energy fluctuates quickly in time, fewer particles gain this precise value of energy. 
Therefore, 










= , (11) 
where ( )iN ε  refers to the initial energy distribution before the sheath broadening and is directly 
proportional to Eq. 4. 
 
5. DATA FITTING 
Having the initial energy distribution of the ions entering the sheath at the surface of the PSMS with 
Eq. 4 and the broadening induced by this sheath with Eq. 10 and Eq. 11, it is now possible to fit the 
measurements of the IEDF presented above. Fig. 5 shows such a comparison for a typical condition (rf 
power: 23 W, bias voltage: -66 V, pressure: 8.5 mTorr). Excellent agreement is achieved between the 
model and the measured IEDF of Ag+. The former uses numerous adjustable parameters. In order to limit 
the number of adjustable parameters, some were imposed based on literature data. In particular, electron 
density and temperature were estimated from previous works53, using a Langmuir probe, at respectively 
1016-1017 m-3 and 2.5-3 eV. Measurements in Ar+ were fitted first since they depend only on the dc and rf 
potentials in the sheath at the entry of the PSMS and not on the thermalization parameters. Afterwards, 
using those values for the dc and rf potentials in the sheath at the entry of the PSMS, Ag curves were fitted 
to obtain values for A1, A2, T1 and T2 (see Eq. 4). 
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Figure 5: Excellent agreement is obtained between the Ag+ IEDF measured by PSMS (black curve) and 
the IEDF calculated by the model (red dashed curve). Three distinct populations are identified at low, 
mid and high energy. Conditions: 8.5 mTorr, 25 W and a bias voltage of -66 V. 
Three populations can be observed in Fig. 5: (i) a low-energy population of Ag+ ions accelerated in 
the sheath voltage and formed by ionization of Ag atoms fully thermalized with the background gas, (ii) 
a mid-energy and (iii) a high-energy populations of Ag+ ions accelerated in the sheath voltage and formed 
by ionization of partially thermalized Ag atoms. For the experimental conditions shown in Fig. 5, the 
characteristic temperatures of the two partially thermalized populations (deduced from the comparison 
between the measured IEDF and the predictions from the model) are T1 = 0.14 ± 0.01 eV and T2 
= 0.55 ± 0.05 eV. 
The presence of two distinct populations for the non-thermalized sputtered atoms, each with a defined 
temperature and coefficient (describing their relative population intensity), could be due to two separate 
sputtering paths: direct and indirect sputtering. Direct sputtering is hereby defined as the “classical” 
sputtering case, i.e. the creation of a collision cascade leading to the ejection of Ag atoms from the near-
surface75. Such phenomenon has a threshold energy of about 12 eV (Esputt, Ar+ → Ag = 15 eV)56. On the 
contrary, indirect sputtering is a two-step process called “mild etching” or “ion-irradiation induced 
damage” where a first ion creates weakly-bonded atoms (or adatoms, interstitials) in the target that may 
be easily desorbed either thermally or by collision with another ion76,77. The atom displacement threshold 
energy is lower than the one for sputtering and thus, at low ion energy (< 150 eV), this indirect process 
could be significantly more important than direct sputtering. It is commonly accepted that the ejection 
energy distribution of the etched atom is centred, as a first approximation following Sigmund’s formula, 
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on half the value of its surface binding energy. Hence, the atoms sputtered directly from the lattice are 
ejected with more energy than adatoms that are more weakly bound to the target. In the case of Maxwellian 
distributions, they peak at the energy equal to half the temperature. It seems that our measurements match 
the theory when defining the first and second temperatures mentioned above respectively as the 
temperatures for direct and indirect sputtering: 
1  . 2  . 1 2 1 2  &    with  and indirect sput direct sputT T T T T T A A= = < > . (12) 
Values for the dc (Vdc) and rf (Vrf) components of the voltage in the sheath at the entrance of the PSMS 
are obtained by fitting the Ar+ curves, and confirmed by fitting the Ag+ ones. Results are shown in Fig. 6 
for the bias voltage and pressure variations. Vdc and Vrf decrease with both operating parameters. The rf 
voltage in the sheath is linked to the sustaining time-varying electric field close to the magnetron and to 
the electron energy relaxation length λε, with λε, and thus Vrf, rising with increasing Te54. The dc voltage 
in the sheath is directly related to the electron temperature. This explain why both Vrf and Vdc are inversely 
proportional to the pressure. The decrease of Te with increasing bias voltage on the target is consistent 
with a lower mean ionization energy that follows from the increasing sputtering yield (change in plasma 
composition due to the presence of sputtered atoms). 
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Figure 6: Evolution of the dc and rf components of the voltage in the sheath close to the entrance of the 
PSMS as a function of (a) the bias voltage (in absolute value; related to the absorbed power) and (b) 
pressure. Fitting of the model is done on the PSMS curves presented in Fig. 3 and Fig. 4. Conditions: 
(top) 7.5 mTorr; (bottom) -66 V (25 W). 
The fitting of the experimental curves for the Ag+ distributions with the model is used to determine 
the influence of both the bias voltage and the pressure on the mean energy of sputtered atoms. The 
evolutions of T1, T2 and the ratio between their respective populations, A2 / A1, are presented in Fig. 7. 
Note that A2 / A1 describes the relative population of the atoms extracted through direct sputtering over 
the one extracted through indirect sputtering, i.e. an increase in this ratio corresponds to an increase in the 
mean energy of the total sputtered population. 
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Figure 7: Evolution of T1, T2 and the ratio A2/A1 as a function of (a) the bias voltage (and thus absorbed 
power) and (b) the pressure. Fitting of the model is done on the PSMS curves presented in Fig. 3 and Fig. 
4. Conditions: (top) 7.5 mTorr; (bottom) 66 V (25 W). 
Fig. 7 clearly shows that the operating parameters possess a strong impact on the proportion of 
sputtering processes. While the contribution of direct sputtering seems to be increasing linearly with the 
bias voltage compared to indirect sputtering, it drops significantly with pressure. The energy of the 
sputtered silver atoms (ions) follows a similar trend; for both sputtering processes, the Maxwellian 
temperature increases with the bias voltage. Such results imply that the energy of the particles exiting the 
target is linked with the incident ion energy. While it is not the case for high-energy ion sputtering where 
distributions peak at half the surface binding energy value, a shift of distribution peak has already been 
observed for low-energy ion bombardment61. On the other hand, the Maxwellian temperature of the 
sputtered atoms distribution drops with rising pressure while the Ar+ bombarding energy is kept almost 
constant (~ 90 eV). T1 and T2 values lose respectively 45 % and 15 % from 6 to 18.5 mTorr. Knowing 
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that the electron density close to the target –and thus argon ion flux– increases with rising pressure, the 
results reveal that for an incident Ar+ energy of 90 eV, the 2-step etching process is far more dependent 
on the ion flux than the direct sputtering one. The 5-fold decrease of the A2 / A1 ratio strengthens this 
assertion. The explanation lies in the fact that, at 90 eV, an incident ion is far more likely to generate 
defects and adatoms / interstitials than to directly eject an Ag atom from the crystalline lattice. From these 
measurements, and with the help of a thorough model, it has been shown that, in these conditions of low 
argon ion bombarding energy, two different silver sputtering processes must be considered: direct 
“classical” sputtering and indirect “2-step etching”. The latter seems to be more dominating, at fixed Ar+ 
ion energy, when the impinging ion flux is increased, while the former gains importance, at fixed pressure, 
when the Ar+ ion energy is increased. 
 
6. CONCLUSION 
Plasma sampling mass spectrometry measurements during magnetron sputtering of a silver target in 
argon RF plasmas revealed a high-energy tail in the IEDF of Ag+ ions. This high-energy group of ions is 
shown to result from sputtered neutrals not entirely thermalized with the surrounding cold argon gas. A 
model accounting for (i) the energy distribution of the sputtered atoms just outside the target –i.e. two 
Maxwellian distributions, (ii) the thermalization and ionization processes in the gas phase as well as (iii) 
the ion acceleration sustained in the time varying sheath at the surface of the PSMS, showed an excellent 
agreement with the experimental data. The two populations of sputtered Ag atoms were related to two 
sputtering paths, i.e. direct “classical” sputtering and indirect “2-step etching”. These calculations were 
used to probe the evolution of the dc and rf components of the voltage near the entry of the PSMS in 
addition to the hot Ag+ population ratio and both sputtering Maxwellian temperatures over a wide range 
of bias voltages (at fixed pressure) and gas pressures (at fixed incident argon ion energy). Both Vdc and 
Vrf decrease with increasing bias voltage and pressure due to a decrease in the electron temperature. The 
temperatures of both processes are found to increase linearly with the bias voltage, while they decrease 
with pressure. The classical sputtering effect is, at fixed pressure, more dominant at higher impinging ion 
energy. Finally, the more rapid decrease of the Maxwellian temperature of the 2-step etching process with 
rising pressure indicates that the mild etching phenomenon is, at low bombarding ion energy, strongly 
influenced by the ion flux. These observations can extend to other environments than silver targets 
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sputtered by argon ions. The critical condition for such distribution energies of the sputtered species is the 
small gap between the energy of the impinging ions and displacement threshold energy of the target atoms. 
Since the latter is below 50 eV for most target material, having a bias voltage of a few hundred volts at 
the most should always promote the apparition of the two competing sputtering paths. 
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Chapitre 3 Régime hybride PVD/PECVD 
Avant de passer à l’étude des phénomènes liés à la croissance de nanoparticules dans les 
plasmas hybrides PVD/PECVD, on aborde le phénomène de pulvérisation dans un 
environnement réactif. La présence d’un précurseur impacte non-seulement les propriétés du 
dépôt en faisant intervenir des réactions inhérentes au PECVD, mais également les conditions 
de pulvérisation. Plus particulièrement, en ayant recours aux mêmes diagnostics que ceux 
décrits dans le chapitre précédent, on s’intéresse à la cinétique de pulvérisation en présence d’un 
précurseur organosilicié, l’hexaméthyldisiloxane (HMDSO). Ce chapitre se focalise également 
à caractériser l’injection pulsée du précurseur organosilicié. La pertinence d’une telle méthode 
pour la prévention de l’empoisonnement de la cible est discutée en comparant l’évolution du 
rendement de pulvérisation pour une injection continue versus une injection pulsée. 
 
3.1 Montage expérimental 
Dans le contexte de ces travaux en plasmas réactifs, un nouveau réacteur fut mis sur pied 
dans les laboratoires de l’Université de Montréal, suivant une configuration typique d’enceinte 
à plasma basse pression à couplage capacitif employé pour la croissance de couches minces en 
régime hybride PVD   PECVD. Un schéma du réacteur est présenté à la Figure 3-1. Une cible 
d’argent (diamètre = 5 cm) est encore utilisée comme cathode. Le porte substrat 
(diamètre = 10 cm) est placé directement en face de cette dernière, à une distance de 5 cm. Cette 
asymétrie permet notamment une augmentation de la tension d’autopolarisation de la cible. Le 
substrat peut soit être mis à la terre, comme les parois, ou être isolé électriquement si par 
exemple une tension appliquée de l’extérieur devait être employée pour contrôler le flux ionique 
lors du dépôt. On se sert du même système de générateur et d’accord d’impédance que 
précédemment. Le magnétron est également placé derrière la cible afin d’améliorer le taux de 




Figure 3-1 : Schéma du montage pour le PVD/PECVD. 
Afin d’assurer l’homogénéité des espèces dans l’enceinte, l’injection du mélange de gaz 
se fait ici au travers d’un anneau percé entourant la cible. Le pompage (identique au système 
PVD) se fait en dessous du porte-substrat. Un bain est placé devant les pompes afin d’empêcher 
d’éventuelles nanoparticules de tomber sur les pales de la pompe turbomoléculaire. Ce système 
permet d’obtenir un vide résiduel de 10-7 Torr. L’argon est injecté en se servant du même 
débitmètre que dans le montage précédent (débit maximal de 20 sccm). Le système d’injection 
de l’HMDSO FLO-1 (fourni par Plasmionique Inc.) est placé à quelques centimètres de l’entrée 
des gaz dans le réacteur, afin de limiter les risques de condensation du précurseur liquide sur les 
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parois. Les lignes de gaz, tout comme le récipient d’HMDSO et le débitmètre, sont chauffés à 
330 K. Le débitmètre envoie un débit constant d’HMDSO suivant la commande indiquée. 
Cependant, afin de permettre une injection pulsée du précurseur dans l’enceinte, une valve trois-
voies est placée à la sortie du débitmètre. Une première sortie est dirigée vers l’entrée des gaz 
dans le réacteur alors que la deuxième est connectée sur un renvoi vers la pompe mécanique. 
L’alternance successive entre l’ouverture et la fermeture de ces valves permet un bon contrôle 
du débit durant les périodes d’injection. 
Le réacteur est également conçu afin d’accueillir plusieurs diagnostics électriques et 
spectroscopiques du plasma. Le bas de la Figure 3-1 présente une vue de haut du montage. La 
fibre optique, la sonde de Langmuir ainsi qu’un spectromètre de masse HAL-511S/2 (fourni par 
Hiden Analytical) pointent tous sur l’axe des électrodes du réacteur. Le spectromètre de masse 
possède son propre système de pompage, suivant la même configuration que celui du réacteur; 
une pompe turbo-moléculaire TMU-071-P (fournie par Pfeiffer Vacuum) est placée devant une 
pompe mécanique DUO-2.5 (fournie par Pfeiffer Vacuum). Grâce au petit volume du 
spectromètre de masse, sa pression intérieure descend jusqu’à 10-9 Torr. Ceci permet une 
pression différentielle entre le plasma et l’appareil, ce qui induit un flux des espèces vers son 
entrée, composée d’un orifice de 50 μm de diamètre connecté à la chambre d’ionisation. Le 
spectromètre peut servir à analyser des neutres en mode RGA (Residual Gas Analysis), mais 
également des ions positifs et négatifs grâce aux modes SIMS+ et SIMS-. En mode RGA, 
l’énergie des électrons dans la chambre d’ionisation est fixée à 100 eV. Finalement, la vue de 
côté du réacteur présentée dans le haut de la Figure 3-1 inclut une sonde VI Octiv-Poly (fournie 
par Impendans Ltd). Cette dernière permet de mesurer simultanément les 15 premiers 
harmoniques du courant et de la tension à la cible en plus de la puissance appliquée, absorbée 
et réfléchie.  
 
3.2 Calcul du rendement de pulvérisation 
Au Chapitre 2, nous avons proposé une méthode basée sur la spectroscopie optique 
d’émission couplée à des mesures de sonde afin de calculer le rendement de pulvérisation. On 
commence ici par reprendre la méthode pour ce nouveau réacteur afin de confirmer les résultats 
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précédents et de comparer la qualité des mesures. Davantage de mesures à basse puissance 
permettent également d’obtenir plus d’information sur les phénomènes se déroulant proche du 
seuil de pulvérisation. La Figure 3-2 présente l’évolution du rapport des raies d’émission de 
l’argent et de l’argon, de la densité ionique ainsi que de la différence entre le potentiel du plasma 
et la tension d’autopolarisation en fonction de la puissance appliquée. L’augmentation de ces 
trois quantités avec la puissance suit les résultats présentés au chapitre précédent pour une 
pulvérisation magnétron. 
















































Figure 3-2 : Effet de la puissance appliquée sur (a) le rapport des raies d’émission de l’argent à 
328.1 nm et de l’argon à 750.4 nm, (b) la densité ionique et (c) la différence entre le potentiel 
plasma et la tension d’autopolarisation. Conditions : Ar = 20 sccm, pression = 15 mTorr. 
Dans les conditions opératoires étudiées, la Figure 3-2 montre que le rapport de raies 
Ag/Ar se rapproche fortement de 0 à basse puissance, signe que la quantité de métal devient 
négligeable lorsqu’on s’approche des conditions limites du plasma. En effet, le plasma ne peut 
être allumé en deçà de 8 W à 15 mTorr dans ce réacteur. Quant à la densité ionique, on note une 
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augmentation importante telle qu’attendue avec la puissance. En effet, la densité augmente d’un 
facteur 8.7 entre 8 et 60 W. Le potentiel du plasma est constant à 45 ± 1 V. Ce dernier est mesuré 
à 2 cm de la surface de la cible. Dans cette région, aucune dépense radiale du potentiel n’est 
observée. Finalement, la tension d’autopolarisation passe de la dizaine à la centaine de volts sur 
l’intervalle de puissances couvert, ce qui explique l’augmentation de la différence entre ces 
potentiels observée au bas de la Figure 3-2. 
Les résultats présentés dans cette section sont ensuite utilisés afin d’obtenir l’évolution 
du rendement de pulvérisation en fonction de l’énergie des ions incidents à des énergies proches 
du seuil de pulvérisation. La Figure 3-3 permet de comparer les résultats obtenus pour une 
pulvérisation magnétron dans cette nouvelle enceinte avec les résultats présentés à la Figure 2-7 
pour les deux régimes de pulvérisation. La pulvérisation magnétron se déroule dans les deux cas 
autour de 10 eV1/2. Cependant, les nouveaux résultats permettent d’aller plus bas en énergie et 
de se rapprocher du seuil de pulvérisation. Ce dernier crée clairement une diminution 
asymptotique du rendement de pulvérisation dans son voisinage. Ces nouvelles mesures 
pointent vers une énergie seuil plus basse que celle déterminée au chapitre précédent. 
Cependant, afin de correctement déterminer des seuils de pulvérisation, on se sert généralement 
de décroissances de rendement sur plusieurs ordres de grandeur [R85], [R86]. S’il avait été 
possible de descendre plus bas en puissance, et donc en énergie des ions, une estimation de 
l’énergie seuil plus près de celle rapportée dans la littérature aurait certainement pu être obtenue. 
Finalement, tel que rapporté à la Section 2.3, les distributions en énergies des ions peuvent être 
élargies de façon importante par le champ oscillant de la gaine. Cet élargissement de la fonction 
de distribution autour de l’énergie moyenne induit évidemment des incertitudes supplémentaires 
sur la détermination de l’énergie des ions incidents sur la cible.  
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Figure 3-3 : Variation du rendement de pulvérisation en fonction de la racine carrée de l’énergie 
moyenne des ions incidents. Les résultats obtenus avec l’enceinte PVD sont également 
présentés. Conditions : Ar = 20 sccm, pression = 15 mTorr. 
 
3.3 Caractérisation du régime hybride PVD/PECVD 
La présence de l’HMDSO peut être détectée de plusieurs manières. La méthode la plus 
directe pour caractériser l’ajout d’une espèce dans la phase gazeuse est l’identification des pics 
lui correspondant en spectrométrie de masse. Les modes SIMS+ et SIMS- permettent 
respectivement de mesurer les ions positifs et négatifs formés dans le plasma à partir de la 
molécule mère, mais le mode RGA, qui mesure les neutres, caractérise l’intégralité des 
fragments ainsi que la molécule mère. Les mesures sont cependant toujours réalisées en filtrant 
les espèces en masse et en énergie à l’aide de champs électriques et/ou magnétiques. Afin de 
pouvoir filtrer les espèces, il faut donc qu’elles soient chargées. C’est pourquoi, en mode RGA, 
il est nécessaire d’avoir recours à une chambre d’ionisation à l’entrée du spectromètre. Des 
électrons sont émis par un filament et accéléré à une énergie fixe. Les réactions ionisantes entre 
ces électrons et les espèces entrant dans le spectromètre de masse induisent cependant une 
fragmentation secondaire de ces espèces (ionisation dissociative). Avant d’analyser le signal 
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provenant du plasma, il est donc pertinent d’analyser la signature de la molécule mère à plasma 
éteint; c’est ce qu’on appelle le cracking pattern. 
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Figure 3-4 : Spectres de masse obtenue par spectrométrie de masse en mode RGA pour un 
environnement d’Ar et d’Ar + HMDSO à plasma éteint et allumé. Conditions : Ar = 20 sccm, 
HMDSO = 0/1 sccm, pression = 15 mTorr, puissance = 0/40 W. 
La Figure 3-4 compare les spectres en masse obtenus pour un mélange d’argon et 
argon + HMDSO à plasma éteint et allumé. Il est évident que la fragmentation de la molécule 
mère, à m/z = 162 u.m.a (écrit sous la forme m/z 162 par la suite), dans la chambre d’ionisation 
est très importante. Son signal est en effet négligeable. Cela est dû au fait que la plupart des 
réactions dans la chambre d’ionisation consistent en des réactions d’ionisation dissociative, qui 
changent la nature de l’espèce, mais également à la forte instabilité de l’ion à m/z 162, qui perd 
rapidement un groupement méthyl et donne lieu à un ion à m/z 147. Bien que ce dernier soit 
dominant, plusieurs autres fragments sont également observés à la Figure 3-4. Le Tableau 3-1 
présente les ions correspondant aux signaux observés ainsi que les réactions principales par 
lesquelles ils sont produits. Tout d’abord l’ion à m/z 147 provient de la molécule mère. Par la 
suite, cet ion peut se décomposer et donner lieu aux ions à m/z 131 et 73. Ces derniers peuvent 
ensuite se décomposer et former respectivement les ions à m/z 59 et 45. Il faut également noter 
la présence d’espèces doublement ionisées. La première, à m/z 66, correspond à la molécule 
mère ayant perdu deux groupement méthyl lors d’une réaction d’ionisation dissociative. Elle 
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peut ensuite se décomposer spontanément et donner lieu à l’ion double à m/z 52. Plusieurs autres 
fragments peuvent être observés dépendamment des conditions expérimentales. Finalement, en 
présence d’un plasma, les réactions de recombinaison peuvent  mener à la présence d’une riche 
chimie hydrocarbonée ainsi qu’à la formation d’espèces plus lourdes suite à des réactions 
d’oligomérisation [R27], [R87], [R88].  








45 SiCH5+ Si(CH3)3+ → SiCH5+ + C2H4  
52 Si2OH2(CH3)2++ Si2O(CH3)4++ → Si2OH2(CH3)2++ + C2H4  
59 SiH(CH3)2+ Si2OC4H11+ → SiH(CH3)2+ + SiOC2H4  
66 Si2O(CH3)4++ Si2O(CH3)6 + e → Si2O(CH3)4++ + (CH2)3 + 3e  
73 Si(CH3)3+ Si2O(CH3)5+ → Si(CH3)3+ + SiO(CH3)2  
131 Si2OC4H11+ Si2O(CH3)5+ → Si2OC4H11+ + CH4  
147 Si2O(CH3)5+ Si2O(CH3)6+ → Si2O(CH3)5+ + CH3 
Si2O(CH3)6 + e → Si2O(CH3)5+ + CH3 + 2e 
 
 
La différence entre les spectres de masse à plasma allumé et éteint présentés à la Figure 
3-4 provient de l’importante dissociation de l’HMDSO dans le plasma. Bien que tous les pics 
liés à l’HMDSO diminuent en intensité, celui à m/z 147 descend drastiquement. Cela est dû au 
fait qu’il provient uniquement de la molécule mère entrant dans le spectromètre de masse, alors 
que les autres signaux peuvent également provenir de fragments produit dans le plasma. Pour 
cette raison, l’intensité du pic à m/z 147 est considérée comme directement proportionnelle à la 
densité d’HMDSO non-dissocié dans le plasma, à condition que les paramètres de mesure dans 
le spectromètre restent fixes. La Figure 3-5 donne l’évolution du signal à m/z 147 en fonction 
du débit d’HMDSO dans le réacteur pour un plasma éteint et allumé. Bien évidemment, le signal 
augmente avec le débit. On observe aussi clairement que ce signal est toujours supérieur à 
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plasma éteint. De ces résultats, le pourcentage de dissociation de l’HMDSO dans le plasma peut 










= −  . 3-1 
Dans les présentes conditions, le pourcentage de dissociation est contant à 68 ± 3 %, 
signe que la présence du précurseur n’est pas assez importante pour modifier sa dynamique de 
fragmentation, qui peut par exemple varier avec le nombre et l’énergie moyenne des électrons. 
Nous reviendrons sur ces aspects au chapitre suivant. 








































Figure 3-5 : Évolution de l’intensité du signal RGA à m/z 147 en fonction du débit d’HMDSO. 
Conditions : Ar = 20 sccm, pression moyenne = 15 mTorr, puissance = 0/40 W. 
L’HMDSO possède également une signature sur les spectres d’émission optique. En 
effet, les espèces présentes dans le plasma et liées au précurseur seront également excitées par 
des collisions avec les électrons. La signature optique de l’HMDSO peut être riche, mais le 
plasma est ici opéré à basse puissance et la quantité de précurseur est faible (1 sccm comparé à 
20 sccm pour l’argon) [R91]. Les réactions de dissociation de la molécule mère et de ses 
fragments requièrent moins d’énergie de la part des électrons avec lesquels ils entrent en 
collision, comparativement aux réactions d’excitation (3.5 à 9 eV pour les différentes 
dissociations de l’HMDSO et 12.1 eV pour le niveau émetteur de l’hydrogène menant à la raie 
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Hα [R92]–[R94]), ce qui mène à davantage de fragmentation dans le plasma et moins d’émission 
de photons. C’est pourquoi la raie Hα (656.3 nm), la plus forte signature optique de l’HMDSO 
[R94], est le seul signal du précurseur observé dans les présentes conditions. La Figure 3-6 
montre néanmoins que son signal est très faible comparativement aux raies d’émission de 
l’argon et de l’argent.  































 Hα x 20
 
Figure 3-6 : Évolution des intensités d’émission de l’argon (750.4 nm), de l’argent (328.1 nm) 
et de l’hydrogène (656.3 nm) en fonction du débit d’HMDSO. Conditions : Ar = 20 sccm, 
pression = 15 mTorr, puissance = 40 W. 
La Figure 3-6 compare l’évolution du signal optique des trois principales espèces, i.e. 
l’argon, l’argent et l’hydrogène, en fonction du débit d’HMDSO, en injection continue. Il faut 
noter que la raie Hα n’est pas nulle à 0 sccm d’HMDSO. Cela est dû à la présence d’hydrogène 
désorbé des parois même lorsque le précurseur n’est pas injecté. De plus, on voit que le signal 
de la raie augmente après l’injection de l’HMDSO, puis reste constant par la suite. Bien qu’il 
n’augmente pas constamment avec le débit du précurseur, il ne diminue pas comme le font les 
raies de l’argon et de l’argent. En effet, ces dernières possèdent toutes deux une intensité trois 
fois moins importante pour 1 sccm d’HMDSO comparativement 0 sccm. La baisse d’intensité 
de la raie d’argon ne peut être causée par une variation de sa densité dans le plasma : son débit, 
et donc sa pression partielle, sont stables. Elle indique plutôt une diminution avec la densité 
d’HMDSO de la fréquence d’excitation de l’argon, liée au nombre et à l’énergie moyenne des 
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électrons dans le plasma. Une telle modification induit alors une diminution de l’intensité 
d’émission globale du plasma. La raie Hα est constante parce que sa densité augmente autant 
avec le débit d’HMDSO que sa fréquence d’excitation diminue. Le signal de l’argent peut en 
revanche être en plus modifié par un recouvrement partiel de la cible suite à l’injection du 
précurseur. 
Suivant la méthode présentée à la Section 3.2, nous avons obtenu l’évolution du 
rendement de pulvérisation de la cible en fonction du débit moyen du précurseur. Cette relation 
est présentée à la Figure 3-7. Le rendement est normalisé par rapport à sa valeur à 0 sccm. Il 
présente une décroissance linéaire constante et diminue d’un facteur 10 par rapport à sa valeur 
initiale à 0.9 sccm. On peut s’attendre à un comportement asymptotique, ou simplement une 
valeur nulle, au-delà de 1 sccm. Le recouvrement de la cible joue donc rapidement un rôle 
crucial, comme il réduit de façon importante la quantité d’atomes d’argent pulvérisés, et ce 
même sous forme de traces.  






















Figure 3-7 : Évolution du rendement de pulvérisation en fonction du débit d’HMDSO. 




3.4 Injection pulsée du précurseur 
L’addition d’un précurseur dans le mélange de gaz est nécessaire afin de procéder au 
PECVD en simultané avec le PVD. Tel que mentionné au Chapitre 1, la présence de ce 
précurseur induit un recouvrement partiel ou complet de la cible pulvérisée, dépendamment de 
l’affinité entre les radicaux générés par la fragmentation du précurseur et les espèces de la cible. 
C’est pourquoi le rendement de pulvérisation décroit avec le débit d’HMDSO à la Figure 3-7. 
La couche déposée sur la surface de la cible sera toutefois également pulvérisée par les ions 
incidents. Évidemment, la présence d’un magnétron derrière la cible augmente le flux ionique à 
sa surface, ce qui réduit le recouvrement de la cible, mais ne le prévient pas totalement. Il est 
également possible de limiter l’empoisonnement de la cible en pulsant l’injection du précurseur. 
Les périodes d’injection permettent de procéder au PECVD alors que les périodes d’arrêt servent 
à nettoyer temporairement la cible. En optimisant le cycle utile de l’injection pulsée, i.e. le 
pourcentage de temps durant lequel le précurseur est injecté, on cherche à maintenir la propreté 
de la cible tout en injectant une quantité satisfaisante de précurseur. Avant de comparer le 
processus de pulvérisation pour une injection continue et pulsée, la première partie de cette 
section porte sur la caractérisation de l’injection dynamique de l’HMDSO dans la présente 
décharge. 
Des mesures par spectrométrie de masse en mode RGA permettent de suivre l’évolution 
temporelle du précurseur dans le plasma. La Figure 3-8 présente la variation du signal à m/z 147, 
qui correspond à la pression partielle de l’HMDSO dans la phase gazeuse, en variant le cycle 
utile de l’HMDSO. Un cycle utile de 100 % correspond à une injection continue, c’est pourquoi 
le signal est stable au début de l’expérience. Les oscillations du signal observées par la suite 
correspondent à la pulsation de l’injection sur plusieurs cycles. Ici, la période des pulses est 
fixée à 5 s et le temps d’arrêt est ajusté lorsque le temps d’injection est modifié. L’intensité 
présente des oscillations d’environ un facteur 4 entre les périodes d’injection et les périodes 
d’arrêt. Cela signifie que le temps de résidence de l’HMDSO à l’intérieur de la décharge est 
considérable. On voit clairement que la quantité moyenne de précurseur décroit avec le cycle 
utile. Le fait que l’intensité maximale décroit également avec le cycle utile signifie que 
l’HMDSO prend davantage que 5 s à atteindre un équilibre stationnaire dans le réacteur. Notons 
finalement que pour des cycles utiles inférieurs à 30 %, l’intensité RGA du signal d’HMDSO 
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devient négligeable. Bien que la pression moyenne augmente de 3 mTorr pour les plus hauts 
cycles utiles, les variations instantanées de la pression à l’intérieur des pulses d’injection du 
précurseur ne dépassent pas quelques dixième de mTorr.  









































Figure 3-8 : Évolution de l’injection pulsée de l’HMDSO en fonction du cycle utile. Mesures 
obtenues par spectrométrie de masse en mode RGA à plasma éteint. Conditions : Ar = 20 sccm, 
HMDSO = 1 sccm (durant les périodes d’injection), pression moyenne = 15 mTorr. 
Une des signatures les plus sensibles de la présence de l’HMDSO sur les propriétés de 
la décharge est révélée par la tension à la cible. En effet, l’empoisonnement de la cible change 
la conductivité de la cathode et modifie donc son potentiel. L’électrode étant initialement 
métallique, son recouvrement par des espèces isolantes ou semi-conductrices nuiront à sa 
conductivité électrique. Comme il y a accumulation de charges à la surface de la cible, la tension 
rf à la surface de cette dernière diminue en amplitude. C’est ce que l’on voit à la Figure 3-9, où 
est présentée l’évolution temporelle du premier harmonique de la tension rf appliquée à la cible, 
mesuré par la sonde d’impédance, sur plusieurs cycles d’injection de l’HMDSO pour 3 cycles 
utiles. À 10 %, l’effet de l’HMDSO est négligeable; uniquement une légère diminution de 0.2 V 
est observée lors de l’injection du précurseur. Par contre, à 60 et 90 %, la diminution est 
davantage marquée; une valeur minimale de 68.0 V est atteinte aux moments où la cible est le 
plus contaminée. Il ne s’agit cependant pas d’une baisse significative par rapport à la valeur 
initiale de 72.8 V, signe que même le recouvrement maximal atteint dans ces conditions ne 
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modifie pas drastiquement les propriétés électriques de la surface de la cible. On note également 
dans l’évolution temporelle de la tension que la cible commence instantanément à se nettoyer 
avec l’arrêt de l’injection de l’HMDSO. Elle ne se nettoie toutefois pas complètement entre les 
pulses d’injection, et ce de moins en moins avec l’augmentation du cycle utile, comme la valeur 
maximale de la tension décroit de 60 à 90 %. 
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Figure 3-9 : Évolution temporelle du premier harmonique de la tension à la cible lors de 
l’injection pulsée de l’HMDSO à différent cycles utiles. Conditions : Ar = 20 sccm, 
HMDSO = 0.2 sccm (durant les périodes d’injection), pression moyenne = 15 mTorr, 
puissance = 40 W. 
L’intensité d’émission du plasma est également affectée par la présence de l’HMDSO 
dans l’enceinte. La Figure 3-10 présente l’évolution de l’intensité d’émission des différentes 
sources retrouvées durant l’expérience au travers de quelques pulses d’injection du précurseur. 
Premièrement, le signal d’argon, qui est injecté de façon constante avec un débit stable de 
20 sccm, présente de fortes oscillations sur le cycle d’injection de l’HMDSO. Comme la densité 
d’argon est stable lors de ces oscillations, la variation de l’intensité d’émission issue du gaz 
vecteur est plutôt reliée à une variation de la population électronique responsable de l’excitation 
des espèces vers des niveaux émetteurs. Une baisse de l’intensité d’émission est encore 
probablement liée à une diminution de la densité ou de la température des électrons. Ce sujet 
sera abordé au prochain chapitre. L’injection pulsée du précurseur ne possède cependant pas 
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juste un effet sur l’émission du gaz vecteur. Tel que mentionné à la Section 3.3, la raie 
d’émission de l’hydrogène atomique Hα représente l’unique signature optique de l’HMDSO 
dans les conditions expérimentales actuelles. Son évolution temporelle est complètement 
déphasée. Contrairement à l’argon, la raie Hα est maximale à la fin des périodes d’injection et 
diminue lors des périodes d’arrêt. Ce résultat n’est pas étonnant puisque l’hydrogène est lié au 
précurseur. Cependant, l’hydrogène, de par sa très faible taille, diffuse significativement moins 
que les plus grosses espèces liées à l’HMDSO. Il est également facilement adsorbé aux parois 
du réacteur et subséquemment gravé. C’est pourquoi son signal ne diminue pas fortement durant 
les périodes d’arrêt de l’injection. 
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Figure 3-10 : Évolution temporelle des intensités d’émission de l’argon (570.4 nm), de l’argent 
(328.1 nm) et de l’hydrogène (656.3 nm) lors de l’injection pulsée de l’HMDSO. Les zones 
grises correspondent aux périodes d’injection de l’HMDSO. Conditions : Ar = 20 sccm, 
HMDSO = 1 sccm, cycle utile = 60 %, pression moyenne = 15 mTorr, puissance = 40 W. 
On s’attend également à ce que l’injection du précurseur modifie le processus de 
pulvérisation, et donc le signal de l’argent. La raie de ce dernier à 328.1 nm présentée à la Figure 
3-10 oscille de manière synchronisée avec le signal de l’argon. Cependant, en plus de la 
cinétique d’excitation impliquant les électrons, la variation de l’intensité d’émission du métal 
est également liée à des variations de densité. En effet, lors des périodes d’injection, on s’attend 
à voir une baisse du rendement de pulvérisation suite à l’empoissonnement de la cible. Afin de 
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confirmer ce phénomène, on a calculé le du rendement de pulvérisation à partir de la méthode 
proposée dans cette thèse. L’évolution temporelle de la densité d’argent dans le plasma ainsi 
que du flux ionique est présentée à la Figure 3-11, dans les mêmes conditions qu’à la Figure 3-
10. L’évolution cyclique sur 5 s de ces deux paramètres apparait clairement. Bien que la 
variation de la densité d’argent varie (entre 5 et 6.5 × 1019 m-3), le flux ionique présente 
également des oscillations en phase avec celles de l’argent. Ces dernières sont cependant moins 
marquées (entre 0.9 et 1). Le flux ionique est proportionnel à la densité d’ions à la lisière de la 
gaine ionique ainsi qu’à la vitesse de Bohm, qui dépend de la température électronique. Ces 
paramètres peuvent varier avec l’HMDSO tel que mentionné plus haut. Bien que la densité 
d’argent varie significativement, on conclut que le rendement de pulvérisation diminue lors des 
périodes d’injection de l’HMDSO dû à l’empoisonnement de la cible.  
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Figure 3-11 : Évolution temporelle du courant ionique ainsi que de la densité d’argent atomique 
lors de l’injection pulsée de l’HMDSO. Conditions : Ar = 20 sccm, HMDSO = 1 sccm, cycle 
utile = 60 %, pression moyenne = 15 mTorr, puissance = 40 W. 
Afin de comparer l’effet de la pulsation de l’injection de l’HMDSO, on s’intéresse à 
l’évolution du rendement moyen de pulvérisation en fonction du débit moyen d’HMDSO. Dans 
le cas de l’injection continue, le débit est varié de 0 à 1 sccm. En injection pulsée, le débit est 
maintenu à 1 sccm mais le cycle utile de l’injection est varié de 0 à 100 %. Le rendement est 
moyenné sur plusieurs cycles d’injection. La Figure 3-12 présente l’évolution du rendement 
avec le débit moyen d’HMDSO. Le rendement est normalisé par rapport à la valeur obtenue 
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sans HMDSO (0 sccm), pour les deux types d’injection. On voit premièrement que le rendement 
diminue de façon à peu près linéaire avec le débit en injection continue. À 0.9 sccm, le 
rendement est quasiment nul. La situation est différente en injection pulsée. À l’exception de 
0.5 sccm, le rendement est maintenu entre 1 et 0.9 jusqu’à 0.7 sccm. À 1 sccm, la valeur du 
rendement en injection pulsée est proche de celle obtenue en injection continue, ce qui n’est pas 
surprenant comme il s’agit dans les deux cas d’une injection continue à 1 sccm. Le fait de pulser 
l’HMDSO améliore significativement le rendement de pulvérisation, et tout particulièrement 
pour des cycles utiles plus petits ou égaux à 80 %.  
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Figure 3-12 : Comparaison de l’évolution du rendement de pulvérisation en fonction du débit 
moyen de précurseur pour une injection continue et pulsée : Ar = 20 sccm, pression 
moyenne = 15 mTorr, puissance = 40 W. 
En somme, la méthode de détermination du rendement de pulvérisation que nous avons 
mise au point nous a permis de démontrer l’utilité d’une injection pulsée du précurseur pour les 
procédés hybrides PVD/PECVD. En effet, elle permet de limiter l’empoisonnement de la cible 
par le précurseur, et ce particulièrement en conditions de plasmas magnétron pour lesquels les 
taux de pulvérisation de la cible sont plus importants. Ce type d’injection induit cependant une 
variation dynamique, en particulier à l’échelle de temps du pulse d’injection, de plusieurs 
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propriétés du plasma telles que son intensité d’émission, sa densité et sa température 




Chapitre 4 Plasmas poussiéreux en régime hybride 
PVD/PECVD 
La complexité des procédés hybride PVD/PECVD peut mener à l’émergence d’une 
pléthore de phénomènes. La réactivité entre les produits de la fragmentation du précurseur et les 
espèces métalliques permet évidemment la synthèse de revêtements nanocomposites, mais 
induit un empoisonnement de la cible et peut également mener à la formation de nouvelles 
espèces dans la phase gazeuse. De plus, le fait de pulser l’injection du précurseur rajoute un 
comportement dynamique qui cause des variations périodiques chez plusieurs paramètres du 
plasma comme nous l’avons vu au Chapitre 3. Il fut rapporté précédemment que l’injection 
pulsée de l’HMDSO dans les plasmas rf d’argon à couplage capacitif (non magnétisés) peut 
mener à la croissance de nanoparticules, ou poussières, dans le plasma si le cycle utile du 
précurseur est supérieur ou égal à 30 % et la puissance en dessous de 50 W, pour une pression 
d’argon de 40 mTorr [R18]. Le nuage ainsi formé n’est cependant pas stable; les poussières sont 
extraites du plasma une fois qu’elles ont atteint une certaine taille critique à laquelle l’équilibre 
des forces agissant sur elles est brisé. Après la formation puis la disparition d’une génération de 
poussières, il y a formation d’une seconde génération, puis d’une troisième, et ainsi de suite. 
Cela cause un deuxième phénomène périodique dans le plasma, mais à des périodes de plusieurs 
centaines de secondes.  
Nous avons publié en 2015 un article dans Applied Physics Letters où nous décrivons 
une évolution de la température électronique et de la densité des électrons avec les générations 
successives de nanoparticules. Cette publication est présentée en annexe. Nous avons par la suite 
raffiné notre méthode d’analyse afin de caractériser l’évolution de certaines propriétés 
fondamentales du plasma sur les deux échelles de temps : le pulse d’injection de l’HMDSO et 
la formation et disparition cyclique des nanoparticules. Ce chapitre présente les résultats de 
l’analyse de mesures de spectroscopie optique d’émission couplées aux prédictions d’un 
nouveau modèle collisionnel-radiatif (Section 4.1) ainsi que de mesures de spectrométrie de 
masse supportées par un modèle pour la fragmentation du précurseur (Section 4.2). On cherche 
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ainsi à obtenir des informations sur la relation complexe entre l’ajout du précurseur, la 
croissance de nanoparticules et les propriétés fondamentales du plasma.  
 
4.1 Montage expérimental 
Les mesures présentées dans ce chapitre ont été obtenues sur un réacteur du LAPLACE 
situé sur le site de l’Université Paul-Sabatier à Toulouse. Cette collaboration a été possible 
d’abord dans le contexte du Laboratoire international associé – Science et technologies des 
plasmas (LIA-STEP), puis du Groupe de recherche international – Nanomatériaux 
multifonctionnels contrôlés (GDRI-NMC) regroupant le CNRS et plusieurs universités 
québécoises dont l’Université de Montréal. Le réacteur à plasma est de type capacitif; les détails 
sont fournis dans les deux articles suivants : 
 
4.2 Évolution multi-échelle des propriétés du plasma 
L’article présenté dans cette section vise à caractériser l’évolution multi-échelle de la 
température et de la densité électroniques dans les plasmas poussiéreux avec injection pulsée du 
précurseur. Ces paramètres sont déterminés en comparant les intensités des raies d’émission de 
l’argon mesurées par spectroscopie avec celles obtenues par un modèle collisionnel-radiatif. 
Tous les mécanismes d’excitation et de désexcitation des niveaux 1s et 2p de l’argon sont inclus 
dans le modèle. La particularité de l’expérience est d’inclure l’effet de l’HMDSO sur la 
cinétique d’excitation des niveaux 1s impliqués dans la création des niveaux émetteurs –2p– de 
l’argon. Les travaux sont présentés sous la forme d’un article récemment soumis à Plasma 
Sources Science & Technology (PSST-102587). Mes contributions personnelles à cette étude se 
situent autant à la prise des mesures qu’à l’élaboration de la méthode d’analyse avec le modèle. 
J’ai également rédigé le premier jet de l’article. R. Bérard a participé à la prise de mesures et S. 
Boivin à l’élaboration du modèle. Les travaux étaient supervisés par C. Joblin, K. Makasheva 
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A combination of time-resolved optical emission spectroscopy measurements and collisional-
radiative modeling is used to investigate the phenomena occurring over multiple time scales in the 
frequency domain of a low-pressure, axially-asymmetric capacitively-coupled RF argon plasma 
with pulsed injection of hexamethyldisiloxane (HMDSO, Si2O(CH3)6). The collisional-radiative 
model developed here considers the population of argon 1s and all ten 2p levels (in Paschen’s 
notation). The presence of HMDSO in the plasma is accounted for in the model by quenching of 
the argon 1s states by species generated by plasma processing of HMDSO, including HMDSO-15 
(Si2O(CH3)5), acetylene (C2H2) and methane (CH4). Detailed analysis of the relative populations 
of Ar 2p states reveals cyclic evolutions of the electron temperature, electron density and quenching 
frequency that are shown to be linked to the kinetics of dust formation in Ar/HMDSO plasmas. 
Penning ionization of HMDSO and its fragments is found to be an important source of electrons 
for the plasma maintenance. It is at the origin of the cyclic formation/disappearance of the dust 
cloud, without attenuation of the phenomenon, as long as the pulsed injection of HMDSO is 
sustained. The multi-scale approach used in this study further reveals the straightforward relation 
of the frequency of HMDSO pulsed injection, in particular the HMDSO duty cycle, with the 




1. Introduction  
Plasmas containing nano-sized particles, or more generally, dusty plasmas, can be generated 
through numerous processes; the most widespread ones being: (i) simple injection of particles 
through dispensers usually situated at the electrodes [1], (ii) spray injection into the plasma of 
colloidal solutions containing nanoparticles [2,3], (iii) formation of metallic nanocrystals or 
dielectric nanoparticles by sputtering of a target [4–7], and (iv) growth of dust in a reactive plasma 
from the working gas mixture [8-25]. Although a number of reactive gases (particularly SiH4, C2H2 
and CH4) have been used in the study of dust growth dynamics in reactive plasmas [8-20], a lot of 
other reactive agents can form nanoparticles. For example, large molecules like 
hexamethyldisiloxane (HMDSO, Si2O(CH3)6, mass 162.38 g/mol) [21–23], tetraethyl orthosilicate 
(TEOS, Si(OC2H5)4, mass 208.33 g/mol) [24], and aniline (C6H5(NH2), mass 93.13 g/mol) [25] 
have been identified as precursors yielding dusty plasma. Their injection in the plasma can be 
continuous or pulsed, often leading to the succession of tens or hundreds of generations of dust for 
the pulsed injection [22]. The interest in using large molecular precursors in plasma processes is 
supported by their current and potential applications in microelectronics, optics and energy storage 
devices or as barrier films in food packaging and flame retardant layers [26–30], etc. However, 
special attention should be paid to their toxicity level and accordingly, to the general rules for safety 
use. In contrary to HMDSO, which represent a rare case of safe, non-toxic and non-flammable 
agent, the use of aniline should be accompanied by a strict safety procedure due to its high toxicity 
level and easy flammable state. With respect to dusty plasmas, the fact that these molecules are 
quite large compared to classical dust precursors means that there is a plethora of possible bond 
breaking and recombination reactions, opening the door to many different scenarios for the plasma 
composition and the formation of nano-sized particles in the plasma.  
One can state that dusty plasmas represent a particular class of gas discharges where the 
physical phenomena occur in a very broad frequency domain. As observed in many types of dusty 
plasmas, the growth of nanoparticles in the gas phase is subject to temporal and spatial variations. 
Steady-state conditions are generally hard to reach because the balance of the various forces acting 
on the nanoparticles to maintain them in the gas phase significantly varies with their formation and 
loss dynamics. In addition, the formation of dusty plasmas largely depends on the experimental 
conditions and the presence of instabilities in the discharge. A particular example for the dynamic 
character of instabilities in dusty plasmas is the development of a dust-free region, called void 
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[1,22,31,32]. The heart-beat frequency of the void is found to be in the range of few Hz [32]. New 
generations of dust are suspected to start growing in the void, which appears in the central part of 
the discharge pushing previously formed bigger dust particles towards the plasma edge. It is 
common in dusty plasmas to find the frequency of appearance of successive generations of dust in 
the mHz range [22,33]. Thus, for completeness, the analysis of dynamic behaviour of dusty plasmas 
requires consideration of as many processes occurring in the plasma as possible, particularly in the 
case of pulsed injection of the reactive gas. 
A large number of plasma diagnostic methods have been adapted or specially developed to 
investigate different aspects of the complex phenomena occurring in dusty plasmas. Measurements 
of the electrical properties of dusty plasmas allowed detection of the changes in the plasma state in 
presence of dust. The time evolution of the fundamental frequency and harmonics of the current 
was followed with the intention to probe the formation of very small ―less than 5 nm― particles 
in the plasma [34,35]. Measuring the self-bias and floating potentials in radio-frequency (RF) 
discharges can further give additional information on the dynamical behaviour of dusty plasmas, 
indicating the tendency to a more electronegative plasma state in the presence of dust [20,22,33]. 
Measurements of the mean electron energy and electron density were achieved with Langmuir 
probes, which completes the understanding of the effects of dust particles on the electron energy 
probability function (EEPF) in these plasmas [7,36]. The signature of the precursors, the precursor 
depletion in the plasma and the growth mechanisms of dust were revealed by in-situ Fourier 
Transform InfraRed (FTIR) spectroscopy [37–39]. For hydrocarbon dusty plasmas, two groups of 
large absorption bands in the FTIR spectrum, attributed to sp1 species and to substituted sp2 
aromatic rings were identified in presence of dust inside the plasma [38]. Plasma sampling mass 
spectrometry has been used to detect the potential precursors of dust particles in plasmas of 
methane, acetylene, ethylene and HMDSO [19,23,39]. A large production of acetylenic compounds 
(C2Hx), considered to be responsible for the production of species involved in dust formation 
channels independently from the investigated hydrocarbon plasmas was constantly reported. 
Diagnostic methods based on Laser Light Scattering (LLS), methods using multiple lasers or light 
extinction spectroscopy [4,18,40–43] have also been used to extract information on the dust size 
and density or to map the dust cloud. 
Optical Emission Spectroscopy (OES) remains a very suitable, non-intrusive, diagnostic 
method to study the evolution of the electron population and the electron mean energy in dusty 
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plasmas. However, the application of OES in dusty plasmas should be cautiously performed and 
the theoretical model for interpretation of the recorded spectra should account for the chemistry of 
the reactive gas. Studies reporting the application of OES in dusty RF capacitively-coupled 
discharges sustained in mixtures of Ar/H2/C2H2 and Ar/H2/CH4 [44], CH4/H2 and C3H8/H2 [45], 
and Ar/N2/CH4 [46,47] are based on the so-called corona model. In this model, excitation of 
emitting states exclusively occurs by electron impact on ground state atoms; stepwise excitation by 
electron impact, cascading effects as well as the quenching of excited states by heavy particles are 
completely neglected. In some studies, the mean electron energy is extracted, as a function of the 
applied power or gas pressure, on the basis of modified Boltzmann plots or using the line ratio 
technique, considering the intensities of Hα, Hβ, and Hγ lines for discharges sustained in pure 
hydrocarbon gases or the intensities of different Ar-lines when argon is used as the carrier gas in 
the mixture. It is generally established that the time evolution of Te follows the variations of the 
intensity of Ar-lines in a consistent way with the generation of dust in the plasma [47]. Recently, 
an initial study of the time evolution of the mean electron energy in Ar/HMDSO plasmas, based 
on Trace-Rare-Gases Optical Emission Spectroscopy (TRG-OES) coupled with a collisional-
radiative model was reported in the literature [48]. After elaboration of a Boltzmann diagram for 
the Ar high-lying levels and a collisional-radiative model for the Xe, Kr and Ar 2p (Paschen 
notation) states, temperatures characterizing the low- and high-energy parts of the electron energy 
probability function were calculated. The obtained results show a cyclic evolution of these 
temperatures, with an increase when dust nanoparticles grow in the plasma and a decrease when 
they are lost. 
In this work a combination of time-resolved OES measurements and collisional-radiative 
modeling is used to probe phenomena occurring over multiple time scales in the frequency domain 
in a low-pressure, axially-asymmetric, capacitively-coupled RF argon plasma with pulsed injection 
of HMDSO. The objective is to simultaneously track the main plasma parameters, i.e. mean 
electron energy and electron density, considering the multi-scale action of different physical 
phenomena occurring in the dusty plasma. A special attention is paid to the quenching of argon 
metastable species in the plasma. The working hypothesis is the following: the HMDSO and the 
following plasma-generated species efficiently quench the argon metastable atoms which in turn 
provoke alteration in the stepwise excitation of emitting Ar 2p states probed by OES. The 
combination of OES and collisional-radiative modelling can thus be used to judiciously analyze 
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variations of the mean electron energy, electron density and quenching frequency of Ar 1s states 
during the cyclic formation/disappearance of dust.  
 
2. Materials and methods 
2.1 Description of the plasma reactor 
The plasma consists of an axially-asymmetric capacitively-coupled RF discharge sustained at 
13.56 MHz at low pressure (< 10 Pa). The experimental setup is schematically represented in 
Fig. 1. Detailed description is given elsewhere [22,49]. The top electrode is RF-driven while the 
bottom electrode is grounded. The reactor walls are also grounded. The inter-electrode distance is 
3.5 cm. The top electrode (10 cm) is smaller in diameter than the bottom one (12 cm); this which 
induces a self-bias voltage (Vdc) on the top electrode. For the experiments presented in this study, 
a silver target is placed on the RF-driven electrode. This silver target in combination with the 
HMDSO precursor is used for the growth of nanocomposite thin films containing silver 
nanoparticles (from sputtering of the silver target) embedded inside an organosilicon matrix (from 
plasma polymerization of HMDSO) through hybrid PVD/PECVD experiments [49-50]. The 
plasma is sustained by a power in the range 5 – 30 W resulting in a self-bias voltage between -
265 V and -590 V. Variations of approximately ± 40 V around the averaged values of the self-bias 
voltage are observed during the formation and disappearance cycles of the dust cloud. Given the 
small populations of sputtered silver atoms or their complete absence over the range of 
experimental conditions investigated (due to target poisoning in presence of HMDSO and the low 
sputtering rates at low RF powers), the contribution of silver species in gas phase reactions can 




Figure 1: Sketch of the experimental setup. 
To ensure homogeneity, the gas mixture is introduced through a ring surrounding the top 
electrode. Argon is used as a vector gas with a flow of 2.7 sccm (standard cubic centimeters per 
minute at standard temperature and pressure) and its partial pressure is measured to 5.33 Pa using 
a MKS Baratron gauge. HMDSO serves as a precursor gas for the dust generation. It is injected by 
pulses with a frequency fixed at 0.2 Hz. The HMDSO duty cycle is varied between 30 and 90 % 
depending on the pulse duration. The HMDSO flow is adjusted by a mass flow controller 
OMICRON switched by a pulse generator AGILENT. The maximum HMDSO flow is of 0.4 sccm; 
this corresponds to a continuous injection. The gases are mixed in a buffer chamber before being 
introduced into the plasma. The total pressure in the discharge slightly oscillates due to the pulsed 
injection of HMDSO, rising up to 6.13 Pa for the highest HMDSO duty cycle. To better understand 
the importance of HMDSO injection on the plasma properties, all experiments are performed 
following the same protocol. A nominally pure argon plasma is sustained for a few tens of seconds 
before HMDSO is injected into the plasma reactor. After two or three generations of dust, HMDSO 
injection is stopped, and the plasma returns to its initial state. It is worth mentioning that the RF 
power in this reactor is matched using a manual matching box. Impedance matching is performed 
before HMDSO injection in the nominally pure argon plasma and remains fixed following pulsed 
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injection of HMDSO. No change in the reflected power was observed over the range of 
experimental conditions investigated such that the absorbed power (incident minus reflected one) 
can reasonably be assumed constant throughout the whole experiment. 
 
2.2 Dynamical processes in RF dusty plasma: multi-scale approach 
In addition to the typical dynamical processes in a RF capacitively-coupled discharge where the 
applied RF signal, the frequency of electron-atom collisions and the plasma frequencies (both 
electron- and ion-ones) occur in the 1.0 - 500 MHz domain (Fig. 2), the dusty plasma examined in 
this study involves a number of other processes distributed over a wide range of frequencies: 
collisions between heavy particles (ions, neutrals and radicals) typically occur in the 10-100 kHz 
range, the precursor is injected by pulses, usually with a frequency situated in the 0.1-0.2 Hz range 
and the cyclic behaviour of formation/disappearance of successive generations of the dust is 
typically observed at frequencies of few mHz. Fig. 2 summarizes the main dynamical processes 
observed in the plasma following the time-evolution (upper scale) and frequency domain (lower 
scale) in RF dusty plasmas sustained at low pressure with pulsed injection of the precursor. 
Accordingly, this very broad frequency spectrum requires analysis performed at multi-scale in 
order to consider the variety of processes occurring in dusty plasma. The multi-scale approach used 
in this study consists of a combination of time-resolved OES measurements and collisional-
radiative modeling to consider different processes in the frequency domain when describing the 
behaviour of Ar/HMDSO dusty plasma with pulsed injection of HMDSO. 
 
Figure 2: Schematic representation of the time (upper scale) and frequency (lower scale) domains, and the 
typical dynamical processes in RF dusty plasmas. The plasma frequencies are calculated for low pressure 




2.3 Optical diagnostics: short overview of the processes in the studied Ar/HMDSO dusty plasma 
OES measurements are performed with an AvaSpec 3648 optical spectrometer provided by 
Avantes Inc. An optical fiber is installed to capture the plasma emission (Fig. 1). It points on a 
quartz window on the lower half of the discharge between the two electrodes. Since this study 
involves phenomena occurring at the frequency of HMDSO injection, i.e. 0.2 Hz, the integration 
time of the detectors in the spectrometer is selected to be small, namely around 500 ms, in order to 
acquire appreciable number of data points over each HMDSO injection cycle.  
A Xe-Hg lamp located outside the chamber is used to visualize the dust presence in the 
plasma. The axes of the lamp and the measuring optical fiber make an angle of 120° (Fig. 1(b)). 
When dust starts growing, the particles act as scattering centers for the light of the lamp. Thus, the 
recorded signal from Hg-lines corresponds to a scattering intensity and not to an extinction one. 
This detection method appears very sensitive to follow the formation of successive generations of 
dust in the plasma. However, it cannot be used to obtain precisely the dust size and density or to 
map the dust cloud due to the application limit of the Rayleigh’s equation [22]. It should be noted 
that the lamp is not focused such that it covers most of the plasma volume. Both scattering and 
optical emission spectroscopy are recorded at the same spot with the same optical fiber. Both 
experiments are thus expected to cover comparable optical paths along the line of sight. 
The observed optical spectra offer direct information on the processes at play in the plasma 
during the dust formation/disappearance cycle at multi-scale. To give an overview of the processes 
in the studied Ar/HMDSO dusty plasma, we briefly describe here the physical situation before the 
thorough analysis presented in the next sections. Fig. 3 shows the evolution of the principal optical 
signals (Hg, Ag, Ar, Ar-line ratio) for a set of experimental conditions used in this study: injection 
of HMDSO at 0.2 Hz with duty cycle fixed at 30 %, discharge power of 30 W (Vdc = -590 V), base 
argon pressure of 5.33 Pa and total pressure during HMDSO injection of 5.47 Pa. Time t = 0 s on 
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Figure 3: Evolution the Hg scattering signal, Ag emission signal, Ar emission and Ar line ratio over the time 
scale of dust cloud formation and disappearance (frequency domain mHz) for typical Ar/HMDSO 
conditions: Ar partial pressure pAr = 5.33 Pa; HMDSO duty cycle = 30 %; applied power P = 30 W 
(Vdc = - 590 V). 
The recorded Hg-light (λ = 435.8 nm) in Fig. 3 corresponds to the scattering intensity from 
the lamp and is related to the presence of nanoparticles in the plasma. In the current study, this is 
used to define “dusty” and “non-dusty” conditions. “Dusty” conditions correspond to the times in 
the experiment where the scattering signal reaches a maximum value. Since the light scattering 
intensity increases sharply with the number of the particles, such times are linked to the presence 
of a large number of particles. On the other hand, “non-dusty” corresponds to the times in the 
experiments where the scattering signal reaches a minimum value indicating that the size of the 
particles are below 49 nm in radius, considering the application limit of the Rayleigh’s equation 
for the wavelength of the reported Hg-line [22]. The transition between the two conditions is 
gradual. For the set of experimental conditions presented here, the corresponding frequency of dust 
formation/disappearance cycle is of 3.6 mHz. The emission lines recorded on the spectrum are 
those of argon and silver, with the former due to the vector gas and the later due to sputtering from 
the RF-driven electrode. The emission intensity of the Ag-line (λ = 338.3 nm) is primarily 
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dependent on the sputtering rate of silver atoms, which is related to the applied discharge power, 
and the coverage of the target surface by reactive species from the HDMSO fragmentation and 
recombination reactions. The slow decrease in the Ag-signal through successive dust generations 
indicates a progressive poisoning of the target for these experimental conditions. For fixed plasma 
conditions (power, pressure, etc.), the plasma emission of an argon discharge depends on the 
electron density and mean electron energy which are involved in the excitation of the Ar-atoms. 
The oscillation of the Ar-signal (λ = 750.4 nm) means that there is a change either in the electron 
temperature or electron density, or both, following HMDSO injection and formation of the dust 
cloud. To quickly gain more insight, the similar evolution of the ratio of two Ar-lines, shown on 
the last panel of Fig. 3, emphasizes on a possible variation of the electron temperature.  
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Figure 4: Evolution the Hg scattering signal, Ag emission signal, Ar emission and Ar line ratio over the time 
scale of HMDSO injection pulses (frequency of 0.2 Hz) in pure argon discharge (left), Ar/HMDSO non-
dusty (middle) and dusty conditions (right). Grey areas represent the HMDSO injection time on for typical 
Ar/HMDSO conditions: Ar partial pressure pAr = 5.33 Pa; HMDSO duty cycle = 30 %; applied power 
P = 30 W (Vdc = -590 V). 
The fast oscillations that can be observed in Fig. 3 are not noise signal. In fact, they show a 
second cyclic behavior of the plasma at a higher frequency, namely at the pulsed injection of 
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HMDSO with a frequency of 0.2 Hz. Fig. 4 shows the evolution of the same four signals as in 
Fig. 3 but at this higher frequency. The grey areas on the figure represent the time during which 
HMDSO is injected in the plasma. As mentioned earlier, all experiments start with pure Ar 
discharge (time preceding the indicated t = 0 s on the time axis). The recorded intensity of Hg-lines 
is at the noise level. As noticed earlier, the HMDSO injection starts at t = 0 s and the first time 
interval on Fig. 4, before the break on the time axis, corresponds to the very first 10 s, where no 
evolution of the spectrum is neither expected nor detected. Later, at the stage before dust 
appearance (105-120 s on the time scale), there is still no Hg-scattering. In presence of dust (210-
225 s on the time scale) the scattering of the Hg-line shows a quick drop during the HMDSO-
injection pulse, suggesting that either the dust density or their size decrease instantly after HMDSO 
introduction. It is reasonable to expect that the size of the nanoparticles does not vary significantly 
at the HMDSO injection frequency (0.2 Hz) since the frequency of appearance of successive 
generations of nanoparticles is much lower (in the mHz range). Hence, it is suspected that the 
density of the dust cloud in the scattering area changes. As discussed in a previous work, this 
observation cannot be explained by blowing effects related to the reactive gas drag at the opening 
of the flow controller [22]. The HMDSO flow rate in this case is small (0.12 sccm for HMDSO 
duty cycle of 30 %) as well as the total pressure variation (only 0.13 Pa). This effect is most 
certainly due to a change in the balance of forces confining the cloud in the plasma region. For 
example, a change in the density of charged species in the plasma due to their attachment on the 
surface of nanoparticles could induce a variation on the amplitude of the inward electrostatic force, 
which is known to be of critical importance [13]. The Ag-emission signal also decreases during the 
injection time on, but only in non-dusty conditions. This is easily explained by the fact that reactive 
species originating from HMDSO dissociation in the plasma partially cover the silver target, 
diminishing the sputtering yield of metal. When dust grows in the plasma, it consumes important 
part of the HMDSO fragments, which reduces the impact on the target poisoning. It is important to 
note that the Ag-emission signal is significant only for very low HMDSO duty cycles (≤ 30 %). 
Otherwise it is lost almost immediately after the beginning of HMDSO injection. Finally, the 
emission of the Ar-lines and their line ratio both decrease during the injection pulses in non-dusty 
and dusty conditions, pointing out that the plasma is always instantly sensible to the injection of 
the reactive agent. It is valuable for the entire Ar-spectrum. 
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The cyclic phenomena presented above were already observed for the same Ar/HMDSO 
dusty plasma [22,23,48] and its response was analysed in the mHz frequency domain using TRG-
OES coupled with a collisional-radiative model [48,51]. It was shown that both the electron 
temperature and density have cyclic behaviour with a frequency corresponding to the dust 
formation/disappearance cycle. The dust acts as a sink of the electrons due to attachment processes. 
The decrease in the electron density requires an increase in the electron temperature to maintain 
the discharge. It was also pointed out that the injection of HMDSO makes the ionization processes 
in the discharge easier compared to nominally pure argon plasma [23]. However, the collisional-
radiative model used in TRG-OES is not adapted to follow significant variations in the plasma 
chemistry, for example those occurring at the scale of higher frequencies determined by the pulsed 
HMDSO injection. To consider changes in the plasma behaviour induced by the pulsed HMDSO 
injection in the effort to describe the mechanisms at play in this complex plasma in a multi-scale 
approach, an in fine argon collisional-radiative model is elaborated in this work. 
 
3. Collisional-radiative modeling of the argon emission lines: consideration of 
the collisional-quenching induced by HMDSO and its fragments 
OES measurements of argon 2p-to-1s transitions (in Paschen’s notation) between 700 and 900 nm 
are compared to the predictions of a zero-dimensional argon collisional-radiative model [52]. This 
approach is used to determine the electron temperature (assuming Maxwellian electron energy 
distribution function (EEDF) [53]), the electron density, as well as the population of argon 
metastable and resonant (or radiative) 1s states. Given the very low diffusion coefficient of argon 
excited states over the range of experimental conditions investigated, transport properties of the 
excited states can be neglected and a 0-dimentional model can be applied for the analysis. The 
optical emission measurements are integrated over the line-of-sight i.e., they are not radially-
resolved. Therefore, the plasma properties deduced from the comparison between optical emission 
spectroscopy and zero-dimensional collisional-radiative modeling corresponds to values averaged 
over the line-of-sight. Inspired by the work of Donnelly [51], the model solves the particle balance 
equations of all ten 2p levels. The considered argon energy levels are displayed in Fig. 5 with a 
scheme of all excitation and de-excitations paths. More precisely, excitation of argon 2p states is 
assumed to occur by direct electron-impact on ground state argon atoms and by stepwise excitation 
involving argon 1s states. In contrast to direct excitation that requires electrons from the tail of the 
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EEDF with 13 eV or more, stepwise excitation involves any electron with more than 1.1 eV. Over 
the range of experimental conditions investigated, de-excitation of argon 2p states mostly occurs 
by spontaneous emission. In contrast to most studies reported in the literature, the model here is 
refined to consider radiation trapping of argon 2p-to-1s transitions. This is realized by calculating 
the escape factors of each transition using Mewe’s formula [54]. Such effects become significant 
in plasmas characterized by relatively high populations of argon 1s states and when the optical path 
of photons originating from argon 2p-to-1s transitions becomes smaller than the typical dimension 
of the plasma along the line-of-sight. In this experiment, radiation trapping effects are found to be 
important. This collisional-radiative model is more precise than the corona model, typically used 
in dusty plasmas [44–47], that only considers electron-impact excitation from the ground state and 
























































Figure 5: Schematic of argon energy levels with the relevant excitation and de-excitation mechanisms: (i) 
direct electron-impact excitation of 2p states from ground state, (ii) stepwise excitation by electron impact, 
(iii) spontaneous emission and radiation trapping, (iv) cascading from upper levels, (v) direct electron-
impact excitation of 1s states from ground state and super-elastic collisions. The ionization energies of 
HMDSO and its principal fragments are also shown since these species play an important role in the 
collisional quenching of argon 1s states. 
To adequately describe stepwise excitation by electron impact and radiation trapping, the 
model also solves balance equations for the population of argon 1s states. As described by Donnelly 
[51] and recalled in Fig. 5, these states are populated by direct electron-impact on the ground state 
and by spontaneous emission of 2p levels. Depopulation of 1s states occurs through stepwise 
excitation, super-elastic collisions and quenching. Mixing of argon 1s and 2p states by electron 
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collisions is also considered [55,56]. The full set of cross sections used in this study were reviewed 
by Donnelly [51]. In the case of electron-impact excitation reactions, these cross sections consider 
cascading effects such that there is no need to include the populations of argon upper levels in the 
collisional-radiative model. 
In argon plasmas in presence of precursors such as HMDSO, many species are expected to 
play important roles on the quenching of argon 1s states and thus on the population-depopulation 
dynamics of argon 2p states. For example, over the range of experimental conditions investigated, 
the dissociation degree of HMDSO reaches 95% [23]. In such plasmas, a large number of 
compounds generated in the gas phase or at the chamber walls, including acetylene (C2H2) and 
methane (CH4) [23,57], participate to the quenching of metastable and resonant argon atoms [58–
60]. More specifically, if the excitation or ionization energy thresholds of a molecule present in the 
plasma are below the energy of argon 1s states, Penning excitation or ionization of this molecule 
will be promoted. Ionization energy thresholds of a few species related to HMDSO-based plasmas 
are presented in Fig. 5 [61,62]. As can be seen, Si2O(CH3)6 (HMDSO), Si2O(CH3)5 (HMDSO-15, 
i.e. HMDSO without one methyl group), and C2H2 (acetylene) can all contribute to the quenching 
of argon 1s states by Penning ionization, with a large contribution of C2H2 considering the 
efficiency of this process due to the small difference between the excitation and ionization energies 
of the two species. CH4 is the only molecule here with an ionization energy threshold above the 
energy of the argon 1s levels. Nonetheless, this molecule could still induce quenching through 
dissociation or Penning excitation reactions. While organosilicon products such as Si2O(CH3)5 are 
directly linked to the HMDSO fragmentation, methane and acetylene are mostly created by 
heterogeneous surface recombination reactions on the electrodes and chamber walls [63]. 
In collisional-radiative modeling, quenching processes are generally treated as a quenching 
frequency involving both the reaction rate and the number density of quenching species. 
Unfortunately, data on the quenching rate of argon metastable atoms by HMDSO and its related 
compounds are lacking [64]. Moreover, the population of HMDSO and its related compounds 
generally strongly varies with the plasma operating conditions. This aspect is expected to be of 
particular importance in the highly dynamic plasma examined in this study characterized by multi-
scale variations of the plasma response in the frequency domain [23]. Rather than using an 
approximate and constant quenching frequency for HMDSO and its related compounds as input 
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parameter in the model, the total quenching frequency is treated as an adjustable parameter, 
together with the electron temperature and electron density.  
In this framework, the line emission intensities linked to the population of emitting argon 
2p states can be computed over a wide range of electron temperatures, electron densities, and 
quenching frequencies. These quantities can thus readily be determined by comparing the measured 
emission intensities to those predicted by the model using the electron temperature, electron 
density, and quenching frequency as the only fitting parameters. Results are found by minimising 
the Relative Standard Deviation (RSD), calculated by dividing the standard deviation of the 
theoretical-to-experimental line ratios with respect to their mean value [55]. It is worth mentioning 
that a three-parameter space could a priori reveal more than one combination to fit the experimental 
data. However, over the range of reasonable electron densities (1014-1017 m-3), electron 
temperatures (0.1-10 eV), and quenching frequencies for metastable argon atoms (103-106 s-1) for 
RF argon plasmas at low pressure, only a single minimum (unique solution) was observed for all 
conditions in the RSD plots. 
Fig. 6 presents the evolution of the RSD with the three adjustable parameters for a typical 
spectrum in the Ar/HMDSO plasma in dusty conditions. First the RSD is given when varying the 
electron temperature and electron density without considering any quenching in the model (full 
curves). A single minimum is observed at 37.2 %, with a very low electron temperature, below 
1 eV. The dashed curves show the results for an adjustable quenching frequency. The RSD has 
then a much lower minimum, at 18.3 %, while the electron temperature and the electron density 
increase. The RSD shows a single-minimum distribution in the third graph, indicating that there is 
indeed a quenching frequency at which the model optimally matches the measured optical emission 
spectrum. The value of the quenching frequency varies during the experiment, but it is always 
located between 104 and 105 Hz. This concords well with the value of 4.0 × 104 Hz found using the 



















   without ν
quenching































Figure 6: Evolution of the RSD with the electron temperature, electron density and collisional quenching 
frequency of argon 1s states in for typical Ar/HMDSO conditions: Ar partial pressure pAr = 5.33 Pa; 
HMDSO duty cycle = 30 %; applied power P = 30 W (Vdc = -590 V). 
Throughout the experiment, the same set of spectral lines needs to be selected for each 
recorded spectrum in order to have a proper estimation of the evolution of the plasma parameters. 
The measured and calculated intensities of the same spectrum used in Fig. 6 is shown in Fig. 7, 
presenting the selection of lines used in this study with the corresponding transition between the 
energy levels and the escape factor related to radiation trapping. Only radiative de-excitations from 
2p levels down to 1s levels with wavelength between 700 nm and 900 nm are measured. Finally, 
radiation trapping is indeed important, since 6 out of the followed 11 lines are absorbed by at least 







































































   





   






   





   











   





   






   





   





   











   




Figure 7: Measured and calculated intensities of the observed argon lines for a typical spectrum in 
Ar/HMDSO dusty conditions. Their corresponding 2p-to-1s transition and escape factor are also given for 
typical Ar/HMDSO conditions: Ar partial pressure pAr = 5.33 Pa; HMDSO duty cycle = 30 %; applied 
power P = 30 W (Vdc = -590 V). 
 
4. Results and discussion 
4.1 Evolution of dusty plasma at multi-scale in the frequency domain 
The argon collisional-radiative model developed in this work to extract the plasma parameters after 
treatment of the recorded OES spectra of Ar/HMDSO dusty plasma has the main merit to track 
simultaneously processes occurring in dusty plasmas at all frequencies, as presented in Section 2.2. 
This multi-scale approach is achieved by detailed analysis of the electron temperature, electron 
density, and quenching frequency used as fitting parameters in the argon collisional-radiative 
model. As detailed above, the quenching frequency accounts for the quenching of the argon 
metastable and resonant atoms by HMDSO and its related compounds.  
 
4.1.1 Quenching frequency and Ar-metastable density 
The temporal evolution of quenching frequency is shown in Fig. 8. The variation of νquenching is at 
two frequencies: (i) the very-low-frequency of 3.6 mHz corresponding to the cyclic formation of 
dust in the plasma (Fig. 8, upper panel) and (ii) the HMDSO injection frequency of 0.2 Hz (Fig. 8, 
lower panel). As described above, HMDSO injection starts at t = 0 s as displayed in Fig. 8. At this 
moment, a drastic increase of the quenching of argon metastable atoms is observed; a feature 
obviously linked to the injection of HMDSO and the appearance of its main compounds (C2H2, 
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CH4 and Si2O(CH3)5 (HMDSO-15)) [23,57]. On average, over the very-low-frequency variation 
(Fig. 8, upper panel), the quenching frequency first increases to reach a maximum, and then 
decreases to a plateau. However, values remain higher by about a factor of two with respect to 
those observed in the nominally pure argon discharge. The maximum and following decrease of 
νquenching occurs when dust starts to grow in the plasma. HMDSO and its plasma-generated 
compounds see their density decrease with dust formation and growth, as previously reported 
through plasma sampling mass spectrometry measurements [23]. Smaller fragments, resulting from 
the C2H2 dissociation, are not efficient for quenching argon metastable atoms [60]. Thus, the total 
quenching frequency decreases with dust growth, but increases again when the dust cloud 
subsequently disappears from the plasma. This cyclic behaviour continues until the injection of 
HMDSO is stopped after two complete cycles of formation and disappearance of the dust cloud. 
The quenching frequency then decreases back to its initial value in the nominally pure argon 
discharge. 
The lower part of Fig. 8 shows the evolution of the quenching frequency during the pulses 
of injection of HMDSO, i.e. at the higher frequency of 0.2 Hz. The grey areas represent the 1.5 s 
injection time of HMDSO over the 5 s pulses. It clearly appears that the injection of HMDSO 
instantly induces quenching of argon metastable atoms. This is true for both dusty and non-dusty 
conditions, but the effect is reduced by dust presence due to consumption of HMDSO and its related 
compounds, mainly the C2H2. Quenching slowly decreases during the HMDSO time off because 
of the residence time of HMDSO and its related compounds in the plasma. It never decreases back 
to its initial value (t = 0 s), meaning that HMDSO fragments remain present, even during the 
HMDSO time off and that nanoparticles do not consume all HMDSO fragments. 
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Figure 8: Multi-scale temporal development of the collisional quenching frequency during dust 
formation/disappearance cycles (upper panel) and HMDSO injection pulses (lower panel). Grey areas 
represent the HMDSO injection time on. Typical Ar/HMDSO conditions: Ar partial pressure pAr = 5.33 Pa; 
HMDSO duty cycle = 30 %; applied power P = 30 W (Vdc = -590 V). 
The populations of metastable and resonant argon atoms are evidently dependent on the 
variation of the quenching frequency. It is found that once the HMDSO is injected, the collisional 
quenching becomes the major loss channel for the argon metastable 1s3,5 atoms. Fig. 9 shows the 
temporal evolution of the density of argon metastable atoms in the 1s5 excited level. This level is 
the most populated one, out of the four 1s-levels, since it has the lowest energy. Its density is higher 
by an order of magnitude compared to the other 1s states. However, all four 1s-levels show similar 
trend in this experiment. It is clear from Fig. 9 that the metastable density is inversely related to 
the quenching rate. At the very-low-frequency of dust cyclic behaviour it drops when the HMDSO 
introduction in the plasma starts, but later on increases when the dust starts growing (Fig. 9, upper 
panel) and the quenching is reduced. 
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Figure 9: Multi-scale temporal development of the 1s5 metastable atoms density during dust 
formation/disappearance cycles (upper panel) and HMDSO injection pulses (lower panel). Grey areas 
represent the HMDSO injection time on. Typical Ar/HMDSO conditions: Ar partial pressure pAr = 5.33 Pa; 
HMDSO duty cycle = 30 %; applied power P = 30 W (Vdc = -590 V). 
The same can be said at the frequency of pulsed injection of HMDSO (Fig. 9, lower panel). 
Indeed, the metastable density decreases during the HMDSO injection time on and goes back up 
during the time off, both in dusty and non-dusty conditions. The variations of the metastable density 
here are significant; the density of atoms in 1s5 state decreases by a factor of more than 10. This 
means that the contribution to stepwise excitation by electron impact of the 2p states and radiation 
trapping of 2p-to-1s transitions are compromised by HMDSO. This obviously has a strong impact 
on the electron density, and consequently on the plasma maintenance.  
 
4.1.2 Electron temperature and electron density 
One way to gain information about the impact of HMDSO introduction and the growth of 
nanoparticles in the plasma is to look at the variation of the main plasma parameters that 
characterize the electron population, i.e. the electron temperature, Te, and electron density, ne. 
Figures 10 and 11 present the results obtained from the comparison between measured and 
simulated OES spectra for the evolution of electron temperature and electron density over the dust 
cycles. The main observation is that the value of Te increases when dust appears in the plasma and 
then decreases during dust disappearance while ne has the opposite trend. This is consistent with 
previously reported results [48].  
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Immediately after HMDSO injection, Te values drop by about 0.5 eV (Fig. 10, upper panel) 
while ne values increase. This phenomenon is due to an addition in the ionization sources in the 
plasma when transitioning from nominally pure Ar plasma to an Ar/HMDSO plasma (before dust 
formation, for times up to t = 70 s). One of the species generated after the HMDSO fragmentation 
is Si2O(CH3)5 (m/z = 147, HMDSO-15). It is obtained by detachment of one methyl group from 
the former HMDSO molecule. The process is usually dissociative ionization leading to a dominant 
production of the neutral radical CH3° and Si2O(CH3)5+. The ionization threshold of Si2O(CH3)5 is 
9.6 eV [61,62], much lower than the first ionization energy of argon (15.76 eV) and even below 
the excitation threshold for the 1s5 metastable state (11.55 eV) (Fig. 5). It represents over 90% of 
the total ionization cross section of HMDSO products at energies below 25 eV [61]. Furthermore, 
Penning ionization of the HMDSO fragments (Fig. 5), mainly C2H2, during collisional quenching 
of argon metastable atoms contributes largely to the creation of charged particles in the plasma. 
The efficiency of this reaction is quite high. As observed in Figs. 8 and 9, the quenching frequency 
increases three times after HMDSO injection, while the 1s5 argon metastable atom density 
decreases by a factor of 5. These two mechanisms, dissociative ionization of HMDSO and Penning 
ionization of the HMDSO fragments, thus become additional sources for charged particles creation 
in the plasma leading to a requirement of less energy for the plasma maintenance, i.e. to an 
important decrease of Te, and therefore to an increase of the electron density at fixed absorbed 
power (Figs. 10 and 11). As a consequence of the decreased electron temperature, the excitation of 
Ar atoms is reduced, inducing the observed decrease in the argon emission intensity in Fig. 3 right 
after the HMDSO injection.  
When nanoparticles grow in the plasma, they collect charges and, most noticeably, they act 
as an important sink for electrons. Processes behind the charging of nanoparticles levitating in a 
plasma vary with the size of the particles; protoparticles (less than 2 nm in size) are formed by 
negative ions [13] while larger particles that possess a negative sheath at their surface acquire ions 
and electrons in ways usually understood in the framework of the Orbital-Motion-Limited theory 
[65,66]. The fact that their mean charge increases with their size remains fairly true at all sizes 
[16,67]. This additional loss channel for the electrons was reported to induce changes on the 
electron temperature [47]. Evidently, the electron density also decreases. The electron loss depends 
on the size and density of the dust cloud and on the former electron density, all of which depend 
on the experimental conditions. In the current experiment, since the density of HMDSO compounds 
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decrease when the nanoparticles grow in the Ar/HMDSO plasma (see Fig. 7), the efficiency of 
Penning ionization, which tends to lower Te, also decreases. In response to the dust formation in 
the plasma (70 s < t < 210 s), the electron temperature increases (Fig. 10, upper panel) while the 
electron density decreases (Fig. 11, upper panel). Each cycle of the dust dynamics is closed by 
disappearance of the bigger nanoparticles leading to a progressive decrease of the electron 
temperature and an increase of the electron density. It should also be noted that when the injection 
of HMDSO stops, at around t = 680 s, the electron temperature and density slowly get back to their 
initial values, corresponding to a nominally pure argon plasma. 
























Figure 10: Multi-scale temporal development of the electron temperature during dust 
formation/disappearance cycles (upper panel) and HMDSO injection pulses (lower panel). Grey areas 
represent the HMDSO injection time on. Typical Ar/HMDSO conditions: Ar partial pressure Ar partial 
pressure pAr = 5.33 Pa; HMDSO duty cycle = 30 %; applied power P = 30 W (Vdc = -590 V). 
The lower panel in Fig. 10 shows the evolution of the electron temperature at the frequency 
of pulsed injection of HMDSO. It follows the same behaviour as the quenching frequency. The 
electron temperature instantly decreases when the HMDSO is injected in the plasma (the grey 
areas), and quickly goes up during the injection time off. This cyclic behaviour of Te at the HMDSO 
pulse frequency is always observed throughout the experiment, even with the presence of 
nanoparticles inside the plasma. It is rather related to the enhanced ionization processes in the 
plasma by the injection of HMDSO, in particular to the Penning ionization of HMDSO and its 




Two electrons populations are presented in Fig. 11. The first one is the electron density as 
a direct output from the collisional-radiative modeling of the recorded OES spectra. It characterizes 
the entire EEDF, since the stepwise excitation, which involves low-energy electrons, is found to 
play a significant role in the plasma maintenance. The second one, obtained from the ratio between 
the intensity of an argon line and its excitation rate, characterizes the energy tail of the EEDF. The 
selected line here, at 750.4 nm, is the most intense one in the observed Ar-spectrum of the plasma. 
It has a very high escape factor and comes from a highly excited level, mostly populated by direct 
electron impact excitation from the ground state (the energy difference between the two levels is 
13.48 eV), so the intensity of this line is effectively proportional to the product of the electron 
density and the excitation rate. The latter is approximated with the Arrhenius formula, using the 
electron temperature obtained with the model. Thus, the line intensity can be presented as: 
750.4 exp( 13.48/ )
tail
nm e B eI n k T∝ − . (1) 
The overall electron density, ne, is ongoing small variations throughout the experiment due 
to the different channels of gain and loss of electrons mentioned above. However, netail shows a 
strong increase directly after the beginning of the HMDSO injection. Godyak et al. [68] have 
reported that, in low-pressure RF plasmas, the EEDF tends to depart from a single Maxwellian 
distribution when the electron-electron collision frequency becomes too low. In this case, low and 
high-energy electrons are characterized by different electron temperatures and electron densities. 
However, for plasma densities (integrated over the whole EEDF) around 1016 m-3, interactions 
between electrons start to become significant enough so that the low and high-energy electrons are 
being characterized by the same electron temperature, i.e. the EEDF becomes a single Maxwellian. 
Here, the electron number density obtained from the collisional-radiative model is close to 1016 m-
3. Accordingly, when the electron density increases following HMDSO introduction, the gap 
between ne and netail diminishes (Fig. 11, upper panel). After that, the evolutions of both electron 
densities in dusty and non-dusty conditions are quite similar, until the HMDSO injection stops.  
Regarding the evolution at the frequency of HMDSO pulsed injection, netail most noticeably 
increases during the HMDSO injection in non-dusty conditions, mainly due to the HMDSO-based 
compounds. This is however subdued in dusty conditions since the HMDSO compounds are 
partially consumed by the growth of nanoparticles. The overall ne does not seem to vary 
significantly at the frequency of pulsed injection HMDSO (Fig. 11, lower panel).  
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Figure 11: Multi-scale temporal development of the electron density during dust formation/disappearance 
cycles (upper panel) and HMDSO injection pulses (lower panel). Grey areas represent the HMDSO injection 
time on. Typical Ar/HMDSO conditions: Ar partial pressure pAr = 5.33 Pa; HMDSO duty cycle = 30 %; 
applied power P = 30 W (Vdc = -590 V). 
 
4.1.3 Ar/HMDSO dusty plasma behaviour in the frequency domain through Fast Fourier 
Transform analysis 
To approve the Ar/HMDSO dusty plasma behaviour in the frequency domain, a Fast-Fourier 
Transform (FFT) analysis is performed on an argon emission line, the quenching frequency, the 
electron temperature and the electron density (Fig. 12). All of these quantities show trends of cyclic 
behaviours on the same two fundamental frequencies for the Ar/HMDSO dusty plasma, underlined 
by the grey areas in the figure. Their corresponding harmonics, with frequencies equal to two and 
three times the fundamental frequency, can also be observed. These second and third harmonics 
appear with non-negligible contributions because the cyclic behaviour of the followed quantities is 
more complex than simple sinusoids. The first fundamental frequency, at 3.6 mHz, corresponding 
to a period of 280 s, is related to the long cycle of formation and disappearance of dust in the 
plasma. The second fundamental frequency is at 0.2 Hz. It corresponds to the pulsed injection of 
HMDSO over a 5 s period. It is important to note that the electron density possesses a trend at this 
same frequency after all, meaning that the HMDSO injection has an immediate effect on ne 
although the variation of ne does not appear to be significant in Fig. 11 (lower panel).  
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Figure 12: Fast-Fourier Transform analysis of the time-resolved Ar emission signal (750.4 nm), the 
quenching frequency, the electron temperature and the electron density. The fundamental frequencies, 
corresponding to the cyclic dust formation/disappearance and the HMDSO pulsed injection, are shown in 
grey areas. Typical Ar/HMDSO conditions: Ar partial pressure pAr = 5.33 Pa; HMDSO duty cycle = 30 %; 
applied power P = 30 W (Vdc = -590 V). 
 
4.2 General trends in the dusty plasma behaviour according to the plasma operating conditions 
This section presents the general trends of the cyclic behaviour of Ar/HMDSO dusty plasma when 
the operating parameters are varied inside the range of conditions in which a dust cloud is observed. 
It should be noted that dust formation in this experiment is not assured and can be easily avoided. 
For example, dust formation is not observed for injected power higher than 50 W or if the HMDSO 
duty cycle becomes less than 30 % for argon partial pressure of 5.33 Pa. Moreover, the regular 
cyclic formation/disappearance of the dust cloud, without attenuation of the phenomenon, has yet 
only been observed for a pulsed injection of HMDSO. Continuous injection of HMDSO leads to a 
formation of no more than 2 generations of dust, i.e. two cycles, with strong attenuation of the 
second cycle, followed by dust disappearance.  
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Figure 13: Evolution of the frequency of formation and disappearance of the dust cloud as a function of the 
HMDSO duty cycle. Ar partial pressure pAr = 5.33 Pa; applied power P = 30 W (Vdc = -590 V). 
To which extent the HMDSO duty cycle is the relevant parameter, rather than the HMDSO 
pulse injection time on, for cyclic dust formation in Ar/HMDSO plasma, can be verified by 
doubling the HMDSO pulse period (Fig. 13). The dust formation/disappearance cycle remains 
unchanged for periods of 5 and 10 s and a duty cycle of 70 %. Indeed, practically identical results 
(not shown) are obtained for the electron temperature, electron density and quenching frequency 
throughout the whole experiment. The conclusion that can be drawn here is that the processes of 
nucleation and dust growth are similar for frequencies of pulsed injection of the reactive gas in the 
0.1-0.2 Hz range. The amount of HMDSO injected into the plasma, related to the reactive gas duty 
cycle, determines straightforwardly the threshold of required reactive species and the time scale at 
which the dust starts growing.  
As shown in Fig 13, an increase of the HMDSO duty cycle leads to a linear increase of the 
dust formation/disappearance frequency. Again, the amount of injected HMDSO into the plasma 
is the precursor of dust growth and therefore defines its kinetics. The processes of primary clusters 
(protoparticles) formation, nucleation and dust growth, coagulation and radical sticking are 
accelerated when increasing the available amount of reactive species, i.e. the dust kinetics is not 
limited by the rate constants of the elementary processes. The observed linear dependence 
underlines the close relation between the two frequency scales, the one of HMDSO pulsed injection 
and the second one of dust formation/disappearance cycle. 
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Fig. 14 shows the temporal changes of the electron temperature and the quenching 
frequency obtained from the comparison between measured and simulated OES spectra recorded 
in Ar/HMDSO plasmas with increasing HMDSO duty cycle. The scattering signal of the Xe-Hg 
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Figure 14: Effect of the HMDSO duty cycle on the temporal development of the Hg scattering intensity at 
435.8 nm, the electron temperature and the quenching frequency obtained from the collisional-radiative 
model of OES spectra recorded in Ar/HMDSO plasma. Error bars are represented in grey. Ar partial pressure 
pAr = 5.33 Pa; applied power P = 30 W (Vdc = -590 V). 
First, looking at the time scales, the influence of HMDSO duty cycle on the frequency of 
dust formation/disappearance discussed above is obvious: the entire process of dust formation is 
accelerated for higher HMDSO duty cycles. Furthermore, the influence of HMDSO and its 
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compounds on the formerly pure Ar plasma (t = 0 s) and Ar/HMDSO plasma in non-dusty 
conditions (Hg scattering intensity is close to zero) always translates in a decrease of Te and an 
increase of νquenching. The reason behind is mostly the increased ionization due to Penning ionization 
of HMDSO and its compounds; this can confirmed by the increase of νquenching obtained from the 
comparison between OES spectra and the predictions of the collisional-radiative model. For 
Ar/HMDSO plasma in dusty conditions, the consumption of HMDSO and its compounds for dust 
formation reduces the νquenching and consequently the Penning ionization, which in combination 
with the increased losses of electrons due to attachment and screening of dust leads to an increase 
of electron temperature to compensate the losses of charges. 
Increase of the HMDSO duty cycle leads to a progressive decrease of the mean value of Te 
around which the electron temperature oscillates during dust cyclic formation. However, the Te-
decrease is limited to Te = 1.8 eV as the quenching frequency approaches 2 × 105 Hz. When the 
amount of injected HMDSO and the plasma-generated compounds becomes very high (0.36 sccm 
for HMDSO duty cycle of 90 %), the upper limit of νquenching is attained and the quenching of argon 
metastable atoms remains saturated. At that point, the periodicity of the main plasma parameters, 
Te and ne, in time is lost and the plasma maintenance changes. As long as the saturation regime is 
maintained, the electron temperature remains low, even in dusty conditions where a portion of 
reactive fragments is consumed. From the figure, it seems that as long as νquenching is in saturation, 
Te is kept below 1.9 eV. Due to the saturated quenching of the Ar-metastable atoms, continuous 
injection (not shown) of HMDSO leads to the loss of the cyclic phenomena of dust 
formation/disappearance, as observed experimentally. 
Fig. 14 shows that the upper limit of νquenching of 2 × 105 Hz, without saturation of the 
quenching process, is reached starting in non-dusty conditions at an HMDSO duty cycle of 70 %. 
From a simulation point of view, the RSD is stable past 2 × 105 Hz, hence the unlimited error bars 
go above this value. In this regime, the quenching process is simply so important that the metastable 
argon atoms become insignificant and thus stepwise excitation reactions play a negligible role in 
the excitation kinetics of the argon 2p states.  
Evidently, a sufficient amount of HMDSO, through the duty cycle, has to be introduced so 
that the threshold density of protoparticles is obtained and the following stages of dust formation, 
i.e. nucleation and dust growth, coagulation and radical sticking, occur. Another operating 
parameter that influences the dust formation is the applied power. For the same total gas pressure 
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and gas mixture, increasing the applied power leads to an increase of the electron density resulting 
in a higher fragmentation degree of HMDSO. Subsequently the processes of dust formation and 
growth are modified. The influence of the applied power on the temporal evolution of Te and 
νquenching is shown in Fig. 15 for Ar/HMDSO plasma with an HMDSO duty cycle of 70 %. First, it 
clearly appears that increasing the applied power does not strongly influence the frequency of the 
dust formation/disappearance cycle. 
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Figure 15: Effect of the HMDSO duty cycle on the temporal development of the Hg scattering intensity at 
435.8 nm, the electron temperature and the quenching frequency obtained from the collisional-radiative 
model of OES spectra recorded in Ar/HMDSO plasma. Error bars are represented in grey. Ar partial pressure 
pAr = 5.33 Pa; HMDSO duty cycle = 70 %. 
The applied power needed to create the plasma however possesses a strong effect on the 
values of the electron temperature and quenching frequency as obtained from the OES 
measurements in combination with collisional-radiative model. In fact, their temporal development 
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throughout the experiment changes in an opposite manner with power as it does with the HMDSO 
duty cycle. Saturation in the quenching of argon metastable atoms is achieved for P = 5 W leading 
to a stable electron temperature at around 1.8 eV, without any oscillations during the dust 
formation/disappearance cycle. For such a high HMDSO duty cycle (70 %) at low applied powers, 
the saturation regime of quenching frequency is reached throughout the experiment, such as with 
a duty cycle of 90 % for higher applied power. When the applied power increases, νquenching slowly 
starts to decrease, in dusty conditions, meaning that the gain of electrons through ionization of 
argon atoms increases and the consumption of HMDSO fragments during dust formation and 
growth becomes significant.  
 
5. Conclusion 
We have performed a multi-scale investigation in the frequency domain of an Ar/HMDSO dusty 
plasma with pulsed injection of HMDSO. The two fundamental frequencies appearing in this 
complex plasma, namely the very-low-frequency of dust formation/disappearance cycle and the 
low frequency of pulsed injection of HMDSO are simultaneously followed. A combination of time-
resolved optical emission spectroscopy measurements and collisional-radiative modeling was used 
to study the phenomena occurring during cyclic formation/disappearance of the dust cloud. The 
presence of HMDSO in the argon plasma was considered in the model through the quenching of 
the argon metastable states via HMDSO and its compounds; most efficiently by acetylene (C2H2) 
and HMDSO-15 (Si2O(CH3)5), and to some extent by methane (CH4). The kinetics of dust 
formation in Ar/HMDSO plasmas was described on the basis of the cyclic evolution of the electron 
temperature, electron density and quenching frequency obtained from the comparison between 
measured and simulated OES spectra. It was found that the Penning ionization of HMDSO and its 
compounds becomes an important source of electrons for the plasma maintenance. The electron 
temperature experiences strong variations over the dust formation/disappearance cycles. It 
increases while the dust nucleates and is growing in the plasma and decreases during the dust lost. 
The electron density has the opposite trend. This is consistent with previously reported results. 
Although the a priori obtained variations of the electron density at the frequency of pulsed injection 
of HMDSO are not significant, the performed FFT analysis shows a trend on the second 
fundamental frequency meaning that the HMDSO pulsed injection has an immediate effect on the 
electron density. The HMDSO duty cycle is found to be the relevant parameter, rather than the 
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HMDSO pulse injection time on, for the cyclic dust formation in Ar/HMDSO plasmas. The dust 
formation/disappearance frequency increases linearly with the HMDSO duty cycle. When the 
amount of injected HMDSO and the fragments it generates in the argon plasma is very high, the 
upper limit of the quenching frequency is attained and the process of quenching of argon metastable 
atoms remains saturated. At that stages the periodicity of the main plasma parameters, electron 
temperature and electron density, in time is lost and the plasma maintenance changes. The multi-
scale approach applied in this study reveals the straightforward relation between the two 
fundamental frequencies: the one of HMDSO pulsed injection, in particular the HMDSO duty 
cycle, and the second frequency of dust formation/disappearance cycle in Ar/HMDSO plasmas. 
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4.3 Étude de la fragmentation par spectrométrie de masse 
Cette section présente un article dans lequel nous avons étudié la fragmentation de 
l’HMDSO dans un plasma poussiéreux avec injection pulsée du précurseur. Des mesures de 
spectrométrie de masse on permit de suivre l’évolution temporelle des principaux fragments de 
l’HMDSO autant sur l’échelle des pulses d’injection que sur celle de la formation et disparition 
des nanoparticules dans le plasma. L’analyse des mesures par spectrométrie de masse à plasma 
éteint et allumé a aussi pu être combinée aux résultats présentés à la section précédente pour 
l’évolution de la température et de la densité électroniques. Ces travaux ont permis d’identifier 
la dissociation par impact électronique comme la principale source de pertes de la molécule 
mère. Les espèces formées aux parois suivent une évolution différente par rapport aux espèces 
simplement issues de la dissociation de l’HMDSO, et sont généralement favorisées par la 
formation du nuage de poussières. Cette variation périodique de la chimie du plasma induite par 
la formation de nanoparticules cause donc une inhomogénéité dans la composition de la couche 
mince potentiellement déposée. De plus, la présence de promoteurs de protoparticules bien 
connus, i.e. le méthane et l’acétylène, est particulièrement importante dans les périodes d’arrêt 
de l’injection de l’HMDSO, ce qui supporte l’idée que l’injection pulsée du précurseur est un 
élément important pour la formation des nanoparticules dans cette expérience. Les travaux sont 
présentés sous la forme d’un article récemment soumis à Plasma Processes & Polymers. Mes 
contributions personnelles à cette étude consistent autant à la prise des mesures par 
spectrométrie de masse que par l’analyse de la fragmentation de l’HDMSO. J’ai également 
rédigé le premier jet de l’article. R. Bérard a participé à la prise de mesures et X. Glad à la 
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ABSTRACT 
Residual gas analysis by plasma sampling mass spectrometry has been carried out to study the 
fragmentation kinetics of hexamethyldisiloxane (HMDSO) in a low-pressure, axially asymmetric, 
argon rf discharge designed for the growth of nanocomposite thin films through an hybrid 
PVD/PECVD method. Experiments have been conducted with pulsed injection of the 
organosilicon precursor over a 5-s period. Plasma conditions have been chosen to favor formation 
and disappearance of dust occurring in cycles of a few hundred seconds. The variation of the 
dissociation degree and relative intensities of the HMDSO-related fragments is reported and 
analyzed regarding these two specific time-scales. Plasma sampling mass spectroscopy 
measurements showed that formation of dust increases the dissociation of the precursor. The same 
result can be deduced from a particle balance model using the electron density and temperature 
obtained from optical emission spectroscopy as the only input parameters. In the case of HMDSO, 
electron-impact dissociation appears as the dominant loss pathway over diffusion and 
recombination reactions on the reactor walls. Conversely, H2 and small CxHy compounds (x = 1, 2) 
are mostly generated from surface recombination mechanisms and lost by electron-impact 
dissociation. Over the range of the experimental conditions investigated, plasma-surface 
interactions have thus a strong effect on the plasma chemistry over both time-scales. In particular, 
the plasma tends towards a more acetylene and methane rich discharge during the injection off time 
and these species act as promoters in the dust cloud formation by electron attachment. 
 
1. Introduction 
Hexamethyldisiloxane (HMDSO, Si2O(CH3)6) is a well-known precursor used in plasma-
enhanced chemical vapor deposition (PECVD) processes to introduce the silicon element in the 
plasma and thus in the coating. Hence, it relates to numerous applications1–6 such as the production 
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of hard coatings7, superhydrophobic surfaces8–10, multifunctional nanocomposites thin films11–14 
and several other industrially relevant materials and nanomaterials15–17. HMDSO is also widely 
used for its convenience regarding the growth of polymer films because of its relatively low-cost 
and non-toxicity during manipulation. Introduced as a precursor, the plasma dissociates the 
molecule into fragments which then interact with the substrate and form a film, with initial 
conditions (pressure, power, wall cleaning, etc.) strongly influencing the structural, electrical and 
optical properties of the final coating. Thus, numerous studies aimed at optimizing the growth rate 
and general quality of the film by changing plasma conditions such as gas mixture, pressure and 
applied power18–20. 
Apart from the characterization of the coatings produced with HMDSO by PECVD, a lot 
of work has been done to study the gas phase properties in order to better understand and control 
the plasma process. Optical emission spectroscopy (OES) has been carried out to identify the 
complex emission signature of HMDSO-containing plasmas21–24. Various optical absorption 
spectroscopy techniques were also used to assess the variations of the gas phase composition with 
changes of the experimental conditions21–23. Plasma sampling mass spectrometry (PSMS) has 
further been used to detail the dissociation path of HMDSO that leads to the formation of its 
principal fragments25–34. However, the interpretation of the recorded data is not trivial and a deep 
understanding of the dynamics involved in such processes is needed. Most noticeably, Basner et 
al. derived ionization cross sections of HMDSO and its dominant compounds25 while Alexander 
et al. correlated signals to possible species in the plasma to propose fragmentation and 
recombination paths that would lead to oligomerization26,27. Yet, controlling the number densities 
of the desired fragments remains a challenge. Indeed, plasma species, such as ions, metastable 
atoms, photons and electrons, are all likely to play a significant role in the fragmentation of 
HMDSO; a fine tuning would require specific conditions where density and energy of said species 
are known and controlled. 
Extensive work has been carried out to understand the effect of the power density and gas 
composition on the fragmentation of HMDSO27. Nonetheless, time-resolved plasma sampling mass 
spectrometry (PSMS) measurements in dynamic plasma conditions –i.e. where such parameters 
significantly vary in time– were rarely reported even though plasma deposition processes are often 
operated in such conditions. One could think for example of pulsed plasmas where the injected 
power is applied with a certain frequency and duty cycle. The injection of the precursor in the gas 
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mixture can also be pulsed when target poisoning becomes an issue, such as hybrid PVD/PECVD 
processes. In this case, the target –usually metallic– is sputtered by energetic ions to obtain metal 
nanoparticles while the precursor –leading to formation of a matrix to embed the nanoparticles in 
a deposit on the substrate– is also injected in the gas phase12,13,35. Such technique allows for the 
growth of nanocomposite thin films, where different phases are present throughout the depth of the 
film. Though judicious control of the operating conditions, it was however found that pulsing the 
injection of HMDSO can lead to the formation of successive generations of nanoparticles, or dust, 
in the gas phase36. A recent PSMS study in such conditions showed that acetylene (C2H2) is formed 
as a result of HMDSO fragmentation in Ar/HMDSO plasmas37 and may be considered as the main 
origin of dust formation in analogy with hydrocarbon dusty plasmas. Acetylene-based dusty 
plasmas have been extensively studied38–41, proving that the C2H2 is a strong dust promoter via the 
confinement of the C2H- ion. It has been further shown that the formation of nanoparticles in such 
plasmas consumes the same compounds as the HMDSO-related fragments; it is however not clear 
which fragments are the most affected and to which extent.  
In a recent study, a multi-scale evolution of the electron temperature and electron number 
density obtained by OES of the Ar 2p-to-1s emission lines with a collisional-radiative model was 
presented in argon rf plasmas with pulsed injection of HMDSO42. The results have shown that 
HMDSO tends to reduce the electrons mean energy since (i) the HMDSO molecule and its 
fragments decrease the mean ionization threshold of the nominally pure argon plasma and 
(ii) enables Penning ionization through collisions between HMDSO-related species and argon 
metastable atoms. The opposite trend was observed for the electron density. A rise of the electron 
temperature and a decrease of the electron density is typically observed in presence of a dust 
cloud43.  
In the present work, time-resolved OES measurements are recorded simultaneously with 
time-resolved PSMS measurements in order to establish a link between the evolution of the 
fragmentation of the precursor and the electron temperature and electron density throughout the 
experiment. The dynamics taking place here occur on two different time-scales: the pulsed injection 
of HMDSO has a 5-s period while the successive formation and disappearance of the dust cloud 
occurs over cycles of a few hundred seconds. This distinctive feature allows us to separate the two 
phenomena while studying them simultaneously. Thus, we can analyze both the impacts of the 
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HMDSO injection and of the dust formation on the precursor fragmentation kinetics, and more 
generally on the plasma chemistry. 
 
2. Experimental setup 
The plasma setup used in this study has been designed for the growth of nanocomposite 
thin films12 using a hybrid PVD/PECVD method. PVD is achieved by sputtering a metal target 
(silver in the present case) with argon ions at low pressure while PECVD is carried out by injecting 
HMDSO in the gas mixture. The experimental setup is depicted in Figure 1. The plasma is 
generated in an axially-asymmetric capacitively-coupled discharge. The residual pressure obtained 
with a rotary pump is about 0.5 mTorr, while the argon base pressure for operation is of 40 mTorr 
(corresponding to an Ar-flow of 2.8 sccm). The 13.56-MHz rf power is applied on the top, smaller 
electrode, which consists of a silver target with a diameter of 10 cm. The bottom, larger electrode 
(diameter of 12 cm), which serves as the substrate holder, is grounded, as well as the chamber 
walls. This asymmetry allows for a bias voltage that can be as high as of a few hundreds of volts 
at the target surface depending on the applied power, which accelerates the positive ions and 
enables the sputtering of the target. Note that the introduction of HMDSO (0.4 sccm, corresponding 
to a continuous injection of HMDSO, represents only a 4 mTorr partial pressure) in the gas phase 
induces film deposition and partial covering of the target. In order to control the target poisoning, 
the injection of the precursor is pulsed at 0.2 Hz. When the injection time on (ton) is varied, the 
injection time off (toff) is adjusted such that the sum of the two always equals 5 s (ton + toff = 5 s). 
The gas mixture is introduced in the discharge through a periodically pierced ring surrounding the 
top electrode. The HMDSO flow is adjusted by a mass flow controller OMICRON switched by a 
pulse generator AGILENT. It was observed that, under particular conditions, namely an applied 
power below 60 W and an HMDSO duty cycle above 30 %, the pulsed injection of the precursor 
induces dust growth, forming a cloud of nanoparticles between the two electrodes36,42. 
The HAL EQP 1000 mass spectrometer provided by Hiden Analytical is set up 
perpendicularly to the axis of the electrodes, so that the entrance of the mass spectrometer is close 
to the level of the chamber walls (as in Despax et al.37). The latter operates in residual gas analysis 
(RGA) mode to probe the population of neutral species in the plasma. In the ionization chamber, 
at the entry of the PSMS, the energy of the electrons coming from the filament is set at 20 eV, so 
that the fragmentation of the monomer entering the PSMS is limited and mostly bigger fragments 
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are observed. This value seems especially relevant since it is above the ionization energy of argon 
(15.76 eV) and HMDSO (8.8 eV) as well as the threshold energy required for dissociative 
ionization (Si2O(CH3)5: 9.8 eV, CH4: 12.6 eV, C2H2: 11.4 eV, Si2OH(CH3)4 and Si(CH3)3: 
∼ 18 eV)25,30. The residual pressure in the PSMS is 7×10-8 Torr and goes up to 6×10-7 Torr during 
plasma operation. Additionally, an optical fiber is mounted in front of a quartz window and 
connected to an AvaSpec 3648 optical spectrometer provided by Avantes Inc. ranging between 700 
and 900 nm with a 0.05-nm resolution (full width at half maximum) to perform OES 
measurements.  
  
Figure 1: Side (a) and top (b) views of the experimental setup comprising the reactor and 
diagnostics used throughout this study. 
 
3. Plasma sampling mass spectrometry measurements 
First, the mass spectrum for the Ar/HMDSO gas mixture at plasma off and on states is 
presented in Figure 2. Since the injection of the precursor is pulsed with a frequency of 0.2 Hz and 
that each scan takes a few tens of seconds, the spectra presented are averaged over 3 scans to limit 
temporal variations. Argon appears as the dominant species in these conditions, as expected from 
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the values of the different partial pressures. Also, significant signals observed at m/z = 18 a.m.u. 
(H2O, which thereafter will be simply expressed as m/z 18), and m/z 28 (N2) may be explained by 
the presence of humidity in the PSMS and impurities in the reactor (residual pressure/working 
pressure ~ 1 %). The mass spectrum at plasma off shows the cracking pattern of HMDSO 
(Si2O(CH3)6). Although a signal is seen at m/z 162, corresponding to Si2O(CH3)6+, the dominant 
signal attributed to HMDSO is at m/z 147, corresponding to the parent molecule minus a methyl 
group, Si2O(CH3)5+ or HMDSO-15. This feature was already observed in previous mass 
spectrometry investigations of HMDSO-containing plasmas and is explained by the fact that 
energized HMDSO can easily dissociate with CH3 loss being the lowest fragmentation 
channel25,26,30,37,44. Significant signals related to HMDSO fragmentation are also observed at other 
masses. They are reported in Table 1, along with their corresponding fragment and their main 
precursor. 





45 SiCH5+ Si(CH3)3+ 
57 SiC2H5+ Si2OC4H11+ 
73 Si(CH3)3+ Si2O(CH3)5+ 
131 Si2OC4H11+ Si2O(CH3)5+ 
147 Si2O(CH3)5+ Si2O(CH3)6+ 
 
After plasma ignition, the signal at m/z 147 decreases by almost 2 orders of magnitude. 
This is due to the dissociation of the precursor by collisions with plasma species. Since the signals 
obtained by mass spectrometry result from electron-impact dissociative ionization in the ionization 
chamber, m/z 147 is considered to be exclusively originating from HMDSO (m/z 162) entering the 
PSMS25. Using the values at plasma off and on, a dissociation degree of HMDSO of about 95 ± 5 % 
is obtained; it follows the formula: dissociation degree (%) = (1 – 147on / 147off) × 100. This 
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corroborates the previous results presented by Despax et al.37 in the same plasma reactor and with 
the same applied power. It further denotes a strong reproducibility of the measurements. Similarly 
to m/z 147, otherpeaks related to species originating from HMDSO dissociation also sustain a 
decrease, though less severe. This would imply new sources of formation for the latter after plasma 
ignition; their formation path might not only come from the dissociative ionization of the HMDSO 
precursor. Peaks above m/z 162 are usually observed when fragment ions interact with the 
HMDSO molecule and create bigger compounds through oligomerization30. Such signals were not 
detected in significant amounts in these conditions due to the small quantity of injected HMDSO. 
Note that we did not measure any feature related to Ag species; this would be ascribed to the low 
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Figure 2: Mass spectra obtained with PSMS at plasma on and off. Conditions: power = 30 W, Ar 
base pressure = 40 mTorr, Ar flow = 2.8 sccm, average HMDSO flow = 0.12 sccm & duty 
cycle = 30% (1.5 s / 5 s). 
Besides the strong decrease of the HMDSO-related signals observed after the ignition of 
the discharge, new features also appear with the plasma on. The two peaks at m/z 16 and 26 are 
respectively attributed to methane (CH4) and acetylene (C2H2). These species cannot be created by 
simple or multiple dissociations of HMDSO. However, the plasma induces fragmentation that leads 
to the creation of many products, notably methyl radicals and atomic hydrogen, which have 
particularly strong signals at plasma on, including H2+ at m/z 2. However, H2 cannot be formed as 
a product of the precursor dissociation; it may only be created by recombination: either in the gas 
phase (negligible at low pressure) or by surface reactions on the electrodes, on plasma reactor walls, 
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or on nanoparticles (e.g. Eley-Rideal47). Moreover, small hydrocarbon molecules (CxHy, x = 1, 2) 
may be formed by recombination reactions involving methyl radicals45 as well as through surface 
reactions with carbonaceous materials48. The signal at m/z 133 has been previously attributed to 
Si2OH(CH3)4+, but a signal is also observed at m/z 131 at plasma off, then attributed to Si2OC4H11+ 
37. Such result could be explained if the former comes from the recombination of the latter with 
atomic hydrogen in the gas phase. It should be noted that the signal at m/z 73 can also be linked to 
a fragment involving recombination with atomic hydrogen, Si2OH+, but is usually in negligible 
proportion compared to the Si(CH3)3+ reported here25,30. 
The dynamics induced by the pulsed injection of HMDSO is presented in Figure 3 which 
depicts the evolution of the main HMDSO-related signals, identified in Figure 2, over 20 injection 
cycles with a HMDSO duty cycle of 70% (3.5 s / 5 s) and the plasma off. In order to highlight the 
oscillations of each feature, the latter are normalized with respect to their maximum value. An 
offset is also applied to improve clarity in the representation. Only the temporal variations of 
Si2O(CH3)5+ at m/z 147 are noticeable, though very light, and enable indirect observation of the 
injection pulses. The rest of the signals present a lot of noise since they are very weak at plasma 
off (see Figure 2). The small amplitude of the oscillations of Si2O(CH3)5+ implies that HMDSO 
has a long residence time either in the plasma reactor or in the plasma sampling mass spectrometer 
chamber as compared with the period of the pulses. 









































Figure 3: Temporal evolution of RGA intensity of the main masses obtained by PSMS at plasma 
off. For clarity, the signals were normalized and offset on the vertical axis. Conditions: 
power = 10 W (not applied for plasma off), Ar base pressure = 40 mTorr, Ar flow = 2.8 sccm, 
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average HMDSO flow = 0.28 sccm & duty cycle = 70% (3.5 s / 5 s). These are the standard 
conditions and will remain fixed for the rest of the study. 
Figure 4 presents similar measurements as in Figure 3, but at plasma on state. The rf power 
was fixed to 10 W; this was found to be a suitable condition for successive formation and 
disappearance of a dust cloud36. The peaks observed at plasma off, except the one at m/z 147 
(corresponding to HMDSO entering the PSMS ionization chamber), are corrected by the 
contribution of the cracking pattern of HMDSO. This contribution can be determined from the 
signals with the plasma on and off using (X = Xon – Xoff*(147on / 147off)). Here, the 147on / 147off 
ratio takes into account the change of the HMDSO population by fragmentation upon discharge 
ignition. H2+, CH4+ and C2H2+ present a different behaviour compared to that of the sizable 
fragments derived from HMDSO dissociation. Indeed, while the fragments at m/z 73 and 147 
(corresponding respectively to Si(CH3)3+ and Si2O(CH3)5+) strongly vary with the injection pulses, 
the oscillations on the 5-s time-scale of the small hydrocarbons formed in the plasma reactor is 
reduced, implying that they are not as much dependent on the immediate introduction of HMDSO. 
Regarding H2, it may be formed in the gas phase when H atoms recombine in three-body reactions, 
but this process is not favoured in our low-pressure conditions. It is indeed verified by the complete 
absence of any variations of H2+ signal on the 5-s time-scale. It can therefore be concluded that H2 
is solely formed by surface reactions. In this framework, weak oscillations of CH4+ and especially 
C2H2+ features also suggest that surface reactions are the main formation pathway for these 
hydrocarbons; we will come back to this point later on. 
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Figure 4: Temporal evolution of RGA intensity of the principal masses obtained by PSMS with the 
plasma on. Intensities are normalized, and an offset is applied to improve clarity. Standard 
conditions. 
The effect of the dust formation on the population of HMDSO and its fragments is also 
important, as revealed by the dynamics occurring on a time-scale of a few hundred seconds. In this 
experiment, t = 0 s is set as the beginning of HMDSO addition in the nominally pure argon plasma. 
After 50 s, the signature of dust formation on PSMS measurements starts. Most signals decrease in 
dusty conditions, and increase back at the end of the cycle, close to t = 200 s. However, H2+ does 
not follow this trend, and even slightly increases with dust formation. Two explanations may be 
advanced. On one hand, the presence of dust can increase the formation of H2 by Eley-Rideal 
reactions on the surface of the nanoparticles. On the other hand, the presence of dust is known to 
increase the electron temperature which could influence the dissociation degree of HMDSO in the 
plasma, thus resulting in a rise of atomic and possibly molecular hydrogen42,49. However, since 
dust formation follows a cyclic behaviour, it implies that they grow simultaneously until a critical 
size is reached, leading to their loss by gravity43. If collection of plasma species by the dust was 
significant, a continuous decrease in the signals of HMDSO-related fragments would be noticeable 
in dusty conditions. Such a decrease is not observed in Figure 4. This indicates that surface 
reactions on nanoparticles play a negligible role in our conditions, implying that the increase of H2 
is related to a rise of the dissociation degree; this must inevitably yield to a rise in the population 
of H atoms and therefore to the population of H2 by recombination on the electrodes and plasma 
reactor walls. A purely technical reason for the accumulation of H2 can however be related to 
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difficulties in the H2 pumping, and certainly contributes to the continuous increase observed in 
Figure 4. To verify that the increase of H2 is also induced by the dissociation degree and investigate 
the precursor fragmentation kinetics, OES have been coupled with PSMS measurement. 
 
4. Populations of HMDSO-related species over multiple time-scales 
4.1 Dissociation of the parent molecule 
Experiments carried out with a continuous HMDSO injection yielded a dissociation degree 
of 95 ± 5 % using the m/z 147 signals (HMDSO-15) at plasma on and off. In such case, no dust 
growth occurred. After observing different dynamical phenomena regarding the HMDSO 
dissociation kinetics, the results depicted in Figure 3 and Figure 4 have been used to calculate the 
signal ratio 147off / 147on. This value is an indicator of the dissociation level of the parent molecule; 
it cannot be lower than 1 (very low fragmentation) and would rise if HMDSO becomes dissociated 
by interaction with plasma species. Temporal evolution of the 147off / 147on ratio is shown in Figure 
5. Cyclic variations corresponding to both the pulsed injection of HMDSO and the formation and 
disappearance of the dust cloud are observed. The addition of HMDSO through pulses (3.5 s / 5 s) 
tends to lower the dissociation of the precursor in the plasma, while the growth of nanoparticles 
increases this dissociation. As mentioned above, OES measurements were recorded simultaneously 
with PSMS. They were carried out and coupled with collisional-radiative modelling of Ar 2p-to-
1s emission lines in the 700-900 nm wavelength range to obtain the evolution of the electron 
temperature (assuming Maxwellian electron energy distribution function) and electron density. 
More details on this method can be found in our previous works42,49. These quantities are then used 
as input parameters to investigate the complex precursor fragmentation kinetics over multiple time-
scales. 
This was first realized for the HMDSO parent molecule using a simple particle balance 
equation. In this model, the precursor is injected into the gas phase through a rate G0(t) and is lost 
by electron-impact dissociation. Dissociation induced by interactions with Ar metastable atoms 
and UV photons are thus neglected33. Charge transfer reactions between Ar ions and precursor 
molecules that were reported in other studies at pressures ranging between 0.4 and 300 Torr are 
also disregarded since, in the current conditions, the ion-molecule interactions are limited by the 
low number density and low kinetic energy of the ions30,32,34. As previously mentioned, surface 
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reactions with nanoparticles may also be neglected for both creation and loss of HMDSO. In this 
framework, the particle balance equation of the parent molecule can be written as: 
( )0HMDSO dissociation e e HMDSO
n
G k T n n
t
∂ + ∇⋅Γ = −
∂
 , (4) 
where nHMDSO and ne are the precursor and electron densities, respectively. Transport effects are 
represented by the divergence of the flux, Γ, and are neglected here. This assumption is confirmed 
at the end of the section. Since the phenomena related to the population and depopulation of 
HMDSO occur at rates significantly greater than the one at which OES and PSMS measurements 
were recorded, a quasi-steady state can be assumed at each measurement time t. In equation (4), 
kdissociation(Te) is the dissociation rate of HMDSO, mostly towards Si2O(CH3)5, as evidenced by the 
HMDSO cracking pattern in Figure 2. In addition, as ascribed in Hess et al.50, this reaction is 
characterized by a much larger cross section over the other dissociation pathways of HMDSO. This 
reaction thus corresponds to the electron-impact breaking of a bond between a methyl group and a 
silicon atom (bond dissociation energy of 3.7 eV50). For simplicity, Thompson’s model51 for 
inelastic collisions is used to express the dissociation rate of HMDSO as a function of the electron 
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Equations (1) and (2) were used to calculate the frequency related to the dissociation of 
HMDSO : 





=  , (3) 
where kdissociation(Te)ne is obtained from OES measurements using the electron temperature and 
density as input parameters42,49. The main interest in this quantity obtained uniquely from OES data 
is that it can directly be compared (in relative units) with PSMS data. More precisely, G0, relates 
to the sudden injection of HMDSO, which can be considered proportional to the peak at m/z 147 
with the plasma off, whereas the number density of HMDSO, 	 , is proportional to the 
intensity of the same peak at plasma on. G0 / nHMDSO is therefore directly proportional to the signal 
ratio 147off / 147on. Both sets of data are presented in Figure 5. The top graph presents the evolution 
of the dissociation frequency obtained by OES using equation (2) on a 5 s time-scale. It appears 
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that the latter decreases during the on-time of the HMDSO injection pulses, often by a factor of 
two or more. In previous studies42,49, HMDSO was found to strongly influence the electron 
population of the plasma, leading to an immediate decrease in electron temperature and a sudden 
rise in the electron density. The oscillations observed in Figure 5 are nonetheless mostly linked to 
variations of the electron temperature42 (recall that the dissociation rate increases exponentially 
with Te in Thompson’s model51). The electron temperature is also responsible for the variation of 
the dissociation frequency over a few hundred seconds. Indeed, when the dust growing cycle 
initiates, newly-formed particles collect free electrons; a process that depends on their size and 
density52,53. The addition of a loss mechanism for free electrons in dusty conditions results in an 
increase in electron temperature42,49, which in turn increases the dissociation frequency of 
HMDSO, as observed in the bottom graph of Figure 5. 





















































Figure 5: Temporal development of the dissociation frequency (left vertical scale) and of the 
m/z 147 ratio at plasma off and on (right). Time during the HMDSO injection pulses are 
represented as grey areas in the top graph. Standard conditions. 
Figure 5 further reveals that the temporal evolution of the dissociation degree obtained 
exclusively by OES and equation (3) matches perfectly the one determined solely by PSMS from 
the 147off / 147on ratio. More precisely, they decrease similarly both qualitatively and quantitatively 
during all HMDSO injection cycles. Both quantities also increase threefold with dust growth. The 
fact that the 147off / 147on ratio remains between 10 and 100 means that the dissociation degree of 
HMDSO varies between 91 and 99 %, peaking in dusty conditions. These results also confirm our 
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assumptions; the gain of HMDSO is related to its injection (recombination between fragments for 
the parent molecule reformation can be neglected) and the primary loss mechanism of HMDSO is 
electron impact dissociation. Hence, diffusion effects of the precursor and/or surface reactions 
involving the electrodes, the reactor walls or the nanoparticles (in dusty conditions) are not 
significantly contributing to losses over the range of conditions examined. 
In order to examine the possible contribution of diffusion effects, the framework presented 
in Liebermann et al. 51 was used to treat the ∇ ⋅Γ  term in equation (1). Assuming a diffusion 
coefficient of 0.08 m2/s in the 40 mTorr, Ar/HMDSO plasma, and partially adsorbing reactor walls 
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where l is the inter-electrode distance, D is the diffusion coefficient and νdiss represents the electron-
impact dissociation frequency previously defined as kdissociation(Te)ne. In equation (4), the additional 
term between the brackets is linked to diffusion effects and thus to the reactor dimensions and 
surface reaction coefficient. Figure 6 shows the predictions of equation (4) for various values of γ. 
The results show that the dissociation frequency would only be slightly affected when the sticking 
coefficient reaches 1 ― which would be an important overestimation in the case of the fully 
coordinated HMDSO precursor55. Variations with γ further indicate a quick asymptotic behaviour 
towards what is obtained if diffusion effects are neglected. Based on these findings, it can be 
concluded that electron-impact dissociation is the most relevant pathway for the loss of the 
HMDSO parent molecule, which amplifies the importance of the electron kinetics in this kind of 
hybrid PVD/PECVD processes.  
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Figure 6: Effect of the sticking coefficient of HMDSO parent molecule on the chamber walls on 
the calculated G0 / nHMDSO ratio. Standard conditions. 
 
4.2 Creation and losses of HMDSO fragments 
From the results presented above, HMDSO dissociation by electron impact can produce a 
number of fragments, including Si2O(CH3)5. These fragments can be further dissociated, for 
example by the loss of another methyl group by electron impact27. Recombination reactions 
between fragments (mostly on the electrodes and reactor walls due to the low pressure) can also 
produce other organic and organosilicon species. The creation and loss dynamics of each of these 
species in Ar/HMDSO plasmas is obviously complex and most likely vary from one fragment to 
another. For these reasons, it is not possible to establish a simple particles balance equation for all 
HMDSO fragments. However, dissociation by electron impact is certainly playing a key role in 
both their creation and their loss dynamics. In this regard, it is worth highlighting that a change in 
the dissociation kinetics due to variations of the electron temperature would not yield the same 
result as those linked to variations of the electron density. If only the electron density varies, the 
dissociation degree should follow, but it seems unclear how the relative densities of the fragments 
would behave27. On the other hand, if the electron temperature changes, the occurrence of the 
various fragmentation reactions will vary according to their energy-dependent cross sections. For 
example, in the case of a fragment X that is created by electron-impact dissociation of HMDSO 
(with a reaction rate given by kdissociation(Te)nenHMDSO) 	and lost through subsequent dissociation 
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(with a reaction rate given by k’dissociation(Te)nenX), the particle balance equation, under steady-state 








  , (5) 
where ∆E = E – E’ represents the difference between the two bond dissociation energies. HMDSO 
is a sizable and thus complex molecule (as compared to those involved in more commonly used 
plasma deposition processes), with each bond having its own specific energy. The Si-O bond is the 
strongest one in HMDSO (dissociation energy of 6-9 eV) while the Si-C is the weakest one, ranging 
around 3.5-6 eV50,56. The bond dissociation energy depends on the number of atoms involved in 
the molecule. A good example is the case of the C-H bond in a CHx group: CH4 → CH3 + H takes 
4.55 eV, but CH3 → CH2 + H takes 4.77 eV, CH2 → CH + H takes 4.38 eV and CH → C + H takes 
3.5 eV57. It is however considered that the bond dissociation energy decreases with the bulkiness 
of the molecule50. Depending on the fragment and the corresponding dissociation process involved, 
∆E could therefore be either positive or negative. Hence, the density of the fragment, with respect 
to the population of HMDSO, should either increase or decrease with a change of the electron 
temperature. If the energy difference is positive (HMDSO is more difficult to dissociate than the 
fragment), an increase in Te would lead to an increase in the fragment-to-precursor number density 
ratio. Over the range of experimental conditions investigated, with Te variations of the order of 
0.15 eV over the precursor injection cycle and 0.3 eV over the formation and disappearance of the 
dust cloud, ∆E values of at least a few eVs are required to observe significant changes in the 
population ratio. 
It was shown in Figure 4 that signals related to HMDSO varied differently with the pulsed 
injection of the precursor and, at a much lower frequency, with the growth of nanoparticles in the 
gas phase. Specifically, most signals decrease in dusty conditions compared to non-dusty 
conditions. We previously assigned this feature to a change in the dissociation degree of HMDSO 
following an increase in the electron temperature with the formation of nanoparticles, as shown in 
Figure 5. It is however not clear how this phenomenon affects the fragmentation pattern of 
HMDSO, from the Si2O(CH3)5 fragment to the other species.  
To gain more insight into the fragmentation path of HMDSO and its multi-scale behaviour, 
the signals were first smoothed to filter out the variations over 5 s. Results are shown in Figure 7. 
Firstly, the ratio of m/z 73 over m/z 147 present no significant variation. Since Te significantly 
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varies over this 250 s time-scale, the fragment related to the peak at m/z 73 most likely has 
comparable bond energies involved in the electron-impact dissociation of HMDSO with respect to 
the one involved in the electron-impact dissociation of the fragment. The former case could happen 
if both dissociations induce a loss of one methyl group. On the other hand, PSMS ratios of the 
fragments found at m/z 2, 16 and 26 become dominant in dusty conditions where the electron 
temperature reaches a maximum. It should also be noted that, contrary to the peak at m/z 73, these 
three species are not observed in measurements realized with the plasma off (see Figure 2) and are 
thus uniquely formed in the plasma following multiple reactions involving not only electron-impact 
dissociation but also recombination on the plasma-exposed surfaces. In such cases, it appears 
difficult to analyze the results in the context of equation (5).  





































Figure 7: Temporal variation of the fragment-to-parent molecule PSMS ratios 
(m/z 2 - 133 / m/z 147) during the formation and disappearance of the dust cloud. Standard 
conditions. 
Previous studies realized in methane plasmas in contact with carbonaceous surfaces have 
revealed that part of the methane and most of the acetylene are created by surface recombination 
reactions between atomic hydrogen and small hydrocarbon compounds deposited on the electrodes 
and reactor walls45,47,48,58,59. In this context, assuming that acetylene is uniquely populated through 
surface reactions and lost by electron impact dissociation, its density 
2 2C H
n  can be expressed as : 
( )2 2





∝  , (6) 
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where [CxHy]s represents the population of hydrocarbon species on the plasma-exposed surfaces 
and [H]s,g corresponds to either the gas phase population of H atoms in the case of Eley-Rideal 
recombination or the population of H atoms adsorbed on the plasma-exposed surfaces in the case 
of Langmuir-Hinshelwood recombination. Evidently, atomic hydrogen in the plasma is linked to 
HMDSO dissociation, H being easily dissociated from every fragment of the precursor (H is the 
most abundant atom injected in the gas phase with 18 atoms per parent molecule). As discussed 
above, typical energies involved in H formation from the electron-impact dissociation of 
hydrocarbon and organosilicon compounds are between 3.5 and 4.77 eV57. On the other hand, 
acetylene can be dissociated by electron-impact fragmentation of the C-H band with a higher 
threshold of 5.77 eV (the triple C-C bond at 10 eV is generally considered unaltered)38. Therefore, 
the relative population of acetylene with respect to HMDSO, as depicted by the m/z 26-to-m/z 147 
PSMS ratio, should follow the trend of the electron temperature (the threshold for electron impact 
formation of H atoms from hydrocarbons and HMDSO are typically smaller than the one required 
for electron-impact dissociation of acetylene), in very good agreement with the results presented 
in Figure 7. A similar framework can probably be established for the other species in which surface 
recombination reactions play an important role, in particular H2 and methane. 
Figure 8 presents the fragment-to-parent molecule PSMS ratios over the time-scale of the 
HMDSO injection. Again, as in Figure 7, no significant change is observed for the m/z 73-to-
m/z 147 ratio. This confirms that the bond energy involved in the electron-impact dissociation of 
HMDSO leading to Si(CH3)3 is comparable to the bond energy involved in the electron-impact 
dissociation of the fragment (both dissociations involved a loss of one methyl group). On the other 
hand, it appears that the plasma tends towards a more H2-, methane- and acetylene-rich discharge 
during the HMDSO injection off time. Again, the variations observed over this time-scale are due 
the same phenomenon as the one observed during the formation and loss of the nanoparticles. In 
the context of equation (6), the acetylene-to-HMDSO PSMS ratio should first decrease with the 
corresponding diminution of the electron temperature following HMDSO injection. These ratios 
should then increase in the injection off-time period with the subsequent rise of Te. These trends 
are consistent with those observed in the experiment. It is worth highlighting that the acetylene-to-
HMDSO PSMS ratio varies by about a factor of 1.5 for a variation of Te by a factor of 1.2 between 
dusty and non-dusty plasma conditions. On the other hand, this ratio varies by about a factor of 4 
for a variation of Te by a factor of 1.1 during the HMDSO injection cycles. The more prominent 
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variations observed with HMDSO injection for similar variations of Te is therefore most likely 
ascribed to a change in the surface coverage by hydrocarbon species (linked to the quantities 
[CxHy]s in equation (6)). 






























Figure 8: Temporal variation of the fragment/monomer ratios (m/z 2-133 / m/z 147) during pulsed 
injection of HMDSO. HMDSO injection pulses are represented by grey areas. Standard conditions. 
Formation of acetylene and subsequent electron attachment reactions have been found to 
lead to dust formation in many reactive plasmas, notably by forming the C2H- anion. This also 
includes discharges with methane as a precursor38. Following the observations obtained over 
multiple time scales, it seems that the pulsed injection of HMDSO would contribute to dust 
nucleation by enhancing the populations of these well-known dust promoters (acetylenic 
compounds) during the off-time of the HMDSO injection cycles.  
 
5. Conclusion 
In this work, the fragmentation kinetics of HMDSO has been examined in a low-pressure 
argon rf discharge with conditions promoting dust growth. Multi-scale oscillations of the HMDSO-
related signals obtained by plasma sampling mass spectroscopy in the residual gas analysis mode 
were found: this includes the pulsed injection of the precursor (time-scale: 5 s) and the formation 
and disappearance of the dust cloud (time-scale: 150 s). OES measurements of Ar 2p-to-1s 
emission lines were coupled with the predictions of a collisional-radiative model to determine the 
time-dependent values of the electron temperature and electron density. These values were then 
used as input parameters in a particle balance equation for the parent molecule to obtain an electron-
 
146 
impact dissociation frequency. This quantity obtained solely from OES measurements was 
compared to the 147off / 147on ratio obtained by PSMS. An excellent qualitive and quantitative 
agreement was reached over both time scales. More precisely, the dissociation degree respectively 
increases and decreases with dust growth and HMDSO injection pulses. These results confirm our 
assumptions that losses of HMDSO on the electrodes, reactor walls and nanoparticles (in dusty 
conditions) are negligible with respect to its electron-impact dissociation. 
Comparing non-dusty and dusty conditions, small hydrocarbons, who are considered to play 
an important role in the formation of radicals and thus in the nucleation of nanoparticles, were 
found in greater densities than the precursor. Such results imply that their consumption while 
forming dust is not the leading loss factor of these species. Moreover, compounds generated by 
volume and surface recombination between atomic hydrogen and HMDSO fragments or 
carbonaceous species contained within the hydrocarbon deposit were found to be favorized in these 
conditions. This is especially true for H2, CH4 and C2H2 that are mainly formed through surface 
reactions with the deposit on the electrodes and plasma reactor walls. Besides, our results give 
insights into the effect of a variation of the electron temperature regarding the fragmentation pattern 
of HMDSO. This is of significant interest since it can considerably improve the plasma process 
control. Indeed, the change in plasma chemistry due to the presence of dust particles would induce 
unwanted inhomogeneities in the composition of the deposit. By plotting fragment-to-monomer 
ratios, it was found that the plasma tends towards a methane and acetylene-rich discharge rather 
than an HMDSO one. Since acetylene is a well-known dust promoter, this means that the pulsed 
injection of HMDSO in such conditions enhances the dust growth. 
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Les travaux de recherche présentés dans cette thèse de doctorat sont principalement basés 
sur des mesures de spectroscopie optique d’émission et de spectrométrie de masse permettant de 
caractériser les plasmas en régime hybride PVD/PECVD pertinents pour le dépôt de revêtements 
multifonctionnels. Les différents aspects liés à l’optimisation du dépôt au travers du contrôle des 
processus de pulvérisation physique et de dépôt chimique en phase vapeur assisté par plasma sont 
étudiés. La croissance de nanoparticules dans la phase gazeuse pouvant émerger selon les 
conditions opératoires dans ce type de procédé est également abordée. 
Le passage à une pulvérisation magnétron est tout d’abord caractérisé en mesurant son effet 
sur le rendement de pulvérisation obtenu grâce à une nouvelle méthode de mesure que nous avons 
mise au point pour la pulvérisation par plasma. Bien que les ions participant à la pulvérisation 
possèdent typiquement moins d’énergie suite à leur accélération dans la gaine du plasma 
comparativement aux travaux standards réalisés avec des faisceaux d’ions dans des chambres à 
vide, nous avons noté que le confinement des particules chargées (en particulier les électrons) près 
de la cible permet tout de même d’augmenter significativement les taux de pulvérisation. La 
méthode développée pour calculer le rendement de pulvérisation dans les plasmas a ensuite été 
utilisée pour analyser les effets d’empoisonnement de la cible en régime hybride PVD/PECVD. 
Dans ces conditions, nous avons démontré l’intérêt majeur de recourir à une injection pulsée du 
précurseur par rapport à une injection continue habituelle. En particulier, contrairement aux 
résultats obtenus pour une injection continue, nous avons remarqué que l’injection pulsée d’un 
précurseur dans les conditions opératoires étudiées ne possède aucun effet significatif sur le 
rendement de pulvérisation pour des cycles utiles en deçà de 80 %. 
Dans un plasma, contrairement aux expériences de pulvérisation sous vide avec les 
faisceaux d’ions, il est extrêmement difficile de caractériser la distribution en énergie des atomes 
pulvérisés immédiatement après leur sortie de la cible. De plus, la théorie généralement utilisée 
pour décrire la physique des interactions ion-matière impliquée dans la pulvérisation n’est valide 
que pour des énergies supérieures au keV (théorie de Sigmund-Thomson). À des énergies des ions 
plus basses comme celles utilisées dans la pulvérisation magnétron, l’état des connaissances 
demeure fractionnaire, en particulier pour la fonction de distribution en énergie des espèces 
pulvérisées de la cible. Dans ce contexte, nous avons réalisé une analyse détaillée de la fonction de 
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distribution en énergie des ions au voisinage du substrat par spectrométrie de masse. Dans ces 
travaux, nous avons d’abord noté une population importante d’ions associés à la pulvérisation de 
la cible avec des énergies largement supérieures à celles des ions d’argon accélérés dans la même 
gaine ionique. Afin d’interpréter ce phénomène, nous avons mis au point un modèle cinétique pour 
les atomes pulvérisés basé sur la résolution de l’équation de Boltzmann. Le modèle élaboré prend 
également en compte les phénomènes de thermalisation et d’ionisation des atomes pulvérisés lors 
de leur transport dans le plasma ainsi que l’élargissement de la distribution en énergie des ions par 
le champ oscillant de la gaine ionique présente à la surface de l’appareil. De ces travaux, nous 
avons pu établir que l’énergie de sortie des atomes de la cible peut être décrite par une distribution 
bi-maxwellienne, chaque distribution étant caractérisée par une énergie moyenne qui dépend des 
conditions opératoires. Elles sont notamment reliées à des mécanismes de pulvérisation différents, 
avec des variations distinctes en fonction du flux et de l’énergie des ions incidents. 
Finalement, nos travaux ont permis de faire des progrès considérables sur la physique des 
plasmas poudreux obtenus dans les plasmas rf en régime hybride PVD/PECVD. En particulier, 
nous avons pu établir des liens entre certaines propriétés fondamentales du plasma, notamment la 
densité et la température des électrons, la densité d’atomes d’argon dans un niveau métastable, 
ainsi que les populations des fragments issus de la molécule mère, avec la dynamique de formation 
et de disparition des nanoparticules. Ceci a pu être réalisé au moyen de mesures de spectroscopie 
optique d’émission des transitions 2p-1s de l’argon couplées aux prédictions d’un nouveau modèle 
collisionnel-radiatif pour les plasmas d’argon en présence de précurseurs organosiliciés. Cette 
étude nous a permis de suivre l’évolution multi-échelle de la température et de la densité 
électronique avec l’injection pulsée du précurseur (période de 5 s) ainsi qu’avec la formation 
cyclique de générations de poussières (périodes de plusieurs centaines de secondes). Cette 
approche permet également de mettre en évidence des variations multi-échelles de la physico-
chimie du plasma via son influence sur la fréquence de désexcitation collisionnelle de la population 
d’atomes d’argon dans un niveau métastable. Plus spécifiquement, l’injection du précurseur induit 
une diminution de la température électronique ainsi qu’une augmentation de la densité électronique 
pouvant être corrélées à une augmentation des processus d’ionisation Penning dans la cinétique 
d’ionisation des particules chargées du plasma. La température des électrons augmente toutefois 
en conditions de plasmas poudreux afin de compenser, notamment, les pertes électroniques à la 
surface des nanoparticules. Le comportement opposé est observé pour la densité électronique. Cette 
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évolution complexe de la population des électrons induit quant à elle une variation importante du 
degré de dissociation du précurseur. Il fut en effet démontré, en couplant ces valeurs de densité et 
de température des électrons obtenues avec les prédictions d’une équation de bilan de la molécule 
mère, que la dissociation par impact électronique est le mécanisme de pertes principal de l’HMDSO 
dans les conditions opératoires étudiées. Ces résultats ont été vérifiés en comparant le degré de 
dissociation déterminé uniquement à partir des mesures de spectroscopie optique d’émission avec 
celui obtenu par des mesures de spectrométrie de masse. Les mesures de spectrométrie de masse 
ont également été utilisées afin de mettre en évidence le rôle des électrodes et des parois dans ce 
type de plasmas pour la formation d’hydrocarbures connus comme étant des promoteurs pour la 
formation de nanoparticules. De plus, la présence d’acétylène et de méthane dans le plasma 
Ar/HMDSO semble favorisée en conditions de plasmas poudreux, ce qui démontre que leur 
consommation par les nanoparticules ne représente pas une perte significative pour ces espèces. 
On observe également une augmentation de leur population relative lors des périodes d’arrêt de 
l’injection de l’HMDSO, signe que le passage à une injection pulsée joue un rôle crucial dans la 
dynamique de formation des poussières dans ce type de procédés. 
Bien que les conditions opératoires des mesures présentées au Chapitre 3 sur la 
pulvérisation en milieux réactifs soient similaires à celles présentés au Chapitre 4 sur les plasmas 
en présence de nanoparticules, une différence majeure peut expliquer le fait que l’on n’observait 
pas précédemment de nanoparticules dans le plasma. Le réacteur utilisé au Chapitre 4 n’utilise pas 
de magnétron pour améliorer le taux de pulvérisation mais se sert plutôt d’une forte asymétrie des 
électrodes pour accentuer l’autopolarisation de la cible et donc l’énergie des ions incidents à sa 
surface. De plus, le confinement des électrons par le champ magnétique modifie grandement la 
distribution spatiale des propriétés fondamentales du plasma, un aspect critique pour la formation 
de poussières. Quand le plasma est confiné près de la cible, le précurseur se retrouve éloigné des 
zones actives du plasma dû à la configuration de l’injection du mélange de gaz. C’est pourquoi le 
degré de dissociation de l’HMDSO décrit au Chapitre 3 est plus bas (68 %) que celui présenté au 
Chapitre 4 (> 90 %). Le gap inter-électrodes étant également plus grand et les parois plus éloignées, 
le rôle des processus de surface est considérablement réduit. À la lumière des travaux présentés 
dans cette thèse, ceci limite probablement la formation d’acétylène et de méthane qui, comme nous 
l’avons mentionné plus haut, jouent des rôles importants dans la cinétique de formation de l’ion 
négatif C2H-, et par conséquent, sur la probabilité de voir apparaître des nanoparticules dans la 
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phase gazeuse. Pour ces raisons, la meilleure façon de tester le potentiel de l’enceinte PVD/PECVD 
présentée au Chapitre 3 à produire des poussières sera de couvrir une gamme très étendue de 
conditions opératoires, (pression, puissance, distance inter-électrodes, etc.) tout en injectant de 
manière pulsée une quantité suffisante d’HMDSO. 
Suite aux travaux présentés dans cette thèse, plusieurs sujets liés au processus de 
pulvérisation magnétron et à la formation de nanoparticules en régime hybride PVD/PECVD avec 
injection pulsée d’HMDSO mériteraient d’être explorés avec plus de profondeur : 
• En abordant la cinétique de pulvérisation physique dans le plasma magnétron, nous 
avons considéré que les ions incidents étaient mono-énergétiques avec leur énergie 
donnée par la différence de potentiel entre le plasma et la surface. Or, comme nous 
l’avons vu lors de notre étude du transport des espèces pulvérisées, le champ 
oscillant de la gaine ionique à la surface de la cible doit forcément induire un 
élargissement de la fonction de distribution en énergie de ces ions. Il serait alors 
judicieux de comprendre l’effet de ce type d’élargissement, ou de manière plus 
générale de la déformation de la IEDF près de la cible [89], sur le rendement de 
pulvérisation et l’énergie de sortie des atomes pulvérisés. 
• Le recouvrement partiel ou complet de la cible par des espèces radicalaires et la 
pulvérisation réactive sont des phénomènes connus. Cependant, l’importance de la 
réactivité particulière entre les atomes de la cible et les espèces issues du PECVD 
induit une relation unique pour chaque couple cible-précurseur. Selon cette 
réactivité, différentes espèces peuvent être formés par les réactions d’adsorption et 
de recombinaison à la surface de la cible. Pour le cas particulier d’une cible d’argent 
en contact avec un plasma contenant de l’HMDSO, il pourrait s’avérer important de 
déterminer la nature des espèces extraites par le dépôt formé sur la cible en élaborant 
un modèle de surface, surtout dans l’éventualité où des hydrocarbures pouvant 
favoriser la formation de nanoparticules dans le plasma pourraient être formés. 
• Des études ont récemment été entamées afin de caractériser la distribution en taille 
des nanoparticules et la composition chimique de ces dernières en fonction des 
paramètres opératoires critiques pour la physico-chimie des plasmas en régime 
hybride PVD/PECVD, en particulier la puissance appliquée, le débit de l’HMDSO 
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et la période du pulse de son injection. Ces travaux permettront notamment de mieux 
identifier les espèces participant à la croissance des nanoparticules en plus de gagner 
de nouvelles informations quant à leur impact sur l’évolution de la physico-chimie 
du plasma. Un intérêt particulier se retrouve aussi dans la possibilité d’inclure des 
espèces métalliques dans la couche extérieure des nanoparticules [90]. 
• Dans l’éventualité où des nanoparticules sont formées dans la phase gazeuse à partir 
de l’HMDSO injecté de manière pulsée et pour une pulvérisation magnétron, il sera 
judicieux de comprendre le rôle du champ magnétique dans les processus de 
chargement et de transport des poussières. En effet, l’altération de la distribution 
spatiale des populations d’ions et d’électrons suite au confinement de ces derniers 
proche de la cible peut fortement affecter l’équilibre des forces agissant sur les 
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Annexe 1 Résultats préliminaires sur l’évolution cyclique 
de la température et de la densité électroniques dans un 
plasma poudreux Ar/HMDSO 
L’article suivant, publié dans Applied Physics Letters (10.1063/1.4935030), rapporte 
l’évolution de la température et de la densité électroniques avec la formation cyclique de poussières 
dans un plasma Ar/HMDSO conçu pour le dépôt de couches minces nanocomposites par une 
méthode hybride PVD/PECVD avec injection pulsée du précurseur [R95]. Une température 
électronique caractérisant la queue de la EEDF est obtenue en se servant de la méthode TRG-OES 
[R96] pour laquelle une trace de gaz rares est ajoutée au mélange de gaz afin de multiplier le 
nombre de raies d’émission observées. La méthode des diagrammes de Boltzmann est également 
employée afin de déterminer une température électronique pour la région de basse énergie de la 
EEDF. Il est démontré que l’énergie moyenne des électrons dans le plasma évolue en phase avec 
la croissance cyclique des poussières. Mes contributions personnelles à cette étude se situent autant 
à la prise des mesures qu’à l’analyse de ces dernières par la méthode TRG-OES. J’ai également 
rédigé le premier jet de l’article. Les travaux étaient supervisés par L. Stafford, B. Despax, R. 




Cyclic evolution of the electron temperature and density in dusty low-pressure 
RF plasmas with pulsed injection of hexamethyldisiloxane 
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Optical emission spectroscopy was used to analyze the very-low-frequency cyclic evolution of the 
electron energy and density caused by repetitive formation and lost of dust nanoparticles in argon 
plasmas with pulsed injection of hexamethyldisiloxane (HMDSO, [CH3]6Si2O). After elaboration 
of a Boltzmann diagram for Ar high-lying levels and a collisional-radiative model for Ar 2p 
(Paschen notation) states, temperatures characterizing the low- and high-energy part of the electron 
population were calculated. Relative electron densities were also estimated from relative line 
emission intensities. Both temperatures rose when dust occupation increases, and then decreased 
when dust is lost. The opposite trend was observed for the electron density. Such cyclic behaviors 
of the electron energy and electron density in HMDSO-containing plasmas is in good agreement 
with the evolution processes in dusty plasmas, in which the formation of negative ions followed by 
electron attachment on nanoparticle's surfaces are critical phenomena driving dust growth. 
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Historically, the presence of dust nanoparticles originating from the precursor in reactive 
plasmas was undesired since they would contaminate the coating during plasma enhanced chemical 
vapor deposition (PECVD).1,2 Active research was therefore carried out to eliminate these particles. 
Recently, however, many applications were found for such dusty plasmas.3,4 For example, 
formation of nanoparticles in the plasma can be used to obtain nanocomposite thin films.4-6 
Moreover, in hybrid plasma deposition methods combining PECVD and sputtering, nanoparticles 
can also be composed of the sputtered material.7 Such systems thus represent interesting building 
blocks for the deposition of multifunctional, nanocomposite thin films.7-10  
The physics of dusty plasmas based on silane, methane, and acetylene precursors is rather 
well-documented.11-14 In those cases, the growth of dust nanoparticles occurs through successive 
steps induced by the nucleation through negative ions, followed by a coagulation of clusters, and 
then surface deposition of neutral and ion fragments. The complete set of phenomena induces rather 
complex formation and disappearance dynamics of dust nanoparticles which strongly depends on 
the geometry and operating conditions of the plasma reactor. In recent years, the presence of dust 
in laboratory plasmas as well as the details of their formation and lost dynamics was found to 
induce oscillations of the plasma parameters over a wide range of frequencies.5,14-20 For example, 
in Ar-SiH4 plasmas, the appearance of cyclic signatures in the third harmonic of the RF impedance 
with frequencies in the kHz range was linked to the gas-phase growth of nanocrystals16 while those 
of a few tens of Hz were attributed to the heartbeat of a dust-free region called void.17 Finally, very-
low-frequency plasma oscillations have been observed in RF-PECVD systems in which dust 
nanoparticles are formed.5,15,19,20 
In a recent work,21 dust formation and lost cycles with periods in the 100-300 s range were 
reported during pulsed injection of hexamethyldisiloxane (HMDSO, [CH3]6Si2O) in an axially-
asymmetric RF argon discharge. Light scattering measurements (Hg lamp at 546 nm) were used to 
visualize the presence of dust nanoparticles in the plasma (Fig. 1). In addition to the fast oscillations 
related to the precursor injection (first half of Fig. 1), a very-low-frequency cycle associated to the 
formation and disappearance of dust nanoparticles can also be seen (second half of Fig. 1). This 
periodic phenomenon was found to continue as long as the HMDSO precursor is introduced in the 
plasma. It was further confirmed that the cyclic evolution of dust nanoparticles in such conditions 
induces significant change of the plasma characteristics, in particular the floating potential and the 
spectrally-resolved plasma emission intensities. These two plasma characteristics have opposite 
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behavior: the floating potential gets more negative whereas the plasma emission increases when 
dust nanoparticles are present in the plasma.  
 
FIG. 1. Time evolution of the injection of the HMDSO precursor (dash-dot) for a duty cycle of 0.56 (ton = 2.8 s) and 
the intensity of the scattered Hg-line at 546 nm (solid line); argon pressure p = 5.32 Pa; injected power P = 30 W.  
In this work, we would like to capitalize on the cyclic formation/disappearance dynamics 
of dust nanoparticles during pulsed injection of HMDSO to better understand the electron kinetics 
in such dusty plasmas. Through time-resolved optical emission spectroscopy (OES) measurements, 
it is found that both the electron energy distribution function (EEDF) and electron density exhibit 
cyclic behaviors. Tracking these key plasma parameters is crucial to adequately control the 
nanoparticle size and density, and thus the properties of nanocomposite thin films that can be 
deposited in such highly reactive plasmas.  
The axially-asymmetric RF discharge used in this study has been described in details in 
previous publications.8,21 The RF-driven top electrode (smaller, 10 cm in diameter) was a silver 
target placed in front of a bottom electrode (larger, 12 cm in diameter) with a gap distance equals 
to 3.5 cm. The bottom electrode and the walls were grounded. As mentioned above, one of the 
unique features of the experimental procedure was the pulsed injection of HMDSO with an 
injection time, ton, and a total period, T (T = ton + toff). Effects of the precursor injection time on the 
dust formation dynamics has been previously discussed:21 the very-low-frequency cycle increased 
with ton for a fixed period. In this work, the argon mass flow rate was fixed to 2.35 SCCM (Standard 
Cubic Centimeters per Minute at standard temperature and pressure). A small amount of rare gases 
(0.34 SCCM coming from a single bottle with 40% Ne, 20% Ar, 20% Kr and 20% Xe) was also 
introduced for Trace Rare Gases Optical Emission Spectroscopy analysis (TRG-OES).22,23 Both 
Ar and the mixture of rare gases were continuously injected inside the reactor whether the HMDSO 
injection is on or off. For the HMDSO, the injection time was maintained to 3.5 s with a period of 


































































5 s. All gases were introduced in the plasma reactor using an injection ring.21 The pressure in the 
chamber before HMDSO injection was 5.32 Pa (with Ar and the small amount of rare gases). This 
value slightly oscillated up to 6.13 Pa due to the pulsed injection of HMDSO. Because of the 
asymmetric design of the reactor, the applied RF power (30 W) induced a self-bias voltage on the 
powered electrode between -530 and -590 V (the latter variation was again due to the pulsed 
injection of HMDSO). 
Plasma emission was collected by two optical fibers located 5 mm above the bottom 
electrode. For lower wavelengths (580-750 nm), measurements were taken with a PRINCETON 
Acton advanced 2500 A analyzer. For higher wavelengths (700-900 nm), an AVANTES 3048 
spectrometer was used. Figure 2 shows a typical emission spectrum. In the first part, the four most 
intense lines corresponding to argon de-excitation from high-lying Ar levels (above 14.9 eV) were 
selected. Under optically thin plasma conditions, given the small energy difference between those 
high-lying states (less than 0.2 eV), an excitation/de-excitation equilibrium by electron collisions 
can be assumed. This thermal equilibrium assumption implies that radiative de-excitation is 
negligible compared to collisional ones. For such levels, excitation from the ground, metastable, 
and resonant states is also neglected. In this context, the four emission lines were used to construct 
a Boltzmann diagram to determine an excitation temperature.24 
In the second part of the spectrum, a total of 25 lines have been selected where only the 
strongest are indicated in Fig. 2. They correspond to de-excitation of argon, krypton and xenon 
(2p-to-1s transitions, in Paschen's notation). Inspired by the TRG-OES technique,22,23 these lines 
were used to analyze the electron energy distribution function (EEDF). The TRG-OES method uses 
a trace of rare gases added to the nominally pure Ar plasma. The selected line intensities only come 
from the 2px levels of the different rare gases. They cover emitting energy levels ranging from 9.7 
to 13.5 eV above ground states of argon, krypton and xenon. A collisional-radiative model is here 
considered to describe the excitation and de-excitation kinetics of the different energy levels using 
the electron temperature (assuming Maxwellian EEDF) and the density of metastable states as 
adjustable parameters. The set of cross sections used in the present model was reported in ref.25 All 
Ar, Kr, and Xe emitting states are mostly populated (99%, as computed from the collisional-
radiative model) by electron-impact excitation on the ground levels. In such conditions, the relative 
emission intensities become solely dependent on the electron temperature. Therefore, by 
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comparing the measured emission intensities to those predicted by the model, an electron 
temperature can be deduced. 





































FIG. 2. Emission spectrum of the discharge divided in two wavelengths intervals. The emission spectrum was not 
corrected for the optical response of the spectrometers. However, emission intensities were corrected during data 
analysis.  
 
In absence of HMDSO, the excitation temperature obtained from the Boltzmann diagram, 
TBoltzmann, is 0.21 eV, whereas the electron temperature determined from TRG-OES analysis, 
TTRG-OES, is 1.1 eV. From the charged particle balance equation, the electron temperature for 
nominally pure Ar plasma at 5.32 Pa with a gap between the two electrodes of 3.5 cm can be 
estimated to 2.6 eV.26 This significant difference reveals a departure from Maxwellian distribution; 
an expected feature for the plasma examined in this study.27,28 It is worth highlighting that the two 
temperatures determined by OES are not characteristic of the whole EEDF but rather describe 
specific portions of it. The excitation temperature calculated from the Boltzmann diagrams can be 
attributed to the low-energy part of the EEDF, i.e. typically below 1 eV.28 This is because the 
energy difference between the selected emitting levels is very small (less than 0.2 eV) and the 
number density of  low-energy electrons in RF plasmas is always than the one of high-energy 
electrons. In RF discharges, this group of low-energy electrons originates from ionization and 
oscillates collisionlessly in the RF field, unable to transfer energy gained either from the field or 
from the oscillating sheaths.28 On the other hand, all Xe, Kr, and Ar levels giving rise to the 
measured emission lines between 700 and 900 nm are mostly populated by electron-impact 
excitation on ground states, with energy thresholds ranging from 9.7 to 13.5 eV. The electron 
temperature calculated by TRG-OES therefore describes the high-energy part of the EEDF, which 
corresponds to electron energies between 12 and 18 eV.29 Based on this analysis, the EEDF can be 
divided in three distinct portions, with each of them being described by a different electron 
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temperature. Similar 3-temperatures EEDFs with comparable values of the various electron 
temperatures were already reported for RF argon plasmas.28 This is illustrated in Fig. 3 for an 
effective electron temperature Teff = 2.6 eV, i.e. an average electron energy of 3/2 Teff = 3.9 eV. 
While the low- and high-energy portions of the EEPF are directly given by TBoltzmann and TTRG-OES, 
the mid-energy region cannot be analyzed from the OES analysis. It was therefore extrapolated 
assuming 3/2 Teff = 3.9 eV. The depletion of the high-energy tail with respect to Maxwellian 
distribution presented in Fig. 3 is ascribed to electron energy losses by inelastic collisions 
(excitation, ionization) with insufficient electron-electron collisions to ensure thermalization. 
 
FIG. 3. EEPF of Ar RF plasmas showing 3 separate parts, each of them being described by a Maxwellian-like 
distribution with its own electron temperature. While the low- and high-energy ranges are given by TBoltzmann and TTRG-
OES measurements, the mid-energy region is extrapolated (dashed line) assuming 3/2 Teff = 3.9 eV.  
 
During pulsed injection of HMDSO in the Ar plasma (with small amount of rare gases), 
significant changes of the discharge properties are expected. To examine these aspects, the time 
evolutions of TBoltzmann and TTRG-OES are presented in Fig. 4. These temperatures are shown together 
with the strongest emission line used in each data set (I603.2 nm for the Boltzmann diagram and 
I705.4 nm for TRG-OES). For clarity, both sets of data were smoothed following the Savitzky-Golay 
method. In such cases, only the very-low-frequency cycle ascribed to the formation/disappearance 
of dust nanoparticles with a period of 175 s is visible.21 Both temperatures follow the same 
behavior, with a maximum when the dust concentration in the plasma is higher and a continuous 
decrease with dust disappearance. As for the absolute values, both temperatures decrease when 
HMDSO is introduced in the plasma. During dust formation/lost cycles, TBoltzmann varies between 
0.16 and 0.20 eV and TTRG-OES between 0.85 and 1.30 eV.  
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FIG. 4. Very-low-frequency cyclic evolution of (a) the argon line at 603.2 nm and the TBoltzmann and (b) the argon line 
at 750.4 nm and the TTRG-OES. The power was fixed to 30 W, with HMDSO injection time ton = 3.5 s over a period of 
5 s.  
 
While a good match is observed in Fig. 4 for the time evolution of I603.2 nm, I750.4 nm, TBoltzmann, 
and TTRG-OES, it is worth noticing that the line emission intensity, Ijk (of a transition from level j to 
k) generally depends on many plasma parameters, not only on the electron temperature. Assuming 
that the upper level Ar 2p1 giving rise to the emission at 750.4 nm is mostly populated by electron-
impact excitation on ground state Ar atoms, Ijk can be written as: 
,     (1) 
where ne is the electron density, NAr the argon ground state density, ke is the rate coefficient for 
direct excitation of level j, and Ajk is the Einstein coefficient for spontaneous emission. The time 
evolution of the electron density can thus be estimated from the measured absolute line emission 
intensities assuming an Arrhenius type expression for the reaction rate ke∝exp(-Ej/Te), where Ej is 
the energy of the emitting level j (13.5 eV for the Ar 2p1 level) and Te is the electron temperature 
in eV. Figure 5 shows the time evolution of the electron density (normalized to the value in Ar 
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plasma) obtained from this method by using the Te values obtained from TRG-OES because they 
characterize the high-energy portion of the EEDF, which is responsible for the direct electron-
impact excitation of the emitting Ar 2p1 level. As can be seen in Fig. 5, the electron density first 
sharply increases following HMDSO injection in the nominally pure Ar plasma and then drops by 
about two orders of magnitude when dust nanoparticles populate the discharge following a trend 
opposite to the one of the electron temperatures. Similar behavior was obtained using the krypton 
line at 810.4 nm. 
 
FIG. 5. Time evolution of the electron temperature (TTRG-OES) and electron density calculated from Eq. (1). Absolute 
argon emission line intensity at 750.4 nm was used. For comparison, the electron density determined from the krypton 
line at 810.4 nm is also shown.  
 
The behaviors presented in Figs. 4 and 5 are consistent with the idea that dust particles 
behave as sinks for the electrons in the plasma. More specifically, electrons attach to neutral species 
and very small particles in their nucleation phase, but also to nano- and micro-particles in their 
coagulation and accretion phases. Electron attachment to particles below a few nanometers is 
enhanced in plasmas characterized by low electron temperatures, typically below 0.3 eV.13,30 The 
low-energy group of electrons characterized by TBoltzmann reflects such attachment processes, with 
a cyclic signature correlated to the presence of dust nanoparticles.20 When particles are present in 
significant amount, a decrease of the electron population is observed. This is followed by an 
increase of the electron density when nanoparticles are no longer confined in the plasma due to 
gravity, electrostatic, and ion drag forces. In such dusty plasma conditions, the electron density 
becomes much smaller than the positive ion density and negative charges are mostly carried by the 
dust nanoparticles.30,31 This behavior is consistent with the idea that the plasma gets more 
electronegative when dust grow inside the plasma.21 As a consequence, a substantial increase of 
the electric field (related to the average electron energy) is necessary to ensure that electron and 
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ion losses to the dust nanoparticles are balanced by electron-impact ionization.30-32 Since high-
energy electrons are the ones ensuring direct electron-impact ionization, the temperature of the 
high-energy tail must follow the dust formation/disappearance dynamics, as seen in the 
experiments. 
In summary, the present study demonstrates a cyclic evolution of the electron density and of 
two electron temperatures, TBoltzmann and TTRG-OES, in RF Ar plasmas with pulsed injection of 
HMDSO in correlation with the cyclic formation/disappearance of dust particles. Results for both 
temperatures show rather low mean values with respect to the ones expected from the charged 
particle balance equation. Such departure is ascribed to the presence of a 3-temperatures EEDF, 
with TBoltzmann associated to the low-energy group of electrons (typically below 1 eV) and TTRG-OES 
linked to the high-energy tail (above 12 eV). While the low-energy group of electrons results from 
their collisionless oscillations in the RF field, the depletion of high-energy electrons is ascribed to 
electron energy losses by inelastic collisions. Both temperatures raise when dust occupation 
increases, and then decrease when dust are lost; the opposite trend is observed for the electron 
density. The rise of TBoltzmann with the corresponding decrease of the electron density during growth 
of the nanoparticles is consistent with the attachment of low-energy electrons in the nucleation, 
agglomeration and accretion phases. As for the increase in TTRG-OES in presence of dust, it reflects 
the necessity to balance the electron losses.  
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On propose finalement un addendum à la lettre précédemment publiée. La méthode par 
laquelle les mesures de spectroscopie d’émission optique sont analysées pour obtenir la 
température et la densité électroniques dans un plasma à couplage capacitif à basse pression, 
axialement asymétrique, est expliquée. On montre que la méthode TRG-OES est très sensible à la 
qualité des données acquises et qu’une sélection précise et stable des raies est nécessaire afin de 
caractériser l’évolution temporelle du plasma. 
Dans la lettre, la TRG-OES a été utilisée pour étudier l'évolution de la fonction de 
distribution d'énergie des électrons dans un plasma poussiéreux à basse pression avec un 
comportement cyclique lent pour la formation et disparition des nanoparticules. Pour cette 
approche, un mélange de gaz rares (40 % Ne, 20 % Ar, 20 % Kr et 20 % Xe) est ajouté à un plasma 
d'argon. Cela multiplie le nombre de raies optiques disponibles pour l'analyse. L’HMDSO est 
également introduit en utilisant des pulses d'injection sur une période de 5 s. En utilisant les raies 
d'émission de l’argon, du krypton et du xénon, une température électronique caractérisant les 
électrons de haute énergie a été obtenue. En outre, en exprimant le taux d’excitation par impact 
électronique à partir de l'état fondamental d'un niveau d'émission d'argon avec la formule 
d'Arrhenius et la température électronique obtenue précédemment, il est possible de suivre 
l'évolution de la densité d’électrons de haute énergie. Plus particulièrement, la température 
électronique suit une tendance similaire à l'intensité d'émission du plasma: elle est plus faible au 
début dans le simple plasma Ar/HMDSO et, lorsque les nanoparticules commencent à se 
développer, elle augmente après l’apparition du mécanisme d’attachement électronique à la surface 
de ces dernières. La valeur de Te revient à sa valeur initiale lorsque les poussières sont pompées 
hors de la chambre. 
Globalement, dans ces expériences, le temps d'intégration des mesures de spectroscopie 
était très faible, ce qui a donné de faibles intensités des raies. En effet, la raie la plus forte, celle de 
l’argon à 750,4 nm, possédait une intensité d'environ 3 000 comptes/s dans des conditions 
poudreuses, pour un maximum de 60 000 comptes/s pour la caméra CCD utilisée. En conséquence, 
au cours du cycle de formation et de disparition des poussières, certaines lignes ont été perdues de 
sorte que la sélection de raies utilisée dans l’analyse par le modèle CR variait au cours de 
l’expérience. Cette différence est indiquée dans le Tableau 1 pour des spectres typiques obtenus en 
présence et en absence de poussières. Bien entendu, la perte de toutes les raies du xénon dans les 
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conditions non-poudreuses modifie l’intervalle d’énergie de l’analyse de la fonction de distribution 
en énergie des électrons, ce qui est particulièrement critique dans un plasma non-maxwellien tel 
que celui-ci. Il a également été observé que toutes les raies du krypton pouvaient être perdues pour 
certaines mesures. Suite à ces remarques, il a été déterminé qu’une nouvelle analyse des mesures 
par le modèle CR où la sélection de raies est constante pour tous les spectres est nécessaire. 
Tableau 1: Exemple de la sélection des raies d'émission des gaz rares utilisée pour l’analyse par le 
modèle CR en présence et en l’absence de poussières. 
En présence de poussières  En l’absence de poussières 












































Le graphique du haut de la Figure 5-1 présente la température électronique rapportée dans 
la lettre [92] en bleu, où, pour chaque spectre, le modèle prend toutes les raies disponibles. Les 
tirets rouges indiquent la température électronique dans le cas où la sélection de raies est constante 
pour toute de l’expérience. Le temps d'intégration étant faible, seules 4 raies d'argon se sont avérées 
observables dans tous les spectres, à savoir celles à 750,4, 751,5, 763,5 et 794,8 nm. Le résultat est 
plus élevé d'environ 1,5 eV. De plus, un modèle révisé présenté par Boivin et al. [93] permet 
d’inclure le phénomène d’auto-absorption des raies. La ligne verte dans ce graphique correspond à 
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la valeur de Te résultant de ce modèle, traitant le même ensemble de données et sélectionnant les 
mêmes quatre raies d'argon. Les résultats sont très similaires, à l’exception de variations moins 
importantes entre des conditions de plasma poussiéreux et non-poussiéreux. Il convient de noter 
qu’à ce stade, la technique TRG-OES n’est plus utilisée car seules les lignes d’argon sont utilisées. 
Comme mentionné ci-dessus, une densité d'électrons à haute énergie peut être obtenue en 
unités arbitraires en utilisant la formule d'Arrhenius pour estimer le taux d’excitation d’un certain 
niveau 2p. Le second graphique de la Figure 5-1 montre la densité électronique estimée avec la 
valeur de la température électronique révisée. Comme la valeur de Te est plus élevée en utilisant 
uniquement les quatre raies d'argon, la variation de la densité électronique est beaucoup plus faible, 
même si la variation de la température électronique est légèrement supérieure. Sinon, les 
comportements demeurent similaires. 
Le dernier graphique de la Figure 5-1 montre les résultats du modèle révisé avec de 
nouvelles données récoltées dans les mêmes conditions qu’aux graphiques du haut. Ces mesures 
ont par contre été effectuées avec un temps d'intégration plus élevé, ce qui a entraîné une 
diminution importante des erreurs de sortie. En effet, contrairement à la température électronique 
présentée précédemment, ces résultats n'ont pas besoin d'être lissés. Il est même possible de voir 
un second comportement cyclique à une fréquence plus élevée correspondant à la réaction 
instantanée du plasma à l'injection pulsée de HMDSO. L'autre comportement se déroulant à une 
échelle de temps supérieure est similaire aux résultats précédents. Les raies étant plus intenses, cela 
signifie que davantage de raies étaient également disponibles. Les résultats avec quatre raies 
additionnelles (801,5, 810,4, 811,5 et 840,8 nm) ont donné approximativement le même 
comportement, séparées de seulement 0,1 eV dans des conditions non-poudreuses. 
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)  Modèle Donnelly avec toutes les raies disponibles (Ar, Kr, Xe)
 Modèle Donnelly avec les 4 raies d'Ar sélectionnées
 Modèle révisé Boivin avec les 4 raies d'Ar sélectionnées 
(a)
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 Modèle Donnelly avec toutes les raies disponibles (Ar, Kr, Xe)



























 Modèle révisé Boivin avec 4 raies d'Ar sélectionnées 
 Modèle révisé Boivin avec 8 raies d'Ar sélectionnées 
 
Figure 5-1 : (a) Évolution de la température électronique lissée obtenue par l’analyse des mesures 
utilisées pour les travaux présentés dans Garofano et al. [92] pour différentes sélections de raies, 
avec le modèle de Donnelly et al. [91] et le modèle révisé de Boivin et al. [93]; (b) évolution de la 
densité électronique obtenue pour différentes sélections des raies; (c) évolution de la température 
électronique obtenue avec de nouvelles mesures, dans les mêmes conditions, avec le modèle révisé 
et en se servant de 4 et 8 raies d’argon. 
Dans cet addendum, l’importance du choix des raies sélectionnées pour l’analyse par la 
méthode TRG-OES précédemment détaillée a été révélée. La sélection doit avant tout rester 
constante tout au long de l’expérience. Cela signifie que, dans les présentes conditions, le signal 
optique de la trace de gaz rares ne peut malheureusement pas être utilisé. L'utilisation d'un modèle 
révisé avec un nouvel ensemble de données, récoltées avec un temps d'intégration plus élevé, donne 
des évolutions de la température électronique significativement mieux définie 
