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Abstract
We study networks of biochemical reactions modelled by continuous-time Markov processes. Such
networks typically contain many molecular species and reactions and are hard to study analytically
as well as by simulation. Particularly, we are interested in reaction networks with intermediate
species such as the substrate-enzyme complex in the Michaelis-Menten mechanism. Such species are
virtually in all real-world networks, they are typically short-lived, degraded at a fast rate and hard
to observe experimentally.
We provide conditions under which the Markov process of a multiscale reaction network with
intermediate species is approximated by the Markov process of a simpler reduced reaction network
without intermediate species. We do so by embedding the Markov processes into a one-parameter
family of processes, where reaction rates and species abundances are scaled in the parameter. Further,
we show that there are close links between these stochastic models and deterministic ODE models
of the same networks.
1 Introduction
Reliable mathematical models of biochemical reaction networks are of great interest for the analysis of
experimental data and theoretical biochemistry. Such models can provide qualitative information on
biochemical systems as well as provide means to simulate networks and to estimate unknown parame-
ters. The classical stochastic model of a reaction network is a continuous-time Markov process, where
the states are configurations of species numbers and the transitions are changes caused by reactions.
We refer to this Markov process as a stochastic reaction network (SRN). Unfortunately the set of reac-
tions and chemical species is often very large, and the related Markov process is too complicated to be
studied analytically or by modern computers. Thus, the necessity of simplifying the full model arises.
Perhaps the first result in this direction is due to Kurtz [1972], where a deterministic weak limit for
stochastic reaction networks is obtained [see also Kurtz, 1977/78]. More recently, in Ball et al. [2006],
Kang and Kurtz [2013], Pfaffelhuber and Popovic [2013], similar asymptotic results have been obtained
under more general scaling conditions than those applied in Kurtz [1972, 1977/78]. Here the limit might
have stochastic as well as deterministic components, and the limit network might consist of simplified
reactions with fewer species. In this context the concept of model reduction arises naturally.
A famous and well studied example of a biochemical system is the Michaelis-Menten mechanism
for enzyme kinetics [Cornish-Bowden, 2004, Kang and Kurtz, 2013, Ha¨rdin et al., 2009, Thomas et al.,
2012, Rao and Arkin, 2003]. It is described by the reactions
E +R H E + P
where E denotes an enzyme, R a reacting substrate and P a product. H is an intermediate, or transient,
species formed by E and R, and it is usually unstable. Whenever a reaction occurs, say E + R → H ,
then the number of molecules changes accordingly, that is, the numbers of E and R molecules are each
reduced by one, while the number of H molecules is increased by one.
If we assume that at least one of the reactions H → E+R and H → E+P is so fast that a produced
molecule of H is quickly degraded before any other reaction takes place (that is, at any time at most
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one molecule of H is present), then it seems reasonable that the Markov process could be approximated
by a simpler Markov process, corresponding to the reduced reaction network
E +R E + P
where the reaction rate is determined from the original reaction rates. Intuitively, the rate is the rate of
E +R → H multiplied by the probability that the reaction H → E + P occurs instead of H → E + R.
Under this reduction the number of enzyme molecules E becomes constant. In essence, we are here
dealing with time-scale separation, in addition to species elimination and dimensionality reduction (both
in terms of the number of reactions as well as the number of species).
Another, perhaps more interesting example, is the following reaction network:
E +R
H1
H2
H3
E + P1
E + P2
(1.1)
It describes the catalytic transformation of a species R into the species P1 or P2, through a chain of
intermediate steps, denoted by the species H1, H2 and H3. Whenever the reaction E+R→ H1 occurs, a
sequence of reactions between intermediate species will take place (for example, H1 → H3 → H1) before
a final complex is produced, such as E + P1. If the time spent in intermediate states is small, we might
approximate the reaction paths proceeding through the formation and quick degradation of intermediate
species by direct reactions. In other words, it is reasonable to contract reaction paths passing through
any intermediate species to obtain
E +R
E + P1
E + P2
for a suitable choice of reaction rates. Note that there is an infinite number of such reaction paths.
We will provide conditions that guarantee that the original SRN can be well approximated, in a certain
sense, by the reduced SRN, or more accurately, that the Markov process describing the original system
is well approximated by the Markov process of the reduced system.
For this aim, we introduce a family of kinetics (reaction rates) indexed by a parameterN and study the
relationship between the original and the reduced SRNs as N →∞. The analysis builds on the previous
work Feliu and Wiuf [2013a] [see also Feliu and Wiuf, 2012, 2013b], as well as on Ball et al. [2006],
Kang and Kurtz [2013], Pfaffelhuber and Popovic [2013]. In Feliu and Wiuf [2013a], a mathematical
framework is developed for the elimination of intermediate species in deterministically modelled reaction
networks, using ODEs. Properties of the steady states in the original ODE system are related to similar
properties of the steady states in the reduced ODE system by means of a formal relationship between
the original and the reduced network. Here we are not concerned about the steady states nor about the
equilibrium distributions of SRNs, but about the trajectories of SRNs up to a finite fixed time T > 0.
Our aim is to approximate the dynamics of the original system with intermediate species by means of
the dynamics of a simplified model, where intermediate species are eliminated. Though we arrive at our
reduced model through a different route than Feliu and Wiuf [2013a], we will show that there are close
links to ODE models and that our reduced network in fact is that of Feliu and Wiuf [2013a].
We will study different types of convergence of stochastic processes associated with SRNs as N →∞.
The limit is taken assuming that the consumption rates (at least some of them) of the intermediate
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species approach infinity according to N . Also the molecular abundances might be scaled in powers
of N in the spirit of the multiscale analysis performed in Ball et al. [2006], Kang and Kurtz [2013],
Pfaffelhuber and Popovic [2013]. These papers deal with various forms of model reduction. However,
the elimination of intermediate species we aim to achieve is not possible in these settings. On the other
hand, our approximating model might in some cases be further reduced by techniques developed in these
papers, hence our approach might be considered complementary to theirs.
2 Preliminaries and definitions
The space of real (natural) vectors with entries indexed by a finite set A is denoted by RA (NA), and
for any vector v ∈ RA (NA), we denote the entry corresponding to a ∈ A by v(a). Moreover, for any
two vectors v, w ∈ RA (NA) we write v > w if the inequality holds component-wise. Furthermore, |v|
denotes the usual Euclidean norm of v. Finally, if A is a finite set, we let #A denote the cardinality of
A. Given two real numbers x, y, we will often use the notation x ∨ y or x ∧ y to denote the maximum
and the minimum of x and y, respectively.
A reaction network consists of a set of species X , a set of complexes C, and a set of reactions R.
Formally, X is a finite non-empty set {S1, S2, . . . , Sn}, C = {y1, y2, . . . , ym} is a non-empty set of non-
negative linear combinations of elements of X and R is a finite non-empty subset of C × C, such that
(yi, yi) 6∈ R for all i. We identify X and C with finite subsets of NX . If (yi, yj) ∈ R we write yi → yj
and we say that yi is the reactant and yj is the product. Throughout the paper we will denote an object
O associated with a reaction r : yi → yj by Or or Oij indifferently. Furthermore, for each reaction
r : yi → yj ∈ R, we define the reaction vector
ξr = yj − yi.
For further background on reaction networks, see E´rdi and To´th [1989], Anderson and Kurtz [2011].
A complex y ∈ C is given as y = (y(S1), . . . , y(Sn)) and y(S) is called the stoichiometric coefficient
of the species S in y. Furthermore, we define the support of y as the set of species S such that y(S) > 0,
in which case we write S ∈ y. Moreover, define CS as the complexes whose support contains S and RS
as the reactions in R that change the counts of S:
CS = {y ∈ C : S ∈ y} , (2.1)
RS = {r ∈ R : ξr(S) 6= 0} . (2.2)
Finally, we define a kinetics K as a set of functions indexed by R of the form
λr : N
X
≥0 → R≥0
x 7→ λr(x).
Intuitively, λr is the rate by which reaction r occurs and it will be referred to as the reaction rate. We
allow reaction rates to be constantly 0, in which case the corresponding reaction could be removed from
the network.
A reaction network equipped with a kinetics can be modelled as a continuous-time Markov process
X· on N
X , where Xt(S) is the number of molecules of the species S at time t. Taken together with K and
X·, a reaction network is called a stochastic reaction network (SRN ). The state of X· changes whenever
a reaction takes place, for example, if the reaction r occurs at time t∗ the new state is
Xt∗ = Xt∗− + ξr.
The kinetics K represents the transition rates for the process X·, such that
Xt = X0 +
∑
r∈R
ξrYr
(∫ t
0
λr(Xs)ds
)
, (2.3)
with Yr(·) independent and identically distributed unit-rate Poisson processes [Kurtz, 1977/78]. The
random variable Yr
(∫ t
0
λr(Xs)ds
)
counts how many times the reaction r has occurred up to time t. This
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stochastic model is typically chosen if the number of reactant molecules is low, so that the behaviour of
the system is similar to the evolution of a jump process. Changes occur only in a discrete set of time
points and it is uncertain which reaction will take place next.
A typical choice of kinetics is mass-action kinetics, where the reaction rate of r : yi → yj is given by
λr(x) = kr
∏
S∈yi
x(S)!
(x(S) − yi(S))!
1{x(S)≥yi(S)},
and kr are non-negative real numbers, called rate constants. We usually express this as yi
kr−→ yj . Note
that the reaction rates are proportional to the number of ordered subsets of molecules that can give rise
to an occurrence of the reaction. This choice of kinetics is natural if we assume the system is well stirred.
To define a reduced reaction network we introduce the concept of an intermediate species [Feliu and Wiuf,
2013a].
Definition 2.1. Let (X , C,R) be a reaction network and V ⊂ X . We say that the species in V are
intermediate species (or simply intermediates) if the following conditions hold:
• for each H ∈ V and y ∈ C, if H is in the support of y, then y = H . This implies that V ⊂ C.
• for each H ∈ V , there is a directed path of complexes such that
yi → Hℓ1 → · · · → H → · · · → Hℓk → yj
for some complexes yi, yj ∈ C \ V and Hℓi ∈ V for all 1 ≤ i ≤ k. The path
Hℓ1 → · · · → H → · · · → Hℓk
is called a chain of intermediates.
According to the definition, intermediate species always appear alone and with stoichiometric coeffi-
cient one. For example, the species H in the Michaelis-Menten mechanism and the species H1, H2 and
H3 in (1.1) meet Definition 2.1. We denote by U , W the subsets of C such that
• for all y ∈ U , there exists H ∈ V , such that y → H ∈ R
• for all y ∈ W , there exists H ∈ V , such that H → y ∈ R
We refer to U and to W , respectively, as the initial reactants and the final products. In general the two
sets can have non-empty intersection (as in Example 3.1). For any initial reactant yi we introduce the
set Vi of intermediate species H such that yi → H ∈ R. We index the set V using the ordering of the set
C, such that Hℓ = yℓ for any intermediate Hℓ ∈ V . Further, we introduce the index sets U , V , Vi and
W of U , V , Vi and W , respectively, such that
U = {yi}i∈U , V = {Hℓ}ℓ∈V , Vi = {Hℓ}ℓ∈Vi , W = {yj}j∈W .
3 The Reduced Stochastic Reaction Network
Let (X , C,R) be a reaction network equipped with a kinetics K and let V ⊂ X be a set of intermediate
species.
The reduced reaction network obtained from (X , C,R) is the triple
(X \ V , C \ V , R∗), (3.1)
where R∗ consists of the reactions in R not involving intermediates and the reactions yi → yj, where yj
is obtainable from yi through a chain of intermediate species of (X , C,R), as in Definition 2.1. Thus, the
intermediate species have been eliminated from the original network by contraction of reaction paths.
If (X , C,R) is equipped with a kinetics K, then (X \V , C \V ,R∗) inherits a kinetics K∗ from (X , C,R)
if certain additional conditions are fulfilled. To define K∗ we first make the following assumption:
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Assumption 1 (Rate functions and intermediates). The consumption of the intermediate species is
governed by mass-action kinetics, that is for any ℓ, ℓ′ ∈ V and j ∈ W ,
λℓj(x) = kℓjx(Hℓ), and λℓℓ′(x) = kℓℓ′x(Hℓ),
for some non-negative constants kℓj , kℓℓ′ . This condition implies that any molecule of an intermediate
species will be consumed at a constant rate. Further, we assume that all other reaction rates do not
depend on Hℓ.
Let X· be the process associated with (X , C,R). We enlarge the filtration of X· by the σ-algebras σt,
such that σt contains the information on the evolution up to time t of every occurrence of a molecule of
an intermediate species in the experiment. In particular, we introduce a Markov process, that describes
the dynamics, or fate, of a molecule of an intermediate species. Consider the n-th reaction occurring in
X· that turns a non-intermediate complex into an intermediate species. Let this reaction be yi → Hℓ
and assume it takes place at time tn. The intermediate molecule Hℓ will eventually be transformed into
a final product yj. The chain of transformations leading to yj can be described by a continuous-time
Markov chain Cn(·), starting at time tn, with state space V ∪W and Cn(tn) ∈ V . The final products are
treated as absorbing states for the Markov process. The transition rate matrix, which is independent on
n, has the following block structure:
Q =
 QV,V QV,W
0 0
 , (3.2)
where
qℓℓ′ = kℓℓ′ for all ℓ, ℓ
′ ∈ V with ℓ 6= ℓ′
qℓj = kℓj for all ℓ ∈ V and j ∈W
qℓℓ = −
∑
ℓ′∈V
kℓℓ′ −
∑
j∈W
kℓj for all ℓ ∈ V.
We define by τn the time until the production of the final product, i.e.
τn = inf {t ≥ tn : Cn(t) ∈ W} − tn,
and for all ℓ ∈ Vi, we define by πℓj the probability that the final product produced is yj , given that the
intermediate chain started in Hℓ. Namely,
πℓj = P (Cn(tn + τn) = yj |Cn(tn) = Hℓ ) , (3.3)
with πℓj = 0 if j /∈ W . Since Cn(·) is a finite state Markov process with absorbing states, τn is almost
surely finite. Moreover note that πℓj does not depend on n, since Q does not depend on n. In this
context, we have
σt = σ (Xs, Cn(s) : s ∈ [0, t], n ∈ N) . (3.4)
Let K be a kinetics fulfilling Assumption 1. If we let λiℓ = 0 whenever yi → Hℓ /∈ R, then the kinetics
K∗ of the reduced reaction network is defined by
λ∗ij(x) = λij(x) +
∑
ℓ∈Vi
πℓjλiℓ(x), (3.5)
for any yi → yj ∈ R∗. Thus, the rate of a reaction originating from a chain of intermediates is the sum
of the rates λiℓ(·) by which the first intermediate is produced from yi multiplied by the probability πℓj
that the chain ends in yj . To this we add λij(·) if the reaction yi → yj is already in R.
Our main goal is to prove that the behaviour of X·, under certain conditions, is captured by the
behaviour of the process associated with the reduced SRN. In the broader setting of multiscale mod-
els [Ball et al., 2006, Kang and Kurtz, 2013, Pfaffelhuber and Popovic, 2013], we prove that a suitable
rescaled version of X· can be approximated by a similarly rescaled version of the process of the reduced
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SRN. We will show this by constructing a particular process Z· on the same probability space as X·,
which is distributed as the process associated with the reduced SRN, and by further proving convergence
in probability of the difference between the rescaled versions of X· and Z· in various senses. Specifically,
we are able to prove uniform punctual convergence in probability to zero as well as convergence in oc-
cupation measure (cf. Theorems 4.3 and 4.7). Under additional assumptions, we prove convergence in
probability to zero of the difference of the rescaled processes in the Skorohod topology (cf. Theorems 4.5
and 4.7).
The reduced reaction network defined here is the same as the reduced reaction network introduced in
Feliu and Wiuf [2013a]. Moreover, the procedure to obtain the kinetics of the reduced model coincides
with that in Feliu and Wiuf [2013a]. We prove this in Theorem 3.1. It is worth noting, however, that the
aims of Feliu and Wiuf [2013a] and this paper are very different. Indeed, we study various convergences of
the stochastic processes associated with (X , C,R), while in Feliu and Wiuf [2013a] the reaction networks
are deterministically modelled through a system of ODEs, and a relation between the steady states of
the original and the reduced models is investigated.
In Feliu and Wiuf [2013a], the kinetics of the reduced reaction network is given by
λ˜ij(x) = λij(x) +
∑
ℓ∈Vi
kℓjµiℓ(x), (3.6)
where µiℓ is defined as follows: consider the labelled directed graph Gxi with node set V∪{⋆} and labelled
edge set given by:
• Hℓ
kℓℓ′−−−−−−→ Hℓ′ if kℓℓ′ 6= 0 and ℓ 6= ℓ
′
• Hℓ
∑
j∈W kℓj
−−−−−−→ ⋆ if
∑
j∈W
kℓj 6= 0
• ⋆
λiℓ(x)
−−−−−−→ Hℓ if λiℓ(x) 6= 0
(3.7)
We recall some notion from graph theory: let G be a labelled directed graph. A labelled spanning tree
of G rooted at some node g is a labelled directed graph ζ satisfying the following conditions:
i) the set of nodes of ζ coincides with the set of nodes of G;
ii) any directed edge of ζ is a directed edge of G, and the labels are conserved;
iii) ζ contains no cycle;
iv) for any node g′ 6= g, in ζ there exists a directed path from g′ to g.
Let Θxi (·) be the set of labelled spanning trees of G
x
i rooted at the argument, and let w(·) be the product
of the edge labels of the tree in the argument. Then, µiℓ(x) is defined as
µiℓ(x) =
∑
ζ∈Θxi (Hℓ)
w(ζ)∑
ζ∈Θxi (⋆)
w(ζ)
. (3.8)
There might be no spanning tree rooted at a given intermediate species for some x ∈ NX . In that case,
µiℓ(x) is 0. The denominator is always strictly positive as any intermediate is eventually turned into a
non-intermediate (Definition 2.1). The proof of the following result is given in Section 6.
Theorem 3.1. For all x ∈ NX , i ∈ U , j ∈W , we have λ∗ij(x) = λ˜ij(x), hence (3.5) and (3.6) coincide.
Below we give an example of a reduced SRN.
Example 3.1. Consider the reaction network with intermediate species H1, H2, taken with mass-action
kinetics
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E +R
H1
H2
E + P1
E + P2
k1
k2
k3
k4
k5
k6
k7
k8
In this case there is only one initial reactant, namely E+R, while the final products are E+R, E+P1 and
E + P2. Therefore the set of initial reactants and the set of final products have non-empty intersection.
If we let E+P1 = y3 and E+P2 = y4, then, by summing the probabilities of all possible paths from H1
to E + P1, we find that
π13 =
k4
k3 + k4 + k5
∑
n∈N
(
k5
k3 + k4 + k5
·
k7
k6 + k7
)n
=
k4(k6 + k7)
(k3 + k4)(k6 + k7) + k5k6
.
Similarly, we calculate π14, π23 and π24 and obtain
π14 =
k5k6
(k3 + k4)(k6 + k7) + k5k6
,
π23 =
k4k7
(k3 + k4)(k6 + k7) + k5k6
,
π24 =
(k3 + k4 + k5)k6
(k3 + k4)(k6 + k7) + k5k6
.
The reduced reaction network with mass-action kinetics is therefore
E +R
E + P1
E + P2
k1π13 + k2π23
k1π14 + k2π24
k3
(3.9)
4 Results
Before formalising the setting and the assumptions, we provide some examples to motivate it. Recall
Example 3.1. Intuitively, the reduced SRN behaves similarly to the original SRN if the time spent
in intermediate states (states with at least one intermediate molecule being present) is insignificant
compared to the time spent in other states. Thus, it is natural to consider situations for which the
reaction rates out of intermediate states are all high, though this is not what is required for our results
to hold (Example 4.6).
Consider a reaction network (X , C,R) and a sequence of kinetics KN indexed by N ∈ N. Let XN· be
the process (2.3) associated with the kinetics KN . Generally, we will have in mind that the consumption
rates of the intermediates species increase in N . We will consider a multiscale setting, where the species
abundances also are scaled according to N . Hence, we consider the asymptotic behaviour of the process
XN· as N → ∞, when both species abundances and rate constants depend on N , similarly to what is
done in Ball et al. [2006], Kang and Kurtz [2013], Pfaffelhuber and Popovic [2013].
To increase readability, in the examples the reaction rates depending on N are simple powers of N
with no prefactors (e.g. N2 rather than kN2). In the results these restrictions are not assumed and more
general forms of reaction rates are allowed.
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Example 4.1. Consider the SRN from Example 3.1 with rate constants
E +R
H1
H2
E + P1
E + P2
k1
k2
N
N3
N3
N2
N2
k3
(4.1)
The reduced SRN has reaction rates given by (3.9) with
πN13 =
2N3
3N3 + 2N
, πN14 =
N3
3N3 + 2N
, πN23 =
N3
3N3 + 2N
, πN24 =
2N3 +N
3N3 + 2N
.
We assume that the molecular abundances of R,P1, P2 are of order O(N), while X
N
t (E) = O(1). We
further assume that at time 0 there are no intermediates present, that is, X0(H1) = X0(H2) = 0.
The expression O(N) will be made precise later, but it indicates that at a typical time t > 0, the
molecular abundances of R,P1, P2 are of the same order of magnitude as N . With the assumption on the
abundances, the rates of the reactions E+R→ H1, E+R→ H2 and E+P2 → E+R are of order O(N),
while the intermediate species are consumed considerably faster. Therefore it seems reasonable that the
intermediates might be eliminated from the description of the system and the dynamics described by the
simpler reduced SRN in (3.9). We will show that the dynamics of the reduced SRN approximates the
dynamics of (4.1) for N large. Specifically, we will show that the difference between the two stochastic
processes associated with the two networks converges to 0 in the sense of Theorems 4.3 and 4.7 for
N →∞.
Example 4.2 (trapped in the intermediate chain). Consider the same reaction network as in Example
4.1, but with slightly changed reaction rates. The reaction H2 → E +P2 is slowed down and has rate N
(before N2). The reaction H1 → H2 is accelerated and has rate N4 (before N3). All other rates are left
unchanged. We assume as before that the molecular abundances of R,P1, P2 are of order O(N), while
XNt (E) = O(1). Although the intermediate species are consumed faster than the other species (the life
time of a molecule of H1 and of H2 are of order O(1/N
4) and O(1/N2), respectively), it is not possible
to approximate the above SRN with one of the form (3.9), for any choice of kinetics. Indeed, it is more
likely that an intermediate molecule is transformed into another intermediate molecule than into one of
the two final products, E+P1 and E+P2. On average, an intermediate molecule will undergo the cycle
of transformations H1 → H2 → H1 N times before producing a non-intermediate complex. Since the
life time of a molecule of H2 is of order O(1/N
2), the expected time until consumption of such a cycle of
intermediates is of the order O(1/N), while the rate of production of intermediate molecules is of order
O(N) when molecules of E are present, according to the hypothesis XNt (R) = O(N). This will result in
a positive number of intermediate species being present at any fixed time t. Therefore, in this case, the
intermediate species cannot be eliminated in the sense of this paper.
Example 4.3 (rescaling of time). Consider the following SRN, which is a modified version of (4.1). The
enzyme E is removed from the product complexes E+P1 and E+P2, and the reaction E+P2 → E+R
is deleted:
E +R
H1
H2
P1
P2
k1
k2
N
N3
N3
N2
N2
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Assume that the molecular abundance of R is of order O(N) and that the molecular abundance of E is
of order O(1). The small amount of enzyme molecules will be consumed fast and none will be produced.
Therefore, after a while, there will be no enzyme molecules present. Each intermediate molecule will
fast produce P1 or P2 and, after that, no other reaction can possibly take place. That is, after a time of
order O(1/N), no reaction will take place. Thus, in order to observe the dynamics of the system, time
should be rescaled by a factor N . That is, the time t˜ = t/N should be considered. This is the same as
studying the SRN with all reaction rates rescaled by a factor of 1/N .
Despite some reaction rates tend to zero with N , our results can be applied to approximate the
dynamics of the SRN. In particular the reduced SRN is given by
E +R
P1
P2
(2k1+k2)N
3N2+2
N2k1+(2N
2+1)k2
3N3+2N
where the magnitudes of the molecular abundances of E, R, P1, P2 are the same as in the full reaction
network.
4.1 Assumptions
Let (X , C,R) be a SRN with a set of intermediate species V ⊂ X , let KN be a sequence of kinetics
indexed by N ∈ N, and let XN· be the corresponding stochastic process (2.3). Define
R0 = {yi → yj ∈ R : yi /∈ V} , (4.2)
R1 = {yi → yj ∈ R : yi, yj /∈ V} ⊂ R
0. (4.3)
Specifically, R0 is the set of reactions whose reactant is not an intermediate, while R1 is the set of
reactions not involving intermediates at all.
Fix a non-negative vector of scaling coefficients, α = (α(S))S∈X\V ∈ R
X\V
≥0 , and define the rescaled
process,
X̂Nt = N
−αp(XNt ), (4.4)
where p : RX → RX\V is the projection onto the non-intermediate species space and the multiplication
N−αp(XNt ) is intended component-wise. The process X̂
N
· is the rescaled process in the sense of Ball et al.
[2006], Kang and Kurtz [2013], Pfaffelhuber and Popovic [2013] for the non-intermediate species. Since
α(S) might differ from species to species, X̂N· is a multiscale process.
Assumption 2. Let α be given as in (4.4).
(i) (Rate functions and intermediates) We assume that (X , C,R) equipped with KN satisfies Assump-
tion 1 for all N ∈ N.
(ii) (Rescaling of abundances) We assume that for any non-intermediate species S ∈ X \ V ,
X̂Nt (S) = O(1), (4.5)
that is, the scaled abundances do not blow up before time t. To make (4.5) precise, we require that
there exists T > 0 such that for any S ∈ X \ V ,
∀ ν > 0 ∃Υν : lim sup
N→∞
P
(
sup
[0,T ]
X̂Nt (S) > Υν
)
< ν (4.6a)
L
{
t ∈ [0, T ] : lim
N→∞
X̂Nt (S) = 0 a.s.
}
= 0, (4.6b)
where L denotes the usual Lebesgue measure on R.
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(iii) (Convergence of rate functions) We assume that there exist a set of locally Lipschitz functions
{λr(·)}r∈R0 defined on R
X\V
≥0 , fulfilling
x ∈ R
X\V
>0 ⇒ λr(x) > 0,
and a set of non-negative real numbers {βr}r∈R0 such that, for all r ∈ R
0,
N−βrλNr (N
αx) −−−−→
N→∞
λr(x) (4.7)
uniformly on compact sets, where the rate functions λNr are extended to the real vectors by con-
sidering the floor function of the argument.
(iv) (Degradation of intermediates) Let CNn , τ
N
n , t
N
n and π
N
ℓj be as defined after Assumption 1. Let
β∗ℓ = max
i∈U
βiℓ, α
∗
j = min
S∈yj
α(S),
where βiℓ is as in (iii) for r = yi → Hℓ. Moreover, define
pεℓj(N) = P
(
τN1 >
Nα
∗
j ε
Nβ
∗
ℓ πNℓj
∣∣∣∣∣CN1 (tN1 ) = Hℓ, CN1 (tN1 + τN1 ) = yj
)
. (4.8)
By definition of the continuous-time Markov chains CNn (·), for any n
P
(
τNn >
Nα
∗
j ε
Nβ
∗
ℓ πNℓj
∣∣∣∣∣CNn (tNn ) = Hℓ, CNn (tNn + τNn ) = yj
)
= pεℓj(N).
We assume that the size of τNn is controlled, that is, for all ε > 0, ℓ ∈
⋃
i∈U Vi and j ∈W , we have
πNℓjN
β∗ℓ−α
∗
j pεℓj(N) −−−−→
N→∞
0. (4.9)
Sufficient conditions for (4.9) are given in Propositions 4.1 and 4.2.
(v) (Single scale system) For any non-intermediate species S ∈ X \ V , let
R1S = RS ∩R
1 and RS =
{
r ∈ R∗ \ R1 : ξr(S) 6= 0
}
.
Moreover, for all ℓ ∈ Vi and j in the set of complexes indices, let πNℓj be as in (3.3). We assume
that 
∃ γℓj = lim
N→∞
logN π
N
ℓj ∈ [−∞, 0]
∃ lim
N→∞
πNℓjN
−γℓj if γℓj > −∞.
(4.10)
and
max
(
{βr}r∈R1S
∪ {βiℓ + γℓj}ℓ∈Vi,yi→yj∈RS
)
≤ α(S), (4.11)
where βr with r ∈ R0 is as in (iii), and max ∅ = −∞.
Remark 4.1. ‘Single scale system’ in Assumption 2(v) refers to the time scale of the reduced SRN, as
defined in Pfaffelhuber and Popovic [2013].
Remark 4.2. Time rescaling in the sense of Example 4.3 might be considered. It is equivalent to a
rescaling of all the rate functions by a common factor, and therefore equivalent to adding a common
term to all the β’s . Thus, time rescaling is implicitly considered in our framework of model reduction.
We will ignore it in the development of the theory.
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Remark 4.3. Assume mass-action kinetics and assume that for any reaction r : yi → yj ∈ R0, the
constant kNr is of the form N
ηrkr with kr > 0 and ηr ∈ R. Thus,
λNr (N
αx) = Nηrkr
∏
S∈yi
(Nα(S)x(S))!
(Nα(S)x(S) − yi(S))!
1{Nα(S)x(S)≥yi(S)} .
This means that the right scaling for the rate function λNr is
βr = ηr +
∑
S∈yi
α(S) · yi(S) .
Indeed,
N−βrλNr (N
αx) −−−−→
N→∞
λr(x)
uniformly on compact sets, where
λr(x) = kr
∏
S∈yi
α(S)=0
x(S)!
(x(S)− yi(S))!
1{x(S)≥yi(S)}
∏
S∈yi
α(S)>0
x(S)yi(S)1{x(S)>0} .
Remark 4.4. Theorems 4.3 and 4.5 below hold even if (4.10) and (4.11) in Assumption 2(v) are replaced
by the weaker conditions
∃cℓj > 0 s.t. lim sup
N→∞
πNℓjN
β∗ℓ−α
∗
j ≤ cℓj (4.12)
max
(
{βr}r∈R1
S
∪
{
lim sup
N→∞
(
βiℓ + logN π
N
ℓj
)}
ℓ∈Vi,yi→yj∈RS
)
≤ α(S). (4.13)
We will use these in the proof of Theorems 4.3 and 4.5.
Under the assumption that X̂N0 is bounded uniformely on N , condition (4.6a) is fulfilled for a special
class of reaction networks called conservative reaction networks (cf. Remark 4.6). In order to state
suffiecient conditions for (4.9) to hold, for any ℓ ∈ Vi we define
aℓ = min
yj∈Wℓ
α∗j ,
where Wℓ ⊆ W denotes the set of final products which are obtainable from Hℓ through a path of
intermediates. In other words,Wℓ is the set of final products yj such that there exists a path of the form
Hℓ → Hℓ1 → · · · → Hℓk → yj .
The following holds:
Proposition 4.1. Equation (4.9) holds if for all ℓ ∈
⋃
i∈U Vi and ε > 0, we have
Nβ
∗
ℓ−aℓP
(
τN1 > N
aℓ−β
∗
ℓ ε
∣∣∣CN1 (tN1 ) = Hℓ) −−−−→
N→∞
0. (4.14)
Moreover, (4.9) holds if for all ℓ ∈
⋃
i∈U Vi and ε > 0, we have (4.12) and
Nβ
∗
ℓ−aℓE
[
τN1
∣∣CN1 (tN1 ) = Hℓ] −−−−→
N→∞
0. (4.15)
Proof. The first part of the proposition is proven by∑
j∈W
πNℓjN
β∗ℓ−α
∗
j pεℓj(N) ≤ N
β∗ℓ−aℓ
∑
j∈W
πNℓjP
(
τN1 > N
aℓ−β
∗
ℓ ε
∣∣∣CN1 (tN1 ) = Hℓ, CN1 (tN1 + τN1 ) = yj)
= Nβ
∗
ℓ−aℓP
(
τN1 > N
aℓ−β
∗
ℓ ε
∣∣∣CN1 (tN1 ) = Hℓ) .
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The second part of the proposition follows from∑
j∈W
πNℓjN
β∗ℓ−α
∗
jE
[
τN1
∣∣CN1 (tN1 ) = Hℓ, CN1 (tN1 + τN1 ) = yj]
≤ Nβ
∗
ℓ−aℓ
∑
j∈W
πNℓjE
[
τN1
∣∣CN1 (tN1 ) = Hℓ, CN1 (tN1 + τN1 ) = yj]
= Nβ
∗
ℓ−aℓE
[
τN1
∣∣CN1 (tN1 ) = Hℓ] .
Therefore, (4.15) implies that for any j ∈W
πNℓjN
β∗ℓ−α
∗
jE
[
τN1
∣∣CN1 (tN1 ) = Hℓ, CN1 (tN1 + τN1 ) = yj] −−−−→
N→∞
0.
By Markov inequality, this implies that pεℓj(N) tends to zero as N goes to infinity. By (4.12), the latter
leads to (4.9), and the proof is complete.
Since τNn is a phase-type distributed random variable, we can express (4.14) in terms of the exponential
of the transition rate matrix (3.2). Specifically, (4.14) is equivalent to
Nβ
∗
ℓ−aℓ(eℓ)
⊤ exp
(
Naℓ−β
∗
ℓ εQNV,V
)
e −−−−→
N→∞
0 ∀ℓ ∈
⋃
i∈U
Vi,
where (eℓ)
⊤ denotes the transpose of the canonical base vector with a one in the ℓ-th entry and e is the
vector with all entries equal to one. A sufficient condition for (4.15) to hold is given in the proposition
below:
Proposition 4.2. Assume Assumptions 2(i,iii) are fulfilled for some α ∈ RX\V . For all i ∈ U and
ℓ ∈ V , let µNiℓ (x) be as in (3.8) and define
α∗ = min
j∈W
α∗j .
We have that, if
N−α
∗
µNiℓ (N
αx) −−−−→
N→∞
0 (4.16)
for all x ∈ R
X\V
≥0 and for all i ∈ U , ℓ ∈ V , then (4.15) in Assumption 2(iv) holds. Moreover, if α
∗
j = α
∗
j′
for all j, j′ ∈W , then (4.16) is also a necessary condition for (4.15) to hold.
We prove Proposition 4.2 in Section 6. The condition (4.15) is sufficient for (4.9) to hold, but it is
not necessary, as shown in Example 4.6. Before moving on, we make a number of remarks.
4.2 The Process ZN
·
In order to show that the reduced SRN provides a good approximation, under the given assumptions,
of different features of the original SRN, we define a sequence of processes ZN· ad hoc. We choose them
such that for any fixed t the (rescaled) difference
∣∣XNt − ZNt ∣∣ tends to zero in probability, and such
that the process ZN· is distributed as the process associated with the reduced SRN. We will prove other
convergence statements in Theorems 4.3, 4.5 and 4.7.
Recall that p : RX → RX\V is the projection onto the non-intermediate species space. By Assumption
2(i), the reaction rates λNr (·) with r ∈ R
0 do not depend on the counts of intermediates. That is, for
any x ∈ NX ,
λNr (x) = λ¯
N
r (p(x)),
for some function λ¯Nr : N
X\V → R≥0. For the sake of convenience, we will abuse notation and let
λ¯Nr (x) = λ
N
r (x) for all x ∈ R
X\V .
Given the n-th chain of intermediates CNn (·) appearing in relation to the process X
N
· , we denote
by {CNn (·) ∈ Ciℓj} the event that C
N
n (·) originates from the reaction yi → Hℓ and eventually produces
the final complex yj. Such an event is measurable with respect to the σ-algebra σ
N
∞ as introduced in
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(3.4). Furthermore, let MNiℓj(t) denote the number of the chains originated before time t and such that
{CNn (·) ∈ Ciℓj}:
MNiℓj(t) = #
{
n : CNn (·) ∈ Ciℓj , t
N
n ≤ t
}
=
Yiℓ(
∫
t
0
λNiℓ(X
N
s )ds)∑
n=1
1{CNn (·)∈Ciℓj}
.
The processes MNiℓj(·) are therefore arrival processes, and we might represent them in terms of indepen-
dent and identically distributed unit-rate Poisson processes Yiℓj(·) such that
MNiℓj(t) = Yiℓj
(∫ t
0
πNℓjλ
N
iℓ (X
N
s )ds
)
. (4.17)
In this context, Yiℓ(t) =
∑
j∈W Yiℓj(t). Moreover, let t
N
iℓj,n be the time of the n-th jump of the pro-
cess MNiℓj(·), and let τ
N
iℓj,n be a collection of independent random variables distributed as τ
N
1 given
(CN1 ∈ Ciℓj). We now consider the process counting the number of chains of intermediates C
N
n (·)
consumed before time t and such that {CNn (·) ∈ Ciℓj}. Such a process is distributed as
M
N
iℓj(t) =
MNiℓj(t)∑
n=1
1{tN
iℓj,n
+τN
iℓj,n
≤t}.
For any time t, we have MNiℓj(t) ≥M
N
iℓj(t). The process X̂
N
· can be equivalently expressed as
X̂Nt = X̂
N
0 +N
−α
∑
r∈R1
ξrYr
(∫ t
0
λNr (X
N
s )ds
)
+
∑
i∈U
∑
j∈W
(
yj
∑
ℓ∈Vi
M
N
iℓj(t)− yi
∑
ℓ∈Vi
MNiℓj(t)
) , (4.18)
where the Poisson processes Yr(·) are the same as those appearing in (2.3). We will use this representation
in the remaining part of the paper.
We define the process ẐN· on N
−α
N
X\V as
ẐNt = Ẑ
N
0 +N
−α
∑
r∈R1
ξrYr
(∫ t
0
λNr (Z
N
s )ds
)
+
∑
i∈U
∑
j∈W
(yj − yi)
∑
ℓ∈Vi
Yiℓj
(∫ t
0
πNℓjλ
N
iℓ (Z
N
s )ds
) .
(4.19)
For any fixed t ≥ 0, the random variables X̂Nt and Ẑ
N
t are measurable with respect to
σ
(
Yr(s), Yiℓj(s), τ
N
iℓj,n : r ∈ R
1, i ∈ U, ℓ ∈ Vi, j ∈ W,n,N ∈ N and 0 ≤ s <∞
)
.
The above σ-algebra contains information about the Poisson processes Yr(·) for reactions not involving
intermediates, about the Poisson processes Yiℓj(·) that drive MNiℓj(·) and about the delays τ
N
iℓj,n of
the reactions proceeding through intermediates species. It does not contain full information on the
intermediate chains CNn (·), but that is not required in the description of the processes X̂
N
· and Ẑ
N
· . The
random variables we are interested in will all be measurable with respect to the above σ-algebra, and
therefore are defined on the same probability space. Since ẐNt is, up to rescaling, expressed in the form
(2.3), it is distributed as the rescaled stochastic process associated with (3.1).
There is a precise intuition behind the choice of ẐNt as approximating process for the original system.
Consider (4.18): if (4.9) holds, then we expect the lifetime of the intermediate species to decrease with
N . Thus, we could imagine that, for any fixed time t, MNiℓj(t) =M
N
iℓj(t) with high probability and, thus,
that X̂Nt is approximated by
ŴNt = X̂
N
0 +N
−α
∑
r∈R1
ξrYr
(∫ t
0
λNr (X
N
s )ds
)
+
∑
i∈U
∑
j∈W
(yj − yi)
∑
ℓ∈Vi
MNiℓj(t)
 . (4.20)
The process ẐN· in (4.19) is defined analogously to (4.20).
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Unfortunately, we cannot hope for X̂N· to converge weakly to Ẑ
N
· in the Skorohod topology in
general (cf. Example 5.3). However, we will show a uniform punctual convergence in probability as well
as convergence in occupation measure for the difference of the stopped processes X̂N·∧T and Ẑ
N
·∧T , for any
fixed T > 0. Furthermore, we will give additional hypothesis under which the convergence in probability
in the Skorohod space holds.
4.3 Bounded Reaction Rates
Recall thatR0 in (4.2) is the set of reactions whose reactant is not an intermediate. Here we are concerned
with the case when all reaction rates of reactions in R0 are bounded by a power of N , specifically for
any r ∈ R0,
N−βrλNr (x) ≤ Br ∀N ∈ N, ∀x ∈ R
X\V
≥0 , (4.21)
where βr is as in Assumption 2(iii) and Br is a positive constant (later the constant will also be referred
to as Biℓ if in relation to the reaction yi → Hℓ). It is worth mentioning that in this case, (4.6a) in
Assumption 2(ii) is always fulfilled if X̂N0 is stochastically bounded (cf. Remark 4.5). This is desirable
because it suffices to control stochastic boundeness of a real random variable rather than of an entire
stochastic process. Moreover, (4.21) can be assume to hold if the network is conservative and X̂N0 is
bounded independently of N (cf. Remark 4.6).
The proofs of Theorems 4.3 and 4.5 can be found in Section 7, using the relaxed version of Assumption
2(v) as given in Remark 4.4. The weaker condition is sufficient to prove Corollary 4.4 as well.
Theorem 4.3. Assume Assumption 2 is fulfilled for some α ∈ RX\V . Further, assume that
E
[∣∣∣X̂N0 − ẐN0 ∣∣∣] −−−−→
N→∞
0,
and that the initial amounts of the intermediate species are 0. Finally, assume that for any r ∈ R0,
(4.21) holds and λr is Lipschitz. Then, if T is as in Assumption 2(ii), we have that
sup
t∈[0,T ]
E
[∣∣∣X̂Nt − ẐNt ∣∣∣] −−−−→
N→∞
0, (4.22)
In particular, (4.22) implies that for all ε > 0,
sup
t∈[0,T ]
P
(∣∣∣X̂Nt − ẐNt ∣∣∣ > ε) −−−−→
N→∞
0. (4.23)
Finally, for any continuous function f : RX\V → R we have
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Ns )− f(Ẑ
N
s )
)
ds
∣∣∣∣ > ε
)
−−−−→
N→∞
0. (4.24)
Remark 4.5. Assume that (4.21), (4.12), and (4.13) hold. Assume further that X̂N0 is stochastically
bounded, meaning that for every ν > 0 there exists Υν such that for every S ∈ X \ V
lim sup
N→∞
P
(
X̂N0 (S) > Υν
)
< ν.
Our aim is to prove (4.6a). By (4.18)
sup
t∈[0,T ]
X̂Nt (S) ≤ X
N
0 (S) +N
−α(S)
∑
r∈R1S
|ξr(S)|Yr(N
βrBrT )+
+N−α(S)
∑
i∈U
∑
j∈W
2 (yj(S) + yi(S))
∑
ℓ∈Vi
Yiℓj(π
N
ℓjN
βiℓBiℓT ),
where R1S is defined according to (2.2). Using assumptions (4.12), (4.13) and the Law of Large Numbers
for Poisson processes to control the above expression for α(S) > 0, we obtain that, for any ν > 0, there
exists Υ′ν > 0, such that
lim sup
N→∞
P
(
sup
t∈[0,T ]
X̂Nt (S) > Υ
′
ν
)
< ν.
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Remark 4.6. Conservative reaction networks are a special class of reaction networks [Horn and Jackson,
1972]. In a conservative reaction network, a positive linear combination of the species abundances is
preserved throughout time and, hence, the total abundances are bounded from above given any initial
condition. In such class of reaction networks, if X̂N0 is bounded uniformly on N then condition (4.21)
is fulfilled. Indeed, if the original reaction network is conservative, then the reduced reaction network is
conservative as well [Feliu and Wiuf, 2013a]. Let S1 and S2 denote the spaces spanned by the reaction
vectors of the original and of the reduced network, respectively. Moreover let S = p(S1) ∪ S2 ⊂ RX\V .
It can be shown that S2 ⊆ p(S1), but this lies outside our concerns. The initial condition X̂N0 varies in
a compact set K0. Therefore, for any r ∈ R0, we might consider a modified version of the rate functions
λNr , such that
N−βrλNr (N
αx) = 1 ∀x /∈ (S +K1) ∩ R
X\V
≥0 ,
and K1 ⊃ K0 is a compact set. Thus, the limit functions λr in Assumption 2(iii) are 1 outside a compact
set and therefore bounded. Due to (4.7), condition (4.21) is met. In particular, it follows from Remark
4.5 that in this case (4.6a) always holds.
Corollary 4.4. Assume that the assumptions of Theorem 4.3 hold. Then, the difference between the
processes X̂N·∧T and Ẑ
N
·∧T converges in finite dimensional distribution to 0.
Proof. From Theorem 4.3 we have that (4.23) holds for any ε > 0. Thus, for any finite set of time points
{tm}
p
m=0 ⊆ [0, T ] we have that
P
(
max
0≤m≤p
∣∣∣X̂Ntm − ẐNtm∣∣∣ > ε) = P
(
p⋃
m=0
{∣∣∣X̂Ntm − ẐNtm∣∣∣ > ε}
)
≤
p∑
m=0
P
(∣∣∣X̂Ntm − ẐNtm∣∣∣ > ε) −−−−→N→∞ 0,
hence the corollary holds.
We discuss here some applications of Theorem 4.3 and Corollary 4.4.
Example 4.4. Consider the reaction network in Example 4.1. Assumption 2(i) holds. Further, if we let
α(E) = 0 and 0 < α(R) = α(P1) = α(P2) < 2, then Assumption 2(ii-v) are satisfied if we choose the
initial value XN0 proportional to the scaling N
α and βr according to Remark 4.3. Note that the reaction
network is conservative in the sense of Remark 4.6. Thus, (4.21) holds and by Theorem 4.3 and Corollary
4.4, the probability distribution of the process associated with the reduced SRN approximates, in the
sense of Theorem 4.3 and Corollary 4.4, the probability distribution of the process (4.1).
Example 4.5. Consider the Michaelis-Menten mechanism taken with mass-action kinetics:
E +R H E + P
k0
k1N
η1
k2N
η2
Assumption 2(i) is satisfied, as well as (4.21) since the network is conservative. The probability that a
molecule of H is transformed into the complex E +R is k1N
η1/ (k1N
η1 + k2N
η2), while the probability
that it is transformed into the complex E+P is k2N
η2/ (k1N
η1 + k2N
η2). The reduced SRN is given by
E +R E + P
k0k2N
η2
k1N
η1+k2Nη2
If we let that α(E) = 0, α(R) < η1∨η2 and α(P ) = α(R)∧(α(R) + η2 − η1), then Assumption 2(ii-v) are
satisfied if we choose the initial value XN0 proportional to the scaling N
α and βr according to Remark
4.3. In this case, Theorem 4.3 and Corollary 4.4 state in which sense the original process is approximated
by the one associated with the reduced SRN. The magnitudes of the molecular abundances are the same
as in the original system.
In the reduced SRN the amount of enzyme E is conserved. Hence, the model can further be reduced
to
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R P
E0k0k2N
η2
k1Nη1+k2Nη2
where the amount of E molecules constantly equals E0.
Let δ = α(R) + min {0, η2 − η1}. If δ < 0, we wait a time of order O(N−δ) for the first reaction to
occur in the reduced SRN. Thus, we might rescale time in the original SRN by t˜ = N δt. As shown in
example 4.3, this is equivalent to rescale the rate functions. After rescaling, reduction can be performed
again to obtain an approximation of the system’s dynamics.
The following example concerns a network where not all the rates out of intermediate states are high.
Moreover, it shows that condition (4.15) is sufficient for (4.9) in Assumption 2(iv) to hold, but it is not
necessary.
Example 4.6. Consider the SRN taken with mass-action kinetics,
A H1
H2
B
λ(x) N2
NN−2
with α(A) = α(B) = 0. Assumption 2 is fulfilled if we choose the initial value XN0 proportional to the
scaling Nα and βr according to Remark 4.3. This is true even though the consumption rate of H2 tends
to zero. Moreover, the reaction network is conservative, thus by Theorem 4.3, the reduced SRN
A B
λ(x)
provides a good approximation of the dynamics of the original SRN, for N large.
Further, (4.14) holds since for any fixed ε > 0, the probability that a chain of intermediates survives
for a time bigger than ε goes to zero with N →∞. Hence by Proposition 4.1 (4.9) holds as well. However,
in this case (4.15) does not hold. If we denote A = y3 and B = y4, this can be shown by making use of
Proposition 4.2 and
µN32(x) =
Nkλ(x)
N2 ·N−2
= Nkλ(x) −−−−→
N→∞
∞ for any x ∈ R
X\V
≥0 .
For the particular case α > 0, a stronger convergence result than those stated in Theorem 4.3 holds.
The result does not hold generally for all α, as shown in Example 5.3.
Theorem 4.5. Assume the assumptions of Theorem 4.3 are fulfilled and that α > 0. Then, for any
ε > 0,
P
(
sup
t∈[0,T ]
∣∣∣X̂Nt − ẐNt ∣∣∣ > ε
)
−−−−→
N→∞
0. (4.25)
In particular, this implies that the difference between the processes X̂N·∧T and Ẑ
N
·∧T converges weakly to 0
in the Skorohod topology.
4.4 Unbounded Reaction Rates
In this section, we will relax the hypothesis of boundedness in Theorem 4.3. To begin with, we introduce
some new notation. Assume Assumption 2 is fulfilled and let R∗ be defined as in (3.1). Define
β∗ij = max
ℓ∈Vi
{βij , βiℓ + γℓj} ,
where βij , βiℓ is as in Assumption 2(iii). We have that for any reaction r ∈ R∗,
N−β
∗
rλN,∗r (Z
N
t ) −−−−→
N→∞
λ∗r(Ẑt), (4.26)
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where λN,∗r (·) is defined in (3.5) and {λ
∗
r}r∈R∗ (·) is a set of locally Lipschitz functions such that
v ∈ RX>0 ⇒ λ
∗
r (v) > 0
(Assumption 2(iii)). As in Pfaffelhuber and Popovic [2013], we distinguish between fast and slow reac-
tions. Let
Rf =
⋃
S : α(S)>0
{
yi → yj ∈ R
∗
S : α(S) = β
∗
ij
}
Rs =
⋃
S : α(S)=0
{
yi → yj ∈ R
∗
S : α(S) = β
∗
ij
}
.
Moreover, let the vector ξ∗r ∈ R
X be defined by its entries
ξ∗r (S) = lim
N→∞
Nβ
∗
r−α(S)ξr(S).
Specifically, ξ∗r (S) = ξr(S), if α(S) = β
∗
r , and ξ
∗
r (S) = 0, otherwise.
Lemma 4.6. Assume Assumption 2 is fulfilled for some α ∈ RX\V and let T be as in Assumption 2(i).
Assume that up to time T , there exists a unique and almost surely well-defined solution to the equation
Z∗t = Z
∗
0 +
∑
r∈Rs
ξ∗rYr
(∫ t
0
λ∗r(Z
∗
s )ds
)
+
∑
r∈Rf
ξ∗r
∫ t
0
λ∗r(Z
∗
s )ds, (4.27)
where the functions λ∗r are the limit functions (4.26). Then, if Ẑ
N
0 converges in probability to Z
∗
0 , the
process ẐN·∧T converges in probability to Z
∗
·∧T with respect to the Skorohod distance.
Proof. Just note that, in our setting, ZN· is the process associated to a single-scale system satisfying the
condition of Lemma 2.8 in Pfaffelhuber and Popovic [2013], and the result follows.
Example 4.7. Consider again Example 4.1. In Example 4.4, we saw that the reduced SRN approximate
the behaviour of (4.1) for N large, in the sense of Theorem 4.3 and Corollary 4.4. Here we present a
weak limit for the process of the reduced reaction network, given by Lemma 4.6. It is easy to check that
the probabilities πN13, π
N
14, π
N
23 and π
N
24 tend to 2/3, 1/3, 1/3 and 2/3, respectively, for N → ∞. The
weak limit is given by the deterministic system
xt(E) = x0(E)
xt(R) = x0(R) + x0(E)
∫ t
0
(
k3xs(P2)− (k1 + k2)xs(R)
)
ds
xt(P1) = x0(P1) + x0(E)
∫ t
0
2k1 + k2
3
xs(R)ds
xt(P2) = x0(P2) + x0(E)
∫ t
0
(
k1 + 2k2
3
xs(R)− k3xs(P2)
)
ds,
where, according to the choice of α, the counts of the species E and the (scaled) concentrations of the
species R,P1, P2 are considered.
Theorem 4.7. Assume that the hypotheses of Lemma 4.6 are satisfied. Moreover, assume that both X̂N0
and ẐN0 converge in probability to Z
∗
0 . Then, for any ε > 0,
sup
t∈[0,T ]
P
(∣∣∣X̂Nt − Z∗t ∣∣∣ > ε) −−−−→
N→∞
0. (4.28)
Moreover, for any continuous function f : RX\V → R we have
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Ns )− f(Z
∗
s )
)
ds
∣∣∣∣ > ε
)
−−−−→
N→∞
0. (4.29)
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Finally, if α > 0 then
P
(
sup
t∈[0,T ]
∣∣∣X̂Nt − Z∗t ∣∣∣ > ε
)
−−−−→
N→∞
0. (4.30)
The latter gives weak convergence of X̂N·∧T to Z
∗
·∧T in the Skorohod topology.
Proof. Since Z∗ is almost surely unique and well defined, we have that for any ν > 0, there exists a
constant Ψν > 0 such that
P
(
sup
t∈[0,T ]
|Z∗t | > Ψν
)
< ν.
Since the number of species is finite, due to (4.6a) there exists some constant Υ∗ν > 0 such that for N
large enough
P
(
sup
t∈[0,T ]
∣∣∣X̂Nt ∣∣∣ > Υ∗ν
)
< ν.
Let
Ψ∗ν = max {Ψν ,Υ
∗
ν} .
Moreover, let D(h) denote the disc of radius h in R
X\V
≥0 centred in the origin, with respect to the euclidean
norm. For any r ∈ R0, we define λNb,r(·) such that
λNb,r(x) =

λNr (x) if x ∈ D(Ψ
∗
ν)
(1− |x| −Ψ∗ν)λ
N
r
(
Ψ∗ν
|x| x
)
+ (|x| −Ψ∗ν)N
βr if x ∈ D(Ψ∗ν + 1) \D(Ψ
∗
ν)
Nβr otherwise.
These functions are Lipschitz and define a new kinetics KNb . Let X
N
b,·, Z
N
b,· and Z
∗
b,· be the corresponding
processes, with
XNb,0 = X
N
0 1D(Ψ∗ν)
(X̂N0 ), Z
N
b,0 = Z
N
0 1D(Ψ∗ν)
(ẐN0 ) and Z
∗
b,0 = Z
∗
01D(Ψ∗ν)
(Z∗0 ).
With this choice, we have
P
(
XNb,0 = X
N
0
)
≥ 1− ν, P
(
ZNb,0 = Z
N
0
)
≥ 1− ν and P
(
Z∗b,0 = Z
∗
0
)
≥ 1− ν,
at least for N large enough (by hypothesis ẐN0 converges in probability to Z
∗
0 ). Therefore
P
(
sup
t∈[0,T ]
∣∣Z∗b,t∣∣ > Ψ∗ν
)
≤ P
(
sup
t∈[0,T ]
|Z∗t | > Ψ
∗
ν
)
+ ν < 2ν,
P
(
sup
t∈[0,T ]
∣∣∣ẐNt ∣∣∣ > Ψ∗ν
)
≤ P
(
sup
t∈[0,T ]
∣∣∣ẐNb,t∣∣∣ > Ψ∗ν
)
+ ν.
The rates λNb,r(·) satisfy the condition in Theorem 4.3 and
E
[∣∣∣X̂Nb,0 − ẐNb,0∣∣∣] −−−−→
N→∞
0.
From Theorem 4.3, we have
sup
t∈[0,T ]
P
(∣∣∣X̂Nb,t − ẐNb,t∣∣∣ > ε) −−−−→
N→∞
0,
and by Lemma 4.6,
P
(
sup
t∈[0,T ]
∣∣∣ẐNt ∣∣∣ > Ψ∗ν
)
≤ P
(
sup
t∈[0,T ]
∣∣∣ẐNb,t∣∣∣ > Ψ∗ν
)
+ ν −−−−→
N→∞
P
(
sup
t∈[0,T ]
∣∣Z∗b,t∣∣ > Ψ∗ν
)
+ ν < 3ν.
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Putting it all together, we have
lim sup
N→∞
sup
t∈[0,T ]
P
(∣∣∣X̂Nt − ẐNt ∣∣∣ > ε)
≤ lim sup
N→∞
sup
t∈[0,T ]
P
(∣∣∣X̂Nt − ẐNt ∣∣∣ > ε, sup
t∈[0,T ]
(∣∣∣X̂Nt ∣∣∣ ∨ ∣∣∣ẐNt ∣∣∣) > Ψ∗ν
)
+
+ lim sup
N→∞
sup
t∈[0,T ]
P
(∣∣∣X̂Nt − ẐNt ∣∣∣ > ε, sup
t∈[0,T ]
(∣∣∣X̂Nt ∣∣∣ ∨ ∣∣∣ẐNt ∣∣∣) ≤ Ψ∗ν
)
≤ lim sup
N→∞
P
(
sup
t∈[0,T ]
(∣∣∣X̂Nt ∣∣∣ ∨ ∣∣∣ẐNt ∣∣∣) > Ψ∗ν
)
+ lim sup
N→∞
sup
t∈[0,T ]
P
(∣∣∣X̂Nb,t − ẐNb,t∣∣∣ > ε) < 4ν.
Since ν > 0 is arbitrary, we have (4.23). Similarly,
lim sup
N→∞
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Ns )− f(Ẑ
N
s )
)
ds
∣∣∣∣ > ε
)
≤ lim sup
N→∞
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Ns )− f(Ẑ
N
s )
)
ds
∣∣∣∣ > ε, sup
t∈[0,T ]
(∣∣∣X̂Nt ∣∣∣ ∨ ∣∣∣ẐNt ∣∣∣) > Ψ∗ν
)
+
+ lim sup
N→∞
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Ns )− f(Ẑ
N
s )
)
ds
∣∣∣∣ > ε, sup
t∈[0,T ]
(∣∣∣X̂Nt ∣∣∣ ∨ ∣∣∣ẐNt ∣∣∣) ≤ Ψ∗ν
)
≤ lim sup
N→∞
P
(
sup
t∈[0,T ]
(∣∣∣X̂Nt ∣∣∣ ∨ ∣∣∣ẐNt ∣∣∣) > Ψ∗ν
)
+lim sup
N→∞
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Nb,s)− f(Ẑ
N
b,s)
)
ds
∣∣∣∣ > ε
)
< 4ν,
which implies that (4.24) holds. Since ẐN· converges in probability to Z
∗
· in the Skorohod space, by a
version of the continuous mapping theorem [Hoffmann-Jørgensen, 1994, Section 5.4] it follows that
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(ẐNs )− f(Z
∗
s )
)
ds
∣∣∣∣ > ε
)
−−−−→
N→∞
0,
where we used that the Skorohod distance for continuous functions is equivalent to the uniform distance.
Hence, (4.29) is a consequence of triangular inequality. By similar arguments and by Theorem 4.5, if
α > 0 we have
P
(
sup
t∈[0,T ]
∣∣∣X̂Nt − ẐNt ∣∣∣ > ε
)
≤ 4ν + P
(
sup
t∈[0,T ]
∣∣∣X̂Nb,t − ẐNb,t∣∣∣ > ε
)
−−−−→
N→∞
4ν.
If α > 0 then Z∗· is continuous, therefore by Lemma 4.6 we have
P
(
sup
t∈[0,T ]
∣∣∣ẐNt − Z∗t ∣∣∣ > ε
)
−−−−→
N→∞
0.
The proof is then concluded by the arbitrariness of ν, and the triangular inequality.
Remark 4.7. Convergence of the processes X̂N·∧T to the process Z
∗
·∧T in occupation measure is implied
by (4.29) [Kallenberg, 1974, Theorem 4.5].
Corollary 4.8. Assume that the hypotheses of Lemma 4.6 are satisfied. Then, the difference between
the processes X̂N·∧T and Z
∗
·∧T converges in finite dimensional distribution to 0.
Proof. The proof is identical to the proof of Corollary 4.4. Indeed, from Theorem 4.7, we have that
(4.28) holds for any ε > 0. Thus, for any finite set of time points {tm}
p
m=0 ⊆ [0, T ], we have that
P
(
max
0≤m≤p
∣∣∣X̂Ntm − Z∗tm∣∣∣ > ε) = P
(
p⋃
m=0
{∣∣∣X̂Ntm − Z∗tm∣∣∣ > ε}
)
≤
p∑
m=0
P
(∣∣∣X̂Ntm − Z∗tm∣∣∣ > ε) −−−−→N→∞ 0,
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and the result follows.
5 Discussion
We close by presenting a collection of examples and remarks. A particular strength of our approach
is that the reduced reaction network is easily found from the original reaction network and that the
reaction rates of the reduced SRN can be found through a simple algebraic procedure. If the definition
of intermediate species is relaxed, it might still be possible to find an approximating reduced SRN in
concrete cases. However, a general technique does not seem to present itself easily.
We assume mass-action kinetics unless otherwise specified. If the stoichiometric coefficient of the
intermediates were allowed to be different from one, or if different intermediate species were allowed to
interact, our results would not be true in general:
Example 5.1 (Relaxing the definition of intermediates, I). Consider the SRN
A
3H B
2H C
k1
N
k2
N
with α = 0. A single molecule of H could be trapped as the two reactions 3H → B and 2H → A compete
against each other. Thus, there does not exist an approximation without intermediates as in Theorem
4.3 or Theorem 4.7. An approximation with no fast species, however, still exists. Since the dynamics
of the system changes depending on whether a molecule of H is present or not, we might introduce two
dummy variables D1 and D2 with D1+D2 = 1, and D1 = 1 if and only if no molecules of H are present.
Let p̂ denote the projection onto the space of non-dummy variables. The finite dimensional distributions
of p(XN· ) are approximated by the finite dimensional distributions of p̂(Z
N
· ), where Z
N
· is the process
associated with
A+D1
B +D1
C +D1
C +D2
A+D2
B +D2
2C +D1
for a suitable choice of kinetics and with initial conditions X0(D1) = 1 and X0(D2) = 0. A general
reduction technique that can deal with examples of this kind is subject of further investigation. Similar
arguments can be made if intermediate species are interacting, for example, if 3H and 2H are replaced
by H1 +H2 and H1, respectively.
Example 5.2 (Relaxing the definition of intermediates, II). Consider the SRN below with α(C) = α(F ) = 1
and α(A) = α(B) = α(D) = α(E) = 0:
A H1 +H2
B H1
H2C
D
E
F
k1 N7
k2 N
k3 N2
Here, a reaction of type C → H2 can occur before a present molecule of H1 is consumed, leading to the
production of D from H1+H2 → D. It can be shown that the right limit is given by the rescaled process
associated with
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AB
C
D
E
F
k1
k3
where
λNB→E(x) = k2x(B)
N
N + k3x(C)
, λNB→D(x) = k2x(B)
k3x(C)
N + k3x(C)
.
If we change the rate constant of H1 → E to N
2 and let α(B) = α(E) = 1, a different reduced SRN is
obtained in which a new complex appears:
A B + C B CD E F
k1 k2 k3
k2k3
N2
It would be desirable to state Theorem 4.7 in terms of the stronger notion of convergence in probability
in the Skorohod space, or at least in terms of the weak convergence in the Skorohod topology. This is
done for α > 0 (cf. Theorems 4.3 and 4.7), however it cannot be done in general as shown in the next
example.
Example 5.3 (Weak convergence). Consider
A H B
k N
with α(A) = α(B) = 0, and the limit process ẐN· associated with the SRN
A B
k
Since the reduced SRN does not depend on N , we omit N in the notation. The possible states of Ẑ·
satisfy the conservation law Ẑt(A) + Ẑt(B) = M for some fixed M . In contrast, whenever the reaction
A → H occurs in XN· , for a short amount of time at least, X̂
N
t (A) + X̂
N
t (B) ≤ M − 1. The latter
situation happens with positive probability, such that
E
[
inf
[0,T ]
(
X̂Nt (A) + X̂
N
t (B)
)]
− E
[
inf
[0,T ]
(
Ẑt(A) + Ẑt(B)
)]
−−−−→
N→∞
c 6= 0.
Hence, Ẑ·∧T does not provide a weak limit in the Skorohod topology for X̂
N
·∧T . In fact, in this particular
case the sequence of processes X̂N·∧T cannot have a weak limit in the Skorohod topology, since the sequence
of the corresponding distributions PN is not tight.
A natural question arising from the results of this paper is whether the reduced reaction network
could be used to approximate the limit behaviour of the full model as t → ∞. Specifically, we want to
investigate whether for all Borel sets A ⊂ RX\V , it holds that
lim
t→∞
P
(
X̂Nt ∈ A
)
− lim
t→∞
P
(
ẐNt ∈ A
)
−−−−→
N→∞
0, (5.1)
under the hypothesis that the limits exist. The answer is negative, as it is shown with the next example.
Example 5.4 (Limit behaviour in the stochastic setting). Consider the following SRN.
A
H
B 0
k1 N
k2
λ(x)
Let α(A) = α(B) = 0, assume that XN0 (A) +X
N
0 (B) =M and X
N
0 (H) = 0, and let
λ(x) = (M − x(A) − x(B))1(0,∞)(x(B)).
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The first occurrence of the reaction B → 0 can only take place when H is present. Though it is unlikely
for big N , there is still a positive probability that this happens, i.e. that B → 0 occurs before the reaction
H → B takes place. With probability one, all molecules of B will eventually be consumed, and the limit
distribution of the above SRN is therefore concentrated on the state 0.
The SRN satisfies the assumptions of Theorem 4.3 and those of Theorem 4.7. The reduced reaction
network is given by
A B 0
k1
k2
λ(x)
where the initial conditions are the same as in the bigger model. Since in the reduced SRN λ(ZNt ) = 0
whenever ZNt (A) + Z
N
t (B) = M , then the reaction B → 0 never occurs. This implies that the reduced
SRN is equivalent to
A B
k1
k2
The limit distribution of the above SRN is concentrated on the set {x : x(A) + x(B) =M}. Therefore it is
clear that (5.1) does not hold in this case. However, the limit distribution of the latter SRN approximates
the quasi-stationary distribution of the original SRN when N tends to infinity, if we condition on the
event that the reaction B → 0 has not taken place; see for example Anderson et al. [2010, 2014] for a
discussion on stationary and quasi-stationary distributions in reaction network theory.
6 Proof of Theorem 3.1 and Proposition 4.2
This section is devoted to prove Theorem 3.1 and Proposition 4.2. First, recall the transition rate matrix
(3.2). Consider the continuous time Markov chain Cx with state space U ⊔ V ⊔W (disjoint union) and
transition rate matrix given by
Q(x) =

QxU,U Q
x
U,V 0
0 QV,V QV,W
0 0 0
 ,
where QxU,V is defined by
qxiℓ = λiℓ(x)
for i ∈ U , ℓ ∈ V , and
QxU,U = diag(−Q
x
U,V e),
where e denotes a vector of suitable length with all entries 1. Given a matrix M , we denote by Mi its
i-th row. Note that the matrix
Lxi =
 −QV,V −QV,W e
−(QxU,V )i (Q
x
U,V )ie

is the transposed Laplacian matrix of the graph Gxi defined in (3.7) (row sums are zero). Let D
x(·)
denote the discrete time Markov chain embedded in Cx(·) and let P(x) be the corresponding transition
probability matrix of Dx. For any i ∈ U , let
P xi (·) = P (·|D
x(0) = yi) , and E
x
i [·] = E [·|D
x(0) = yi] .
22
Moreover, let
dxi =
∑
ℓ∈Vi
λiℓ(x) = (Q
x
U,V )ie,
dℓ =
∑
ℓ′∈V
kℓℓ′ +
∑
j∈W
kℓj = [QV,V |QV,W ]ℓ e.
We have the following result:
Lemma 6.1. For all ℓ ∈ V , i ∈ U and x ∈ R
X\V
≥0 ,
µiℓ(x) =
dxi
dℓ
∑
n≥1
(P(x)n)iℓ <∞. (6.1)
In particular, we have
µiℓ(x) =
dxi
dℓ
Exi [#visits of D
x(·) to Hℓ] .
Proof. We have
Exi [#visits of D
x(·) to Hℓ] = E
x
i
∑
n≥1
1{Hℓ}D
x(n)
 = ∑
n≥1
P xi (D
x(n) = Hℓ) =
∑
n≥1
(P(x)n)iℓ.
Therefore, since every intermediate species is a transient state in Dx,∑
n≥1
(P(x)n)iℓ = E
x
i [#visits of D
x(·) to Hℓ] <∞.
Thus, we only need to prove (6.1). The matrix P(x) has the following block structure:
P(x) =

0 PxU,V 0
0 PV,V PV,U
0 0 I
 .
Thus, we have
P(x)n =

0 PxU,V P
n−1
V,V ∗
0 PnV,V ∗
0 0 ∗
 .
Since for any ℓ, ℓ′ ∈ V ,∑
n≥0
P
n
V,V

ℓℓ′
= E [#visits of Dx(·) to Hℓ′ |D
x(1) = Hℓ ] <∞,
we have that
∑
n≥0 P
n
V,V is well defined and∑
n≥0
P
n
V,V = (I − PV,V )
−1.
Therefore ∑
n≥1
(P(x)n)iℓ =
∑
n≥0
(PxU,V P
n
V,V )iℓ =
(
P
x
U,V (I − PV,V )
−1
)
iℓ
. (6.2)
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Assume dxi 6= 0. Consider the graph G˜
x
i with the same nodes and edges as G
x
i and normalized labels
Hℓ
kℓℓ′
dℓ−−−→ Hℓ′ , Hℓ
∑
j∈W kℓj
dℓ−−−−−−−−→ ⋆ , ⋆
λiℓ(x)
dxi−−−−−→ Hℓ.
The transpose of the Laplacian matrix of the graph G˜xi is given by
L˜xi =
 I − PV,V −PV,We
−(PxU,V )i 1
 .
Given a matrix M , denote by M(i,j) the matrix obtained by M eliminating the i-th row and the j-th
column. We have that
(
P
x
U,V (I − PV,V )
−1
)
iℓ
=
∑
ℓ′∈V
(PxU,V )iℓ′(I − PV,V )
−1
ℓ′ℓ =
∑
ℓ′∈V
(PxU,V )iℓ′
(−1)ℓ+ℓ
′
det(I − PV,V )(ℓ,ℓ′)
det(I − PV,V )
= (−1)ℓ+#V+1
det(L˜xi )(ℓ,#V+1)
det(L˜xi )(#V+1,#V+1)
=
det(L˜xi )(ℓ,ℓ)
det(L˜xi )(#V+1,#V+1)
=
dℓ
dxi
det(Lxi )(ℓ,ℓ)
det(Lxi )(#V+1,#V+1)
=
dℓ
dxi
∑
ζ∈Θi,x(Hℓ)
w(ζ)∑
ζ∈Θi,x(⋆)
w(ζ)
=
dℓ
dxi
µiℓ(x),
where the second equality follows from the co-factor expansion of the determinant, the third from the
Laplace expansion and the fourth equality follows from the fact that the last column of the Laplacian
matrix is equal to minus the sum of the other columns. The second-last equality follows from the Matrix-
Tree theorem [Tutte, 1948]. Thus, from (6.2) it follows that (6.1) holds. If dxi = 0, then µiℓ = 0 for all
ℓ ∈ V . Thus, (6.1) still holds and the proof is concluded.
The proof of Theorem 3.1 follows from Lemma 6.1.
Proof of Theorem 3.1. We have to prove that for any fixed x ∈ R
X\V
≥0 ,∑
ℓ∈V
πℓjλiℓ(x) =
∑
ℓ∈V
kℓjµiℓ(x). (6.3)
Note that∑
ℓ∈V
πℓjλiℓ(x) = d
x
i
∑
ℓ∈V
P xi
(
lim
n→∞
Dx(n) = yj |D
x(1) = Hℓ
)
P xi (D
x(1) = Hℓ)
= dxi P
x
i
(
lim
n→∞
Dx(n) = yj
)
= dxi
∑
n≥1
∑
ℓ∈V
P xi (D
x(n) = Hℓ , D
x(n+ 1) = yj)
= dxi
∑
ℓ∈V
kℓj
dℓ
∑
n≥1
(P(x)n)iℓ.
Therefore, (6.3) follows from Lemma 6.1.
To prove Proposition 4.2, we make the dependence on N explicit.
Proof of Proposition 4.2. From Lemma 6.1 we have that
µNiℓ (x) =
dN,xi
dNℓ
EN,xi
[
#visits of DN,x(·) to Hℓ
]
for x ∈ R
X\V
≥0 . Denote by T
N
ℓ the random variable distributed as the time until consumption of a
molecule of Hℓ. Its distribution is exponential with parameter d
N
ℓ . Note that the Markov chain D
N,x(·)
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is distributed as the discrete time Markov chain embedded in CN1 (·), and D
N,x(0) denotes the initial
reactant setting off the chain CN1 (·). For any j ∈ W , we have
dN,N
αx
i E
[
τN1
∣∣∣DN,Nαx(0) = yi ] = dN,Nαxi ∑
ℓ∈V
EN,N
αx
i
[
#visits of DN,N
αx(·) to Hℓ
]
E
[
TNℓ
]
=
∑
ℓ∈V
µNiℓ (N
αx).
Furthermore,
dN,N
αx
i E
[
τN1
∣∣∣DN,Nαx(0) = yi ] =
=
∑
ℓ∈V
E
[
τN1
∣∣∣DN,Nαx(1) = Hℓ ]P (DN,Nαx(1) = Hℓ ∣∣∣DN,Nαx(0) = yi) dN,Nαxi
=
∑
ℓ∈V
E
[
τN1
∣∣∣DN,Nαx(1) = Hℓ ]λNiℓ (Nαx)
=
∑
ℓ∈V
E
[
NβiℓτN1
∣∣∣DN,Nαx(1) = Hℓ ]N−βiℓλNiℓ (Nαx).
In particular,∑
ℓ∈V
N−α
∗
µNiℓ (N
αx) =
∑
ℓ∈V
Nβiℓ−α
∗
E
[
τN1
∣∣∣DN,Nαx(1) = Hℓ ]N−βiℓλNiℓ (Nαx). (6.4)
Therefore, (4.16) holds if and only if the right-hand side of (6.4) tends to zero as N →∞. By Assumption
2(iii) we have
N−βiℓλNiℓ (N
αx) −−−−→
N→∞
λiℓ(x),
where λiℓ is a non-null function. It follows that the right-hand side of (6.4) tends to zero as N → ∞ if
and only if, for any i ∈ U, ℓ ∈ V , such that yi → Hℓ ∈ R, and for any j ∈ W
Nβiℓ−α
∗
E
[
τN1
∣∣∣DN,Nαx(1) = Hℓ ] −−−−→
N→∞
0.
The latter is equivalent to
Nβiℓ−α
∗
E
[
τN1
∣∣CN1 (tN1 ) = Hℓ ] −−−−→
N→∞
0. (6.5)
By the definition of β∗ℓ and aℓ, the latter implies
Nβ
∗
ℓ−aℓE
[
τN1
∣∣CN1 (tN1 ) = Hℓ ] −−−−→
N→∞
0
for any ℓ ∈
⋃
i∈U Vi, which is what we wanted to prove. If α
∗
j = α
∗
j′ for any j, j
′ ∈ W , then aℓ = α∗ for
any ℓ ∈ V . Therefore, (6.5) for any j ∈ W is equivalent to (4.15). The proof is thus concluded.
7 Proof of Theorems 4.3 and 4.5
In this section Theorems 4.3 and 4.5 are proven. To this aim, instead of assuming (4.10) and (4.11)
in Assumption 2(v), we make use of the weaker conditions (4.12) and (4.13). Throughout this section,
whenever t is written it is implicitly assume that t ∈ [0, T ]. We also use the notation
‖x‖∞ = max
S∈X
|x(S)| for x ∈ RX .
By the equivalence of norms in RX , we have that there exists θ > 0, such that
|x| ≤ θ ‖x‖∞ ∀x ∈ R
X .
Let D∞(h) be the disc of radius h in R
X\V
≥0 centred in the origin, with respect to the measure ‖·‖∞, and
let DC∞(r) be its complementary.
We start by stating a lemma.
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Lemma 7.1. Assume the assumptions of Theorem 4.3 hold. Then,
sup
t∈[0,T ]
N−α
∗
jE
[
MNiℓj(t)−M
N
iℓj(t)
]
−−−−→
N→∞
0
Proof. Remember that tNiℓj,n is the time of the n-th jump of M
N
iℓj(t), and τ
N
iℓj,n the life time of the
corresponding chain of intermediates. Note that by (4.12) we have
0 ≤ sup
t∈[0,T ]
N−α
∗
jE
[
MNiℓj(t)−M
N
iℓj(t)
]
≤ sup
t∈[0,T ]
N−α
∗
jE
[
MNiℓj(t)
]
≤ πNℓjN
β∗ℓ−α
∗
jBiℓt ≤ cℓjBiℓt.
This implies that the sequence supt∈[0,T ]N
−α∗jE
[
MNiℓj(t)−M
N
iℓj(t)
]
is contained in a compact set, and
it follows that to prove the lemma it is sufficient to show that all the accumulation points of the sequence
are 0. To this aim, fix an accumulation point l and consider a subsequence Nh such that
sup
t∈[0,T ]
N
−α∗j
h E
[
MNhiℓj (t)−M
Nh
iℓj (t)
]
−−−−→
h→∞
l.
First, assume that
lim inf
h→∞
πNhℓj N
β∗ℓ−α
∗
j
h = 0,
and let Nhm a subsequence such that
lim
m→∞
π
Nhm
ℓj N
β∗ℓ−α
∗
j
hm
= 0.
In this case,
0 ≤ l = lim
m→∞
sup
t∈[0,T ]
N
−α∗j
hm
E
[
M
Nhm
iℓj (t)−M
Nhm
iℓj (t)
]
≤ lim
m→∞
π
Nhm
ℓj N
β∗ℓ−α
∗
j
hm
Biℓt = 0,
which proves l = 0. Now, assume that
lim inf
h→∞
πNhℓj N
β∗ℓ−α
∗
j
h = δ > 0,
and fix 0 < ε < δt. For convenience, denote
σεhjℓ =
εN
α∗j−β
∗
ℓ
h
πNhℓj
.
We have
E
[
MNhiℓj (t)−M
Nh
iℓj (t)
]
=E
M
Nh
iℓj
(t)∑
n=1
1
[
t−t
Nh
iℓj,n
,∞
)(τNhiℓj,n)

≤E
M
Nh
iℓj (t−σ
εh
jℓ )∑
n=1
1[σεhjℓ ,∞)
(τNhiℓj,n)
+ E
 M
Nh
iℓj
(t)∑
n=M
Nh
iℓj (t−σεhjℓ )+1
1

≤E
M
Nh
iℓj
(t)∑
n=1
1[σεhjℓ ,∞)
(τNhiℓj,n)
+ E [MNhiℓj (t)−MNhiℓj (t− σεhjℓ )] .
Thus, using (4.17) and (4.21) we obtain
E
[
MNhiℓj (t)−M
Nh
iℓj (t)
]
≤ E
Yiℓj(tBiℓπ
Nh
ℓj
N
βiℓ
h
)∑
n=1
1[σεhjℓ ,∞)
(τNiℓj,n)
+ εNα∗j−β∗ℓNβ∗ℓBiℓ
≤ tpεℓj(Nh)N
β∗ℓ
h Biℓπ
Nh
ℓj + εN
α∗j
h Biℓ ≤ BiℓN
α∗j
h (tπ
Nh
ℓj N
β∗ℓ−α
∗
j
h p
ε
ℓj(Nh) + ε),
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where pεℓj(N) is as defined in (4.8). By (4.9) and the arbitrariness of ε > 0, the latter implies that
sup
t∈[0,T ]
N
−α∗j
h E
[
MNhiℓj (t)−M
Nh
iℓj (t)
]
−−−−→
h→∞
0,
which implies that l = 0 and concludes the proof.
Proof of Theorem 4.3. Let the process ŴN· be defined as in (4.20) and, for any fixed t, let ∆
N
t =
∥∥∥X̂Nt − ŴNt ∥∥∥
∞
.
Then, we have
E
[∣∣∣X̂Nt − ẐNt ∣∣∣] ≤ E [∣∣∣ŴNt − ẐNt ∣∣∣+ ∣∣∣X̂Nt − ŴNt ∣∣∣]
≤
∑
r∈R1
∣∣N−αξr∣∣E [∣∣∣∣Yr (∫ t
0
λNr (X
N
s )ds
)
− Yr
(∫ t
0
λNr (Z
N
s )ds
)∣∣∣∣]+
+
∑
i∈U
∑
j∈W
∣∣N−α (yj − yi)∣∣ ∑
ℓ∈Vi
E
[∣∣∣∣Yiℓj (∫ t
0
πNℓjλ
N
iℓ (X
N
s )ds
)
− Yiℓj
(∫ t
0
πNℓjλ
N
iℓ (Z
N
s )ds
)∣∣∣∣]+
+ E
[∣∣∣X̂N0 − ẐN0 ∣∣∣]+ θE [∆Nt ]
=
∑
r∈R1
∣∣N−α+βrξr∣∣E [N−βr ∣∣∣∣Yr (∫ t
0
λNr (X
N
s )ds
)
− Yr
(∫ t
0
λNr (Z
N
s )ds
)∣∣∣∣]+
+
∑
i,j,ℓ
∣∣N−α+βiℓ (yj − yi)∣∣E [N−βiℓ ∣∣∣∣Yiℓj (∫ t
0
πNℓjλ
N
iℓ (X
N
s )ds
)
− Yiℓj
(∫ t
0
πNℓjλ
N
iℓ (Z
N
s )ds
)∣∣∣∣]+
+ E
[∣∣∣X̂N0 − ẐN0 ∣∣∣]+ θE [∆Nt ] .
For any reaction r : yi → yj ∈ R∗, let
α∗ij = α
∗
r = min
S : ξr(S) 6=0
α(S).
Then,
E
[∣∣∣X̂Nt − ẐNt ∣∣∣] ≤ ∑
r∈R1
N−α
∗
r+βr |ξr|E
[∫ t
0
N−βr
∣∣∣λNr (NαX̂Ns )− λNr (NαẐNs )∣∣∣ ds]+
+
∑
i,j,ℓ
πNℓjN
−α∗ij+βiℓ |yj − yi|E
[∫ t
0
N−βiℓ
∣∣∣λNiℓ (NαX̂Ns )− λNiℓ (NαẐNs )∣∣∣ ds]+
+ E
[∣∣∣X̂N0 − ẐN0 ∣∣∣]+ θE [∆Nt ] .
To control the left side, we aim to substitute the functions λNr (·) with their limits λr(·) (Assumption
2(iii)). To meet our goal, we first argue that the processes X̂N· and Ẑ
N
· are bounded with high probability.
Let S ∈ X \ V . By substituting the rate functions λNr (·) with their upper bounds N
βrBr in (4.19),
and using t < T , we obtain that ẐNt (S) is bounded from above by
ẐN0 (S) +
∑
r∈R1
S
|ξr(S)|N
−α(S)Yr(N
βrBrT ) +
∑
i∈U
∑
j∈W
|yj(S)− yi(S)|
∑
ℓ∈Vi
N−α(S)Yiℓj
(
πNℓjN
βiℓBiℓT
)
,
where R1S is defined according to (2.2). Using the assumptions (4.12), (4.13) and the Law of Large
Numbers for Poisson processes to control the above expression for α(S) > 0, we obtain that, for any
ν > 0, there exists Υ′ν > 0, such that
lim sup
N→∞
P
(
sup
t∈[0,T ]
∥∥∥ẐNt ∥∥∥
∞
> Υ′ν
)
< ν.
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Let Υν be as in (4.6a) and let Υ
′′
ν = Υν ∨Υ
′
ν . Then, if N is large enough,
P
(
sup
t∈[0,T ]
(∥∥∥X̂Nt ∥∥∥
∞
∨
∥∥∥ẐNt ∥∥∥
∞
)
> Υ′′ν
)
< 3ν. (7.1)
By Assumption 2(iii) we have that
N−βrλNr (N
αx) −−−−→
N→∞
λr(x) ∀r ∈ R
0
uniformly on compact sets. In particular, for any ν > 0,
oν(N) = sup
x∈D∞(Υ′′ν )
∣∣N−βrλNr (Nαx)− λr(x)∣∣ −−−−→
N→∞
0.
Note that for any ν > 0 and x ∈ R
X\V
≥0 ,∣∣N−βrλNr (Nαx)− λr(x)∣∣ ≤ oν(N)1D∞(Υ′′ν )(x) + 2Br1DC∞(Υ′′ν )(x). (7.2)
Using (7.1) and (7.2) we have
E
[∣∣∣X̂Nt − ẐNt ∣∣∣] ≤ ∑
r∈R1
N−α
∗
r+βr |ξr|
(
E
[∫ t
0
∣∣∣λr(X̂Ns )− λr(ẐNs )∣∣∣ ds]+ 2oν(N)t+ 12Brνt)+
+
∑
i,j,ℓ
πNℓjN
−α∗ij+βiℓ |yj − yi|
(
E
[∫ t
0
∣∣∣λiℓ(X̂Ns )− λiℓ(ẐNs )∣∣∣ ds]+ 2oν(N)t+ 12Biℓνt)+
+ E
[∣∣∣X̂N0 − ẐN0 ∣∣∣]+ θE [∆Nt ]
≤Ψ1
∫ t
0
E
[∣∣∣X̂Ns − ẐNs ∣∣∣] ds+Ψ2oν(N)t+Ψ3νt+ E [∣∣∣X̂N0 − ẐN0 ∣∣∣]+ θE [∆Nt ]
for some positive constants Ψ1, Ψ2, Ψ3 > 0, independent of ν. In the last inequality we made use of
(4.12) and (4.13), as well as the hypothesis that λr is Lipschitz for any r ∈ R0.
To prove (4.22), we only need to show that supt∈[0,T ]E
[
∆Nt
]
→ 0 for N →∞. Indeed if this holds,
then by the Gronwall inequality applied to the function supt∈[0,T ]E
[∣∣∣X̂Nt − ẐNt ∣∣∣] we have
sup
t∈[0,T ]
E
[∣∣∣X̂Nt − ẐNt ∣∣∣] ≤
(
Ψ2oν(N)T +Ψ3νT + E
[∣∣∣X̂N0 − ẐN0 ∣∣∣]+ θ sup
t∈[0,T ]
E
[
∆Nt
])
eΨ1T ,
which for N →∞ tends to Ψ3νT eΨ1T . By the arbitrariness of ν this leads to
sup
t∈[0,T ]
E
[∣∣∣X̂Nt − ẐNt ∣∣∣] −−−−→
N→∞
0,
and we are done. To prove that supt∈[0,T ]E
[
∆Nt
]
→ 0 for N →∞, it first follows from (4.18) and (4.20)
that
∆Nt =
∥∥∥∥∥∥N−α
∑
j∈W
yj
∑
i∈U
∑
ℓ∈Vi
(
MNiℓj(t)−M
N
iℓj(t)
)∥∥∥∥∥∥
∞
≤
∑
i,ℓ,j
‖yj‖∞N
−α∗j
(
MNiℓj(t)−M
N
iℓj(t)
)
. (7.3)
Therefore, by Lemma 7.1 and (7.3), we have that supt∈[0,T ]E
[
∆Nt
]
→ 0 for N →∞, which concludes the
proof of the first part of the statement. Equation (4.23) is implied by (4.22) and the Markov inequality.
Finally, to prove (4.24), first consider a continuously differentiable function g : RX\V → R with
compact domain, and let cg be the maximum of the absolute value of its derivative. We have
sup
t∈[0,T ]
E
[∫ t
0
∣∣∣g(X̂Ns )− g(ẐNs )∣∣∣ ds] = ∫ T
0
E
[∣∣∣g(X̂Ns )− g(ẐNs )∣∣∣] ds
≤
∫ T
0
cgE
[∣∣∣X̂Ns − ẐNs ∣∣∣] ds
≤ Tcg sup
t∈[0,T ]
E
[∣∣∣X̂Nt − ẐNt ∣∣∣] ds −−−−→
N→∞
0.
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Let f : RX\V → R be a continuous function with compact domain. By uniformly approximating f by
continuously differentiable functions with compact domain, we have
sup
t∈[0,T ]
E
[∫ t
0
∣∣∣f(X̂Ns )− f(ẐNs )∣∣∣ ds] −−−−→
N→∞
0.
By Markov inequality, it follows that for any ε > 0
sup
t∈[0,T ]
P
(∣∣∣∣∫ t
0
(
f(X̂Ns )− f(Ẑ
N
s )
)
ds
∣∣∣∣ > ε) −−−−→N→∞ 0. (7.4)
Consider the occupation measures on [0, T ]× RX\V given by
ΓN1 ([t1, t2]×A) =
∫ t2
t1
1A(X̂
N
s )ds and Γ
N
2 ([t1, t2]×A) =
∫ t2
t1
1A(Ẑ
N
s )ds
for any 0 ≤ t1 < t2 ≤ T and any Borel set A of RX\V . By (7.1) and Kurtz [1992, Lemma 1.3], we
have that the sequences of random measures (ΓN1 ) and (Γ
N
2 ) are relatively compact with respect to the
Prohorov metric. By the continuous mapping theorem [Hoffmann-Jørgensen, 1994, Section 5.4], this in
turn implies that the sequence of continuous processes(∫ ·
0
f(X̂Ns )ds,
∫ ·
0
f(ẐNs )ds
)
=
(∫ ·
0
∫
RX\V
f(x)dΓN1 (s, x),
∫ ·
0
∫
RX\V
f(x)dΓN2 (s, x)
)
is relatively compact with respect to the weak convergence in the product space D[0, T ]×D[0, T ], where
D[0, T ] denotes the usual Skorohod space. In this case it coincides with weak convergence in the uniform
topology since the processes are continuous. The following is inspired by a proof of Donnelly and Kurtz
[1996, Lemma A2.1]. Consider a weak limit (X̂·, Ẑ·), which will be a continuous process. By (7.4), we
have X̂t = Ẑt for any t, therefore dSk(X̂·, Ẑ·) = 0, where dSk denotes the Skorohod distance. By the
continuous mapping theorem, we have that for any subsequence converging to (X̂·, Ẑ·),
dSk
(∫ ·
0
f(X̂Nms )ds,
∫ ·
0
f(ẐNms )ds
)
converges weakly to zero. In particular, this implies that for every ε > 0
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Nms )− f(Ẑ
Nm
s )
)
ds
∣∣∣∣ > ε
)
−−−−→
m→∞
0.
Since the same holds for any convergent subsequence and by relative compactness, (4.24) follows for any
continuous f with compact support. Indeed, if it were not the case we would have a subsequence such
that for some constant c > 0
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Nms )− f(Ẑ
Nm
s )
)
ds
∣∣∣∣ > ε
)
> c.
However, the subsequence would not contain any convergent subsequence.
Now, let the support of f be not compact, and consider ν > 0. There exists a continuous function
fν with compact support such that fν(x) = f(x) if ‖x‖∞ ≤ Υ
′′
ν , where Υ
′′
ν is as in (7.1). Therefore, if N
is large enough
P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
f(X̂Ns )− f(Ẑ
N
s )
)
ds
∣∣∣∣ > ε
)
≤ P
(
sup
t∈[0,T ]
∣∣∣∣∫ t
0
(
fν(X̂
N
s )− fν(Ẑ
N
s )
)
ds
∣∣∣∣ > ε
)
+ 3ν −−−−→
N→∞
3ν.
The proof is concluded by the arbitrariness of ν.
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Proof of Theorem 4.5. Fix ε > 0. Let δ > 0 be such∑
r∈R1
S
‖ξr‖∞Br +
∑
i∈U
∑
j∈W
‖yj + yi‖∞
∑
ℓ∈Vi
cℓjBiℓ
 δ < ε
3θ
, (7.5)
where cℓj is as in (4.12). Now consider a sequence of real numbers t0 < t1 < t2 < · · · < tq such that
tm+1 − tm < δ for any 0 ≤ m < q, t0 = 0 and tq = T . For any 0 ≤ m < q and any species S ∈ X \ V we
have
sup
t∈[tm,tm+1]
∣∣∣ẐNt (S)− ẐNtm(S)∣∣∣ ≤ N−α(S) ∑
r∈R1S
|ξr(S)|
∣∣Yr(NβrBrtm+1)− Yr(NβrBrtm)∣∣+
+N−α(S)
∑
i∈U
∑
j∈W
|yj(S)− yi(S)|
∑
ℓ∈Vi
∣∣Yiℓj (πNℓjNβiℓBiℓtm+1)− Yiℓj (πNℓjNβiℓBiℓtm)∣∣ .
The latter is distributed as
N−α(S)
∑
r∈R1S
|ξr(S)|Yr
(
NβrBr(tm+1 − tm)
)
+
+N−α(S)
∑
i∈U
∑
j∈W
|yj(S)− yi(S)|
∑
ℓ∈Vi
Yiℓj
(
πNℓjN
βiℓBiℓ(tm+1 − tm)
)
,
which, due to α(S) > 0, (4.12), (4.13), the Law of Large Numbers for Poisson processes and (7.5), is
asymptotically bounded in probability by a constant strictly smaller than ε/(3θ). In particular,
P
(
sup
t∈[tm,tm+1]
∣∣∣ẐNt − ẐNtm∣∣∣ > ε3
)
−−−−→
N→∞
0.
Similarly, by (4.18)
sup
t∈[tm,tm+1]
∣∣∣X̂Nt (S)− X̂Ntm(S)∣∣∣ ≤ N−α(S) ∑
r∈R1
S
|ξr(S)|
∣∣Yr(NβrBrtm+1)− Yr(NβrBrtm)∣∣+
+N−α(S)
∑
i∈U
∑
j∈W
(
yj(S)
∑
ℓ∈Vi
∣∣∣MNiℓj(tm+1)−MNiℓj(tm)∣∣∣ + yi ∑
ℓ∈Vi
∣∣MNiℓj(tm+1)−MNiℓj(tm)∣∣
)
≤ N−α(S)
∑
r∈R1
S
|ξr(S)|
∣∣Yr(NβrBrtm+1)− Yr(NβrBrtm)∣∣+
+N−α(S)
∑
i∈U
∑
j∈W
(yj(S) + yi(S))
∑
ℓ∈Vi
∣∣Yiℓj (πNℓjNβiℓBiℓtm+1)− Yiℓj (πNℓjNβiℓBiℓtm)∣∣+
+ yj(S)
∑
ℓ∈Vi
(∣∣∣MNiℓj(tm+1)−MNiℓj(tm+1)∣∣∣ + ∣∣∣MNiℓj(tm)−MNiℓj(tm)∣∣∣) .
Again, due to α(S) > 0, (4.12), (4.13), the Law of Large Numbers for Poisson processes, (7.5) and
Lemma 7.1, the latter is asymptotically bounded in probability by a constant strictly smaller than
ε/(3θ). Specifically,
P
(
sup
t∈[tm,tm+1]
∣∣∣X̂Nt − X̂Ntm∣∣∣ > ε3
)
−−−−→
N→∞
0.
We have
P
(
sup
t∈[0,T ]
∣∣∣X̂Nt − ẐNt ∣∣∣ > ε
)
≤ P
(
max
0≤m<q
(
X̂Ntm − Ẑ
N
tm
, sup
t∈[tm,tm+1]
∣∣∣ẐNt − ẐNtm∣∣∣ , sup
t∈[tm,tm+1]
∣∣∣X̂Nt − X̂Ntm∣∣∣
)
>
ε
3
)
. (7.6)
Hence, the proof is concluded by Corollary 4.4, which is direct consequence of Theorem 4.3.
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