Abstract-This paper focuses on microphone arrays to realize distant-talking speech recognition in real environments. In distant-talking situations, users can speak at arbitrary positions while moving. Therefore, it is very important for high quality speech acquisition using microphone arrays to localize a talker accurately. However, it is very difficult to localize a moving talker in noisy and reverberant environments. The talker localization errors result in performance degradation of speech recognition. One way to solve this problem is to integrate the speech recognition process and the talker localization into a unified framework. 
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I. INTRODUCTION

D
URING the last decade the performance of automatic speech recognition has been improved drastically by applying statistical approaches, namely hidden Markov models and neural networks [1] - [4] . Continuous speech recognition is currently put to practical use for applications such as dictation systems, command-and-control systems, database inquiry, and tourist information systems. Most available systems have to meet a number of requirements to achieve high recognition accuracy. Some of them are speaker-independence, huge vocabulary, robustness for spontaneous speech and environment-independence. In particular, an urgent necessity is environment-independence because the present speech recognition technology could be used in a wide variety of environments by solving this problem.
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A simple way to achieve high recognition performance in a certain environment is to train a recognizer with speech collected in this environment. However, it is unrealistic to collect a large amount of speech in a large number of different environments. Therefore, most recognizers are trained with noise-free (clean) speech and force users to use a head-mounted or hand-held microphone to reduce environmental differences between training and testing conditions. However, it is troublesome for most users to be encumbered with a microphone. To make the best use of the speech modality, users should not be encumbered with microphone equipment and should be able to speak at a certain distance from a microphone while moving. Therefore, an issue to be addressed is distant-talking speech recognition which is also referred to as hands-free speech recognition. Distant-talking speech recognition technology can contribute to the increase of flexibility of the present applications and can be used to create new applications.
Many techniques have been developed to cope with environmental interference such as additive noise and convolutional distortion. These techniques are broadly divided into two approaches: speech enhancement and model compensation.
Speech enhancement techniques are used to filter out additive noise and convolutional distortion before recognition process starts. Fig. 1 shows a block diagram of a common recognizer. The retrieved speech is fed into the pattern matching module together with the clean speech models through the feature extraction module. Spectral subtraction [5] and Wiener filtering [6] have been proposed to remove additive noise. However, the performance of these techniques strongly depends on the accuracy of detecting the nonspeech frames and the type of additive noise (stationary or nonstationary). Cepstrum mean normalization (CMN) [7] has been developed to remove the effect of convolutional distortion. When using CMN, the implicit assumption is that the acoustic transfer function from the talker to the transducer output is time-invarying. However, the acoustic transfer function from the talker to the transducer input is timevarying when the talker moves.
Model compensation techniques adapt the clean speech models to the test conditions. The distorted speech is fed into the pattern matching module together with the adapted speech models through the feature extraction module. Model decomposition [8] and model composition [9] - [11] have been proposed to compensate for the effect of additive noise and convolutional distortion. Model decomposition decomposes the distorted speech by using the clean speech models and environmental interference models during the recognition process. Model composition is closely related to model decomposition. Distorted speech models are composed from the clean speech models and the environmental interference models before the recognition process. Additive noise models are trained with the nonspeech frames. Also, convolutional distortion models are trained with the impulse response from the talker to the transducer output. To allow users to speak at arbitrary positions without measuring the impulse response every time, recently a few techniques have been developed [12] . These techniques estimate the convolutional distortion models from the distorted speech, the clean speech models and the additive noise models. However, these techniques still have a problem in the case when the talker is moving. It is necessary to establish a framework to deal with a moving talker.
As previously mentioned, most techniques assume that
• additive noise is stationary;
• convolutional distortion is time-invarying;
• a priori knowledge of environmental interference is available.
However, these assumptions do not hold for many practical environments. To realize distant-talking speech recognition in a wide variety of environments, an ideal technique must have the following features:
• suppression of the effect of additive noise, whether stationary or nonstationary; • removal of the effect of convolutional distortion, whether time-invarying or time-varying; • adaptation to unknown environments and changing environments.
Recently, the use of microphone arrays has been investigated as a new paradigm, which offers a distinct performance advantage over single-channel algorithms [13] . A microphone array is composed of multiple microphones located at different positions. The output signal of each microphone includes not only acoustic information but also spatial information about sound sources. Therefore, signals originating from distinct directions can be separated by spatiotemporal filtering. In other words, a desired signal can be acquired selectively by forming a directive pattern sensitive to the direction. This means that the beamforming can effectively suppress other sound sources, whether stationary or nonstationary, including reverberations. Furthermore, a moving talker can be dealt with because the directive pattern can be electronically steered to arbitrary directions. To realize distant-talking speech recognition, this paper introduces a new microphone array-based approach and proposes a new speech recognition algorithm based on a three-dimensional (3-D) Viterbi search. The most attractive feature of this algorithm is to integrate the speech recognition process and the talker localization into a unified framework to deal with a moving talker. This paper is organized as follows. In Section II, beamforming and acoustic source localization are described and a survey of conventional recognizers using a microphone array is carried out. In Section III, a new approach which integrates the speech recognition process and the talker localization into a unified framework is described, then a new speech recognition algorithm based on a 3-D Viterbi search is proposed. In Section IV, the performance of the 3-D Viterbi method is evaluated through recognition experiments for real environment data. Section V summarizes the contributions of this paper and gives suggestions for future work.
II. MICROPHONE ARRAY
A. Beamforming and Acoustic Source Localization
Beamforming is the name given to microphone array processing which acquires a high quality signal by forming a directive pattern sensitive to the propagating direction. This section explains the principle of delay-and-sum beamforming [14] , [15] and adaptive beamforming [16] . Furthermore, acoustic source localization using delay-and-sum beamforming is described.
1) Delay-and-Sum Beamforming: Fig. 2 shows a block diagram of the delay-and-sum beamforming algorithm. A plane wave from direction is received by a microphone array which is composed of microphones set up linearly and separated at distance . The signal received by the th microphone is represented as follows: (1) where and is the sound propagation speed. The output signal of delay-and-sum beamforming is given by
The amplitude of the signal from direction becomes times as large as the original signal by the co-phasing operation. On the other hand, signals from other directions will not be co-phased. This means that a directive pattern sensitive to direction is formed.
2) Adaptive Beamforming: Fig. 3 shows a block diagram of the adaptive beamforming algorithm. In Fig. 3 , is the spectrum of the desired signal and is the spectrum of the output signal.
is the acoustic transfer function from the desired sound source to the th microphone output and is the frequency response of the th filter. The frequency response of adaptive beamforming to the desired signal is represented as follows: (3) where is the number of microphones. The concept of adaptive beamforming is to minimize the output power while constraining to a frequency response. The delay-and-sum beamforming algorithm forms the so-called super-directive pattern. On the other hand, the output gain of the adaptive beamforming algorithm is attenuated especially in noise source directions. Therefore, adaptive beamforming can achieve a high SNR improvement compared to delay-and-sum beamforming.
3) Acoustic Source Localization: Acoustic source localization can be realized by calculating the spatial power spectrum given by (4) where is the output signal of delay-and-sum beamforming for the steering direction and is the time averaging operation. If the steering direction is equal to the wavefront arrival direction , the output power of delay-and-sum beamforming is maximized. Therefore, the wavefront arrival direction can be estimated by finding the maximum value of the spatial power spectrum. When there are multiple sound sources, the wavefront arrival directions can also be estimated by finding the peak values of the spatial power spectrum.
B. Conventional Recognizers Using a Microphone Array
Applying high quality signal acquisition by microphone array processing to distant-talking speech recognition, issues to be addressed are
• microphone array configuration;
• beamforming algorithm;
• talker localization and tracking algorithm. The recognition performance is affected by the microphone array configuration (the number of microphones and the arrangement of microphones) and the beamforming algorithm. One way to decide these factors is a trial-and-error approach [17] . However, this approach is usually impractical because recognition experiments have to be run for a lot of the possible combinations, which takes a lot of time. To decide these factors automatically, it is necessary to develop a measure which reflects the recognition performance. One recently proposed measure to design microphone arrays is the normalized distortion to signal ratio (NDSR) [18] . The NDSR gives good prediction of the recognition performance and is therefore a useful measure to evaluate beamforming algorithms. However, to maximize the effect of noise reduction, a reliable talker localization and tracking algorithm is necessary even if an optimal combination of the microphone array configuration and the beamforming algorithm is available. In particular, the talker localization and tracking algorithm becomes more important as the directive pattern is sharpened.
In the last several years, a number of speech recognition systems using a microphone array have been developed [19] - [26] . Most systems are composed of a talker localization module, a beamforming module and a speech recognition module as shown in Fig. 4 . These systems estimate a talker direction in every frame, then steer a beam to the direction. High quality speech acquisition by beamforming algorithms is achieved only in situations where the talker direction is known. However, the talker direction is generally unknown in distant-talking situations because users can talk at arbitrary positions while moving. If the steering direction differs from the talker direction, the output speech is distorted due to frequency dependency of directive patterns and other sound sources. The localization of multiple sound sources is generally possible by using the acoustic source localization algorithms such as spatiotemporal analysis [27] , [28] , cross-power spectrum phase (CSP) analysis [29] - [32] and eigenvector-based analysis [33] . However, it is very difficult to distinguish a talker from the other sound sources. Several talker localization algorithms have been proposed [26] , [34] - [36] . These algorithms estimate a talker direction by only using information about speech such as short-term power, long-term power and pitch harmonics. Therefore, the performance of these algorithms strongly depends on the characteristics of the other sound sources. Fig. 5 shows an example of talker localization results and signal-to-noise ratio (SNR) when a talker is located at an angle of 90 and a white Gaussian noise source at an angle of 40 . The direction with the maximum short-term power is selected in every frame and is taken as the talker direction. It can be seen that the noise source is mistaken as the talker for the frames with a low SNR. These errors can be reduced by adopting smoothing processing. However, it becomes more difficult in case of multiple sound sources. For example, when two sound sources cross during moving, even if slowly, it is very difficult to track the target sound source.
Since in conventional systems the microphone array processing is a pre-processor to speech recognition, it is very difficult to recover the beamforming error during the recognition process. To solve this problem, the integration of the speech recognition process and the talker localization into a unified framework is described in Section III. 
III. THREE-DIMENSIONAL VITERBI METHOD
A direction-time sequence of parameter vectors (e.g., melfrequency cepstral coefficients) can be obtained by steering a beam to every direction for every frame as shown in Fig. 6 .
Each box stands for a parameter vector and the solid line is the talker direction. The parameter vectors on the talker direction are extracted from the speech acquired by a beamforming algorithm. Therefore, the talker direction may be estimated by matching the direction-time sequence of the parameter vectors with the speech models. This means that the talker localization and speech recognition are performed simultaneously. This approach is formulated as follows: (5) where is the most likely combination of the phoneme sequence of the speech and the direction sequence of the talker, is the speech model and is the direction-time sequence of parameter vectors. Given the speech models , can be obtained by the Viterbi search algorithm which finds the most likely path in a 3-D trellis space composed of talker directions, input frames and HMM states shown in Fig. 7 . The likelihood is given by (6) where is the HMM state index, is the direction and is the frame index. Furthermore, is the transition probability from the HMM state to , is the transition probability from the direction to and is the output probability. The transition probability represents how likely the talker moves. However, it is very difficult to train this probability automatically. In this paper, according to the fact that the talker moves to neighboring directions at most during about 10 ms corresponding to the frame period, the range of the talker movements is restricted as follows: (7) where is the range of the talker movements. This acts as a constraint to perform an efficient search, that is, to reduce the computation amount for a maximum likelihood search in (6) .
Two examples of talker directions estimated by the 3-D Viterbi method for a SNR of 20 dB are shown in Figs. 8 and 9 . In Fig. 8 , the talker is located at an angle of 90 and the white Gaussian noise source at an angle of 40 . In Fig. 9 , the talker moves from 0 to 180 and the white Gaussian noise source is located at an angle of 40 . The initial talker direction is not given for both cases. It can be seen that the 3-D Viterbi method tracks the talker in the speech period both for the fixed-position talker case and for the moving talker case.
IV. PERFORMANCE EVALUATION
A. Data Collection
Data recorded through a microphone array is collected in a real experiment room. The room is surrounded by sound absorption walls on the four sides and the floor. A reverberant time ( ) of the room is approximately 0.18 s. There is background noise such as computer-fans and air-conditioners in the room.
A list of equipment for data collection is shown in Table I . The microphone array used in this paper is composed of 14 omni-directive microphones as shown in Fig. 10 . The 14 microphones are linearly located at distances of 2.83 cm which is the maximum distance to avoid spatial aliasing, where the sampling frequency is 12 kHz. The 16-channel AD/DA conversion system is used for the data collection, where 14 channels are for the microphone array and the other two channels are reserved for Fig. 11 . Two setups for the collection of the real environment data through a microphone array. future needs (e.g., a head-mounted microphone and a reference microphone).
Microphone array data is collected in the following setups: 1) positions of the talker and the white Gaussian noise source are fixed; 2) talker moves, while the position of the white Gaussian noise source is fixed. Fig. 11(a) and (b) illustrate the two set-ups. Two loudspeakers facing the microphone array are used instead of the talker and the white Gaussian noise source. The distance between the microphone array and each loudspeaker is about 2 m. As speech data, we use a subset of the ATR Japanese speech database Set-A [37] . Two male speakers (MHT and MAU) and a female speaker (FTK) each utters 216 phonetically balanced words. In Fig. 11(a) , the talker is located at an angle of 90 (in front of the microphone array) and the white Gaussian noise source at an angle of 40 . In Fig. 11(b) , the talker moves from 70 to 140 while uttering each word, walking at a speed of about 80 cm/s. The white Gaussian noise source is located at an angle of 40 . The distance between the microphone array and the talker is not uniform since the talker moves parallel to the microphone array. As a result, the distance is less than 2 m in the middle part of speech.
This database is partially open to the public through the RealWorld Computing Partnership (RWCP) [38] . 
B. Experiment Conditions
An overview of experiment conditions is shown in Table II . The speech recognizer is based on a tied-mixture HMM with 256, 256, and 128 distributions for mel-frequency cepstral coefficients (MFCC's), MFCC's and power, respectively [39] . The HMM's are 54 speaker-dependent and context-independent phoneme models trained with speech data in Table II . The test data are another 216 phonetically balanced words. The speech signal is sampled at 12 kHz and windowed by a 32 msec Hamming window every 8 ms. Then the parameter vectors of 16th-order MFCCs, 16th-order MFCC's and first-order power are calculated and cepstrum mean normalization [7] is applied to compensate for the characteristics of a transducer.
In this paper, delay-and-sum beamforming and adaptive beamforming (AMNOR [16] ) are used. The filter coefficients for adaptive beamforming are calculated using pre-recorded noise signals in the following two setups: 1) there is only background noise; 2) there is the white Gaussian noise source as well as background noise. Directive patterns of adaptive beamforming and delay-and-sum beamforming are shown in Fig. 12 . The directional patterns are calculated for 6 kHz band-limited white Gaussian noise. In Fig. 12 , the directive pattern of adaptive beamforming is calculated in setup 2). The delay-and-sum beamforming algorithm forms the super-directive pattern. It can be seen that the output gain of adaptive beamforming in the white Gaussian noise source direction (40 ) is lower than that of delay-and-sum beamforming.
Finally, in the 3-D Viterbi method, the direction-time sequence of the parameter vectors is sampled every 10 (0, 10, …, 180 ) because preliminary results showed that recognition performance does not degrade when a difference between the steering direction and the talker direction is within 5 .
C. Experiment Results
The average word recognition accuracy of three speakers for the fixed-position talker case is shown in Table III . In Table III , a SNR of 21 dB corresponds to the case that there are no white Gaussian noise sources. However, there is background noise from computer-fans and air-conditioners. In Single microphone, speech recorded by the eighth microphone of the microphone array is fed to the recognizer. In Delay-and-sum beamforming to the correct talker direction and Adaptive beamforming to the correct talker direction, the correct talker direction is known. The time sequence of the parameter vectors is obtained by steering each beam to the correct talker direction, then is fed to the normal recognizer. In Delay-and-sum beamforming with talker localization, the correct talker direction is unknown. Delay-and-sum beamforming is used for talker localization and beamforming. A direction with the maximum short-term power is selected as the talker direction for every frame, then the time sequence of the parameter vectors obtained by steering the beam to the estimated direction is fed to the normal recognizer. • By using the microphone array-based methods, the word recognition accuracy is drastically improved compared to that of single microphone. III  AVERAGE WORD RECOGNITION ACCURACY OF THREE SPEAKERS FOR THE FIXED-POSITION TALKER CASE   TABLE IV  AVERAGE WORD RECOGNITION ACCURACY OF THREE SPEAKERS FOR THE MOVING TALKER CASE delay-and-sum beamforming to the correct talker direction and adaptive beamforming to the correct talker direction could not be carried out.
• The word recognition accuracy of 3-D Viterbi method with adaptive beamforming is improved by 0.6% for a SNR of 21 dB, by 6.8% for a SNR of 18 dB, by 32.4% for a SNR of 10 dB compared to that of delay-and-sum beamforming with talker localization.
• For a SNR of 21 dB, the word recognition accuracy of the microphone array-based methods is not improved compared to that of Single microphone. The reason is that the performance of the talker tracking slightly degrades since the talker moves.
• Although the word recognition accuracy of 3-D Viterbi method with adaptive beamforming for the moving talker case degrades compared to that for the fixed-position talker case, the degradation is about 5% at most. This means that the 3-D Viterbi method tracked the moving talker as described in Section III. The results confirmed that the 3-D Viterbi method drastically improves the recognition performance for the moving talker case as well as for the fixed-position talker case.
V. CONCLUSION
This paper addressed the problem of a talker localization and tracking algorithm in conventional recognizers using a microphone array. To solve this problem, this paper described a new approach which integrates the speech recognition process and the talker localization into a unified framework and proposed a new speech recognition algorithm based on a 3-D Viterbi search. To evaluate the performance of the 3-D Viterbi method, recognition experiments for real environment data were carried out. The results confirmed that the 3-D Viterbi method drastically improves the recognition performance for the moving talker case as well as for the fixed-position talker case.
Although the 3-D Viterbi method is a promising way to realize distant-talking speech recognition in real environments, the following problems still remain for practical use. These are
• cost of the microphone array equipment;
• computational efficiency of the beamforming algorithms;
• computational efficiency of searching in the 3-D trellis space; • effect of multiple talkers. A high SNR improvement can be achieved by increasing the number of microphones irrespective of the beamforming algorithms. However, this is impractical because of the increased cost of the equipment and of the computation time. Therefore, research on achieving a high SNR improvement by using a small number of microphones is necessary. In particular, this becomes more important to apply the 3-D Viterbi method to rooms with long reverberation time.
Real-time processing is very important for speech recognition applications. Another issue to be addressed is the computational efficiency of the 3-D Viterbi method. Its computation amount is ( is the number of directions) times as large as that of the standard Viterbi search. The reduction might be achieved by introducing another implementation of the transition probability between directions, applying various pruning techniques according to the talker movement and using a stack decoding approach [40] . The development of the real-time signal processing system is currently proceeded by members of our research group.
According to the fact that beamforming fundamentally suppresses various noise irrespective of its stationarity and characteristics, the performance of the 3-D Viterbi method would be robust for various noise unless it has speech-like characteristics, even if there are multiple noise sources. However, the performance of the 3-D Viterbi method might degrade if multiple talkers have to be dealt with. In this case, it might be useful to apply an -best algorithm for searching in the 3-D trellis space [41] . Also, this paradigm might be applied to recognition of sound scenes, namely recognition of multiple sound sources which include talkers and noise sources. For this purpose, we are currently collecting a large amount of microphone array data which includes speech of real moving talkers and various noise.
