Abstract-Detection and tracking of moving objects (DATMO) is essential for autonomous navigation systems operating in general environments. Dynamic objects must be identified, localized, and their future positions predicted to assist in decision making regarding path planning and collision avoidance. To this end, we combine information from a short range frequency modulated continuous wave (FWCW) radar and stereo vision cameras, gathered from a moving vehicle. We extract measurements from both the radar and vision subsystems, using two-dimensional Fourier analysis and sparse feature detection respectively. A segmentation of moving objects is obtained by a hierarchical clustering process, on data composed of image feature tracks and Gaussian mixtures originating from radar-based state estimation. Segmented objects are ultimately tracked using a Gaussian inverse Wishart probability hypothesis density filter (GIW-PHD). Test results on real world data suggest the novel combination of radar and vision data within the PHD filtering framework to be a viable candidate for a DATMO system.
I. INTRODUCTION
Perception in complex environments is an important requirement for the autonomous operation of mobile robots and also forms the basis of various advanced driver assistance systems (ADAS). To navigate reliably, autonomous vehicles should understand their surrounding scene. In the same manner, driver assistance systems perceive the environment to provide additional safety features to the occupants. Detection and tracking of moving objects (DATMO) constitutes a key part of such perception systems. The aim of DATMO is to identify and localize any moving object, whilst simultaneously predicting the position of such an object in the future.
The traditional approach to DATMO is performed in chronological steps, the first of which is the detection of moving objects in the environment [1] . Radars, cameras and laser scanners are among the common sensors utilized in this regard. For radars, moving objects are identified by either tracking detections over time, or by extracting the relative motion of the return signal using the Doppler effect [2] , [3] . Visionbased moving object segmentation is less straightforward. The amount of information contained in images allow for a multitude of detection methods, which can be roughly grouped as appearance-or motion-based [2] . Any single sensor, however, is often inadequate for robust perception in challenging conditions, requiring data fusion of information from different types of sensors. Fusion applications are further encouraged by distinct sensor types that exhibit complementary characteristics.
Multi-target tracking (MTT) follows detection process in traditional DATMO. Here, the objective is to determine the number of dynamic objects and their states based on noisy sensor measurements [4] . Established MTT algorithms include global nearest neighbour (GNN), joint probabilistic data association (JPDA) [5] , and multiple hypothesis tracking (MHT) [6] . These algorithms share a common structure consisting of two components, namely data association and filtering. The data association process is the only way in which the above mentioned algorithms differ, and is also the most complex aspect of MTT [4] . Mahler introduced an approach to MTT based on finite set statistics (FISST) coined the probability hypothesis density (PHD) filter [7] . The PHD algorithm avoids the problem of data association by treating targets and measurements as two respective random finite sets (RFS) .
The standard sensor model used in MTT algorithms assume negligent object extent by modelling targets as a point [8] . This assumption is often violated in DATMO and ADAS applications, where objects fill multiple sensor resolution cells and generate numerous measurements per time step. Tracking these objects give rise to the problem of extended target tracking. Formally, an extended object is defined as one which may generate a varying number of spatially distributed measurements per scan [8] . Object shape, as well as the expected number of measurements per object can be incorporated in extended target models. A popular approach to model the number of measurements is presented by Gilholm et al., in which the quantity is modelled as a Poisson point process [9] . Models describing object shape either assume a specific geometric shape, or infer shape from the measurements [8] .
The scope of this work is the combination of radar and vision for DATMO. Leveraging the angular resolution capabilities of camera sensors may address one of the main shortcomings of radars, namely its poor angular resolution, while radar range measurements are more accurate compared to that of vision. Numerous research efforts attempt to exploit the above by the approach of radar attention windows [10] - [12] . In these methods, the radar provides a list of targets which are subsequently processed using image data to refine, validate or classify the target. Work where independent observations from the radar and vision subsystems are fused are few in number, of which the technique of Wu et al. [13] is one. Their algorithm fuses radar points with contour points generated from stereo depth maps. A fused contour is obtained, serving as input to an extended target state estimator. Richter et al. [14] developed an environmental sensing system that detects both stationary and moving objects, using ego-motion data along with information from a monocular camera and a radar. The detection process is again executed individually for the subsystems. In this case, vision-based detection relies on u-shape template matching. These detections are used to verify radar observations and to estimate additional target properties such as width and lateral position [14] .
In this paper, we describe our approach to fuse data from a short range monopulse radar and stereo vision cameras in the context of DATMO. The motion detection process is performed for both subsystems individually: a sparse motionbased method identifies moving clusters in stereo image sequences, while a non-linear PHD filter is used to label moving radar targets. We combine radar tracks and image point clusters in a track-based fusion method using DBSCAN clustering [15] . The fused data subsequently serves as input to an extended target PHD filter, in which targets are modelled by Gaussian inverse Wishart distributions. Our algorithm allows arbitrary motion of the sensing platform, provided that estimates thereof are known. The block diagram shown in Figure 1 illustrates the interconnections of our fusion and tracking methods.
The remainder of this paper is structured as follows. A brief description of the measurement extraction process is presented in Section II. Section III lays the foundation of our multi-target tracking implementation. The information fusion algorithm is introduced in Section IV, followed by the extended target tracking framework in Section V. A presentation of the results is given in section VI, followed by concluding remarks in Section VII.
II. MEASUREMENT EXTRACTION

A. Radar
Radar-based measurement extraction is performed using standard two-dimensional Fourier analysis [16] . The output of this process is the complex range-Doppler map (CRDM), which represents the distribution of energy in range and Doppler frequencies. The amplitude of the CRDM is processed using a two-dimensional smallest-of cell-averaging constant false alarm rate (SOCA-CFAR) filter, thereby limiting mutual target masking [17] . Bin amplitudes exceeding the resulting interference statistic pass as detections. The respective CRDMs from the two antennas provide the necessary information for angle extraction by the principle of phase monopulse [18] . A clustering procedure on range, bearing and velocity data concludes the extraction of raw radar measurements.
B. Vision
We use spatio-temporal information acquired from a sparse feature tracking framework to identify moving image regions. Candidate features for tracking are identified, on a per-frame basis, using the Fast corner detector [19] . Linear, decoupled Kalman filters track these in the image plane in terms of image position and disparity, allowing simple outlier removal based on the innovation. The pyramidal Lukas-Kanade algorithm is used for data association [20] . Resulting feature tracks provide velocity information for adequately textured image regions. The term for these velocities is scene flow, which is the extension of two-dimensional optical flow with depth information. Feature tracking is followed by a clustering routine in inertial space. The robot's pose is calculated using the stereo visual odometry library of Geiger et al. [21] , before stable features are projected to 3D world coordinates. Dense regions in the data are identified using DBSCAN [15] . The data for clustering is composed of a weighted combination of position and average velocity of all the projected features. The result of the DBSCAN clustering is a labelling, indicating which features belong to the same cluster. Features that are not in dense regions in the data are marked as outliers. Inlier clusters are subsequently labelled as either originating from a moving or stationary object by thresholding on the cluster's average velocity.
Choosing an inertial feature tracking state space model will enable probabilistic distance measures to be used during clustering, contrary to Euclidean distance used in the current implementation. The non-linear mapping of image coordinates to the inertial frame would, however, require an expensive non-linear Kalman filter. We opt for the inexpensive linear filtering approach, allowing the real-time tracking of thousands of feature points, thereby providing denser image coverage.
III. MULTI-TARGET TRACKING
With the detection facet of our algorithm laid out, we advance to state estimation. The presence of multiple targets and clutter in the environments under consideration entail uncertain relationships between measurements and sources: an individual measurement may have originated from any one of the targets or from static clutter in the environment. Inferring reliable information in such conditions require multitarget tracking (MTT) techniques. To this end, a derivative of Mahler's [7] random set approach to MTT will be presented.
A. Multi-Target Bayes Filter
Random finite set modelling permit the proper Bayesian formulation of multi-target recursive filtering, while simultaneously avoiding the data association problem. RFS modelling stems from the intuitive finite set form of representation for a collection of targets and measurements, i.e.,
where the elements of X k represent individual state vectors, and those of Z k individual observation vectors. In random set filtering, the uncertainty in these finite sets are modelled by random finite sets. The theoretically optimal multi-target Bayes filter propagates the multi-target posterior via the recursive equations
where X is the multi-target state set, Z the multi-target observation set, f k|k−1 (X k |X ) the multi-target dynamic model and h k (Z k |X k ) the multi-target measurement model [7] . The integrals in Equations (3) and (4) are intractable due to their combinatorial nature. Approximations involving the propagation of lower order statistical moments of the posterior multi-target state are presented by Mahler [7] , and Vo and Ma [22] .
B. Gaussian Mixture Probability Hypothesis Density Filter
Our target tracking framework follows from the Gaussian mixture 1 extension to Mahler's random finite set strategy, termed the Gaussian mixture probability hypothesis density (GM-PHD) filter [22] . The GM-PHD filter is a solution to the multi-target recursive Bayes filter in the same manner that the Kalman filter is a solution to the single-target recursive Bayes filter.
In the GM-PHD framework, the second order statistical moment, or intensity, of the multi-target RFS is recursively propagated in time. The intensity v(·) is a function on the target state space, and the evaluation thereof results in a moment of the multi-target state RFS [22] . The tractability of the GM-PHD filter stems from a Gaussian mixture approximation of the multi-target posterior distribution of Equation (4) . As a consequence, the posterior intensity of the multi-target state RFS at time k − 1 is a Gaussian mixture of the form
where J k−1 is the number of mixture components present in the multi-target state set X k−1 at time k − 1. The first step of the GM-PHD recursion algorithm is the prediction of the intensity in Equation (5) to the next time step. The resulting intensity is given by (6) where the Gaussian mixture
with m (j)
models surviving targets, v β,k|k−1 (x) models targets that spawn from existing ones, and v γ,k|k−1 (x) spontaneous birth targets [22] . The Markov transition and process noise matrices are given by F and Q respectively, and p S,k is a target's probability of survival which we keep constant. We choose not to add any spontaneous target births, and reformulate v β,k|k−1 (x) to use measurements rather than targets to spawn mixture components. Our target spawning mixture is constructed from a set that contains "unused" measurements of the previous time step,
What is meant by "unused" will be clarified shortly when we discuss pruning. The spawn mixture is subsequently given by
where h −1 (·) maps a measurement to the state space. We use the standard GM-PHD measurement update formulas, referring the interested reader to the original GM-PHD derivation [22] . Important to note is that, following each update step, the posterior intensity v k|k (x) contains (J k−1 + N β,k−1 ) (1 + |Z k |) mixture components, where |Z k | is the number of measurements in the measurement set at time k. To limit the boundless increase of components, a pruning and merging strategy must be implemented. We deviate slightly from the method presented by Vo and Ma [22] . Firstly, we do not put constraints on the maximum allowable mixture components, and we use the Bhattacharyya distance as merging criteria instead of the Mahalanobis distance, since it is a symmetric measure [24] . The process is initiated by truncating all mixtures with weights below a certain threshold. Thereafter, mixture components are merged by comparing the Bhattacharyya distance to the merging threshold. Mixtures that pass the threshold test are added to a merge set and are not considered for subsequent merges. When merging, we attempt to find mixtures in the current merge set that existed at the previous time step. If found, the index of the component with the highest weight among them is used as the index for the merged component. This simple procedure enables the target ID to be tracked.
During the update step of the GM-PHD recursion, a single measurement will spawn a new mixture component for every component present in the prior intensity. The weight of this mixture is calculated by evaluating the component's innovation density at the measurement position. When the observation is far from the prior mixture component (in probabilistic terms), the newly spawned component will be truncated immediately upon pruning. If this condition holds true for all components in the prior intensity, we define the measurement as "unused" and add it to Z β,k . Stated otherwise, a measurement that has no effect on the merged posterior distribution is added to Z β,k .
IV. DATA FUSION
In this section, we discuss the way in which we combine information from the vision and radar subsystems. The supporting argument for our method is based on the characteristics of the measurement clusters output by the feature tracking framework. Image feature clustering deliberately aims at oversegmenting an object by choosing a small distance threshold. This is done in order to eliminate the vast majority of outliers that were not removed in the feature tracker. Disjoint measurement clusters are, however, not suited for our extended target observation model [25] . A subsequent grouping method is therefore required to indicate which clusters belong to the same object. However, accurately inferring group structures from the available data may be very difficult in the event that they are separated by large textureless regions. Our vision measurement extraction algorithm is bound to suffer in this regard due to the absence of smoothing constraints in the scene flow calculations. With this in mind, we choose not to fuse the radar and vision measurements by means of separate update formulations in a centralized Bayesian state estimator. We argue that, for our algorithm, more is gained if we use the information of both sensors to group over-segmented points belonging to a single object. These groups can then be tracked more reliably to provide the eventual estimates of moving objects.
A. Radar Target Tracking
Due to unsynchronized reporting from the respective sensors, we cannot simply combine raw radar and camera measurements at each time step. In addition, raw measurements from our radar contain insufficient Doppler information for identifying moving objects. We address both these problems by filtering radar detections in the GM-PHD framework presented in section III-B. Filtering allows the prediction of state estimates to arbitrary time instances, while the inferred velocities can be used to filter stationary radar tracks.
The limited resolution capabilities of the relevant hardware prescribes the use of the standard point object assumption for radar target tracking. The closed-form recursive estimation formulas laid out in Section III-B are therefore directly applicable. To close the discussion on the radar estimator, we present the dynamic and measurement models. Each target follows linear Gaussian dynamics in inertial space according to the constant velocity model
where ⊗ denotes the Kronecker product, and
Measurements from the radar are in two-dimensional polar coordinates, therefore requiring non-linear update equations. The sensor model maps the target states in Cartesian coordinates to noisy measurements in polar coordinates, i.e.,
where R is the range-bearing noise covariance, and σ r and σ α are the standard deviations in range and angle respectively. We use the unscented transform to approximate non-linear transformations of Gaussian mixture components [26] .
B. Track Fusion
The available information for data fusion at each time step consist of the set of vision cluster measurements Z cam and the set of radar target mixture components from the GM-
. The objective of the data fusion module is to identify and group measurements and mixtures that originate from individual objects, enabling their subsequent tracking in the extended target state estimator of Section V. Seeing that the information from both the radar and vision subsystems have undergone some form of state estimation, the fusion architecture may be classified as a track fusion variant.
Our fusion algorithm starts by eliminating stationary radar mixture components based on the norm of the velocity estimate. Samples are subsequently generated from the distributions of remaining components and appended to a feature set. The number of samples is dictated by the mixture's weight. By this process, the intensity of the multi-target state is effectively spawned in a feature-like form akin to that of the vision tracker. A visual representation of feature generation for radar mixture components is given in Figure 2a . The high uncertainty in elevation is due to the two-dimensional measurement reporting by our radar.
Next, we add the vision clusters that were labelled as originating from a moving object to the feature set. Individual vectors in the set are projected to two dimensions, yielding elements of
T . Projection to 2D is undertaken in the camera reference frame (Cartesian coordinates), since accumulated drift in the pose estimate may result in an erroneous belief of the upright direction. Structures of points are subsequently identified using another routine of DBSCAN clustering. We permit higher distance thresholds than in vision clustering due to a decreased level of clutter. The resultant measurements take the form of point clusters in the inertial space, suitable for our measurement model of Section V. Before passing these measurements to our extended target tracker, we attempt to correct for the lack of height information of radar points. If image and radar features exist in the same cluster, the radar points are adjusted in height according to the spread of image points. Alternatively, we could disregard radar points, but that would eliminate the improved range estimates available from the radar. Note that we do not require measurements to contain points of both sensors. A fused output cluster, reprojected to the image plane, is shown in Figure 2c .
V. EXTENDED TARGET TRACKING
The target modelling of Section III-B does not address the issue of targets that occupy multiple sensor resolution cells, and possibly generating multiple measurements per time step. A measurement of an extended object may be represented as a set of n k individual measurements corresponding to a cluster, i.e. Z k = {z
j=1 . The eventual measurements that follow our data fusion method are in the same format, requiring extended target models for state estimation. Implementation of such models enable the estimation of a target's physical extent in addition to its kinematic state.
We use the method proposed by Feldmann et al., in which object extent is modelled as ellipsoids represented by positive definite random matrices [27] . These matrices are assumed to be inverse Wishart distributed. The notation IW (X; α, V) denotes the inverse Wishart distribution defined over the matrix X with degrees of freedom α and scale matrix V.
When the extent is added to the kinematic states, state estimation is formulated in a familiar predict-correct Bayesian recursive algorithm. In this process, the kinematic and extent distributions are approximated as independent, and are therefore treated separately. The extent does, however, impact the likelihood function of the kinematic measurement update. Feldmann et al. [27] argues that the physical object extent dominates sensor noise covariance when specifying the likelihood of an individual measurement. In fact, sensor noise is completely ignored in the preceding article that introduced random matrix modelling [28] .
We now describe the update procedure for a single target with linear Gaussian dynamic and measurement models, given a single associated measurement cluster Z k . We denote the target's extent with a capitalized X since it represents a matrix, in contrast to the small letter x used for the kinematics. Assume
Due to the assumed independence, the prediction update of the kinematic state remains unchanged. For the extent state it is given byX
where τ is a decay constant, andX (·) = V (·) /α (·) is the expectation of the extent distribution [27] . The decay in the degrees of freedom parameter in Equation (19) signifies an increase in the uncertainty of the object extent. The measurement update corrects for the extent estimate using an innovation and observation term:
whereN k|k−1 andZ k|k−1 are the symmetric and normalized counterparts of the matrices
representing the innovation and observation terms respectively [27] . The mean operator is denoted by(·), and H is the observation matrix. The equations for converting N k|k−1 and Z k to normalized, symmetric matrices are unchanged from Feldmann's [27] original formulation. The degrees of freedom parameter is updated as
concluding the measurement update for the extent estimate. Inclusion of the extent modelling alters the kinematic measurement update only in the calculation of the innovation covariance
where λ is a scaling factor to spread the contribution of the target extension, and R is the measurement noise covariance [27] . The measurement mean,Z k , is subsequently used to update the target kinematic state according to standard Kalman filter equations. The dynamic model we use for extended target tracking is identical to the one introduced in Section IV-A. The observations acquired after data fusion are in the inertial frame, allowing a linear measurement model To integrate the extent distribution in our PHD filtering framework, the random elements of Equation (1) are altered to include the inverse Wishart distribution. The resulting mixture components are termed Gaussian inverse Wishart, and the filter Gaussian inverse Wishart PHD (GIW-PHD). The minimum statistic of a mixture component now consists of the scale matrix V, degrees of freedom paramter α, kinematic mean m and kinematic covariance P. Our GIW-PHD filter deviates from the one presented by Granstrom and Orguner [25] in the same way the separate random matrix formulations [27] , [28] differ with regards to uncoupling.
We adhere to the same basic framework as outlined in Section III-B for our extended target tracker. Accounting for the extent distribution, the posterior intensity at time k − 1 is a Gaussian inverse Wishart mixture of the form
Equations (18)- (24) are cast to the PHD framework for recursively updating the extent distribution of mixture components. The spawn mixture, v β , is set up in the same vein as previously using the "unused" measurement set Z β . The elements of Z β are now sets instead of vectors, each describing an individual measurement cluster.
VI. RESULTS
In order to evaluate the proposed algorithm, we use datasets which were gathered from our sensing platform during regular highway driving. The platform is fitted with two Point Grey Flea 3 cameras in a stereo configiuration, as well as a 24 GHz monopulse FMCW radar.
The evaluation is based on the CLEAR MOT [29] tracking performance metrics. Due to the absence of 3D ground truth information of robot pose and target positions, we resort to distance measures in the image plane to establish the relationship between tracker hypotheses and actual moving objects. As a distance measure, we use the general approach of bounding box intersection over union. Hypothesized bounding boxes are calculated by projecting an object's extent, as output by the GIW-PHD filter, to the image plane and fitting a rectangle to the result. The VATIC annotation tool was used to generate ground truth labels [30] .
Tracking performance is quantified from the validity of correspondences and the consistency of tracking over time. A correspondence between a ground truth object and tracker hypothesis is labelled valid if their overlap exceeds a certain threshold. The measure of consistency pertains to the tracker's ability to correctly label the identity of an object as it is tracked over time. Based on the aforementioned, Bernardin [29] defines two metrics to quantify multiple-target tracking performance, namely multiple-object tracking precision (MOTP) and multiple-object tracking accuracy (MOTA). MOTP specifies the misalignment between ground truth and predicted bounding boxes, whereas MOTA indicates the ratio of tracker errors to the number of annotated objects. A value of unity is desirable for both MOTP and MOTA. We also include traditional precision and recall metrics in the presentation of the results, defined as 
Evaluation results for a test dataset sequence are given in Table I . There are a total of 10 targets present in the 600 frame sequence. The results indicate low tracking accuracy according to the MOTA score, and also a small recall percentage. Both quantities are severely impacted due to missed detections caused by the system's short operating range. Qualitative analysis, however, revealed an increased recall for targets at a closer range. The detection performance of the algorithm also suffer as a result of poor pose estimates. When a large portion of the image contains moving objects, the pose estimation process fails, thereby impeding the position and velocity estimates of vision features and radar Gaussian mixtures. This often results in incorrect moving object classification. Simple dead-reckoning hardware such as an inertial navigation unit (IMU) may be used to resolve the issue. False negatives is the dominant factor contributing the low MOTA score. The precision of hypotheses output by the tracker is considerably higher than the accuracy. Among the output hypotheses, 79% were correct, while the MOTP amounted to 0.59. The MOTP indicates a bounding box mismatch error of 41%, which is relatively small compared to the benchmark results presented in [31] , while considering that we use a sparse measurement extraction method and incorporate no appearance information. Over the course of the sequence only two identity mismatch errors were observed.
VII. CONCLUSION
We presented a method for combining the information from stereo vision cameras and a monopulse FMCW radar for the detection and tracking of moving objects. The system detects moving objects for both sensor systems individually, before fusing the information in order to get more accurate detections. These detections originate from extended targets, and are modelled as such in a PHD filtering framework.
Tests on real world data revealed shortcomings with regard to the algorithm's detection capability, which may be addressed by hardware additions. The random matrix extended target model proved to be more than able for the representation of object shape. Moreover, the proposed GIW-PHD filter provided an efficient Bayesian platform for the tracking of multiple extended targets.
In future work, we propose that our system be tested using more sensitive radar hardware. We believe that our DATMO algorithm can be improved if mixture component spawning relies more heavily on radar velocity information. The development of a fully fledged dense scene flow algorithm by the fusion of these sensors may also prove fruitful.
