Relating attribute reduction in formal, object-oriented and property-oriented concept lattices  by Medina, Jesús
Computers and Mathematics with Applications 64 (2012) 1992–2002
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Relating attribute reduction in formal, object-oriented and
property-oriented concept lattices✩
Jesús Medina
Department of Mathematics, University of Cádiz, Spain
a r t i c l e i n f o
Article history:
Received 28 April 2011
Received in revised form 19 December 2011
Accepted 22 March 2012
Keywords:
Galois connection
Formal concept analysis
Property-oriented and object-oriented
concept lattices
Attribute reduction
a b s t r a c t
Attribute reduction is an important step in reducing computational complexity in order to
extract information from relational systems.
Three of these systems are the formal, object-oriented and property oriented concept
lattices. Attribute reduction in the last two concept lattices has recently been studied. The
relation with the first concept lattice is very important since two important, independent
tools to extract information from databases – the formal concept analysis and rough set
theory – will be related. This paper studies attribute reduction in these three frameworks.
The main results are that the classification of each attribute into absolutely necessary,
relatively necessary and absolutely unnecessary attributes is independent of the
framework considered and that an attribute reduct in one of these relational systems is
also an attribute reduct in the others.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Rough set theory, originally proposedbyPawlak [1], is a formal tool formodelling andprocessing information in uncertain
conditions. This theorywas extended byDüntsch andGediga in [2,3] in order to consider two different sets: the set of objects
and the set of attributes. This extension is called the property-oriented concept lattice [4]. In keeping with the same idea,
object-oriented concept lattices were introduced in order to extend rough set theory to consider a set of objects and a set of
attributes, yet in another direction [5].
These concept lattices extract information from databases, classify it into concepts and define an order among them; the
final algebraic structure in thismanner is the so-called concept lattice. Usually, the set of attributes is very large and building
the concept lattice very complex.
Attribute reduction in these frameworks is an important step in reducing the computational complexity in obtaining
concept lattices. Recently, Wang and Zhang related attribute reduction in these two concept lattices [6]. Moreover, in [7],
two kinds of reduction methods have been proposed and the relationship with attribute reduction in rough set theory is
discussed in detail.
On the other hand, formal concept analysis (FCA) is an alternative tool for extracting information from databases
containing a set of attributes A and a set of objects B together with a relation between them R ⊆ A × B. FCA has become
an important and appealing research topic from both a theoretical perspective [8] as well as an applied one [9–14]. For
instance, regarding applications, there are papers ranging from ontology merging [15] to diverse fields of application such
as the Semantic Web [16,10,17].
This paper studies attribute reduction among object-oriented and property-oriented concept lattices and formal concept
lattices. Assuming the relation among the Galois connections defined in these environments and the results related to
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attribute reduction in formal concept analysis provided by Ganter and Wille [18], the set of irreducible elements in object-
oriented and property-oriented concept lattices will be determined and the equivalence among them will also be proved,
extending directly the results presented in [6].
The main results of this paper are that the classification of each attribute into absolutely necessary, relatively necessary
and absolutely unnecessary attributes, is independent of the framework considered and that an attribute reduct in one of
these relational systems is also an attribute reduct in the others.
Several important consequences arise from the relation among these frameworks, e.g., only one of the three concept
latticesmust be considered to obtain either the attribute reduct or a classification of the attributes. Moreover, the algorithms
developed to research the attribute reducts in one of these three environments can be applied to the other concept lattices.
This paper is structured as follows: a summary of formal concept analysis is introduced in Section 2. Section 3 presents
several definitions and results related to attribute reduction obtained from [18,19]. Section 4 reviews the definitions of the
different derivation operators that form the different concept lattices and diverse other results, which will be used later; the
main results of this paper are obtained in Section 5 when the reduction attributes theory given in formal concept analysis is
applied to the object-oriented and property-oriented concept lattices. Lastly, the paper ends with several conclusions and
prospects for future work.
2. Formal concept analysis
In classical formal concept analysis, a set of attributes A, a set of objects B and a crisp relation between them R: A× B →
{0, 1} are considered, where, for each a ∈ A and b ∈ B, we have R(a, b) = 1, if a and b are related, otherwise R(a, b) = 0.
We will also write aRb when R(a, b) = 1. The triple (A, B, R) is called context and the mappings1 ↑: 2B → 2A, ↓: 2A → 2B,
are defined, for each X ⊆ B and Y ⊆ A, as follows:
X↑ = {a ∈ A | for all b ∈ X, aRb} = {a ∈ A | if b ∈ X, then aRb} (1)
Y↓ = {b ∈ B | for all a ∈ Y , aRb} = {b ∈ B | if a ∈ Y , then aRb}. (2)
A concept in the context (A, B, R) is defined to be a pair (X, Y ), where X ⊆ B, Y ⊆ A, and which satisfy X↑ = Y and
Y↓ = X . The element X of the concept (X, Y ) is the extent and Y the intent.
B(A, B, R) is the set of concepts in a context (A, B, R), which is a complete lattice [20,18], with the inclusion order on the
left argument or the opposite of the inclusion order on the right argument, that is, for each (X1, Y1), (X2, Y2) ∈ B(A, B, R),
we have (X1, Y1) ≤ (X2, Y2) if X1 ⊆ X2 (or, equivalently, Y2 ⊆ Y1). The meet ∧ and join ∨ operators are defined by:
(X1, Y1) ∧ (X2, Y2) = (X1 ∧ X2, (Y1 ∨ Y2)↓↑)
(X1, Y1) ∨ (X2, Y2) = ((X1 ∨ X2)↑↓, Y1 ∧ Y2)
for all (X1, Y1), (X2, Y2) ∈ B(A, B, R).
Given a context (A, B, R), a new context (A, B, Rc) can be considered, where Rc is the complementary relation of R, that
is, for each a ∈ A, b ∈ B, aRcb if and only if a and b are not related by R. The above mappings can be applied in this new
context and a new concept lattice obtained, which will be denoted asB(A, B, Rc).
In order not to confuse the operators on (A, B, R) or the operators on (A, B, Rc), the mappings defined as in Eqs. (1) and
(2) on (A, B, Rc)will be denoted as ↑c , ↓c .
An important fact is that the extent and intent mappings, defined by Eqs. (1) and (2), form an (antitone) Galois
connection [20]. There are two dual versions of this definition. In order to make this contribution self-contained, we will
recall its formal definitions below:
Definition 1. Let (P1,≤1) and (P2,≤2) be posets, and ↓: P1 → P2, ↑: P2 → P1 mappings, the pair (↑, ↓) forms an (antitone)
Galois connection between P1 and P2 if and only if:
1. ↑ and ↓ are order-reversing.
2. x≤1 x↓↑ for all x ∈ P1.
3. y≤2 y↑↓ for all y ∈ P2.
Definition 2. Let (P1,≤1) and (P2,≤2) be posets, and ↓: P1 → P2, ↑: P2 → P1 mappings, the pair (↑, ↓) forms an isotone
Galois connection between P1 and P2 if and only if:
1. ↑ and ↓ are order-preserving.
2. x≤1 x↓↑ for all x ∈ P1.
3. y↑↓≤2 y for all y ∈ P2.
There are arguments for both versions, although the difference is not significant at a theoretical level, since we can pass
from one to the other one swapping a lattice by its dual, for example, 2B by (2B)∂ .
Recall that, given a set P and an order relation, ≤, on P , the dual ordering of ≤ is the relation ≤∂ , defined as x1≤∂ x2 if
and only if x2 ≤ x1, for all x1, x2 ∈ P . Usually, it is written P∂ instead of (P,≤∂), and P∂ is called the dual of P .
1 Ganter and Wille used originally the notation ′ for this operator, hence they were called derivation operators. We have changed the notation in order
to differentiate between the mapping on the set of object and on the set of attributes.
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3. Attribute reduction in formal concept analysis
Ganter and Wille demonstrated several results about attribute and object reduction in [18], considering the irreducible
elements in the concept lattice. Recently, these comments have been established in classifying attributes [19], in keeping
with the definitions considered in rough set theory [1]. Note that a symmetrical theory for objects can be established.
This section introduces a sketch of the attribute reduction theory in formal concept analysis. First of all, the definitions
of finer, consistent set, reduct and core on concept lattices will be recalled.
Definition 3. Given two concept lattices B(A1, B, R1) and B(A2, B, R2). If for any (X, Y ) ∈ B(A2, B, R2) there exists
(X ′, Y ′) ∈ B(A1, B, R1) such that X = X ′, then we say thatB(A1, B, R1) is finer thanB(A2, B, R2) and we will write:
B(A1, B, R1) ≤ B(A2, B, R2).
IfB(A1, B, R1) ≤ B(A2, B, R2) andB(A2, B, R2) ≤ B(A1, B, R1), then these two concept lattices are said to be isomorphic
to each other, and we will write:
B(A1, B, R1) ∼= B(A2, B, R2).
Considering a context (A, B, R), a subset of attributes, Y ⊆ A and the restriction relation RY = R ∩ (Y × B), the triple
(Y , B, RY ) is also a formal context, which can be interpreted as a subcontext of the original one. Hence, we can apply the
mappings ↓ and ↑, which will be rewritten in this subcontext as ↓Y and ↑Y . It is clear that, given X ⊆ B, we obtain that
X↑Y = X↑ ∩ Y .
If (A, B, R) is a formal context, we can easily verify that for any Y ⊆ A, such that Y ≠ ∅,B(A, B, R) ≤ B(Y , B, RY ) holds.
Definition 4. Given a context (A, B, R), if there exists a set of attributes Y ⊆ A such that B(A, B, R) ∼= B(Y , B, RY ), then Y
is called a consistent set of (A, B, R). Moreover, if B(Y r {y}, B, RYr{y}) ≁= B(A, B, R), for all y ∈ Y , then Y is called a reduct
of (A, B, R).
The core of (A, B, R) is the intersection of all the reducts of (A, B, R).
Theorem 1 ([21]). Let (A, B, R) be a formal context, Y ⊆ A and Y ≠ ∅. Then, Y is a consistent set if and only if B(Y , B, RY ) ≤
B(A, B, R).
The three types of attributes originally proposed by Pawlak [1] for rough set theory were introduced in a formal context
in [21]. Now, this definition will be recalled considering the notation in [6] to denote the subsets of attributes.
Definition 5. Given an index setΛ, a formal context (A, B, R) and the set {Yi|Yi is a reduct, i ∈ Λ} of all reducts of (A, B, R).
The set of attributes A can be divided into the following three parts:
1. Absolutely necessary attributes (core attribute) Cf =i∈Λ Yi.
2. Relatively necessary attributes Kf =

i∈Λ Yi

r

i∈Λ Yi

.
3. Absolutely unnecessary attributes If = A r

i∈Λ Yi

.
It can be checked that {aC }↓ ≠ {aK }↓, {aK }↓ ≠ {aI}↓, {aC }↓ ≠ {aI}↓ for all aC ∈ Cf , aK ∈ Kf , aI ∈ If . In order to simplify the
notation, given a ∈ A, we will write a↓ instead of {a}↓.
The main idea in attribute reduction in formal concept analysis is to classify the attributes from the irreducible elements
inB(A, B, R). Therefore, the definition of irreducible elements of a lattice must be introduced.
Definition 6. Given a lattice (L,≼), such that ∧,∨ are the meet and the join operators, and an element x ∈ L verifying
1. If L has a bottom element⊥, then x ≠ ⊥.
2. If x = y ∨ z, then x = y or x = z, for all y, z ∈ L.
we call x join-irreducible (∨-irreducible) element of L. Condition (2) is equivalent to
2′ If y < x and z < x, then y ∨ z < x, for all y, z ∈ L.
Hence, if x is ∨-irreducible, then it cannot be represented as the supremum of strictly smaller elements.
A meet-irreducible (∧-irreducible) element of L is defined dually.
The following results can be obtained from the comments and the arrow relations theory developed in Chapter 1
of [18,19]. The first one characterizes the ∧-irreducible elements ofB(A, B, R).
Proposition 1. Let (A, B, R) be a formal context. The set of ∧-irreducible elements of B(A, B, R) is:
MF (A, B, R) =

(a↓, a↓↑) | a↓ ≠

{a↓i | a↓ ⊂ a↓i }

.
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The next proposition shows how the ∧-irreducible elements ofB(D, B, R) can be obtained, when D is a consistent set.
Proposition 2. Let (A, B, R) be a formal context. If D ⊆ A is a consistent set and a ∈ D, then
(a↓, a↓↑) ∈ MF (A, B, R) if and only if (a↓, a↓↑ ∩ D) ∈ MF (D, B, RD).
Finally, the absolutely necessary, relatively necessary and absolutely unnecessary attributes are related to the
∧-irreducible elements of B(A, B, R), i.e., the following theorem characterizes the attributes from the ∧-irreducible
elements ofB(A, B, R).
Theorem 2. Given a formal context (A, B, R), the following equivalences are obtained:
1. a ∈ If if and only if (a↓, a↓↑) ∉ MF (A, B, R).
2. a ∈ Kf if and only if (a↓, a↓↑) ∈ MF (A, B, R) and there exists a1 ∈ A, a1 ≠ a, such that (a↓1 , a↓↑1 ) = (a↓, a↓↑).
3. a ∈ Cf if and only if (a↓, a↓↑) ∈ MF (A, B, R) and (a↓1 , a↓↑1 ) ≠ (a↓, a↓↑), for all a1 ∈ A, a1 ≠ a.
4. Derivation operators
The intension and extension mappings in formal concept analysis are called derivation operators, which form a Galois
connection, although other mappings that form other derivation operators exist. This section introduces three more
definitions, which are considered in several frameworks: qualitative data analysis [3,2], crisp rough set theory [22], fuzzy
rough set theory [23,24], etc. Some extra motivations about these operators are also introduced in [25,26,5,27–29].
Given the sets A, B, and a crisp relation R: A×B → {0, 1}, we have themappings ↑π : 2B → 2A, ↑N : 2B → 2A, ↑∇ : 2B → 2A
defined, for each X ⊆ B, as:
X↑π = {a ∈ A | there exists b ∈ X, such that aRb} (3)
X↑N = {a ∈ A | for all b ∈ B, if aRb, then b ∈ X} (4)
X↑∇ = {a ∈ A | there exists b ∈ X c, such that aRcb}, (5)
where X c and Rc are the complement of X and the complement relation of R, respectively. It is easy to prove that X↑π =
b∈X {b}↑π and X↑∇ =

b∈X {b}↑∇ .
Analogously, the mappings: ↓π : 2A → 2B, ↓N : 2A → 2B and ↓∇ : 2A → 2B are defined, for each Y ⊆ A, as follows:
Y↓
π = {b ∈ B | there exists a ∈ Y , such that aRb} (6)
Y↓
N = {b ∈ B | for all a ∈ A, if aRb, then a ∈ Y } (7)
Y↓
∇ = {b ∈ B | there exists a ∈ Y c, such that aRcb}, (8)
where Y c and Rc are the complement of Y and the complement relation of R, respectively.
The operators ↑π , ↓π are called possibility, ↑N , ↓N necessity and ↑∇ , ↓∇ dual sufficiency operators; the classical ones ↑, ↓ are
called sufficient operators. They are composed in order to form Galois connections or closure operators [18,30,31,4,3,2]. As a
consequence, several concept lattices can be built: the classical formal concept lattice,B(A, B, R), dual formal concept lattice,
Bd(A, B, R), property-oriented concept lattice, Lp(A, B, R), and object-oriented concept lattice, Lo(A, B, R) [4]. Specifically, these
last two concept lattices will be borne in mind, with a fixed a context (A, B, R).
The pair (↑N , ↓π ) is an isotone Galois connection and an object-oriented concept is a pair (X, Y ), with X ⊆ B, Y ⊆ A, such
that X = Y↓π and Y = X↑N . The set of object-oriented concepts is denoted as Lo(A, B, R) and it is a complete lattice [5], with
the meet ∧ and join ∨ operators defined, for each (X1, Y1), (X2, Y2) ∈ Lo(A, B, R), as follows:
(X1, Y1)∧o(X2, Y2) = ((Y1 ∧ Y2)↓π , Y1 ∧ Y2) (9)
(X1, Y1)∨o(X2, Y2) = (X1 ∨ X2, (X1 ∨ X2)↑N ). (10)
A property-oriented concept is obtained from the isotone Galois connection (↓N , ↑π ) and it is a pair (X, Y ), with X ⊆ B,
Y ⊆ A, such that X = Y↓N and Y = X↑π . The set of property-oriented concepts is denoted as Lp(A, B, R) and it is a complete
lattice [3], with the meet ∧ and join ∨ operators defined, for each (X1, Y1), (X2, Y2) ∈ Lp(A, B, R), as follows:
(X1, Y1)∧p(X2, Y2) = (X1 ∧ X2, (X1 ∧ X2)↑π )
(X1, Y1)∨p(X2, Y2) = ((Y1 ∨ Y2)↓N , Y1 ∨ Y2).
These concept lattices are related by the equalities among the derivation operators, which will now be explained. The
clearest relation is between the sufficiency and dual sufficiency operators, since they satisfy;X↑∇ = ((X c)↑)c , for eachX ⊆ B,
therefore these operators are not independent and the concept lattices obtained from them are related.
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The necessity and possibility operators are also related to the sufficient operator: for details see [4,28,32]. Specifically,
given a context (A, B, R), the formal concept lattice considered will beB(A, B, Rc), where Rc is the complementary relation
of R, and the Galois connection will be denoted as (↑c , ↓c ). Hence, having established concept latticesB(A, B, Rc), Lo(A, B, R)
and Lp(A, B, R), and given X ⊆ B and Y ⊆ A, the following equalities hold.
(X c)↑N = X↑c (Y c)↓N = Y↓c
(X↑π )c = X↑c (Y↓π )c = Y↓c .
Therefore, for instance, X↑c↓c = ((X↑π )c)↓c = (((X↑π )c)c)↓N = X↑π↓N , and Y↓c↑c = ((Y↓π )c)↑c = (((Y↓π )c)c)↑N = Y↓π↑N .
Thus, these equalities relate the formal, object-oriented and property-oriented concept lattices; the properties studied
in one of these frameworks may be transformed to other concept lattice. The next section focuses on attribute reduction in
these concept lattices.
5. Relating formal, object-oriented and property-oriented concept lattices
Assuming the relation above, in this section the results given in [30,19], which were recalled in Section 3, will be
considered to obtain analogous results in object-oriented and property-oriented concept lattices. As a consequence, several
results introduced in [6] are directly obtained and the ones given in [7] are completed.
As at the end of the previous section, with a fixed context (A, B, R), in this section the formal concept lattice considered
will be B(A, B, Rc), and the Galois connection will be denoted (↑c , ↓c ). For instance, thanks to Proposition 1, the set of
∧-irreducible elements is
MF (A, B, Rc) =

(a↓
c
, a↓
c↑c ) | a↓c ≠

{a↓ci | a↓
c ⊂ a↓ci }

.
The relation between formal and object-oriented concept lattices will be introduced now, and the relation to property-
oriented concept lattice will be presented later.
The first proposition characterizes the ∨-irreducible elements of Lo(A, B, R) from the equality above.
Proposition 3. Let (A, B, R) be a formal context. The set of ∨-irreducible elements of Lo(A, B, R) is:
Jo(A, B, R) =

(a↓
π
, a↓
π↑N ) | a↓π ≠

{a↓πi | a↓
π
i ⊂ a↓
π }

.
Proof. Given an object-oriented concept (X, Y ), by definition, we have
Y↓
π = {b ∈ B | there exists a ∈ Y , such that aRb}
=

a∈Y
{b ∈ B | aRb} =

a∈Y
a↓
π
.
Therefore, Y↓π =a∈Y a↓π holds. Now, the equality proposed will be proven by double inclusion.
First of all, we will consider an element (X, Y ) of Jo(A, B, R). From the previous comment and Eq. (10), as (X, Y ) is a
object-oriented concept, we have that
(X, Y ) = (Y↓π , Y↓π↑N ) =

a∈Y
a↓
π
,

a∈Y
a↓
π
↑N =
a∈Y
(a↓
π
, a↓
π↑N ).
Hence, as (X, Y ) is ∨-irreducible, there exists an attribute a ∈ A such that (X, Y ) = (a↓π , a↓π↑N ). Moreover, by Defini-
tion 6(2′), the union of proper subsets a↓
π
i of a
↓π is not equal to a↓π . Thus, (X, Y ) = (a↓π , a↓π↑N )where a↓π ≠{a↓πi | a↓πi
⊂ a↓π }.
Now, we assume an element (a↓π , a↓π↑N ), where a ∈ A and that satisfies that a↓π ≠ {a↓πi | a↓πi ⊂ a↓π }, and we need
to prove that it is ∨-irreducible. For that, two elements (X1, Y1), (X2, Y2), of Lo(A, B, R) are considered, which satisfy
(a↓
π
, a↓
π↑N ) = (X1, Y1)∨o(X2, Y2).
Applying Eq. (10) and the comment above, we obtain
(a↓
π
, a↓
π↑N ) = (X1, Y1)∨o(X2, Y2)
=

a∈Y1
a↓
π
,

a∈Y1
a↓
π
↑N∨o

a∈Y2
a↓
π
,

a∈Y2
a↓
π
↑N
=
 
a∈Y1∪Y2
a↓
π
,
 
a∈Y1∪Y2
a↓
π
↑N .
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Consequently, a↓π = a∈Y1∪Y2 a↓π and, as a↓π ≠ {a↓πi | a↓πi ⊂ a↓π }, there exists ai ∈ Y1 ∪ Y2, such that a↓πi = a↓π .
Without loss of generality, we will assume that ai ∈ Y1, then a↓πi ⊆ X1 ⊆ a↓π = a↓
π
i , and so X1 = a↓π , which proves the
result. 
The following theorem shows how a ∧-irreducible element of B(A, B, Rc) is transformed to obtain a ∨-irreducible
element of Lo(A, B, R), and vice versa.
Theorem 3. Given a formal context (A, B, R), we obtain that
(X, Y ) ∈ MF (A, B, Rc) if and only if (X c, Y ) ∈ Jo(A, B, R).
Proof. In order to relate both environments, the equations introduced at the end of Section 4 will be used in the proof.
Given (X, Y ) ∈ MF (A, B, Rc), as MF (A, B, Rc) = {(a↓c , a↓c↑c ) | a↓c ≠{a↓ci | a↓c ⊂ a↓ci }}, there exists a ∈ A verifying
(X, Y ) = (a↓c , a↓c↑c ), such that a↓c ≠  a↓ci , where the elements ai ∈ A satisfy a↓c ⊂ a↓ci . Applying the complementary
operator, the expression (a↓c )c ≠

a↓
c
i
c
is obtained and a↓c ⊂ a↓ci is equivalent to (a↓
c
i )
c ⊂ (a↓c )c .
Now, by De Morgan’s laws, Proposition 3 and the fact that (a↓c )c = a↓π and a↓c↑c = a↓π↑N , we obtain that
(X c, Y ) = ((a↓c )c, a↓c↑c ) = (a↓π , a↓π↑N )
such that a↓π = (a↓c )c ≠

a↓
c
i
c = (a↓ci )c =  a↓πi , where the elements ai ∈ A satisfy (a↓ci )c ⊂ (a↓c )c , which is
equivalent to a↓
π
i ⊂ a↓π .
Thus, (X c, Y ) ∈ Jo(A, B, R) and the sufficiency is proven. The necessity can be checked analogously. 
As a consequence of the results above, several of the results presented in [6] can be directly obtained from the ones given
in [18]. For example, Theorems 3–5 in [6] are consequences of Theorem 2. Now, two technical results will be introduced.
Proposition 4. Given a formal context (A, B, R) and D ⊆ A, the set D is a consistent set of (A, B, R) in Lo(A, B, R) if and only if
D is a consistent set of (A, B, Rc) inB(A, B, Rc).
Proof. In order to prove the first implication, we will assume that D is a consistent set of (A, B, R) in Lo(A, B, R) and we need
to prove thatB(A, B, Rc) ≤ B(D, B, RcD).
Hence, we assume (X, Y ) ∈ B(D, B, RcD), and we obtain that (X c, Y ) ∈ Lo(D, B, RD), since (X c)↑N = X↑c = Y and
Y↓π = (Y↑c )c = X c , using that (X, Y ) ∈ B(D, B, RcD) and the equalities presented at the end of Section 4. As D is a
consistent set of (A, B, R) in Lo(A, B, R), there exists (X c1 , Y1) ∈ Lo(A, B, R), such that X = X1. Now, applying the equalities
presented at the end of Section 4, we have (X c1)
↑c = ((X c1)c)↑N = X↑N1 = Y1 and Y↓
c
1 = (Y↓
π
1 )
c = (X c1)c = X1, that is
(X1, Y1) ∈ B(A, B, Rc), where X = X1. Thus, D is a consistent set of (A, B, Rc) inB(A, B, Rc).
The other implication follows similarly. 
The next result is obtained from Proposition 2 and Theorem 3.
Proposition 5. Let (A, B, R) be a formal context. If D ⊆ A is a consistent set and a ∈ D, then
(a↓
π
, a↓
π↑N ) ∈ Jo(A, B, R) if and only if (a↓π , a↓π↑N ∩ D) ∈ Jo(D, B, RD).
Proof. Since, by the proposition above, a consistent set D in Lo(A, B, R) is also a consistent set ofB(A, B, Rc) and vice versa,
the following chain of equivalences is obtained, which proves the result proposed.
By Theorem 3, (a↓π , a↓π↑N ) ∈ Jo(A, B, R) is equivalent to ((a↓π )c, a↓π↑N ) ∈ MF (A, B, Rc), which is also equivalent, by
Proposition 2, to ((a↓π )c, a↓π↑N ∩ D) ∈ MF (D, B, RcD). Hence, applying Theorem 3 once again, we obtain (a↓π , a↓π↑N ∩ D) ∈
Jo(D, B, RD). 
This last result togetherwith Theorems2 and3 are considered in order to prove Theorems3–5 in [6],which come together
in the following theorem.
Theorem 4. Given a formal context (A, B, R), the following equivalences are obtained:
1. a ∈ Io if and only if (a↓π , a↓π↑N ) ∉ Jo(A, B, R).
2. a ∈ Ko if and only if (a↓π , a↓π↑N ) ∈ Jo(A, B, R) and there exists a1 ∈ A, a1 ≠ a, such that (a↓π1 , a↓
π↑N
1 ) = (a↓π , a↓π↑N ).
3. a ∈ Co if and only if (a↓π , a↓π↑N ) ∈ Jo(A, B, R) and (a↓π1 , a↓
π↑N
1 ) ≠ (a↓π , a↓π↑N ), for all a1 ∈ A, a1 ≠ a.
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Table 1
Relation between the objects and the
attributes.
R 1 2 3
a 0 1 0
b 1 0 0
c 1 1 0
d 0 0 1
e 1 0 0
Proof. Statement 1 will be proven from the next chain of equivalences, Statements 2 and 3 can be obtained similarly.
Given a ∈ A, if a ∈ Io, then a does not belong to any consistent set of (A, B, R) in Lo(A, B, R). Hence, by Proposition 4, a does
not belong to any consistent set of (A, B, Rc) in B(A, B, Rc), either. Therefore, if If c is the absolutely unnecessary attributes
set on B(A, B, Rc), we have that a ∈ If c , which is equivalent, by Theorem 2, to (a↓c , a↓c↑c ) ∉ MF (A, B, Rc), which is also
equivalent, by Theorem 3, to ((a↓c )c, a↓c↑c ) ∉ Jo(A, B, R). Finally, the result holds since ((a↓c )c, a↓c↑c ) = (a↓π , a↓π↑N ). 
In the following example a classification of the attributes set will be presented using the previous theorem.
Example 1. The considered context will be (A, B, R), where A = {a, b, c, d, e}, B = {1, 2, 3} and the relation R is defined by
Table 1.
Now, we obtain the ∨-irreducible elements in Lo(A, B, R), that is Jo(A, B, R). Hence, by Proposition 3, we compute the
property-oriented concepts (y↓π , y↓π↑N ), with y ∈ A, and we only assume the ones that satisfy y↓π ≠{a↓πi | a↓πi ⊂ y↓π }.
a↓
π = {2}; b↓π = {1}; c↓π = {1, 2}; d↓π = {3}; e↓π = {1}.
Since c↓π = a↓π ∪ b↓π and b↓π = e↓π , we have that
Jo(A, B, R) = {(a↓π , a↓π↑N ), (b↓π , b↓π↑N ), (d↓π , d↓π↑N )}.
Applying Theorem 4, we have that c ∈ Io, since (c↓π , c↓π↑N ) ∉ Jo(A, B, R). The elements b, e belong to Ko, because (b↓π ,
b↓π↑N ) = (e↓π , e↓π↑N ) and this last concept is an element of Jo(A, B, R). Finally, as (a↓π , a↓π↑N ), (d↓π , d↓π↑N ) ∈ Jo(A, B, R),
we have that (a↓
π
1 , a
↓π↑N
1 ) ≠ (a↓π , a↓π↑N ) and (a↓
π
2 , a
↓π↑N
2 ) ≠ (d↓π , d↓π↑N ), for all a1, a2 ∈ A, a1 ≠ a, a2 ≠ d. Hence, we
attain that a, d ∈ Co. Thus, the following classification of the attributes is obtained:
Io = {c}; Ko = {b, e}; Co = {a, d}.
As a consequence, the reducts of (A, B, R) in Lo(A, B, R) are D1 = {a, d, b} and D2 = {a, d, e}.
Therefore, the classification of attributes in formal concept lattices and object-oriented concept lattices have been related
and Theorem 4 has been obtained.
Two possibilities may be considered to prove a similar result for property-oriented concept lattices. The first one is to
assume the direct relation between object-oriented and property-oriented concept lattices, introduced in Section 4 of [6].
The second possibility is to prove propositions and theorems similar to the one above, but this time for the property-oriented
concept lattices framework. The results analogous to Propositions 3–5 and Theorem 3, are presented next, whose proofs
follow similarly to the ones given in these results.
Proposition 6. Given a formal context (A, B, R), we obtain that
(X, Y ) ∈ B(A, B, Rc) if and only if (X, Y c) ∈ Lp(A, B, R).
Proof. Given (X, Y ) ∈ B(A, B, Rc), we have that X↑π = (X↑c )c = Y c and (Y c)↓N = Y↓c = X . Therefore, (X, Y c) ∈
Lp(A, B, R).
Now, if (X, Y c) ∈ Lp(A, B, R), then we obtain X↑c = (X↑π )c = (Y c)c = Y and Y↓c = (Y c)↓N = X . Thus, (X, Y ) ∈
B(A, B, Rc). 
Proposition 7. Let (A, B, R) be a formal context. The set of ∧-irreducible elements of Lp(A, B, R) is:
Mp(A, B, R) =

(a↓
c
, (a↓
c↑c )c) | a↓c ≠

{a↓ci | a↓
c ⊂ a↓ci }

.
Proof. First of all, we will consider an element (X, Y ) of Mp(A, B, R). Hence, by Proposition 6, (X, Y c) ∈ B(A, B, Rc). Now
we assume two different concepts (X1, Y1), (X2, Y2) inB(A, B, Rc) such that
(X, Y c) = (X1, Y1) ∧ (X2, Y2) = (X1 ∩ X2, (X1 ∩ X2)↑c ).
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Consequently, X = X1 ∩ X2, Y = ((X1 ∩ X2)↑c )c and, by Proposition 6, the concepts (X1, Y c1 ), (X2, Y c2 ) ∈ Lp(A, B, R), that can
be written as (X1, X
↑π
1 ), (X2, X
↑π
2 ), verify that
(X, Y ) = (X1 ∩ X2, ((X1 ∩ X2)↑c )c) = (X1 ∩ X2, (X1 ∩ X2)↑π ) = (X1, X↑π1 )∧p(X2, X↑π2 ).
Since (X, Y ) ∈ Mp(A, B, R), then either (X, Y ) = (X1, X↑π1 ) or (X, Y ) = (X2, X↑π2 ), that is, (X, Y c) = (X1, (X↑π1 )c) =
(X1, X
↑c
1 ) = (X1, Y1) or (X, Y c) = (X2, (X↑π2 )c) = (X2, X↑c2 ) = (X2, Y2).
As a result, (X, Y c) is a ∧-irreducible element in the concept latticeB(A, B, Rc) and, by Proposition 1, there exists a ∈ A
such that (X, Y c) = (a↓c , a↓c↑c ), which satisfies a↓c ≠ {a↓ci | a↓c ⊂ a↓ci }. Thus, we have that (X, Y ) = (a↓c , (a↓c↑c )c) and
the first inclusion holds.
In order to prove the other inclusion, given a ∈ A, we consider (a↓c , (a↓c↑c )c), such that a↓c ≠{a↓ci | a↓c ⊂ a↓ci }, and
we need to prove that it is a∧-irreducible element in the concept lattice Lp(A, B, R). Hence, we assume two different object-
oriented concepts (X1, Y1), (X2, Y2) in Lp(A, B, R) such that
(a↓
c
, (a↓
c↑c )c) = (X1, Y1)∧p(X2, Y2) = (X1 ∩ X2, (X1 ∩ X2)↑π ).
Therefore, the concepts (X1, Y c1 ), (X2, Y
c
2 ) ∈ B(A, B, R), that can be written as (X1, X↑c1 ), (X2, X↑c2 ), satisfy, by Proposition 6,
that
(a↓
c
, a↓
c↑c ) = (X1 ∩ X2, ((X1 ∩ X2)↑π )c) = (X1 ∩ X2, (X1 ∩ X2)↑c ) = (X1, X↑c1 ) ∧ (X2, X↑c2 ).
Since (a↓c , a↓c↑c ) ∈ MF (A, B, Rc), then either (a↓c , a↓c↑c ) = (X1, X↑π1 ) or (a↓c , a↓c↑c ) = (X2, X↑π2 ). Hence, (a↓c , (a↓c↑c )c) is
a ∧-irreducible element in the concept lattice Lp(A, B, R). 
As a result, an analogous Theorem 3 is obtained for the property-oriented concept lattices environment.
Corollary 1. Given a formal context (A, B, R), we obtain that
(X, Y ) ∈ MF (A, B, Rc) if and only if (X, Y c) ∈ Mp(A, B, R).
The next proposition relate the consistent sets in both environments.
Proposition 8. Given a formal context (A, B, R) and D ⊆ A, the set D is a consistent set of (A, B, R) in Lp(A, B, R) if and only if
D is a consistent set of (A, B, Rc) inB(A, B, Rc).
Proof. First of all, wewill assume that D is a consistent set of (A, B, R) in Lp(A, B, R). Now, we consider (X, Y ) ∈ B(D, B, RcD),
and, by Proposition 6, we have that (X, Y c) ∈ Lp(D, B, RD). Hence, by hypothesis, there exists (X1, Y c1 ) ∈ Lp(A, B, R), such
that X = X1, and, by Proposition 6, we obtain that (X1, Y1) ∈ B(A, B, Rc), where X = X1. Thus, D is a consistent set of
(A, B, Rc) inB(A, B, Rc).
The other implication follows similarly. 
Proposition 9. Let (A, B, R) be a formal context. If D ⊆ A is a consistent set and a ∈ D, then
(a↓
c
, (a↓
c↑c )c) ∈ Mp(A, B, R) if and only if (a↓c , (a↓c↑c ∩ D)c) ∈ Mp(D, B, RD).
Proof. From the proposition above, the following chain of equivalences is obtained, which proves the result.
By Corollary 1, (a↓c , (a↓c↑c )c) ∈ Mp(A, B, R) is equivalent to (a↓c , a↓c↑c ) ∈ MF (A, B, Rc), which is also equivalent, by
Proposition 2, to (a↓c , (a↓c↑c ) ∩ D) ∈ MF (D, B, RcD). Hence, applying Corollary 1 once again, we obtain (a↓c , (a↓c↑c ∩ D)c) ∈
Mp(D, B, RD). 
From the previous proposition we obtain another result similar to Theorem 4, with respect to an object-oriented concept
lattice.
Theorem 5. Given a formal context (A, B, R) and the set Mp(A, B, R) of ∧-irreducible elements in Lp(A, B, R), the following
equivalences are obtained:
1. a ∈ Ip if and only if (a↓c , (a↓c↑c )c) ∉ Mp(A, B, R).
2. a ∈ Kp if and only if (a↓c , (a↓c↑c )c) ∈ Mp(A, B, R) and there exists a1 ∈ A, a1 ≠ a, such that (a↓c1 , (a↓
c↑c
1 )
c) =
(a↓c , (a↓c↑c )c).
3. a ∈ Cp if and only if (a↓c , (a↓c↑c )c) ∈ Mp(A, B, R) and (a↓c1 , (a↓
c↑c
1 )
c) ≠ (a↓c , (a↓c↑c )c), for all a1 ∈ A, a1 ≠ a.
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Proof. The first statement will be proven from the next chain of equivalences.
Given a ∈ A, if a ∈ Ip, then there does not exist a consistent set D of (A, B, R) in Lp(A, B, R). Hence, by Proposition 8, there
does not exist a consistent set D of (A, B, Rc) inB(A, B, Rc), either. Therefore, a ∈ If c , which is equivalent, by Theorem 2, to
(a↓c , a↓c↑c ) ∉ MF (A, B, Rc), which is also equivalent, by Corollary 1, to (a↓c , (a↓c↑c )c) ∉ Mp(A, B, R).
Statements 2 and 3 are obtained analogously. 
Two important results are now established to relate completely the three frameworks considered. The first one provides
that each kind of attribute is independent of the environment assumed,B(A, B, Rc), Lo(A, B, R) or Lp(A, B, R).
Theorem 6. Let (A, B, R) be a formal context,B(A, B, Rc), Lo(A, B, R) and Lp(A, B, R) the formal, object-oriented and property-
oriented concept lattices, respectively. Ii, Ki, Ci, with i ∈ {f c, o, p}, the corresponding absolute unnecessary, relative necessary
and absolute necessary sets of attributes. For each a ∈ A, the following equivalences are obtained:
1. a ∈ If c iff a ∈ Io iff a ∈ Ip
2. a ∈ Kf c iff a ∈ Ko iff a ∈ Kp
3. a ∈ Cf c iff a ∈ Co iff a ∈ Cp.
Proof. Statement 1 will be proven, Statements 2 and 3 can be obtained similarly.
Given a ∈ A, if a ∈ If c , then there does not exist a consistent set D of (A, B, Rc) in B(A, B, Rc), which is equivalent, by
Proposition 4, to the fact that there does not exist a consistent set D of (A, B, R) in Lo(A, B, R) and, therefore, a ∈ Io and we
obtain that a ∈ If c if and only if a ∈ Io.
Now, if a ∈ If c , applying Proposition 8, there does not exist a consistent set D of (A, B, R) in Lp(A, B, R) and, consequently,
a ∈ Ip. Hence, a ∈ If c is equivalent to a ∈ Io.
Thus, the first statement holds. 
The last important result presented in this paper is the relation among the attribute reducts of these frameworks.
Theorem 7. Given a formal context (A, B, R), a subset D ⊆ A is an attribute reduct of the formal concept lattice B(A, B, Rc), if
and only if it is an attribute reduct of the object-oriented concept lattice Lo(A, B, R) and if and only if it is an attribute reduct of
the corresponding property-oriented concept lattice Lp(A, B, R).
Proof. Given a reduct D of the formal concept latticeB(A, B, Rc), particularly D is a consistent set ofB(A, B, Rc), hence, by
Proposition 4, D is a consistent set of Lo(A, B, R).
Now,wewill prove thatD is a reduct of Lo(A, B, R) by contradiction. Hence, we assume thatD is not a reduct of Lo(A, B, R).
As a result, there exists a ∈ D such that
Lo(D r {a}, B, RDr{a}) ∼= Lo(A, B, R).
Therefore,Dr{a} is a consistent set of Lo(A, B, R) and, applying Proposition 4,Dr{a} is a consistent set ofB(A, B, Rc), which
is a contradiction with the fact that D is a reduct inB(A, B, Rc). Thus, Dmust be a reduct of Lo(A, B, R).
The other implication follows analogously.
Similarly, the other equivalence: D is an attribute reduct of the formal concept lattice B(A, B, Rc) if and only if it is an
attribute reduct of the corresponding property-oriented concept lattice Lp(A, B, R); can be proven from Proposition 8 and
the result is obtained. 
The relation among these frameworks give rise to several important consequences. For example, extending the comments
in [6], the attribute reducts and attribute characteristics of B(A, B, Rc), Lo(A, B, R) and Lp(A, B, R) are identical. Therefore,
only one of the three concept lattices must be considered in order to obtain either the attribute reduct or a classification of
the attributes.
Moreover, the algorithms developed to research the attribute reduct of one of these three environments can be applied
to obtain the other concept lattices. For example, Algorithm 1 may be obtained as a modification of the one given to formal
concept analysis in [18].
Note that the equality a↓
π
j = a↓
π
i provides an equivalence class and the equivalence classes have been denoted as [ai],
for each ai ∈ A.
Lastly, the results above will be applied to Example 1.
Example 2. Considering Example 1, the context (A, B, Rc), will be assumed, where the relation Rc is given by Table 2.
Now, the classification of the attributes inB(A, B, Rc)will be given and it will be compared to the computed classification
for Lo(A, B, R), in Example 1.
First of all, the∧-irreducible elements inB(A, B, Rc), that is, the setMF (A, B, Rc)will be obtained. Hence, by Proposition 1,
we will consider the concepts (y↓c , y↓c↑c ), where y ∈ A, and that satisfy y↓c ≠{a↓ci | a↓ci ⊂ y↓c }.
a↓
c = {1, 3}; b↓c = {2, 3}; c↓c = {3}; d↓c = {1, 2}; e↓c = {2, 3}.
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input : A = {a1, . . . , an}, B, R
output: AReduct
1 for i ← 1 to n do
2 Compute a↓
π
i
3 end
4 for i ← 1 to n do
5 Obtain the equivalence classes [ai] = {aj ∈ A | a↓πj = a↓
π
i }
6 end
7 A′ is obtained considering only one element for each equivalence class;
8 Compute If c = {a ∈ D | a↓π = a↓πi such that a↓πi ⊂ a↓π };
9 AReduct= D \ If c ;
Algorithm 1: Obtaining a reduct in property-oriented concept lattices
Table 2
The complementary relation of R.
Rc 1 2 3
a 1 0 1
b 0 1 1
c 0 0 1
d 1 1 0
e 0 1 1
Since c↓c = a↓c ∩ b↓c and b↓c = e↓c , we have that
Jo(A, B, R) = {(a↓π , a↓π↑N ), (b↓π , b↓π↑N ), (d↓π , d↓π↑N )}.
Therefore, applying Theorem 4, the following classification of the attributes is obtained:
If c = {c}; Kf c = {b, e}; Cf c = {a, d},
which is the same classification obtained in Example 1 for Lo(A, B, R), as establishes Theorem 6. Moreover, this theorem
provides the classification for Lp(A, B, R), as well. Hence,
If c = Io = Ip = {c}; Kf c = Ko = Kp = {b, e}; Cf c = Co = Cp = {a, d}.
Furthermore, by Theorem 7, the reducts of the concept lattices Lo(A, B, R), Lp(A, B, R) andB(A, B, Rc), are D1 = {a, d, b}
and D2 = {a, d, e}.
6. Conclusions and future work
This paper studies attribute reduction among object-oriented and property-oriented concept lattices, and formal concept
lattices. As a consequence, a relation between formal concept analysis and rough set theory is given in this direction.
Considering the results related to attribute reduction in formal concept analysis found by Ganter and Wille [18], the set of
irreducible elements in object-oriented and property-oriented concept lattices have been determined and the equivalence
among them has also been proved, directly extending the results presented in [6] and completing the results in [7].
Moreover, the classification of each attribute is independent of the framework considered and the attribute reduct in one
of these relational systems is also an attribute reduct in the others.
Therefore, the results presented here are very important since, e.g. only one of the three concept lattices needs to be
considered in order to obtain either the attribute reduct or a classification of the attributes. Furthermore, the algorithms
developed in order to obtain the attribute reduct in one of these three environments can be used in the other concept
lattices.
In the future, a comparison among the existing algorithms developed in parallel on these concept lattices should be
studied further.
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