Numerous papers have been written to show which combinations of Shewhart-type quality-control charts are optimal for detecting systematic shifts in the mean response of a process, increases in the random error of a process, and linear drift effects in the mean response across the assay batch. One These charts are well understood and they give rise to a wide range of possible control charts that could be used. For example, one rule might be to declare an out-of-control situation as soon as one quality-control value is more than two standard deviations (>2s) away from the target value. A second example might be to conclude that the process is out of control on the first occasion of seven consecutive observations falling on the same side of the target value.
Quality-control samples are widely used in clinical chemistry laboratories to assess the quality and stability of routine analytical methods.
Different laboratory managers
have different views as to how many qualitycontrol samples should be inserted into a given analytical run and where these samples should be placed. Whatever the regime in operation, it is standard practice to plot the quality control values on Shewbart-type (1) [or Levey-Jennings (2)] control charts.
These charts are well understood and they give rise to a wide range of possible control charts that could be used. For example, one rule might be to declare an out-of-control situation as soon as one quality-control value is more than two standard deviations (>2s) away from the target value. A second example might be to conclude that the process is out of control on the first occasion of seven consecutive observations falling on the same side of the target value.
A third scheme might be to run both of the schemes simultaneously and conclude that the system has gone out of control when at least one of the component schemes has gone out of control.
These examples are meant to illustrate the vast potential for defining control rules of the Shewhart type. The papers by Westgard and others (3-12) consider several such schemes. The problem the user faces is, which of all of these potential rules is best and for what and "persistent" error. Unfortunately, most of these authors, apart from Parvin (12) in his recent paper, have not defined a clear criterion for deciding which rule is best; consequently, the user stifi faces the problem of selecting an efficient control scheme.
Here, we show that all of the popular Shewhart-type control rules considered in the literature can be put into a Markov Chain (13) framework, thereby avoiding simulation and its associated sampling error; with a clearly defined assessment criterion, the schemes can be ranked in order of efficiency. We also show that a suitably chosen Cusum scheme can perform at least as well as the best Shewhart-type rule considered so far. A more general conclusion about the efficiency of Cusum schemes has already been reached (14) for continuous industrial quality-control schemes.
Principles and Methods Performance Characteristics of Control Rules
Historically, for industrial applications, the properties of quality-control rules, when monitoring the performance of continuous production processes, have been assessed by the determination of their average run length (ARL) profiles (15-21 )#{149}2 The ARL in these applications is defined to be the average number of qualitycontrol samples inspected before an out-of-control message is indicated.
To emphasize that this approach depends on the sequential use of quality-control samples, we use the modified notation ARL.
For these industrial applications, assessment based on the ARL profile makes sense because the process is continuous. The run length arising from a particular control scheme can take any value between 1 and infinity; the average is the "typical value" associated with that scheme.
Westgard et al. (4) , however, point out that for clinical applications the situation is different. The clinical biochemist usually decides how many quality-control samples (N) are to be placed in a given assay batch and then decides the quality-control status of that batch after all N quality-control values have been obtained. The results from different batches may not be combined on the same control chart; instead, the control rule is reinitialized for each assay batch. For this application, the ARL for a given assay batch is inappropriate because it will always have a value of N. The batch characteristics that are appropriate are (a) the probabifity of false rejection (ph), which is the probability that an out-ofcontrol signal will be issued for a given batch when the process is in control, and (b) the probability of error detection (p), which is the probability that an out-of-control signal will be issued for a given batch when the process is out-of-control.
In this approach, the average number of assay batches processed before an ing N control observations. p1, is calculated from the formula
where p' is the probability that a single control observation exceeds the limit set for the control rule and where Po = Pi = p = 1. For a two-sided rule,
To ifiustrate the error in the last formula, we consider the 2 scheme. Suppose the probability that a control observation exceeds the upper limit is a. Then, the probabffity that both observations exceed the upper limit is a2. Using Westgard's formula for the one-sided rule (a = p')
Hence pfr = 1 -P2 = a2, in agreement with our earlier result.
But consider now the two-sided scheme. Because Final state an out-of-control signal can be given only if both control observations lie above the upper limit or below the lower limit p5, = 2a2. Westgard's formula gives A. The signal is declared out of control (an absorbing state).
An example of how the system moves between these states is shown in Figure 1 .
The first observation lies between the control limits and so cannot contribute to an out-of-control signal. The system is still in state S(O,O). The second observation lies above the upper limit and so could be the first one of two that contribute to the out-of-control signal. The state of the system is thus
S(i,O).
The third observation lies within the control limits, so the second observation can no longer contribute to an out-of-control signal.
The system returns to state S(O,O).
The fourth observation lies below the lower limit and could be the first of two observations leading to an out-of-control signal. The system is now in state S(0,i). The fifth observation lies above the upper limit. For this observation to be part of an out-of-control signal, it would be the first observation of two above the upper limit, and so the state is now S(i,O).
The sixth observation is also above the upper limit and so combines with the fifth observation to give an out-ofcontrol signal. The system is now in state A.
With these states defined, the probabilities of moving between the various states in one step is summarized by the one-step transition matrix shown below: 
P1
where Po = probability that the observation falls between the control limits p,, = probability that the observation falls above upper control limit p1 = probability that the observation falls below lower control limit (Table i in their paper), which is derived under various approximations. Because we are able to calculate the exact p1. value for the various Shewbart schemes, it is quite easy to find the exact positions of the control limits for specified Pfr. In most applications, the two-sided scheme can be assumed to be symmetrical, e.g., p1 = p,, = p. In this situation and for the 2 scheme we need to find the value of p that satisfies the equation 
Control Rule Characteristicsfor PersistentError
As pointed out by Parvin (11), the concept of pfr and p is ifi-defined when control rules are used across runs (batches). Parvin describes several possible alternatives. For completeness we show how the Markov Chain method can be used to obtain Parvin's results. The unconditional probability that an error has persisted and gone undetected for (i -1) runs (i -1 runs have been accepted) and is detected on the ith run (ith run is rejected) is denoted by p(R). The conditional probability that the error is detected on the ith run, given that the (i -1) previous runs with error have been accepted, is denoted by p(R11A1_1). The cumulative probability that the error has been detected on or before the ith run is denoted by p(R1). is the probability that the system has reached the absorbing state (out of control) by the mith quality-control result. For the 2 rule, this is just [P"211,4; that is,
Therefore, the probabifity that the system first goes out of control on the ith run is
Finally, the probabffity that the system has not reached an out-of-control state by the ith run is
The above results are all that are required to obtain Parvin's formulae. However, the Markov Chain approach we present here is more general than the approach outlined by Parvin and much easier to use.
Parvin's approach cannot be applied to multirules (he recommends simulation). Parvin also restricts the control rules in such a way that they count consecutive values above, or below, a control limit; that is, the R48 rule that requires one observation above the + 2s limit and one below the -2s limit cannot be modeled.
Finally, rules such as the 2 the "start-up" and "ongoing" cases. "Start-up" refers to the system being in the out-of-control situation from the first run, whereas "ongoing" refers to the system starting at the in-control situation and then moving to the out-of-control situation during the operation of the quality-control scheme. Both cases can be modeled by our methods but in the interests of space we analyze only the start-up situation, just described. This type of analytical error occurs when there is a gradual change in the mean response of the process across the run, rather than a sudden change (as in a systematic shift). Which statistical model to adopt depends on the assay protocol being followed. For example, if there are N quality-control samples in the assay run, do you start with a quality-control sample before processing the first set of unknowns or do you process the first set of unknowns before any quality-control samples? Both situations are illustrated in Figure 4 .
Calculationof Pfr, P, and CumulativeProbabilitiesfor Cusum Schemes
Suppose the change in the mean across the run is qs. In the first design, the first quality-control sample we show in Figure 6 that it is stifi possible to find an equally efficient Cusum scheme. For random error, the There is no equivalent result available for random error, so that, from Figure 6 , the midpoint rule apparently does not hold. As a consequence, it would be in the user's interest to experiment a little to find the optimal reference value for the particular analytical error to be detected if the error is not of a drift or shift nature.
would be on target, with the rempining quality controls having mean values incremented by qs/ (N -1) . For the second design, the first quality-control sample would have a mean value of qs/N, and this would be the increment in the mean for subsequent quality-control samples. Westgard et al. do not make it clear which design they considered so, for the purposes of this paper, we consider the first design. of increase in systematic shift, systematic drift, and random error are shown in Figure 7 . Again, a suitably chosen Cusum scheme has superior properties when compared with the multirule proposed by Westgard et al.
PersistentError
We first begin by making the case that the most efficient way of operating Shewhart-type control schemes, including the multirules, across runs is to combine the quality-control results and ignore the batch classification.
To be specific, and to reduce space, we consider the 2 and 4 rules in detail. For ease of explanation we make the following definitions.
#{149} Pooled approach:
Combine all quality-control samples and disregard batch classification. out-of-control condition is a shift in the mean value of 1o. As can be seen, the out-of-control profile of the pooled approach is far superior to that of the batch approach, although we note that the in-control profile is not so good. If we then place the decision lines of the 2 rule at 1± 2.14s, we obtain the results in Table 4 . Table  4 shows that, to the accuracy given, the pooled approach has an in-control cumulative probabifity profile that is the same as that for the batch approach and has an out-of-control profile that is almost uniformly greater. We thus conclude that, in the situations considered, the pooled approach is the more efficientmethod. Tables 5   and 6 are equivalent to Tables 3 and 4 , but for the rule. Again, the pooled approach is the better one, although the difference between the two approaches is less pronounced than for the 228 rule. We would expect this pattern of behavior because the difference between the two approaches relates to the "end effect" problem, when not all quality-control samples within a batch are included in the decision rule; this effect is minimized for control rules that make use of many more qualitycontrol samples than are within a given batch. Because we wish to compare the Cusum with the best possible Shewhart type of approach, we will assume, in what follows, that the pooled approach has been adopted.
Muftirule (Persistent Error, Startup Case)
In the interests of space we consider only the multirule mentioned earlier, which was also considered by Parvin.
In Parvin's comparison the cumulative probability of an out-of-control message being issued was plotted up to run 15. Figure 8 shows, for the start-up case, the cumulative probability of error detection for the multirule when the system is in control and when the system is assumed to be out of control from run 1 with a systematic shift in the mean response of the process equal to 1o. The slight "kinks" in the plot occur at points where the component schemes start to operate. Also plotted are the corresponding OC sampl. no. reference value k = 0.5. As Figure 8 shows, the profile for the Cusum scheme at in-control conditions is almost uniformly below that of the multirule; when the system is out of control, the Cusum profile is almost uniformly greater than the multirule profile. The cumulative probability profile of the Cusum scheme at in-control can be lowered either by increasing the decision interval h or reference value k or both. If the changes in h and k are not too large, the out-of-control profile will not be affected much. These results mean that for the first 15 runs there is a Cusuin scheme that will perform much better than the multirule 1/2.,fRJ41d10. The ARLs (remember the pooled approach has been used, so we are We have conjectured (10) that a Cusum scheme is best of all. We have also offered evidence to suest that when control rules are used across batches, to detect persistent error, the most efficient way of utilizing the quality-control information is to poo1 all qualitycontrol sample values and disregard the batch classification. For persistent error, as described by Parvin, there seems to be two approaches, comparing schemes by their ARL profiles (10) or by plotting the cumulative distribution of run length. We have considered both approaches for the multirule 1J2JRJ411J10and again condude that a Cusum scheme can be found with superior properties. We clearly cannot claim that a Cusum scheme is better than all Shewhart schemes because an infinite number of such schemes is possible; however, we do feel that if the Cusum scheme can be bettered, it will only be very marginally. This is, in our view, the most important result of the paper because it removes the need for the user to select which quality-control procedure to use. Also, it is our experience that, although academic papers might further refine the Shewhart where Po = probability that the point falls between + 2s and -2s, p. = probability that the point falls above the + 2s limit, P1= probabffity that the point falls below the2s 1SO-2S(i,0)-R8(0,0),   1SO-2S(i,0)-RS(0,1), 1SO-2S(0,1)-RS(0,0),   and iSO-2S(0,i)-RS(i,0) are not accessible and so have a row of zeroes. These states should be removed but have been left in to maintain the block pattern of the matrix. These rows will not affect probabffity calculations.
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AppendIx 2
The following program, written in Microsoft Quickba- and imprecision, while at the same time providing the user with a simple-to-use procedure.
We express our thinki te the referees, who made a number of useful comments that have improved the text.
AppendIx 1
Listed here are the one-step transition matrices for a selection of single and multirule where Po = probability that the point falls between + isandis, PU = probability that the point falls above the #{247} is limit, p1 = probability that the point falls below theis limit. control message. If the out-of-control state is not reached by the end of the data array, RUNNO takes the value 0. The array FREQ(i) is the frequency distribution of run lengths.
