Abstract. After a brief introduction to the classical theory of binary quadratic forms we use these results for proving (most of) the claims made by Pépin in a series of articles on unsolvable quartic diophantine equations, and for constructing families of counterexamples to the Hasse Principle for curves of genus 1 defined by equations of the form ax 4 + by 4 = z 2 .
Introduction
In a series of four articles ([P1, P3, P5, P6] ), Théophile Pépin announced the unsolvability of certain diophantine equations of the form ax 4 + by 4 = z 2 . He did not supply proofs for his claims; a few of his "theorems" were first proved in the author's article [L1] using techniques that Pépin was not familiar with, such as the arithmetic of ideals 1 in quadratic number fields. At the time Pépin was studying these diophantine equations, he was working on simplifying Gauss's theory of composition of quadratic forms (see e.g. [P2, P4] ), and it seems natural to look into the theory of binary quadratic forms for approaches to Pépin's results. In fact we will find that all of Pépin's claims (and a lot more) can be proved very naturally using quadratic forms.
We start by briefly recalling the relevant facts following Bhargava's exposition [Bh] of Gauss's theory (Cox [Co] and Flath [Fl] also provide excellent introductions) for the following reasons:
• It gives us an opportunity to point out some classical references on composition of forms that deserve to be better known; this includes work by Cayley, Riss, Speiser and others.
• Most mathematicians nowadays are unfamiliar with the classical language of binary quadratic forms, and in particular with composition of forms.
• We need some results (such as Thm. 3 below) in a form that is slightly stronger than what can be found in the literature.
• We have to fix the language anyway. In addition, working with ray class groups instead of forms with nonfundamental discriminants does not save space since we would have to translate the results into the language of forms for comparing them with Pépin's statements.
1 Ideals were introduced by Dedekind in 1879, but took off only after Hilbert published his Zahlbericht in 1897; its French translation [Hil] started appearing in 1909. Kummer had introduced ideal numbers already in the 1840s, but these were used exclusively for studying higher reciprocity laws and Fermat's Last Theorem. For investigating diophantine equations, the mathematicians of the late 19th century preferred Gauss's theory of quadratic forms (see Dirichlet [D1, D2] and Pépin [P2] ) to Dedekind's ideal theory.
Afterwards, we will supply the proofs Pépin must have had in mind. In the final section we will interpret our results in terms of Hasse's Local-Global Principle and the Tate-Shafarevich group of elliptic curves.
Composition of Binary Quadratic Forms
A binary quadratic form is a form Q(x, y) = Ax 2 + Bxy + Cy 2 in two variables with degree 2 and coefficients A, B, C ∈ Z; in the following, we will use the notation Q = (A, B, C). The discriminant ∆ = B 2 − 4AC of Q will always be assumed to be a nonsquare. A form (A, B, C) is called primitive if gcd(A, B, C) = 1.
The group SL 2 (Z) of matrices S = ( r s t u ) with r, s, t, u ∈ Z and determinant det S = ru − st = +1 acts on the set of primitive forms with discriminant ∆ via Q| S = Q(rx + sy, tx + uy); two forms Q and Q ′ are called equivalent if there is an S ∈ SL 2 (Z) such that Q ′ = Q| S . Given Q = (A, B, C), the forms Q ′ = Q| S with S = ( 1 s 0 1 ) are said to be parallel to Q; their coefficients are Q ′ = (A, B + 2As, C ′ ) with C ′ = Q(s, 1). Observe in particular that we can always change B modulo 2A (and compute the last coefficient from the discriminant ∆) without leaving the equivalence class of the form. There are finitely many equivalence classes since each form is equivalent to one whose cefficients are bounded by |∆|.
A form Q = (A, B, C) represents an integer m primitively if there exist coprime integers a, b such that m = Q(a, b). If Q primitively represents m, then there is an
In fact, write Q(r, t) = m; since gcd(r, t) = 1, there exist s, u ∈ Z with ru − st = 1; now set S = ( r s t u ). This implies that forms representing 1 are equivalent to the principal form Q 0 defined by
In fact, forms representing 1 are equivalent to forms (1, B, C), and reducing B modulo 2 shows that they are equivalent to Q 0 . The set of SL 2 (Z)-equivalence classes of primitive forms (positive definite if ∆ < 0) can be given a group structure by introducing composition of forms, which can be most easily explained using Bhargava's cubes 2 Historically, Bhargava's cubes occurred in the form of 2 × 2 × 2-hypermatrices in the work of Cayley (see [C1, C2] , or, for a modern account, [GKZ, Chap. 14, Prop. 1.4] ), as pairs of bilinear forms as in Eqn. (5) and (6) below (see Gauss [Ga] and Dedekind [De] ), as a trilinear form (Dedekind [De] and Weber [We] ), and as 2 × 4-matrices a b c d e f g h (see Speiser [Sp] , Riss [Ri] , Shanks [S1, S2, S3] , Towber [To] , and most other presentations of composition).
of eight integers a, b, c, d, e, f, g, h can be sliced in three different ways (up-down, left-right, front-back):
To each slicing we can associate a binary quadratic form
Explicitly we find
These forms all have the same discriminant, and if two of them are primitive (or positive definite), then so is the third.
On the set Cl + (∆) of equivalence classes of primitive forms with discriminant ∆ we can introduce a group structure by demanding that
• The neutral element [1] is the class of the principal form Q 0 (x, y). 
Q
− represent exactly the same integers since Q(x, y) = Q − (x, −y). Gauss almost apologized for distinguishing the classes of these forms.
The verification of associativity is a little bit involved. Perhaps the simplest approach uses Dirichlet's method of united and concordant forms. Two primitive forms Q 1 = (A 1 , B 1 , C 1 ) and Q 2 = (A 2 , B 2 , C 2 ) are called concordant if B 1 = B 2 , C 1 = A 2 C and C 2 = A 1 C for some integer C. The composition of Q 1 and Q 2 then is the form (A 1 A 2 
Given three forms, associativity follows immediately if we succeed in replacing the forms by equivalent forms with the same middle coefficients, which is quite easy using the observation that forms represent infinitely many integers coprime to any given number.
Composing two (classes of) forms requires solving 3 systems of diophantine equations. All we need in this article is the following observation: Theorem 1. The SL 2 (Z)-equivalence classes of primitive forms with discriminant ∆ (positive definite forms if ∆ < 0) form a group with respect to composition. If Q 1 = (A 1 , B 1 , C 1 ) and Q 2 = (A 2 , B 2 , C 2 ) are primitive forms with discriminant ∆, and if e = gcd(A 1 , A 2 , 1 2 (B 1 + B 2 )), then we can always find a form
The group of SL 2 (Z) equivalence classes of primitive forms with discriminant ∆ is called the class group in the strict sense and is denoted by Cl + (∆) (the equivalence classes with respect to a suitably defined action by GL 2 (Z) gives rise to the class group Cl(∆) in the wide sense; for negative discriminants, both notions coincide). It is isomorphic to the ideal class group in the strict sense of the order with discriminant ∆ inside the quadratic number field Q( √ ∆ ). The connection between Bhargava's group law and Gauss composition is provided by the following Theorem 2. Let A = [a, b, c, d, e, f, g, h] be a cube to which three primitive forms
For an excellent account of the composition formulas using Dedekind's approach via modules see Lenstra [Le] and Schoof [Sch] . The clearest exposition of the composition algorithm of binary quadratic forms not based on modules is probably Speiser's [Sp] ; his techniques also allow to fill the gaps in Shanks' algorithm given in [S3] . Shanks later gave a full version of his composition algorithm which he called NUCOMP.
where x 3 and y 3 are bilinear forms (linear forms in x 1 , y 1 and x 2 , y 2 , respectively) and are given by
This can be verified e.g. by a computer algebra system; for a conceptual proof, see Dedekind [De] or Speiser [Sp] . The somewhat unnatural minus sign on the right hand side of (4) comes from breaking the symmetry between the forms Q i ; Dedekind [De] and Weber [We] have shown that
for certain trilinear forms x 4 , y 4 ; this formula preserves the symmetry of the forms involved and makes the group law appear completely natural.
Gauss defined a form Q 3 to be a composite of the forms Q 1 and Q 2 if the identity (4) holds and if (and this additional condition is crucial -it is what allowed Gauss to make form classes into a group 4 ) the formulas (1) and (2) 
It is obvious from the Gaussian composition formula (4) that ap 2 is represented by Q 3 and Q ′ 3 ; what we have to prove is that there exists a primitive representation. As an example illustrating the problem, take Q 1 = (2, 1, 3) and Q 2 = (2, −1, 3). Both forms represent p = 3 primitively: we have 3 = Q 1 (0, 1) = Q 2 (0, 1). We also
. Both Q 0 and Q 2 represent 9, but Q 2 (2, 1) = 9 is a primitive representation whereas Q 0 (3, 0) = 9 is not.
Proof of Cor. 1. We may assume without loss of generality that Q 1 = (p, B 1 , C 1 ) and Q 2 = (pr, B 2 , C 2 ). The composition algorithm shows that [
, where e = gcd(p,
we are done; the only remaining problematic case is where p divides both 
Genus Theory
Gauss's genus theory characterizes the square classes in Cl + (∆). Two classes [Q 1 ] and [Q 2 ] are said to be in the same genus if there is a class [Q] 
2 . The principal genus is the genus containing the principal class [Q 0 ]; by definition the principal genus consists of all square classes. 4 Composition of binary quadratic forms can be generalized to arbitrary rings if one is willing to replace quadratic forms by quadratic spaces; see Kneser [Kn] and Koecher [Ko] . Gauss's proof that composition gives a group structure extends without problems to principal ideal domains with characteristic = 2, and even to slightly more general rings (see e.g. Towber [To] ).
Extracting Square Roots in the Class Group. Recall that a discriminant ∆ is called fundamental if it is the discriminant of a quadratic number field. Arbitrary discriminants can always be written in the form ∆ = ∆ 0 f 2 , where ∆ 0 is fundamental, and where f is an integer called the conductor of the ring Z ⊕
Z. An elementary technique for detecting squares in the class group Cl(∆) is provided by the following Theorem 3. Let ∆ 0 be a fundamental discriminant, and assume that Q is a primitive form with discriminant ∆ = ∆ 0 f 2 . Then the following conditions are equivalent:
2 . iii) There exist rational numbers x, y with denominator coprime to f such that Q(x, y) = 1.
Moreover, if Q represents m 2 primitively, then Q 1 can be chosen in such a way that it represents m primitively.
Proof. Observe that Gauss's equation (4) implies that if Q 1 represents m and Q 2 represents n, then Q 3 represents the product mn. Together with the fact that the primitive form Q 1 represents integers coprime to ∆ this shows that ii) implies i).
Let us next show that i) and i') are equivalent. It is cleary sufficient to show that i) implies i'). Assume therefore that Q(x, y) = A 2 for coprime integers x, y, and that there is a prime p | gcd(A, ∆). We claim that p | f . We know that Q is equivalent to some form (A 2 , B, C), so we may assume that Q = (A 2 , B, C). If p is odd, then p | ∆ = B 2 − 4A 2 C, hence p | B, p 2 | ∆, and finally p 2 | f since fundamental discriminants are not divisible by squares of odd primes. If p = 2, then B = 2b and A = 2a, and (a 2 , b, C) is a form with discriminant ∆/4, showing that 2 | f . Thus i) and i') are equivalent.
For showing that i') =⇒ ii), assume that Q represents m 2 primitively (cancelling squares shows that Q primitively represents a square), and write Q = (m 2 , B, C);
2 for Q 1 = (m, B, mC); note that if ∆ < 0, the form Q 1 is positive definite only for m > 0. Since gcd(m, ∆) = gcd(m, B
2 ) = 1, the form Q 1 is primitive. Finally, i) and iii) are trivially equivalent.
We will also need Corollary 2. Let Q 1 and Q 2 be forms with discriminant Nonfundamental Discriminants. For negative discriminants, Gauss proved a relation between the class numbers h(∆) and h(∆f 2 ). For general discriminants, a similar formula was derived by Dirichlet from his class number formula, and Lipschitz later gave an arithmetic proof of the general result. Since we only consider positive definite forms, we are content with stating a special case of Gauss's result: Theorem 4. Let p be a prime, and ∆ < −4 a discriminant. Then
The basic tool needed for proving this formula is showing that every form with discriminant ∆p 2 is equivalent to a form (A, Bp, Cp 2 ), which is "derived" from the form (A, B, C) with discriminant ∆.
Class groups of primitive forms with nonfundamental discriminants occur naturally in the theory of binary quadratic forms, and correspond to certain ray class groups (called ring class groups) in the theory of ideals.
The simplest way of proving (7) is by using the elementary fact that every primitive form with discriminant ∆ = f 2 ∆ 0 is equivalent to a form Q = (A, Bf, Cf 2 ). The form Q = (A, B, C) is a primitive form with discriminant ∆ 0 from which Q is derived.
3. Kaplansky's "Conjecture"
Theorem 3 is related to a question of Kaplansky discussed by Mollin [M1, M2] and Walsh [W1, W2] : Kaplansky claimed that if a prime p can be written in the form p = a 2 +4b 2 , then the equation x 2 −py 2 = a is solvable. The assumption p = a 2 +4b 2 implies p ≡ 1 mod 4, as well as the solvability of the equation
2 , the form (1, 0, −p) with discriminant ∆ = 4p represents a 2 . Since gcd(a, 4p) = 1, there is a form Q with discriminant ∆ and [Q 2 ] = [Q 0 ] which represents a. Since the class number h(4p) is odd (from (7) we find that h(4p) = h(p) if p ≡ 1 mod 8, and h(4p) = 3h(p) if p ≡ 5 mod 8; it is a well known result due to Gauss that the class number of forms with prime discriminant ist odd), we have Q ∼ Q 0 = (1, 0, −p), and the claim follows.
The obvious generalization of Kaplansky's result is Proposition 1. Let m be an integer and p a prime coprime to 2m. If p = r 2 +ms 2 , then there is a form Q with the following properties:
(
Proof. From p − ms 2 = r 2 and gcd(r, 2pm) = 1 we deduce that the form Q 1 = (p, 0, −m) is equivalent to the square of a form representing r.
As an example, let m = 2 and consider primes p = r 2 + 2s 2 . Then p − 2s 2 = r 2 , hence the form Q = (p, 0, −2) with discriminant ∆ = 8p represents the square number r 2 . Thus Q ∼ Q 2 1 for some form Q 1 representing r. Now assume that p ≡ 1 mod 8. By genus theory, the class of the form Q 1 will be a square if and only if ( Note that this does not necessarily imply that the class number h(8p) is divisible by 4 since Q might be equivalent to the principal form. In fact, this always happens if r = 1, since then Q represents 1. In this case, we get a unit in Z[
√ 2p ] for free because p − 2s 2 = 1 implies that ( √ p + s √ 2 ) 2 = p + 2s 2 + 2s √ 2p is a nontrivial unit. Observe that the field is of Richaud-Degert type since 2p = (2s) 2 + 2.
Pépin's Theorems
The simplest among the about 100 theorems stated by Pépin [P1, P3, P5, P6] By looking at these results from the theory of binary quadratic forms one is quickly led to observe that the equivalence classes of the forms Q in Pépin's examples are squares but not fourth powers. Such forms occur only for discriminants ∆ = −4m for which Cl(∆) has a cyclic subgroup of order 4. The table below lists all positive m ≤ 238 with the property that Cl(−4m) has a cyclic subgroup of order 4, forms Q whose classes are squares but not fourth powers, the structure of the class group, a comment indicating the proof of the result, and a reference to the paper of Pépin's in which it appears.
Pépin must have been aware of the connection between his claims and the structure of the class group for the following reasons:
(1) The examples he gives in [P3] all satisfy Cl(−4m) = [8] (the cyclic group of order 8), and those in [P6] satisfy Cl(−4m) = [4, 2]. (2) Pépin omits all values of m for which the class number h(−4m) is divisible by 3 or 5, except for three examples given in [P1] . (3) Most of the misprints in his list concern the middle coefficient of the forms Q, which is sometimes given as half the correct value; a possible explanation is provided by the fact that Gauss used the notation (A, B, C) for the form Ax 2 + 2Bxy + Cy 2 .
The following result covers all examples in our (1) ∆ is a fundamental discriminant.
(2) ∆ = ∆ 0 f 2 for some fundamental discriminant ∆ 0 and an odd squarefree integer f such that ( -164 (9, 8, 20) [16] 164 = 4 · 41 -171 (7, 4, 25) , (9, 0, 19) [12] 5.2, f=3 -178 (11, 6, 17) [ (6) ∆ = 4f 2 ∆ 0 for some odd integer f , where ∆ 0 = 4n with n ≡ 1 mod 4, and (∆ 0 /q) = −1 for all primes q | f . Remark 1. In [L1] I have claimed that some proofs can be generalized to show the unsolvability of equations of the form px 4 − my 2 = z 2 . This is not correct: I have overlooked the possibility that gcd(y, z) = 1 in the proofs given there. In fact, consider the equation 71x 4 − 14y 2 = z 2 . We find 71 · 3 2 = 5 4 + 14, giving rise to a solution (x, y, z) = (3, 3, 75) of 71 · x 4 = z 2 + 14y 2 .
Remark 2. Studying a few of Pépin's examples quickly leads to the conjecture that Theorem 5 holds without any conditions on the discriminant. This is not true: three of Pépins "theorems" are actually incorrect: Note that, in these examples, the solutions do not satisfy the condition gcd(x, f ) = 1 of Prop. 4 below. This shows that we have to be careful when trying to generalize Thm. 5 to arbitrary discriminants, and that some sort of condition (like those in (1) - (6)) is necessary.
Remark 3. The obvious generalization of Pépin's theorems to nonprime values of p does not hold: the form Q = (2, 0, 7) represents 15 = Q(2, 1), but the diophantine equation 15x 4 − 14y 4 = z 2 has the nontrivial (but obvious) solution (1, 1, 1). As in the proof below, we can deduce that 15 2 is represented by the form Q; it does not follow, however, that the square roots (3, ±2, 5) of (2, 0, 7) represent 15: in fact, we have 15 2 = Q(9, 3), so the representation is imprimitive, and Q is not equivalent to a form with first coefficient 15 2 .
Remark 4. Some of the examples given by Pépin are special cases of others. Consider e.g. the case m = 80 = 4 · 20; the derived form of Q = (9, −8, 4) ∼ (4, 0, 5) with discriminant −4 · 20 is the form Q = (9, −16, 16) ∼ (9, 2, 9) with discriminant ∆ = −4m; its class is easily shown to be a square but not a fourth power, but this is not needed here since every prime represented by Q is also represented by Q, which means that the result corresponding to m = 80 is a special case of the result for m = 20. The same thing happens for m = 68, 126, 128, . . . ; the corresponding entries in the tables above are indicated by the comment m = 4 · n.
The case m = −56 = −14 · 4 is an exception: the derived form of (7, 0, 2) ∼ (2, 0, 7) is Q = (7, 0, 8), whose class is a square but not a fourth power in Cl + (∆). Moreover, the primes that Q represents are also represented by (2, 0, 7).
In addition we have the form (3, 2, 19) ∼ (3, −4, 20) , and the latter form is derived from (3, −2, 5). This form generates Cl (−4 · 14) , and the square of (3, −4, 20) is equivalent to (8, 8, 9) , which underives to (2, 4, 9) ∼ (2, 0, 7). The composition of (8, 8, 9 ) and (7, 0, 8) produces a form equivalent to (4, 4, 15) , which is not a square but represents 4.
Observe that the primes p represented by (4, 4, 15) are congruent to 3 mod 4, hence the equations px 2 − 56y 2 = z 2 only have solutions with 2 | x (thus 23x 2 − 56y 2 = z 2 , for example, has the solution (x, y, z) = (2, 1, 6)). This implies that the corresponding quartic 23x
4 − 56y 4 = z 2 does not have a 2-adic solution in a trivial way: 2 | x implies 4 | z and 2 | y, so a simple descent shows that this equation does not have a nontrivial solution.
Remark 5. Pépin's calculations for m = 114 are incorrect: here, the square class in Cl + (−4m) is generated by (6, 0, 19) , whereas Pépin uses (2, 0, 57). Perhaps Pépin went through the forms (2, 0, n) with n ≡ ±1 mod 8; these forms are contained in square classes if n is prime, or if n has only prime factors ≡ ±1 mod 8. If the class number h(−8n) is not divisible by 8, the class is not a fourth power.
A direct test whether forms (2, 0, p) for p ≡ ±1 mod 8 are fourth powers can be performed as follows: write p = e 2 − 2f 2 ; then Q = (2, 0, p) represents e 2 = 2f 2 + p, and [Q] is a fourth power if and only if a form with first coefficient e > 0 is in the principal genus. If p ≡ 7 mod 8, this happens if and only if ( Proof. The solvability of px 2 = z 2 + my 2 follows from genus theory: the prime p is represented by a form in the principal genus, hence any form in the principal genus (in particular the principal form (1, 0, −m)) represents p rationally. Multiplying through by x 2 we find px 4 − m(xy) 2 = (xz) 2 .
The main idea behind the proof of Thm. 5 is the content of the following Remark. The proof we have given works with forms in Cl(∆) 2 ; for distinguishing simple squares from fourth powers, one can introduce characters on Cl(∆) 2 /Cl(∆) 4 . This was first done in a special case by Dirichlet, who showed how to express these characters via quartic residue symbols; much later, his results were generalized within the theory of spinor genera by Estes & Pall [EP] . This explains why most proofs of the nonsolvability of equations of the form ax 4 +by 4 = z 2 (see in particular [L3] ) use quartic residue symbols.
Examples of Lind-Reichardt type
The most famous counterexample to the Hasse principle is due to Lind [Li] and Reichardt [Re] ; Reichardt showed that the equation 17x 4 − 2y 2 = z 4 has solutions in every localization of Q, but no rational solutions except the trivial (0, 0, 0), and Lind constructed many families of similar examples. Below, we will show that our construction also gives some of their examples; we will only discuss the simplest case of fundamental discriminants and are content with the remark that there are similar results in which −4AC is not assumed to be fundamental. Proof. We start with the observation that the form (A, 0, −C) represents z 4 . Since 4AC is fundamental, the class [Q] must be a fourth power, contradicting our assumptions.
The following result is very well known: Proof. The form Q = (p, 0, −2) has discriminant 8p, and Prop. 2 implies that its class is a square but not a fourth power in Cl + (8p).
Hasse's Local-Global Principle
Some diophantine equations ax 4 +by 4 = z 2 can be proved to have only the trivial solution by congruences, that is, by studying solvability in the localizations Q p of the rationals. A special case of Hasse's Local-Global Principle asserts that quadratic equations ax 2 + by 2 = z 2 have nontrivial solutions in integers (or, equivalently, in rational numbers) if and only if it has solutions in every completion Q p . group of certain elliptic curves, and it is actually quite easy to use Pépin's construction to find Tate-Shafarevich groups with arbitrarily high 2-rank (see [L2] for the history and a direct elementary proof of this result).
