Abstract The appearance of the retinal blood vessels is an important diagnostic indicator of various clinical disorders of the eye and the body. Retinal blood vessels have been shown to provide evidence in terms of change in diameter, branching angles, or tortuosity, as a result of ophthalmic disease. This paper reports the development for an automated method for segmentation of blood vessels in retinal images. A unique combination of methods for retinal blood vessel skeleton detection and multidirectional morphological bit plane slicing is presented to extract the blood vessels from the color retinal images. The skeleton of main vessels is extracted by the application of directional differential operators and then evaluation of combination of derivative signs and average derivative values. Mathematical morphology has been materialized as a proficient technique for quantifying the retinal vasculature in ocular fundus images. A multidirectional top-hat operator with rotating structuring elements is used to emphasize the vessels in a particular direction, and information is extracted using bit plane slicing. An iterative region growing method is applied to integrate the main skeleton and the images resulting from bit plane slicing of vessel direction-dependent morphological filters. The approach is tested on two publicly available databases DRIVE and STARE. Average accuracy achieved by the proposed method is 0.9423 for both the databases with significant values of sensitivity and specificity also; the algorithm outperforms the second human observer in terms of precision of segmented vessel tree.
Introduction
The assessment of the characteristics of the retinal vascular network can reveal information on pathological modifications induced by ocular diseases. The manifestation of the retinal vasculature is important for diagnosis, treatment, screening, evaluation, and the clinical study of ophthalmic diseases including diabetic retinopathy, hypertension, arteriosclerosis [1] , retinal artery occlusion [2] , and chorodial neovascularization [3] . Some of the main clinical objectives reported in the literature for retinal vessel segmentation are the implementation of screening programs for diabetic retinopathy [3] , evaluation of the retinopathy of prematurity [4] , foveal avascular region detection [5] , arteriolar narrowing detection [6] , vessel tortuosity to characterize hypertensive retinopathy, vessel diameter measurement to diagnose hypertension and cardiovascular diseases [7] , and computerassisted laser surgery [1] .
Blood vessels are the predominant and most stable structures appearing in the retina which can be directly observed in vivo. The effectiveness of treatment for ophthalmologic disorders is reliant on the timely detection of change in retinal pathology. The manual labeling of retinal blood vessels is a time-consuming process that entails training and skill. Automated segmentation provides consistency and accuracy and reduces the time taken by a physician or a skilled technician for hand mapping. Therefore, an automated reliable method of vessel segmentation would be valuable for the early detection and characterization of morphological changes in the retinal vasculature. The feature characterization and extraction in retinal images is a complex task in general. The main complexities in them are the inadequate contrast, lighting variations, a high noise influence mainly due to its complex acquisition, and anatomic variability depending on the particular patient. Particular features of blood vessels like the convex structure and lower reflectance compared to other retinal surfaces make them complex structures to detect as the gray level of a vessel varies across its length. Their tree-like geometry is often intricate and complicated so that features like bifurcations and overlaps can possibly confuse the detection system. However, some other attributes, like the linearity or the tubular shape, could make the contour detection easier. Further challenges faced in automated vessel detection include a wide range of vessel widths, low contrast with respect to background, and appearance of a variety of structures in the image including the optic disc, the retinal boundary, the lesions, and other pathologies.
This paper deals with the development of a vascular tree detection system, which would constitute the first step for subsequent retinal image analysis and processing. The proposed approach is a unique combination of vessel skeleton extraction and the application of bit planes on morphologically enhanced retinal image for segmentation of retinal blood vessels. There are several methods found in the literature for detection of vessel skeleton in retinal images which includes the application of tramline filters [7] , image ridges [8] , difference of offset Gaussian (DoOG) filter [9] , likelihood ratio test [10] , and normalized gradient vector field [11] . In this work, the DoOG filter which was initially proposed by Mendonca and Campilho [9] is employed for vessel skeleton detection. The segmented blood vascular tree is obtained by combination of vessel skeleton and the image obtained from bit planes slicing. The application of morphological bit planes for retinal vasculature extraction is demonstrated.
The organization of paper is as follows: In "Related Work," we give an overview of vessel extraction methods in the research literature. In "The Methodology," the methodology for retinal vessel segmentation is discussed in detail. Some illustrative experimental results of the algorithm on the images of the experimented databases are presented in "Experimental Evaluation." Finally, "Conclusions" is dedicated to the main conclusions of this work.
Related Work
Many algorithms and methodologies for retinal vessel segmentation have been reported. A recent detailed review of these methods can be found in [12] . The algorithms and methodologies for detecting retinal blood vessels can be classified into techniques based on pattern recognition, match filtering, morphological processing, vessel tracking, multiscale analysis, and model-based algorithms. The pattern recognition methods can be further divided into two categories: supervised methods and unsupervised methods. Supervised methods utilize ground truth data for the classification of vessels based on given features. These methods include neural networks [13] , principal component analysis [14] , k-nearest neighbor classifiers and ridgebased primitives classification [8] , line operators and support vector machine (SVM) classification [15] , Gabor wavelet and Gaussian mixture model classifier [16, 17] , feature-based Adaboost classifier [18] , and steerable complex wavelet with semi-supervised SVM classification [19] . The unsupervised methods work without any prior labeling knowledge. Some of the reported methods are the fuzzy C-means clustering algorithm [20, 21] , radius-based clustering algorithm [22] , maximum likelihood estimation of vessel parameters [23] , matched filtering along with specially weighted fuzzy C-means clustering [21] , and local entropy thresholding using gray level co-occurrence matrix [24] . The matched filtering methodology exploits the piecewise linear approximation and the Gaussian like intensity profile of retinal blood vessels and uses a kernel based on a Gaussian or its derivatives to enhance the vessel features in the retinal image. The matched filter (MF) is first proposed by Chaudhuri et al. [25] and later adapted and extended by Hoover et al. [26] and Xiaoyi and Mojon [27] . Gang et al. [28] evaluate the suitability of the amplitudemodified second-order Gaussian filter whereas Zhang et al. [29] proposed an extension and generalization of MF with a first-order derivative of Gaussian. A hybrid model of the MF and ant colony algorithm for retinal vessel segmentation is proposed by Cinsdikici and Aydin [30] . A highspeed detection of retinal blood vessels using phase congruency and a bank of log-Gabor filters has been proposed by Amin and Yan [31] . Zana and Klein [32] combine morphological filters and cross-curvature evaluation to segment vessel-like patterns. Mendonca and Campilho [9] detect vessel centerlines in combination with multiscale morphological reconstruction. Fraz et al. [33, 34] combined vessel centerline with bit planes to extract the retinal vasculature. Sun et al. [35] combined morphological multiscale enhancement, fuzzy filter, and the watershed transformation for the extraction of the vascular tree in the angiogram. The algorithm based on evaluation of principal curvature, non-maximal suppression, and hysteresis thresholding-based morphological reconstruction [36] is also employed for retinal vessel segmentation. The tracking-based approaches [20] segment a vessel between two points using local information and work at the level of a single vessel rather than the entire vasculature. The multiscale approaches for vessel segmentation are based on scale space analysis [37] . The width of a vessel decreases gradually across its length as it travels radially outward from the optic disk. Therefore, the idea behind scale-space representation for vascular extraction is to separate out information related to the blood vessel having varying width. The model-based approaches utilize the vessel profile models [38] , active contour models [39] , and geometric models based on level sets [40] for vessel segmentation.
The Methodology
This work presents a new methodology, which incorporates vessel skeleton detection with morphological bit planes slicing for segmentation of retinal blood vessels. The proposed method comprises of several steps. Initially, a binary mask is generated to extract the region of interest (ROI). Then the skeleton image of retinal blood vessels is extracted. The enhanced image of retinal vessels is acquired by taking the sum of images obtained by applying the tophat transformation on a monochromatic representation of an eye fundus image using a linear structuring element rotated at 22.5°. Later bit plane slicing is used to attain a binary image for retinal vessels. The region growing technique is applied on the vessel skeleton image using the bit plane sliced image as the aggregate threshold in order to obtain the final vessel tree. A schematic overview of the proposed method is described in Fig. 1 along with the thumbnails of corresponding output images.
Vessel Skeleton Extraction
We have used the green channel of the RGB-colored retinal image because it normally demonstrates a higher contrast between vessels and the retinal background [8, 12] . The binary mask for the FOV for each of the DRIVE database image is available with the database. We have created the FOV binary mask for each of the images in STARE database by using the algorithm explained in [16] . The intention of mask generation is to tag the pixels lying in the spherical retinal anatomical structure ROI in the entire image. The variation in image background is normalized by subtracting an estimate of the background, which is obtained by applying an arithmetic mean kernel by using decimation [41] . The decimated image from this process is resized to the actual size of the original image which is then subtracted from the green channel of RGB image to obtain normalize image. An example of a normalized image is shown in Fig. 2b .
The maximum local intensity across the blood vessel cross profile in the retina generally occurs at the vessel center pixels; therefore, vessel centerlines are measured as the connected sets of pixels which correspond to intensity maxima computed from the intensity profiles of the vessel cross sections. The vessel skeleton which consists of the vessel centerlines is detected by applying difference of offset Gaussian filter in four directions to the background normalized image, followed by the evaluation of average derivative values of the filter response images. For this purpose, the methodology proposed by Mendonca and Campilho [9] is employed. The segments of vessel skeleton in horizontal, vertical, diagonal, and cross-diagonal directions along with their union are illustrated in Fig. 3 . 1. The small curvatures of blood vessels can be approximated by piecewise linear segments. 2. The vessels appear darker relative to the background and have lower reflectance compared to other retinal surface. The observation is that the vessels almost never have ideal step edges. The intensity profile of the vessels can be approximated by a Gaussian curve and varies slightly from vessel to vessel.
where d is the perpendicular distance between the point (x, y) and the straight line passing through the center of the blood vessel in a direction along its length, σ defines the spread of the intensity profile, A is the grey level intensity of the local background, and k is a measure of reflectance of the blood vessel relative to its neighborhood.
The width of a vessel is a gradually decreasing function
as it travels radially outward from the optic disk.
In the proposed approach, the above-mentioned properties are exploited with the fact that a vessel is a dark pattern with a Gaussian shape cross-section profile, is piecewise connected, and is locally linear. Because of piecewise linear nature of vessels, the morphological filters with linear structuring elements are used to enhance the vessels in the ocular fundus image. The detailed procedure is explained in the subsequent sections.
Vessel Enhancement
The blood vessels appear as linear bright shapes in the monochromatic representation of a retinal image and can easily be identified using mathematical morphology. Erosion followed by dilation using a linear structuring element will eradicate a vessel or part of it when the structuring element cannot be contained within the vessel. Equation (2) represents the top-hat operator.
where I is the image to be processed and Se is structuring elements for opening (°). This happens when the vessel and the structuring element have orthogonal directions and the structuring element is longer than the vessel width. Conversely, when the orientation of the structuring element is parallel to the vessel, the vessel will stay nearly unchanged. If the opening along a class of linear structuring elements is considered, a sum of top-hat along each direction will brighten the vessels regardless of their direction, provided that the length of the structuring elements is large enough to extract the vessel with the largest diameter. Therefore, the chosen structuring element is 21 pixels long 1 pixel wide and is rotated at every 30°. Its size is approximately the range of the diameter of the biggest vessels for retinal images. In the image, every isolated round and bright zone whose diameter is less than the length of linear structuring element pixels have been removed. The sum of top-hat on the filtered image will enhance all vessels whatever their direction, including small or tortuous vessels as depicted in Fig. 4b . The pathologies in retinal images contribute toward increasing the rate of false detection of blood vessels. The large homogeneous pathological areas will also be normalized since they are unchanged by the transformation as illustrated in Fig. 5 .
Bit Plane Slicing
Bit plane slicing highlights the contribution made to the total image appearance by specific bits. Separating a digital image into its bit planes is useful for analyzing the relative importance played by each bit of the image. It is a process that aids in determining the adequacy of the number of bits used to quantize each pixel.
The image resulting from the sum of the top-hat operation is a monochromatic grayscale in which the gray levels are distributed in such a way that the blood vessels are highlighted more than the background. This 8-bit gray scale image can be represented in the form of bit planes, ranging from bit plane 1 for the least significant bit-to-bit plane 8 for the most significant bit as shown in Fig. 6 . It is observed that the higher-order bits plane especially the top two bit planes contain the majority of the visually significant data. The other bit planes contribute to more subtle details in the image and appear as noise. A single binary image is obtained by taking the sum of the top two bit planes which are bit plane 7 and bit plane 8. This binary image contains the partial reconstruction of vascular tree of the retina. This partial reconstruction along with the detected vessel centerlines is used in vessel filling.
Vessel Tree Generation
The final image of vascular tree is obtained by combining the vessel skeleton image with the image obtained from morphological bit plane slicing. Vessel skeleton pixels are used as seed points for the region growing algorithm which breed these points by aggregating the pixels from the image resulted from bit planes slicing as shown in Fig. 7a . The seed pixels of vessel skeleton image are compared with neighboring pixels in the bit plane sliced image for 8- Fig. 4 a Green channel of RGB image; b image resulted from sum of top-hat transformation connectivity, and region growing is applied using the centerlines and the neighboring pixels of bit plane reconstructed image satisfying this connectivity restriction. The aggregate threshold for 8-connectivity for both of the images of vessel centerline and the bit plane sliced image is set to be 1 because of their binary format. Region growth is performed using all the seed pixels one by one. The final vessel segmentation as shown in Fig. 7c is obtained after a cleaning operation aiming at removing all pixels completely surrounded by vessel points but not labeled as part of a vessel. This is done by Fig. 6 Bit planes of the image shown in Fig. 4b ; a-h bit plane 1 to bit plane 8, respectively considering that each pixel with at least six neighbors classified as vessel points must also belong to a vessel.
Experimental Evaluation

Materials
The methodology has been evaluated quantitatively and qualitatively using two publicly available data sets. The DRIVE database [43] contains 40 color images of the retina, captured by a Canon CR5 3CCD camera with a 45°field of view (FOV), with 565×584 pixels and 8 bits per color channel. The image set is divided into a test and training set and each one contains 20 images. The performance of the vessel segmentation algorithms is measured on the test set. The test set has four images with pathologies. For the 20 images of the test set, there are two manual segmentations available made by two different observers resulting in sets A and B. The manually segmented images in set A by the first human observer are used as a ground truth. The human observer performance is measured using the manual segmentations by the second human observer from set B. In set A, 12.7 % of pixels were marked as vessel against 12.3 % in set B.
The STARE database [26] contains 20 colored retinal images, with 700×605 pixels and 8 bits per RGB channel, captured by a TopCon TRV-50 fundus camera at 35°FOV. Two manual segmentations by A. Hoover and V. Kouznetsova are available. The first observer marked 10.4 % of pixels as vessel, the second one 14.9 %. The performance is computed with the segmentations of the first observer as a ground truth. The comparison of the second human observer with the ground truth images gives a detection performance measure which is regarded as a target performance level. The STARE database contains ten retinal images with pathologies.
Performance Measures
In retinal vessel segmentation, any pixel which is identified as vessel in both the ground truth and segmented image is marked as a true positive. Any pixel which is marked as vessel in the segmented image but not in the ground truth image is counted as a false positive as illustrated in Table 1 .
True positive rate (TPR) represents the fraction of pixels correctly detected as vessel pixels. False positive rate (FPR) is the fraction of pixels erroneously detected as vessel pixels. The accuracy (Acc) is measured by the ratio of the total number of correctly classified pixels (sum of true positives and true negatives) by the number of pixels in the image FOV. Sensitivity (SN) reflects the ability of an algorithm to detect the vessel pixels. It can also be referred as TPR. Specificity (SP) is the ability to detect non-vessel pixels. It can be expressed as 1−FPR. The positive predictive value (PPV) or precession rate gives the proportion of identified vessel pixels which are true vessel pixels. It is the probability that an identified vessel pixel is a true positive. The performance of algorithm is evaluated in terms of SN, SP, Acc, PPV, negative predictive value (NPV), and false discovery rate (FDR) and Matthews correlation coefficient (MCC) [44] , which is often used in machine learning and is a measure of the quality of binary (two-class) classifications. These metrics are defined in Table 2 based on the terms in Table 1 and are computed for the databases using the green channel of RGB images. Tables 3 and 4 illustrate the performance metrics of the segmentation methodology for each of the images from the test set of the DRIVE and STARE databases, respectively. It is observed that the average accuracy for both of the data sets is approximately equal to 0.9423 and average SN along with average SP depict better figures. High values of average PPV and low values of average FDR for both databases demonstrate that vessels and non-vessel pixels are Vessel segmentation results of one image each from the DRIVE and the STARE databases are illustrated in Fig. 8 . The figures illustrate the original image, the segmented vessel tree, and the vessel structure superimposed on the original image. Figure 9 shows the original retinal image, the resulting vessel segmented image, the manually segmented images from the first human observer which is considered as the ground truth, and the manual segmentation from the second human observer. The best-case accuracy, TPR, FPR, and PPV for DRIVE database shown in first row are 0.9619, 0.8400, 0.0212, and 0.8452, respectively, and the worst-case measures depicted in second row are 0.9377, 0.6710, 0.0211, and 0.8300, respectively. For the STARE database, the best case of vessel segmentation results is presented in the third row of Fig. 9 , with an accuracy of 0.9552; TPR, FRP, and PPV are 0.9321, 0.0420, and 0.7238, respectively. The image with the worst-case segmentation results is shown in the fourth row where the accuracy is 0.9240; TPR and FPR are 0.3106 and 0.0060, respectively.
Vessel Segmentation Results
Comparison with Published Methods
The performance of the proposed methodology is compared with other published algorithms in Tables 4 and 5 for [26] and Soares et al. [16] were calculated using the segmented images downloaded from their websites. The results of Zana and Klein [32] and Xiaoyi and Mojon [27] are taken from DRIVE database website. The average accuracy produced by the proposed algorithm is 0.9423 with a sensitivity and specificity of 0.7302 and 0.9742, respectively. In terms of average accuracy, the proposed method is better than Zana, Niemeijer, Jaing, Al-Diri, Martinez, and Chaudhuri (0.0046, 0.0007, 0.0211, 0.0165, 0.0242, and 0.0650, respectively). Results of Mendonça, Soares, Staal, Ricci, and Lam are better in terms of average accuracy. In general, supervised approaches have better accuracy, and the methods presented by Soares, Staal, and Ricci are supervised approaches. On the other hand, the proposed method consumes less time for blood vessel extraction. Matlab 7.0 is used to implement this system, and it consumes on average 37.4 s per image for DRIVE database and 39.5 s per image for STARE database. Other approaches also mentioned the average time consumed per image in respective papers in extraction of blood vessels. Human observer takes almost 2 h, The results obtained for the STARE database are shown in Table 6 . The average accuracy of other reported methods in the literature is comparable with our results. The proposed method consumes almost 39.5 s on average which makes it a good candidate to use in real time. The main reason of less time consumption is that proposed method use only single iteration as compared to other methods which relies on number of iterations for region growing. Moreover, in STARE database, pathological images are 10 out of 20, and with the proposed approach, we have achieved high sensitivity. The average sensitivity for the STARE dataset is 0.7318 which is better than all the methods. Therefore, the sensitivity of our method performs well on pathological images because directional linear structuring elements used in top-hat on the filtered image enhances all vessels whatever their direction, including small or tortuous vessels and the large homogeneous pathological areas becomes normalized.
Conclusions
An automated method of blood vessel extraction in retinal images has been proposed in this paper. A fast and unique combination of different techniques based on detection of vessel skeleton with the application of multidirectional morphological bit plane slicing is presented. The skeleton of blood vessels is computed and the complete segmented vascular image is obtained by a sequence of morphological operations on the green channel of RGB colored retinal image. The key contribution is to demonstrate the application of morphological bit planes for retinal vasculature extraction. The skeleton images are extracted by the application of directional differential operators and then evaluation of a combination of derivative signs and average derivative values. Mathematical morphology has revealed itself as a very useful digital image processing technique for quantifying retinal pathology in human retinal images. A multidirectional top-hat operator with a rotating structuring element is used to emphasize the vessels in a particular direction and information is extracted using bit plane slicing. Morphological bit plane slicing is espoused for segmentation of blood vessel with varying width. A region growing method is applied to integrate the skeleton image and the images resulting from bit plane slicing of vessel direction dependent morphological filters. The methodology has been tested on two publicly available databases (DRIVE and STARE) and has been validated against observer studies. Average accuracy achieved using the proposed method is 0.9423 for both the databases with good values of sensitivity and specificity.
