Sensing is a key element for any intelligent robotic system. This paper describes current progress of a project in the Intelligent Robotics Research Center at Monash University that has the aim of developing a synergistic set of sensory systems for a humanoid robot. Currently sensing modes for colour vision, stereo vision, active range, smell and airflow are being developed in a size and form that is compatible with the humanoid appearance. Essential considerations are sensor calibration and the processing of sensor data to give reliable information about properties of the robot's environment. In order to demonstrate the synergistic use of all of the available sensory modes a high level supervisory control scheme is being developed for the robot. All time-stamped sensor data together with derived information about the robot's environment are organized in a blackboard system. Control action sequences are then derived from the blackboard data based on a task description. The paper presents details of each of the robot's sensory systems, sensor calibration, and supervisory control. Results are also presented of a demonstration project that involves identifying and selecting mugs containing household chemicals. Proposals for future development of the humanoid robot are also presented.
Introduction
Most current robotic systems are sensor-poor and only contain sufficient sensory capabilities to complete their immediate task. Thus a museum guide robot may contain odometry and beacon sensors for navigation and ultrasonic, laser rangefinder and tactile bumpers to avoid obstacles. However, human guides are expected to maintain a much more complete awareness of their surrounds and to act appropriately. If a member of the public is smoking in the museum they should be asked to extinguish the cigarette whereas the fire services would be required if an electrical fire breaks out in a display. In this case a range of sensory information would be required together with a good level of judgment in order to formulate an appropriate response.
It is commonly stated that humans have the five senses of sight, hearing, touch, taste and smell. However, this assessment severely underestimates the number of distinct sensing modalities available to humans. For instance, touch is not a single sense but a wide grouping of sensory modes that can detect:
(1) contact with an object, (2) applied force, (3) temperature of a touched object, (4) a skin temperature rise of 0.01° per second can be detected and used to infer the proximity of a warm object, (5) thermal properties via contact (metal feels cold, cork feels warm), (6) close-in proximity using body hairs, and (7) air current strength and direction (also using body hairs or the skin's thermal sense).
By broadening the view to active sensing involving the guided search of an external object, additional properties can be sensed. For example: (8) material compliance, (9) object weight, (10) object articulation, (11) object shape, (12) surface texture, and (13) surface friction.
In addition, there are other sensing modes, such as gravity vector information provided by the vestibular system, that are completely outside the ambit of the five classical human senses. Robot designs may be inspired by humans but are not restricted to copying them and so further sensory modes are available such as radar, sonar, infra-red imaging, laser range-finding, infra-sound detection, and seismometers. The aim of this project is to investigate the challenges and benefits of providing humanoid robots with simultaneous access to a variety of sensory modalities and exploiting the synergies that exist between them.
Metal Man the humanoid robot
In the Intelligent Robotics Research Centre at Monash University an upper-torso humanoid robot is being developed. For historical reasons this robot has been named Metal Man. Metal Man represents 'work in progress' and the major effort has been applied to developing sensory and actuator systems together with software for coordinating these resources in a synergistic manner. While building all of the component parts into an integrated structure would look attractive it is felt that this could be inflexible and premature at this stage in the project. Metal Man's arms are approximately anthropomorphic in configuration and scale. They consist of two 6-DOF Puma 260 robots each carrying a 1-DOF Otto Bock prosthetic hand. All signal processing and supervisory control is implemented on a dual 2.2 GHz Intel Xeon PC.
Currently Metal Man is provided with a pair of PAL cameras mounted on a Biclops pan/tilt/verge robotic head. The cameras capture stereo images at 320x240 pixel resolution and image processing is performed at PAL frame rate (25 Hz). A laser stripe generator is mounted on the Biclops head above the cameras. The generator consists of a 5mW red laser diode module with a cylindrical lens to produce a vertical light plane. A DC motor drives the laser about a vertical axis to scan the stripe across the scene and the rotation angle is measured via an optical encoder. Motor control is implemented on a PIC microcontroller, that communicates with the host PC via a serial link. To provide a sense of smell Metal Man is equipped with an electronic nose containing of 4 tin oxide gas sensors manufactured by Figaro Engineering Inc. In addition there are sensors for air temperature and humidity. Temperature and humidity are monitored because both of these quantities affect the response of the tin oxide sensors. Their response is also useful for assessing the temperature and constituents of beverages offered to the electronic nose. The electronic nose also incorporates a small fan that is used to control the induction of air into the sensor. Major component parts of Metal Man are identified in Fig. 1 .
Measurement of airflow provides useful complementary information for a sense of smell. To sense air movements an airflow sensing whisker system has been designed. The sensing elements consist of a strip of aluminized plastic film and vibrations of this strip are detected by an optical sensor. By measuring the frequency of vibration of a ring of 8 whisker sensors airflow direction and intensity can be estimated. Each sensor system required its own specialized data processing software in order to derive information at a useful level of abstraction such as:
• there is a red cylindrical object at a location x, y, z with its axis of symmetry vertical, with a height of h and a radius r.
• an airflow of about 0.3 m/s is blowing from an angle of 45˚.
• there is a weak fluctuating smell of ethanol.
Sensor construction and data processing for each sensor system is described in more detail in the following section.
Metal Man's sensory systems

Vision
Vision is the primary sense used by the humanoid to locate and classify objects of interest, by acquiring dense color/range measurements of the workspace. Passive stereo is usually associated with humanoid sensing, but the accuracy and reliability of current techniques often depend on the contents of a scene. Light stripe ranging is a computationally efficient alternative, but also presents unique challenges when used on a humanoid robot; the sensor must operate in normal ambient light and must be capable of rejecting sensor noise, spurious reflections and cross talk from other robots. Conventional methods do not distinguish the light stripe from secondary reflections and cross talk, making them unsuitable for robots operating in a domestic environment. Robust stripe scanners have been proposed in previous work 1, 2, 3 , but suffer from issues including assumed scene structure, acquisition time and lack of error recovery. Taylor, et al. 4 have developed a robust stereoscopic light stripe scanner to address these issues, and this scanner provides color/range measurements for Metal Man. The scanner we have developed uses two cameras to measure the stripe, and exploits redundancy to disambiguate the stripe from noisy measurements. A vertical light plane is generated by a laser diode and cylindrical lens, and scanned across a scene while an optical shaft encoder measures the rotation angle. Stereo images are captured at 40 ms intervals, and each image is processed using edge filters to determine candidate stripe locations. Measurements corresponding to the actual stripe are identified (using the technique described below) to recover the 3-D profile of the illuminated surface. The profiles are assembled into an array of 3-D points which we refer to as the range map. After each complete scan, a color image is captured and implicitly registered with the range data.
To understand the procedure for eliminating reflections and cross talk, consider the reconstruction of a point X on the light stripe from measurements on the image plane. The stereo rig is modeled using central projection (or pin-hole) cameras with focal length f and stereo baseline 2b, and we make the further assumption of rectilinear stereo (parallel camera axes and coplanar image planes). The camera models can be summarized by the homogeneous projection matrices P L and P R , which project X onto the left and right image planes according to x
T and x R = (x R , y)
T represent noisy candidate measurements of the light stripe on the same epipolar line, and Ω represent the current light plane position measured from the encoder such that X satisfies the plane equation Ω T X = 0. The noise is modeled as a constant variance in x L and x R over the entire image plane. We can then cast the reconstruction problem as a constrained optimization: find the point X on the light plane satisfying Ω T X = 0 that minimizes the image plane error d 2 between the projection of X and the measurements
Under the above assumptions, it can be shown that the minimum image plane error is given by
where α β γ
The corresponding optimal reconstruction X = (X, Y, Z) T is:
The robust reconstruction problem can now be solved by evaluating the reconstruction error (Equation 1) for all possible candidate measurements x L and x R on each scanline, and choosing the pair with the minimum error. The result is validated by ensuring the minimum error is below a fixed threshold d < d th . The framework described above requires a calibrated model of the scanner to determine the light plane parameters Ω for a given encoder measurement. A simple self-calibration process using measurements of an arbitrary non-planar target is described in Taylor et al. 4 .
(a) (b) Fig. 2 . Scan results for a scene with interference generated by a mirror. 2 demonstrates the robustness of our stereoscopic stripe scanner. The scene contains common domestic objects, while a mirror creates a reflection of the objects and laser stripe to simulate the effect of cross-talk and secondary specular reflections. Fig. 2(a) shows the range data measured using a conventional single-camera scanner, while our robust scan is shown in Fig. 2(b) . The inability of the conventional method to distinguish the laser from its reflection results in multiple phantom measurements, while our method provides dense, accurate range data suitable for high level processing (see for example Figure 4 ).
Task Planning
Once the range/color measurements are acquired, the robot must localize and classify objects of interest. We apply a segmentation algorithm to divide the range data into smooth regions satisfying the constraints described below, and assume each connected region corresponds to a single object. For each object that is to be manipulated, a grasp planning algorithm then determines the optimal pose of the hand for a stable grasp. In this application we are particularly interested in locating mugs. Identifying a priori unknown mugs is challenging when particular instances can vary significantly in size and shape. We overcome this problem by representing mugs using data-driven geometric primitives. In fact, geometric primitives can be used to adequately model many common domestic objects. Range data segmentation is typically based on iteratively growing selected seed regions according to a homogeneity constraint 5 . However, our approach is based on the notion that geometric primitives fit more robustly to large segments rather than small patches. Thus, we have developed a split-and-merge segmentation algorithm 6 that splits the range map at depth discontinuities and creases, and fits each continuous region with a geometric primitive. If the initial segments cannot be accurately modeled, further splitting occurs at changes in local surface type (described below). A final merging step compensates for over-segmentation. The primitives fitted to each region can be used to directly model objects for classification, tracking and task planning. Surface type classification is the process of identifying the local shape of each element in the range map according to the six classes shown in Fig. 3 . Classification is typically based on local curvatures calculated by fitting analytic curves to the range data, but this process is costly and the result depends on the arbitrary selection of an approximating function. To avoid this problem, we developed a novel non-parametric surface type classifier based on analysis of the Gaussian image and surface convexity 6 .
Fig . 4 shows the result of our segmentation algorithm applied to a scene with typical domestic objects. Additional stereoscopic light stripe/segmentation experiments have been performed on a variety of scenes with objects such as bowls, bottles and funnels, and the results can be viewed at http://www.irrc.monash.edu.au/laserscans. When the reasoning system determines that a particular object should be manipulated, a grasp planner calculates the pose of the robot for a stable grasp. We adopt a typical approach to grasp planning 7 : the force applied by the fingers should be normal to the gripped surface to minimize the effect of unknown surface friction, and the object should be grasped near the center of mass to minimize load torque when lifted. These principles are easily applied to calculate a stable grasp for a mug. The hand is positioned so that the line between the thumb and forefinger is perpendicular to the axis of the mug, and the contact points are about 10 mm below the rim. The orientation of the hand is chosen to minimize the angle between the wrist and forearm of the robot. The wireframe model of the gripper in Fig. 5 shows a typical planned grasp. 
Visual Servoing
The visual servoing component of the system is based on work first published by Taylor and Kleeman 8 . Visual servoing describes the feedback control of a robot using measurements from a camera, and allows the robot to accurately position the hand in the presence of calibration errors in the kinematic model and hand-eye transformation. Visual servoing techniques are usually classified as image-based, position-based or hybrid depending on how the control error is formulated 9 . In image based visual servoing, control errors are measured on the image plane without any transformation to real space. This avoids complex 3D scene reconstruction, but also results in unpredictable robot trajectories in Cartesian space, although recent hybrid schemes aim to alleviate this problem 10 . However, recent studies in applying biological principles of reach-to-grasp to robotic systems suggest that humans use 3D structural cues rather than projected image features 11 , and that human motions are planned in Cartesian space rather than joint space 12 . Both properties are characteristic of position-based visual servoing, in which control errors are formed in a visually reconstructed Cartesian space. The authors have thus adopted position-based servoing as a more flexible framework for addressing various planning and control issues encountered in humanoid manipulation tasks. Fig. 6 illustrates the basic visual servoing task. The target pose T of the gripper is planned with respect to the camera frame C using information from the light stripe sensor. The current pose of the gripper G with respect to the robot base R (not shown) is known from the Puma kinematic model. In an open loop control system, the robot would require accurate knowledge of the transformation between C and R to drive the gripper to the target position. However, visual servoing allows the transformation between G and T to be measured directly without explicit knowledge of the position of the Puma base with respect to the cameras. Thus, visual servoing provides the humanoid robot with online and continuous hand-eye calibration. Artificial cues in the form of red LEDs are attached to the gripper to simplify image processing and increase tracking robustness. The positions of the LEDs in the gripper frame are manually calibrated and form an internal model of the hand. During visual servoing, stereo images are captured at 40 ms intervals and a color filter allows the centroid of the visible LEDs to be measured on each image plane. A Kalman filter with a constant velocity dynamic model performs implicit 3D reconstruction of the stereo measurements to determine an optimal estimate of the current pose G in the camera frame. A simple proportional control law is used for visual servoing, based on the transformation between G and the target pose T, which is passed to the Puma controller to calculate appropriate joint motions. An autonomous initialization procedure determines the pose of the gripper at the commencement of each new servoing task. First, all LEDs are activated and the cameras scan the workspace with a color filter to locate the hand. The LEDs are then flashed individually to provide unambiguous position measurements, and these are processed by the Kalman filter to estimate the initial pose of the gripper. During servoing, loss of visual feedback is minimized by actively tracking the motion of the gripper with the Biclops head. If tracking is lost, the initialization procedure provides an automatic recovery mechanism.
Smell
Although not as refined as the sense of smell of some animals, particularly dogs, the human nose is thought to be able to distinguish about ten thousand different odors. Therefore, it is reasonable to require that an artificial sense of smell for a humanoid robot should also be capable of discriminating a number of different odors. Such a sensor is called an electronic nose and mimics the mammalian nose's ability to detect and identify a range of volatile chemicals. Electronic noses commonly consist of a number of sensors each with a distinct but broad and overlapping sensitivity to a range of chemicals. The pattern of responses from the sensor array is characteristic of the applied chemical. When an unknown odor is detected by an electronic nose a pattern recognition process is performed to compare the pattern of sensor responses with stored templates. The best match is used to classify the unknown odor 13 . Tin oxide gas sensors are a popular choice for use in electronic noses and also in other robotics experiments. This is because tin oxide sensors are readily available in a range of sensor types with different peak sensitivity to a number of common chemicals. These sensors were chosen for the humanoid robot electronic nose. Tin oxide sensors contain a heater and usually operate at around 300˚C. The response of these sensors to different chemicals depends on the heater temperature 14 . In order to reduce the size and power consumption of the electronic nose it was decided to make use of the temperature variable response of tin oxide sensors and to gather additional information about sensed odors by varying the sensor temperature. In this way a small number of tin oxide sensors can produce enough data to discriminate a large number of chemicals 15 . Fig. 7 . Thermal response of a TGS2600 sensor.
By using the temperature dependent resistance of the heating element it was possible to measure the heating and cooling responses of the TGS26XX tin oxide sensors used in this project (Fig. 7) . From the graph it can be seen that the sensor cools 90% of the range between operating temperature and room temperature in 20 seconds. Therefore this period was chosen as the minimum practical cooling time. The sensor can be heated through the same temperature range in 8 seconds. However, the heating part of the cycle is the period during which data is recorded and it was decided to extend this time to 10 seconds in case there is a delay between the sensor reaching a particular temperature and the corresponding response of the tin oxide sensor. The prototype humanoid electronic nose contains of four tin oxide gas sensors (TGS2600, TGS2610, TGS2611 and TGS2620). In addition there are sensors for air temperature (LM35) and humidity (SMTRH 05). Temperature and humidity are monitored because both of these quantities affect the response of the tin oxide sensors. Their response is also useful for assessing the temperature and constituents of beverages offered to the electronic nose. The electronic nose also incorporates a small fan that is used to control the induction of air into the sensor. A cross-section view of the electronic nose is shown in Fig. 8 . A sensing cycle was developed for the humanoid electronic nose that includes a heating and cooling period as well as turning the fan on and off to introduce new odor samples into the sensor. The full sensing cycle is as follows:
• 10 seconds -heater on, fan off record sensor data every 0.5 sec.
(record sensor response while it is heating) • 5 seconds -heater on, fan on.
(additional heating period to speed up sensor recovery when an odor is removed) • 16 seconds -heater off, fan on.
(cool sensor and introduce a new air sample) • 4 seconds -heater off, fan off.
(allow air movements to stop) Fig. 9 shows the response of one of the tin oxide gas sensors in the humanoid nose (TGS2600) heated in the presence of four different chemicals. Although having a superficial similarity the pattern of the responses is significantly different for each chemical. As well as being dependent on temperature the output of tin oxide sensors varies non-linearly with chemical concentration. For this reason families of sensor responses were recorded for a range of concentrations of each target chemical and this stored template data was used to identify unknown chemicals. In order to classify an unknown chemical its recorded response is compared with all of the members of each of the stored families of templates. The template that has the smallest Euclidean distance from the unknown response is assumed to originate from the same chemical measured at the same concentration. Fig. 9 . The response of a TGS2600 gas sensor exposed to acetone, ammonia, camphor and ethanol.
It is common practice to use an artificial neural network to match the response of an electronic nose to an unknown chemical with prerecorded responses from known chemicals. At least for initial investigation it was decided to match data from an unknown chemical with the entire database of templates. This allowed us to quickly add and remove chemicals without the necessity of retraining the system. Matching was achieved using a simple nearest neighbor technique. One sample consisted of 20 readings taken at half second intervals from each of 4 gas sensors (this was later reduced to 4 readings with little loss of accuracy in the classification process). Our full database of templates includes groups of 20 samples taken for different concentrations for acetone, ammonia, camphor, ethanol, ground coffee, espresso coffee, mocha coffee, cinnamon tea, peppermint tea, room fragrance oil, red musk oil, eucalyptus oil, Vegemite (a concentrated yeast extract) and incense. At high concentrations recognition accuracy was between 98% and 100% for all of these odors providing that the unknown sample was recorded at the same ambient temperature and humidity as the pre-recorded templates. As is to be expected at lower concentrations there is increasing ambiguity between different chemicals and the reading for clean air.
Airflow
Monitoring airflow does not provide such a rich source of environmental information as vision. However, it does indicate environmental conditions that are difficult or impossible to monitor by other means. Familiar applications of airflow information include:
• combining with odor information to help locate the source of a volatile chemical, There are many methods of measuring airflow such as wind turbines and hot wire anemometers but these do not work well at low velocities. For robotics applications a novel windvane has been developed by one of the authors 16 . However, this sensor contains a rotating paddle that would not be compatible with the form of a humanoid robot. In order to measure airflow in a non-intrusive manner it was decided to investigate one of the techniques that humans use for detecting airflow. At least two mechanisms provide information about airflow. The skin on the face can give a statistically significant sensation for changes of 0.001˚C/s 17 . Therefore the cooling effect of airflow on the skin can indicate wind direction based on the varying velocity of airflow around the head. The side of the head away from the wind will be sheltered and therefore indicate a lower cooling effect associated with the lower velocity. An alternative effect is the disturbance of fine body hairs caused by fluctuations in the airflow passing over the skin. If this turbulence can be detected then it could be used to indicate wind direction as it does in humans. To test this idea the airflow sensing whisker shown in Fig. 10 was designed. The sensing element is a 5mm wide strip of aluminized plastic film and vibrations of this strip are detected by an optical sensor. To get a suitable combination of stiffness and dimensional stability 25µm thick PVDF film was used (note that the piezoelectric properties of the film are not used in this application). A tab formed by putting a 90˚ bend in the end of the whisker interrupts the light beam in a slotted optical switch (Omron type EE-SX1109).
The output of the optical switch was fed into a schmitt inverter to give a signal with a full logic swing. A measured movement of 0.04mm gave a change in logic output of the inverter. Positive going logic transitions were counted by a microcontroller and this count formed the output of the sensor. At low airflow velocities the magnitude of the whisker sensor output is related to velocity of the airflow. The humanoid head and a turbine anemometer were positioned 2 m down-wind of the fan. Fig. 12 shows the sensor reading in pulses per second for the sensor positioned at the stagnation point (0˚) versus anemometer reading of airflow velocity. There is a consistent relationship between the anemometer reading and the output of the whisker sensor over the range 0.1 m/s to 1.0 m/s. The anemometer could not indicate below 0.1 m/s. However, the whisker sensor still gave readings at lower airflow velocities. In order to determine the direction of airflow 8 whisker sensors were mounted on a sweatband worn by the humanoid head. Two sets of reference readings were taken with the head rotated 22.5˚ to give sensor readings spaced 22.5˚ apart round the head. The airflow was set at 0.45 m/s during the reference measurements. In order to calculate the bearing of airflow incident on the head a single measurement x i is taken from the 8 sensors. This set of readings is then correlated with a subset of the 16 reference measurements y i . Fig. 13 shows the correlation between sensor readings for an airflow incident at 300˚ and the reference readings. The best correlation corresponds to a heading of 315˚. In addition to measuring the relatively steady airflow from a cooling fan the whisker sensors also respond to the current of air displaced by walking close to the head. Fig. 14 shows the sensor response to a person walking left to right in front of the humanoid head followed by walking right to left behind the head. In both cases the walker traveled at about 2m/s and passed within one metre of the head. The response of the sensors to the wash did not give a strong correlation with the reference measurements taken in a steady airflow. However, in each of the sets of results shown in Fig. 14 there are regions that seem to be sheltered from the disturbed air. Walking left to right in front this region is centered about 290˚ and walking left to right behind 150˚. The regions are almost 180å part and therefore seem to relate to the trajectory of the walker with respect to the head. Thus the whisker sensor can be used to measure both direction and velocity of steady airflows and also register the transient airflows resulting from the 'wash' of air produced by moving objects.
Sensor coordination and activity focus
Interaction between a humanoid robot and a human being is an important consideration if the robot is to communicate or to provide assistance. In order to facilitate interaction the robot must be equipped to provide and respond to human-like non-verbal cues. The humanoid robot requires a number of sensor systems, particularly vision, to perform this communication successfully. At MIT the robot Kismet 18 and WE-3RV from Waseda University 19 are recent examples of humanoid robots that are designed to study interaction with humans. By contrast this project focuses on developing a robot that can acquire and maintain an awareness of its immediate environment and act upon the resulting internal model of its surroundings. Metal Man's current range of sensors is almost completely orthogonal. Quantities measured by one sensor cannot be detected by any other. Thus, the vision systems does not respond to airflow or odor, the electronic nose cannot detect close by solid objects or air movement and the airflow sensing whiskers are not affected by odor and cannot sense solid objects. However, these senses do provide synergistic information that can be combined to give a more complete Gestalt of the robot's environment. For example, vision can be used to locate a mug and detecting an odor with the electronic nose provides evidence of what the mug might contain. In order to investigate synergies between Metal Man's sensors we considered the scenario of finding a mug containing ethanol from amongst a number of mugs within the robot's reach. A small cooling fan was used to establish an airflow through Metal Man's working area. Rather than propose an elaborate but untried sensory architecture for this task we are following the path of testing a relatively simple architecture. This will then be elaborated on an as-needs basis.
The raw sensor data, data processing and the resulting percepts are quite different in nature for each of Metal Man's sensor systems. They provide information in the form of positions, directions and magnitudes. The way in which information from individual sensors interacts will also vary. These differences will become more pronounced as further sensors are added to Metal Man. In order to accommodate these widely varying sensor systems Metal Man's sensor coordination architecture is based around a blackboard-style data structure 20 . Raw sensor data is gathered and processed by sensorspecific software to provide percepts that would be understood by an untrained human observer. These percepts are stored in the common blackboard area. Typical percepts are:
• the ith object in view is a red cylinder with its axis vertical, diameter d i , height h i and centre of volume located at x i , y i , z i , • there is a strong smell of ethanol vapor, • an airflow of v m/s is detected, and • the airflow is arriving at a heading of θ˚ limited to ±90˚ (straight ahead for Metal Man is 0˚).
Information in the blackboard data structure is further combined and processed to derive additional properties of the items in the blackboard. For instance, 'taking into account the airflow strength and direction, the level of alcohol vapor detected and the location of the green mug it is very likely that it contains alcohol'. An activity generator maintains one or a number of 'motivations' that can be triggered by or modified by data contained in the blackboard. For the current scenario examples of motivations might be:
• do nothing, • monitor the immediate environment, • move a red mug next to the green mug, • position the red mug close to the nose to see if it contains alcohol.
• hold up a mug that contains alcohol.
Each motivation would be associated with a short script describing how the actions were to be performed taking into account information available in the blackboard. For instance holding up a mug that contains alcohol would involve considering all of the mugs within reach. The first mug tested would be the one with the highest likelihood of containing alcohol. Holding the mug close to the nose could confirm its contents.
For these experiments, a likelihood function was developed to combine vision, odor and airflow information into a measure of the likelihood that a particular mug contains alcohol. This function is used to order all available mugs so the relative value is important but absolute values are not. Fig. 15 shows typical graphs of chemical sensor output in response to mugs of ethanol placed within reach of Metal Man's grasp and at 0˚, 45˚ and 90˚ to the upwind direction. Once the initial transient has died down it seems that the peak-to-peak variation in chemical sensor response within a fixed sample window provides a good way of characterizing the sensor response. Thus, in slow airflow the peak-to-peak variation between samples 30 and 59 was 24 for 0˚, 7 for 45˚ and 4 for 90˚. For a fast airflow (Fig. 16 ) the peak-to-peak variation between samples 30 and 59 was 48 for 0˚, 7 for 45˚ and 14 for 90˚. This information was used to develop the likelihood function. In order to produce a time averaged result, the updating of the likelihood function was formulated as a first order, recurrent stochastic process. For each mug i the estimate at time step n of the likelihood L n i that it contains ethanol is: A i = a priori likelihood that mug i contains ethanol, m = a constant governing the speed with which changes in likelihood are tracked, and θ = the heading of airflow arrival.
The overall architecture of Metal Man's control strategy is illustrated in Fig. 17 . The results of a preliminary experiment using this architecture are given in the following section.
Find the mug containing ethanol
To provide a preliminary test of the control architecture a experiment was set up that involved locating a mug containing ethanol. For the experiment two mugs were placed within reach of Metal Man's left hand and a small cooling fan established an airflow through the robot's working area at a heading of 0˚. At the start of the experiment Metal Man performed its initialization procedure to determine the pose of its left hand. The photograph in Fig. 1 shows a front view of Metal Man, the two mugs and the illuminated LEDs on the left hand that were used for determining pose. Following initialization, Metal Man scans its working area where it locates and recognizes the two mugs and a tennis ball. Fig. 18a gives the view through one of Metal Man's cameras while the scene is being swept by the laser stripe. Models of the mugs and ball are shown superimposed on the camera image in Fig. 18b. (a) the laser stripe (b) superimposed models of the mugs and ball Fig. 18 . Metal Man scans its working area and identifies two mugs and a ball.
A small quantity of ethanol was then poured into one of the mugs. Fig. 19 shows the alcohol being introduced into the left-hand mug positioned at a heading of 36˚.
One minute after the chemical sensor registered the ethanol vapor updating the likelihood function was started. Fig. 20 shows the chemical sensor reading together with the values of likelihood assigned to the two mugs. When the command was given to pick up a mug containing ethanol (210 seconds from the start of the experiment) the left-hand mug was selected because it had the highest likelihood value. Fig. 21a shows an observer's view of Metal Man's left hand grasping the mug and Fig. 21b gives Metal Man's view. To ensure that the correct mug has been chosen, Metal Man holds the mug close to its chemical sensor (Fig. 22) . As can be seen in Fig. 20 there is a substantial increase in the chemical sensor response that confirms the presence of ethanol. If this test had proved negative Metal Man would return the mug to its original position and test the second mug. 
Conclusions
The motivation for the project described in this paper is to develop sensors, sensor data processing algorithms and robot control techniques that exploit the synergies between sensing modes and allow robots, especially humanoid robots, to interact with their environment. Currently a vision system has been developed that can determine the range, shape and color of objects in the robot's environment. Vision data has been used to locate/model objects and to perform self-calibrated, position based visual servoing for grasping and manipulating the objects. An electronic nose has been built that uses the temperature varying characteristics of tin oxide sensors to discriminate different odors using a small number of physical sensors. Information on airflow direction and velocity is provided by a novel whisker sensor array. In order to investigate synergies between these sensory modes a simple experimental scenario has been developed involving the manipulation of mugs some of which contain ethanol. This experiment was intended to provide guidance in the development of a more complete sensory control scheme for a humanoid robot and to identify improvements and additions that should be made to the current sensor suite. Given the command to find a mug containing ethanol, Metal Man was able to establish the location of all mugs within reach and then using additional odor and airflow information prioritize the order in which they should be tested. These preliminary experiments have shown that synergistic sensory information can be employed to maintain an integrated view of a robot's environment. Future development plans for Metal Man will center around the provision of additional sensory modes and their integration into improved versions of the sensory control scheme.
