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In this thesis we studied the derivation of the Modified Korteweg-de Vries hierarchy
from Korteweg-de Vries hierarchy. Then we derive the Flaschka-Newell second Painlevé
hierarchy from the Modified Korteweg-de Vries hierarchy. Moreover we study Bäcklund
transformations, special solutions, and Lax pair representation of Flaschka-Newell second
Painlevé hierarchy.
In addition we studied the derivation of Jimbo-Miwa second Painlevé hierarchy as a
reduction of a (2 + 1)-dimensional dispersive water wave non-isospectral hierarchy, and we
derived some basic properties of this hierarchy such as Bäcklund transformations, special




The Painlevé equations were discovered at the beginning of the twentieth century by
Painlevé, Gambier and Fuchs whilst studying a problem posed by Picard. Picard asked
which second order ordinary differential equations of the form
v′′ = F (z, v, v′), (1.1)
where F is rational in v′, algebraic in v and locally analytic in z, have the property that
the solutions have no movable branch points. Here a singularity is said to be movable if
its location in the complex plane depends on the constants of integration. This is now
known as the Painlevé property. Painlevé, Gambier and Fuchs showed that there were





, ζ = ϕ(z), (1.2)
where a(z), b(z), c(z), d(z) and ϕ(z) are locally analytic functions. Further they showed
that forty-four of these fifty equations are either integrable in terms of previously known
functions (such as elliptic functions or are equivalent to linear equations) or reducible to
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one of the remaining six equations which define new transcendental functions and are
called Painlevé equations, and denoted by PI-PV I .
The six Painlevé equations, PI-PV I , are listed below [1], [2]
PI : v
′′ = 6v2 + z,
PII : v







v′ + αv3 +
1
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where α, β, γ and δ are constant parameters and primes denote differentiation with respect
to z.
1.1 Properties of the Painlevé equations
Painlevé equations are getting increasingly involved in many areas of modern mathemati-
cal and physical analysis or applications. Besides the Painlevé Property, the mathematical
importance of these equations originates from [2]:
1. PII−PV I possess Bäcklund transformations which map solutions of a given Painlevé
equation to solutions of the same Painlevé equation, but with different values of the
parameters.
2. PI −PV I possess Bäcklund transformations which map solutions of a given Painlevé
equation to solutions of other equation of Painlevé-type.
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3. PII − PV I have associated Affine Weyl groups.
4. PII−PV I possess rational and algebraic solutions for special values of the parameters.
5. PII −PV I possess one-parameter families of solutions which are expressible in terms
of the classical special functions, for special values of the parameters.
6. The special solutions of PII − PV I can often be written in determinant form.
7. PI − PV I can be written as Hamiltonian systems.
8. PI − PV I can be written in bilinear forms.
9. PI − PV I possess Lax pair (isomonodromy problems).
1.2 Painlevé hierarchies
A Painlevé hierarchy is an infinite sequence of nonlinear ordinary differential equations
whose first member is a Painlevé equation. In recent years there is a considerable inter-
est in studying hierarchies of Painlevé equations. This interest is due to the connection
between these hierarchies of Painlevé equations and completely integrable partial differ-
ential equations. Airault was the first to derive a Painlevé hierarchy [3] , namely a second
Painlevé hierarchy, as the similarity reduction of the modified Korteweg-e Vries (MKdV)
hierarchy. After that, Gordoa, Joshi and Pickering [4] have used non-isospectral scatter-
ing problems to derive new second Painlevé hierarchy and new fourth Painlevé hierarchy.
A third Painlevé hierarchy was derived by Sakka [5] by expansion of linear problems of
the Painlevé equations in powers of the spectral variables.
In this thesis we are interested in second Painlevé hierarchies. Second Painlevé equa-
tion is one of six classical Painlevé equations which are regarded as completely integrable
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because they can be solved through an associated system of linear equations. Second
Painlevé equation has two well-known linear problems, or Lax pairs, given by Flaschka
and Newell (FN), and Jimbo and Miwa (JM). The FN and JM linear problems for second




where the coefficient matrices A and B are analytic in z and rational in λ. The com-
patibility of the linear problem (1.4) is ∂z∂λΦ = ∂λ∂zΦ , and this yields the following
condition:
∂zA− ∂λB + [A,B] = 0, (1.5)
where [ , ] is the usual matrix commutator. The matrices A in FN linear problem and
JM linear problem are differ in their dependence on the spectral parameter λ and hence
there is no transformation between them. Second Painlevé equation is also the first mem-
ber of two infinite hierarchies of ODEs, which have linear problems given by Flaschka
and Newell, and Jimbo and Miwa. We therefore distinguish the two hierarchies by those
names [6].
This thesis is organized as follows:
In chapter two we will derive the Modified Korteweg-de Vries hierarchy from Korteweg-de
Vries hierarchy, and we will derive the Flaschka-Newell second Painlevé hierarchy from
the Modified Korteweg-de Vries hierarchy. Then we will study Bäcklund transformations,
special solutions and Lax pair representation of Flaschka-Newell second Painlevé hierar-
chy.
In chapter three we will derive Jimbo-Miwa second Painlevé hierarchy as a reduction of
a (2 + 1)-dimensional dispersive water wave non-isospectral hierarchy, and we will study
some basic properties of this hierarchy such as Bäcklund transformations, special solutions





In this chapter, we will derive the Modified Korteweg-de Vries hierarchy from Korteweg-de
Vries hierarchy. Then we will derive the Flaschka-Newell second Painlevé hierarchy from
the Modified Korteweg-de Vries hierarchy. After that we will study some basic properties
of Flaschka-Newell second Painlevé hierarchy.
2.1 Modified Korteweg-de Vries hierarchy
We will use the Lenard recursion relation to define the Korteweg-de Vries hierarchy. Then
we will give the first and second members of this hierarchy.
The Korteweg-de Vries (KdV) hierarchy [7] is given by
Ut2n+1 + ∂xℓn+1{U} = 0, n ≥ 0, (2.1)
where ℓn satisfies the Lenard recursion relation





Taking n = 0 substituting ℓ0{U} = 12 into equation (2.2) gives






Thus using integration with respect to x, we get
ℓ1{U} = U. (2.3)
Substituting ℓ1{U} from equation (2.3) into equation (2.1), we obtain the equation
Ut1 + Ux = 0. (2.4)
When n = 1, the Lenard recursion relation (2.2) gives
∂xℓ2{U} = (∂xxx + 4U∂x + 2Ux)(ℓ1{U})
= (∂xxx + 4U∂x + 2Ux)(U)
= Uxxx + 6UUx.
Integration with respect to x yields
ℓ2{U} = Uxx + 3U2. (2.5)
Substituting ℓ2{U} from equation (2.5) into equation (2.1), we obtain the fist member of
KdV hierarchy which is the KdV equation
Ut3 + 6UUx + Uxxx = 0. (2.6)
When n = 2, the Lenard recursion relation (2.2) gives
∂xℓ3{U} = (∂xxx + 4U∂x + 2Ux)ℓ2{U}
= (∂xxx + 4U∂x + 2Ux)(Uxx + 3U
2)
= U5x + 10UUxxx + 20UxUxx + 30U
2Ux.
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As a result, we get
ℓ3{U} = U4x + 10U3 + 5U2x + 10UUxx. (2.7)
Substituting ℓ3{U} from equation (2.7) into equation (2.1), we obtain the second member
of the KdV hierarchy
Ut5 + U5x − 10UUxxx + 20UxUxx + 30U2Ux = 0, (2.8)
where U5x is the fifth order derivative of U with respect to x. In the same way we can
obtain the other members of the KdV hierarchy.
Under the map U(x, t) = Wx(x, t)−W 2(x, t), the KdV equation (2.6) becomes
∂t(Wx −W 2) + 6(Wx −W 2)(Wx −W 2)x + (Wx −W 2)xxx = 0, (2.9)
where t = t3.
Equation (2.9) can be written explicitly as
Wxt − 2WWt + 6WxWxx − 6W 2Wxx − 12WW 2x + 12W 3Wx
+Wxxxx − 2WxxWx − 4WxWxx − 2WWxxx = 0.
(2.10)
We note that equation (2.10) is equivalent to the equation
(∂x − 2W )Wt − 6(∂x − 2W )W 2Wx + (∂x − 2W )Wxxx = 0
or
(∂x − 2W )(Wt − 6W 2Wx +Wxxx) = 0. (2.11)
Therefore, if W (x, t) satisfies the modified Korteweg-de Vries (MKdV) equation,
Wt − 6W 2Wx +Wxxx = 0, (2.12)
then U = Wx −W 2 satisfies the KdV equation (2.6). Now we will generalize this result
to the KdV hierarchy (2.1). Substituting U = Wx −W 2 into equation (2.1), we have
∂t2n+1 [Wx −W 2] + ∂xℓn+1{Wx −W 2} = 0. (2.13)
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Using equation (2.2), we can compute ∂xℓn+1{Wx −W 2} as follows:
∂xℓn+1{Wx −W 2} = [∂xxx + 4(Wx −W 2)∂x + 2(Wx −W 2)x] [ℓn{Wx −W 2}]
= ∂x [∂xxℓn{Wx −W 2}] + 4Wx∂xℓn{Wx −W 2} − 4W 2∂xℓn{Wx −W 2}
+ 2Wxxℓn{Wx −W 2} − 4WWxℓn{Wx −W 2}.
It follows that
∂xℓn+1{Wx −W 2} = (∂x − 2W )[∂xxℓn{Wx −W 2}
+2W∂xℓn{Wx −W 2}+ 2Wxℓn{Wx −W 2}].
(2.14)
Substituting ∂xℓn+1{Wx −W 2} from equation (2.14) into equation (2.13), we have
∂t2n+1(Wx−W 2)+(∂x−2W )(∂xxℓn{Wx−W 2}+2W∂xℓn{Wx−W 2}+2Wxℓn{Wx−W 2}) = 0,
or
∂x∂t2n+1W − 2W∂t2n+1W + (∂x − 2W )(∂xxℓn{Wx −W 2}+ 2W∂xℓn{Wx −W 2}
+2Wxℓn{Wx −W 2}) = 0.
We note that
∂t2n+1(Wx −W 2) = ∂x∂t2n+1W − 2W∂t2n+1W = (∂x − 2W )∂t2n+1W.
Thus equation (2.13) can be written as
(∂x − 2W )(∂t2n+1W + ∂xxℓn + 2W∂xℓn + 2Wxℓn) = 0. (2.15)
Equation (2.15) is satisfied if
∂t2n+1W + ∂x(∂x + 2W )ℓn(Wx −W 2) = 0, (2.16)
which is the MKdV hierarchy.
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2.2 Flaschka-Newell second Painlevé hierarchy
In this section, we will derive the Flaschka-Newell second Painlevé hierarchy from the
MKdV hierarchy (2.16) [7].
Let ℓn be given by equation (2.2) and let ℓ̂n be given by
∂z ℓ̂n+1{vz − v2} = [∂zzz + (4vz − v2)∂z + 2∂z(vz − v2)]ℓ̂n{vz − v2}. (2.17)
Substituting































Multiplying equation (2.18) by (3t3)
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v888(z)− 6v2(z)v8(z)− zv8(z)− v(z) = 0. (2.19)
Integrating equation (2.19) with respect to z, yields
v88(z) = 2v3(z) + zv(z) + α1, (2.20)
where α1 is a constant of integration. Equation (2.20) is the second Painlevé equation
(PII). Thus we have seen that the MKdV (2.12) can be reduced to the second Painlevé
equation (2.20).
As a generalization of the above reduction we use the substitutions:












To reduce the MKdV hierarchy to Flaschka-Newell second Painlevé hierarchy, we Use
equation (2.21), to compute Wx −W 2, then we obtain




































8 − v2]. (2.24)
Proof. We will prove this lemma by induction.
If k = 1, equation (2.2) and equation (2.22) imply













8(z)− v2(z)] = v8(z)− v2(z). Thus the relation (2.24) is true for k = 1.







8 − v2]. (2.25)
We will prove that equation (2.24) is true for k = m+ 1.
Equation (2.21) implies



















(Wx −W 2)∂z + 2(Wx −W 2)x.
Thus, using equations (2.22) and (2.21), the above equation becomes







8(z)− v2(z)]∂z + 2[v8(z)− v2(z)]z
)
. (2.27)
From equations (2.26) , (2.27) and (2.2), we have
∂zℓm+1{U} = ((2n+ 1)t)
1






{∂3z + 4[v8(z)− v2(z)]∂z + 2[v8(z)− v2(z)]z}ℓm{U}.























Remark 2.2. We obtain the PII hierarchy by substituting W (z), z, ℓn and ∂t2n+1W from






















8 − v2]) = 0.
(2.28)
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Multiplying equation (2.28) by [(2n+ 1)t2n+1]
2(n+1)
2n+1 , we get
∂z(∂z + 2v)ℓ̂n[v
8 − v2]− v − zv8 = 0. (2.29)
By integrating equation (2.29) with respect to z, we have
(∂z + 2v)ℓ̂n[v
8 − v2] = zv + αn, n ≥ 1, (2.30)
where αn is a constant of integration. Thus we have derived a hierarchy of ordinary
differential equations (2.30).
Example 2.3. When n = 1, equation (2.30) becomes
(∂z + 2v)ℓ̂1[v
8 − v2] = zv + α1. (2.31)
Substituting ℓ̂1[v
8 − v2] = v8 − v2 into equation (2.31), we have
v88(z) = 2v3 + zv + α1,
which is the second Painlevé equation. Since the first member of the hierarchy (2.30) is
second Painlevé equation, hierarchy (2.30) is called the Flaschka-Newell second Painlevé
hierarchy (FN PII hierarchy).
Example 2.4. When n = 2, equation (2.30) become
(∂z + 2v)ℓ̂2[v
8 − v2] = zv + α2. (2.32)
Substituting ℓ̂2[v
8 − v2] = (v8 − v2)zz + 3(v8 − v2)2 into equation (2.32), we have
(∂z + 2v)[(v
8 − v2)zz + 3(v8 − v2)2] = zv + α2.
This implies
(∂z + 2v)[v
888 − 2(v8)2 − 2vv88 + 3(v8)2 − 6v8v2 + 3v4] = zv + α2.
As a result, we find the second member of the FN PII hierarchy
v8888 − 10v2v88 − 10v(v8)2 + 6v5 = zv + α2.
12
2.3 Bäcklund transformations for FN PII hierarchy
In this section, we will study the Bäcklund transformations of the Flaschka-Newell second
Painlevé hierarchy.
One may note that the Flaschka-Newell second Painlevé hierarchy (2.30) can also be
presented in the following form [8] , [9]:
(∂z − 2v)ℓ̃n(vz + v2)− zv − αn = 0, n ≥ 1, (2.33)
where the operator ℓ̃n is determined by the lenard recursion relation




The operators ℓ̃n and ℓ̂n are related by
ℓ̂n{U} = −ℓ̃n{−U}, n ≥ 0. (2.35)











− zv − 1
2
]
− αn + 12




− αn + 12 ,
(2.36)
where
U = vz − v2.

















G = vz + v
2. (2.38)
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Now substituting αn =
−1
2






− zv + 1
2













− zv − 1
2












− zv − 1
2



























M = ℓ̃n(U) +
z
2





Then the relations (2.30) and (2.33) can be presented respectively in the forms








We see that the FN PII hierarchy can be written as the two systems of equations









−M = 0, (2.47)
and







−N = 0, (2.49)
where v(z, αn) and ṽ(z, α̃n) are different solutions of equation (2.30). Solving equation





























−M = 0. (2.51)






















−N = 0. (2.53)































Comparing equations (2.51) and (2.54) we can see that they coincide in two cases:
1. N = −M and α̃n = −αn,
2. N = −M and α̃n = αn + 1.
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As a result we obtain from equation (2.50) and equation (2.52) the relation









If we take N = −M, α̃n = −αn, equation (2.55) yields











Therefore we get the Bäcklund transformation
ṽ(z, α̃n) = −v(z, αn), (2.57)
where
α̃n = −αn.
If we take N = −M, α̃n = αn + 1, equation (2.55) yields









αn + 1− 12
−2M
)






















Substituting M from (2.47) into the last formula, we have
ṽ = −v −
(
2αn + 1
2ℓ̃n(vz + v2) + z
)
.
Therefore we obtain the Bäcklund transformations for FN PII hierarchy (2.30).
ṽ(z, α̃n) = −v(z, αn)−
(
2αn + 1
2ℓ̃n(vz + v2) + z
)
, α̃n = αn + 1, (2.58)
ṽ(z, α̃n) = −v(z, αn) +
(
2α̃n − 1
2ℓ̂n(vz − v2)− z
)
, α̃n = αn − 1. (2.59)
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2.4 A hierarchy of Second Degree equations
In this section we will study a Bäcklund transformation between the Flaschka-Newell sec-
ond Painlevé hierarchy and a hierarchy of SD-I.d equation of Cosgrove and Sconfis [10].







IIv − (zv + αn) = 0, (2.60)
where RII is the recursion operator
RII = D
2
























(2αn − ϵ)v, (2.62)
where ϵ = ±1. Differentiating (2.62) and using (2.60), we find
vz = ϵ(v
2 + 2yz). (2.63)






















D3z + 8pDz + 4pz
)
Hj [p] , H1 [p] = 4p. (2.65)






j [yz] , (2.66)
is true for any j = 1, 2, . . . .
For j = 1, RIIv = vzz − 2v2 . Using (2.63), we find that
vzz = 2v
3 + 4yzv + 2ϵyzz. (2.67)
Thus





Assume that (2.66) is true for j = k. Then for j = k + 1
2Rk+1II v = RII(ϵDz + 2v)H
K [yz]




z [yz] + 2vzzH
k[yz]
−4v2(ϵHkz [yz] + 2vHk[yz])
+4vD−1z (ϵvzH
k
z yz] + 2vvzH
k[yz]).
(2.68)





z [yz] + 2vvzH
k [yz]
)









Hence equation (2.68) can be written as
2RII
k+1v = ϵHkzzz [yz] + 2vH
k
zz [yz] + 4vzH
k

















Using (2.63) to substituting vz and (2.67) to substituting vzz , (2.69) becomes





























By using equation (2.66) we obtain
2vzR
k
II(v)(ϵvz − v2)Hkz [yz] +Dz(v2Hkz [yz]). (2.70)
























into (2.62), we obtain the following
































− 2y = 0.
(2.72)
Eliminating v between (2.63) and (2.72) gives a one-to-one correspondence between the


























Therefore we derived the Bäcklund transformation (2.62) and (2.72) between the Flaschka-
Newell second Painlevé hierarchy (2.60) and the hierarchy of second-degree equations
(2.73).
Example 2.6. When n= 1,(2.60) gives the second Painlevé equation
vzz = 2v
3 + zv + α.
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(4yz − z)v2 − (2α− ϵ)v + 4y2z − 2y,
respectively. The second-degree equation for y is
(4yzz − 1)2 + 8(4yz − z)(2y2z − y) = (2α− ϵ)2. (2.74)
Using the transformation w = y − 1
8
z2, equation (2.74) become
w2zz + 4w
3




Equation (2.75) is called SD-I.d equation of Cosgrove and Sconfis [11]. Since the first
member of hierarchy (2.73) is the SD-I.d equation, the hierarchy (2.73) is called SD-I.d
hierarchy.




z − 6v5 − k1(vzz − 2v3) + zv + α1. (2.76)











z + 4k1yz − z)v2 − (2α− ϵ)v + 8yzyzzz − 4y2zz + 32y3z + 4k1y2z − 2y, (2.78)
respectively. The fourth-order second-degree equation for y is
[4yzzzz + 48yzyzz + 4k1yzz − 1]2
+8 [4yzzz + 24y
2
z + 4k1yz − z] [4yzyzzz − 2y2zz + 16y3z + 4k1y2z − y] = (2α− ϵ)2.
(2.79)
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Equation (2.79) is a first integral of the following fifth-order equation
yzzzzz = −20yzyzzz − 10y2zz − 40y3z − k1yzzz − 6k1y2z + zyz + y. (2.80)
The transformation y = −(w+ 1
2
γz+5γ3), x = z+30γ2 transforms (2.80) into the equation
wxxxxx = 20wxwxxx + 10w
2
xx − 40w3x + zwx + w + γx. (2.81)
The Bäcklund transformation v = wz, w = vzzzz − 2vvzz − 10v2z + 40v3 − zv − γz, gives
a one-to-one correspondence between (2.81) and Cosgroves Fif-III equation [12], that is
vzzzzz = 20vvzzz + 40vzvzz − 120v2vz + zvz + 2v + γ. (2.82)
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2.5 Special Solution of FN PII hierarchy
In this section we will study special solutions of Flaschka-Newell second Painlevé hierarchy.
First of all we note that v = 0 is a solution of equation (2.30) with αn = 0.
Proposition 2.8. Flaschka-Newell second Painlevé hierarchy has rational solution for
special values of the parameters αn = m,m ∈ N.
P roof : See[13].
Example 2.9. A rational solution of PII
When n = 1 equation (2.30) gives second Painlevé equation,
vzz = 2v
3 + 2v + α1.
For n=1, (2.58) gives Bäcklund transformation for the second Painlevé equation
ṽ = −v − 2α1 + 1
2vz + 2v2 + z
, α̃1 = α1 + 1. (2.83)
Applying the Bäcklund transformation (2.83), to the solution v = 0, α1 = 0, we get the




, α̃1 = 1. (2.84)
Applying the Bäcklund transformation (2.83), to the solution v = −1
z
, α1 = 1, we get a




, α̃1 = 2, (2.85)
If we apply the Bäcklund transformation (2.83) once again to v = −(2z
3−4)
z(4+z3)
, α1 = 2, we get
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a new rational solution of PII
ṽ =
−3z(z6 + 8z3 + 160)
(z3 + 4)(z6 + 20z3 − 80)
, α̃1 = 3. (2.86)
We can get anew rational solutions of PII by the same way.
Example 2.10. A rational solution of P 2II






z − 6v5 + 2v + α2.
For n=2, (2.58) gives Bäcklund transformation for P 2II ,
ṽ = −v − 2α2 + 1
−2vzzz − 4vvzz + 2v2zz + 12v2vz + 6v4 + z
, α̃2 = α2 + 1. (2.87)
Applying the Bäcklund transformation (2.87) to the solution v = 0, α2 = 0, we get a




, α̃2 = 1. (2.88)
Applying the Bäcklund transformation (2.87), to the solution v = −1
z
, α2 = 1, we get




, α̃2 = 2. (2.89)
If we apply the Bäcklund transformation (2.87) once again to v = −2
z
, α2 = 2, we get a




, α̃2 = 3. (2.90)
We can get new rational solutions of P 2II by the same way.
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Proposition 2.11. Flaschka-Newell second Painlevé hierarchy has rational solution for
special values of the parameters αn = −m,m ∈ N.
Proof. By Proposition (2.8), let v(z, αn) is a rational solution with parameter αn = m,
m ∈ N. Using the transformation v(z,−αn) = −v(z, αn). Thus v(z,−m) = −v(z,m) is
a rational solution.
Proposition 2.12. Flaschka-Newell second Painlevé hierarchy has special solutions, which




If we take αn =
1
2










For n=1, equation (2.91) gives











zϕ = 0. (2.92)
The general solution of equation (2.92) is given by
ϕ = C1Ai(ζ) + C2Bi(ζ), ζ = −2
−1
3 z,
where C1 and C2 are arbitrary constants, and Ai(ζ) and Bi(ζ) are Airy functions.
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2.6 Lax pair for Flaschka-Newell second Painlevé
hierarchy




Rn−iII v − 4
n−1(zv + αn) = 0, (2.93)
where RII is give by (2.61).
The hierarchy (2.93) can be obtained as the compatibility condition, ∂z∂λΦ = ∂λ∂zΦ,


















− [(v −D−1z vz)Vj−1 + k2j] 12DzVj−1
−1
2
DzVj−1 [(v −D−1z vz)Uj−1 + k2j]
)

















D2z − 4v2 + 4uD−1z vz
)
Vj−1 + k2jv, V0 = −4v. (2.95)
Example 2.13. When n=1, (2.93) gives the second Painlevé equation,
vzz = 2v
3 + zv + α1.
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V1 = − (vzz − 2v2 − k2v) .
Example 2.14. When n=2, equation (2.93) gives the second member of second Painlevé
hierarchy:
vzzzz = 10v
2vzz + k2vzz + 10vv
2
z − 6v5 − 2k2v3 + 4zv + 4α2.











































vzzz − 6v2vx − k2vz −12 [2vvzz − v
2






















In this chapter we will derive Jimbo-Miwa second Painlevé hierarchy (JM PII hierarchy)
as a reduction of a (2 + 1)-dimensional non-isospectral hierarchy, and we will study some
basic properties of this hierarchy.
3.1 Derivation of JM PII hierarchy
We begin by writing a generic member of the (2 + 1)-dimensional dispersive water wave
hierarchy as [14]





where u = (u, v)T , Mn = (Mn, Nn)
T , Gi = (gi, 0)
T and R is the recursion operator of the













































Here M0 = (uy +
1
2





Corresponding to the scalar linear problem (3.2), (3.3), we have the matrix non-
isospectral scattering problem
Ψz = FΨ, (3.6)
Ψtn = λ
nΨy +GΨ, (3.7)
where Ψ = (ψ1, ψ2)


























((2λ− u)Pn + Pn,z)
−1
4
((2λ− u)Pn + Pn,z)z − 12vPn
 , (3.9)
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Rn+1−iGi = (0, 0)
T , (3.10)
where all gi are now constant parameters. The non-isospectral scattering problems can




























M0 = (uy +
1
2




T . The corresponding matrix linear
problem for the hierarchy (3.10) reads







Ψλ = HΨ = (λ
nF +G)Ψ, (3.15)


























((2λ− u)Pn + Pn,z)
−1
4
((2λ− u)Pn + Pn,z)z − 12v, Pn
 . (3.17)
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(zu2 − zuz − u)z + 4v + 2zvz

















































where γn and δn are two constants of integration, and we now assume that gn+1 ̸= 0. This
assumption then allows us to take γn = 0. Since the matrix linear problem for the first
member of this hierarchy was first given by Jimbo and Miwa [6], the hierarchy (3.20) will
be called Jimbo -Miwa second Painlevé hierarchy (JM PII hierarchy), and as we shall see,
in the case n = 1 this system of equations is just the second Painlevé equation PII .
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3.2 Bäcklund transformations for JM PII hierarchy
























V1 = v, U1 = u,
2Vj+1 = (∂
−1
z u∂z + ∂z)Vj + (v + ∂
−1
z v∂z)Uj, (3.22)
2Uj+1 = 2Vj + (u− ∂z)Uj, j = 1, 2, 3, . . . (3.23)
Proposition 3.1. The Jimbo-Miwa second Painlevé hierarchy (3.20) has Bäcklund trans-
formations
ũ = u− ṽz
ṽ
,
ṽ = v − uz,
δ̃n = δn + 1.
(3.24)
Proof. At the beginning we will use induction to prove that




Ṽj = Vj − ∂zUj. (3.26)
For j=1, Ṽ1 = ṽ = v−∂zu = V1−∂zU1. Therefore the equation (3.26) is true for n = 1.




z ũ∂z + ∂z)Ṽk + (ṽ + ∂
−1
z ṽ∂z)Ũk









Using (3.25) to substituting Ũk, and (3.24) to substituting ṽ, (3.27) becomes





Using (3.22) to substituting vUk, (3.28) becomes
2Ṽk+1 = 2Vk+1 − Vk,z − uzUk − ∂−1z
[
ũṼk,z + ṽŨk,z + uVk,z + vUk,z
]
. (3.29)
Using (3.24) to substituting u and v, (3.29) becomes

























the last equation, we obtain
2Ṽk+1 = 2Vk+1 − Vk,z − uzUk − ∂−1z
[












2Ṽk+1 = 2Vk+1 − Vk,z − uzUk − ∂−1z
[





= 2Vk+1 − Vk,z − uzUk − ∂−1z [(ũ+ ṽzvz )Uk,zz + uzUk,z + Ṽk,zz]
= 2Vk+1 − Vk,z − uzUk − ∂−1z [uUk,zz + uzUk,z + Ṽk,zz]
= 2Vk+1 − Vk,z − uzUk − ∂−1z [∂z(uUk,z) + Ṽk,zz]
= 2Vk+1 − Vk,z − uzUk − [uUk,z + Ṽk,z].
(3.32)
Using (3.26) to substituting Ṽk, (3.32) becomes
2Ṽk+1 = 2Vk+1 − 2Vk,z − ∂z(u− ∂z)Uk
= 2Vk+1 − ∂z [2Vk + (u− ∂z)Uk]
= 2Vk+1 − ∂z2Uk+1.
(3.33)
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Therefore Ṽk+1 = Vk+1 − ∂zUk+1 and this ends the proof by induction.
Similarly, we will use induction to prove that equation (3.25) is true for any j = 1, 2 . . . .
When j=1, Ũ1 = ũ = u− ṽzṽ = U1−
Ṽ1,z
ṽ
. Therefore the equation (3.26) is true when j = 1.
Assume that the equation (3.26) is true when j = k. Then when j = k + 1 we have
2Ũk+1 = 2Ṽk + (ũ− ∂z)Ũk, (3.34)
Using (3.26) to substituting Ṽk and (3.25) to substituting Ũk, (3.34) becomes









Using (3.24) to substituting ũ, (3.35) becomes




2ṽUK,z + ṽUK + uṼk,z − Ṽk,zz
]
. (3.36)
Using (3.25) to substituting ŨK , and (3.24) to substituting u, we get
2Ũk+1 = 2Uk+1 − 1ṽ
[
ṽŨK,z + ṽzŨK + ũṼk,z + Ṽk,zz
]
= 2Uk+1 − 1ṽ
[




= 2Uk+1 − ∂zṽ
[
(∂−1z ṽ∂z + ṽ)ŨK + (∂
−1
z ũ∂z + ∂z)Ṽk
]
= 2Uk+1 − ∂z2Ṽk+1ṽ .
(3.37)
Therefore Ũk+1 = Uk+1 − ∂zṼk+1ṽ and this is the end of the proof by induction.









γjVj − δn = 0. (3.39)
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Now we will show that if Uj and Vj satisfy (3.38)-(3.39) with parameter δn, then Ũj , Ṽj
satisfy (3.38)-(3.39) with parameter δ̃n = δn + 1.
From equation (3.26) we have
Vj = Ṽj + ∂zUj. (3.40)













γjṼj − δ̃n = 0, (3.41)
where δ̃n = δn + 1.
Similarly from equation (3.25) we have






























Differentiating equation (3.39),(3.38) with gn+1 = 1, and substituting Uj and Vj into the




γjŨj + gn+1z = 0. (3.43)
Equation (3.41), (3.43) show that Ũj , Ṽj satisfies equation (3.34) and (3.25) with param-
eter δ̃n = δn + 1 and this ends the proof.
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Proposition 3.2. The JM PII hierarchy (3.20) has a Bäcklund transformation
ũ = u+ vz
v
,
ṽ = v + ũz,
δ̃n = δn − 1.
(3.44)
Proof. Firstly we can use induction to prove that




Ṽj = Vj + Ũj,z. (3.46)
then we can Complete the proof similar to the proof of proposition (3.1).
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3.3 Lax pair of Jimbo-Miwa second Painlevé hierar-
chy
The Jimbo-Miwa second Painlevé hierarchy (3.20) can be written as the compatibility





































































But the Jimbo-Miwa hierarchy (3.20) can be rewritten as the hierarchy (3.21). Therefore



























When j = 0 we have
an+1 = −2, bn−j+1 = cn−j+1 = 0.
When j = 1 we have

































When 2 ≤ j ≤ n we have

















Uj−1, j = 2.
Example 3.3. Lax pairs of the first member of Jimbo-Miwa PII hierarchy
For n=1, (3.38) and (3.39) give the following system of equations:
U2 + g2z = 0,
V2 − δ1 = 0,
(3.49)
where



















































[−vz − vu] [v + z]
)
.
Example 3.4. Lax pairs of the second member of Jimbo-Miwa PII hierarchy
For n=2, (3.38) and (3.39) give the following system of equations:
U3 + γ1U1 + g3z = 0,


























U1 = u, V1 = v.






































− [v + 2γ0] w2 u
2
w





− [V2 + z] w2 [U2 + 2γ0]
2
w
[−V2,z − vU2 − 2vγ0] [V2 + z]
)
.
Example 3.5. Lax pairs of the third member of Jimbo-Miwa PII hierarchy
For n=3 , (3.38) and (3.39) yield the following system of equations:
U4 + γ2U2 + γ1U1 + g4z = 0,




















(∂−1z u∂z + ∂z)
(
3u2v + 3uvz + 3v2 + vzz
)
+ (v + ∂−1z v∂z)
(


























U1 = u, V1 = v.
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− [v + 2γ1] w2 u
2
w





− [V2 + 2γ0] w2 [U2 + 2γ1]
2
w





− [V3 + γ1v + z] w2 [U3 + γ1u+ 2γ0]
2
w




3.4 Special Solutions of JM PII Hierarchy
In this section we will show that Jimbo-Miwa PII hierarchy (3.21) has a special solution
v = 0 and u satisfies equation Un+1 +
∑n−1
j=1 γjUj + gn+1z = 0, when δn = 0.
Moreover we will use the Bäcklund transformations to obtain infinite hierarchy of special
solutions of Jimbo-Miwa PII hierarchy. Similarly we will show that Jimbo-Miwa PII hi-
erarchy (3.21) has a special solution
v = uz , and u satisfies equation Un+1 +
∑n−1
j=1 γjUj + gn+1z = 0, when δn + gn+1 = 0.
Proposition 3.6. The JM PII hierarchy (3.21) has a special solution




γjUj + gn+1z = 0, (3.52)
where 2Uj+1 = (u− ∂z)Uj, U1 = u.
Proof. Substituting V1 = v = 0 into (3.22), we get
2Vj+1 = (∂
−1
z u∂z + ∂z)Vj. (3.53)




z u∂z + ∂z)V1,
But V1 = v = 0. Thus V2 = 0. Therefore the statement is true for j = 1. Assume that
the statement is true for j = k , that is Vk = 0. Then for j = k + 1, we have
2Vk+1 = (∂
−1
z u∂z + ∂z)Vk = 0.
Therefore, Vj = 0, for any j = 1, 2, 3, . . .
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Substituting Vj = 0 into equation (3.39) we obtain δn = 0. Substituting Vj = 0 into
equation (3.23) we obtain 2Uj+1 = (u − ∂z)Uj and u satisfies equation (3.38). Therefore
the Jimbo-Miwa PII hierarchy has a special solution when δn = 0, v = 0, and u satisfies
the equation Un+1 +
∑n−1
j=1 γjUj + gn+1z = 0 .
Now we can use the Bäcklund transformations (3.24), (3.44) to obtain new special
solutions of JM PII hierarchy. For example applying the Bäcklund transformation (3.24)







If we applying the Bäcklund transformation (3.24) once again with ṽ = −uz, ũ = u+ uzzuz ,











u2z∂z(−2u3z − uz + u2zz)− 2uzuzz(−2u3z − uz + u2zz)
u2z(−2u3z − uz + u2zz)
,
˜̃δn = 2.
Therefore, we can applying the Bäcklund transformation (3.24) to obtain new special
solutions of Jimbo-Miwa PII hierarchy with δn = k + 1, k ∈ N.
Proposition 3.7. The Jimbo-Miwa PII hierarchy has a special solution
δn + gn+1 = 0, v = uz and u satisfies the equation Un+1 +
∑n−1
j=1 γjUj + gn+1z = 0,
where 2Uj+1 = 2Vj + (u− ∂z)Uj, U1 = u.
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Proof. Firstly we will use induction to prove that if v = uz then Vj = Uj,z for any
j = 1, 2, 3, . . .
For j = 1, V1 = v = uz. Therefore the statement is true when j = 1. Assume the
statement is true when j = k. Then when j = k + 1 from equation (3.22) we have
2Vk+1 = (∂
−1
z u∂z + ∂z)Uk,z + (uz + ∂
−1
z uz∂z)Uk
= ∂−1z uUk,zz + Uk,zz + uzUk + ∂
−1
z uzUk,z,
Integration by parts gives ∂−1z uUk,zz = uUk,z − ∂−1z uzUk,z.
Substituting ∂−1z uUk,zz into the last equation we get
2Vk+1 = uUk,z + Uk,zz + uzUk,
Now substituting Vk = Uk,z into (3.23) we get
2Uk+1 = uUk + Uk,z,
Differentiating the last equation we get
2Uk+1,z = uUk,z + uzUk + Uk,zz = 2Vk+1.
Therefore Vk+1 = Uk+1,z, and this ends the proof by induction.




γjUj,z − δn = 0, (3.54)
Differentiating equation Un+1 +
∑n−1
j=1 γjUj + gn+1z = 0, and eliminating Uj between the
resulting equation and equation (3.54), we obtain
δn + gn+1 = 0.
Thus Jimbo-Miwa PII hierarchy (3.21) has a special solution δn + gn+1 = 0 , v = uz and
u satisfies equation Un+1 +
∑n−1
j=1 γjUj + gn+1z = 0.
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Proposition 3.8. The equation Un+1 +
∑n−1
j=1 γjUj + gn+1z = 0 is linearizable.














When j=1, we have U1 = u =
−yz
y
. Assume that the relation is true when j = k. Then
we will show that the relation is true when j = k + 1. By using propostion (3.6) and
equation (3.23) we have






























. Therefore, the transformation is
true.





, into equation Un+1+
∑n−1









+ gn+1z = 0.





ngn+1zy = 0. (3.56)
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Example 3.9. For n=1, (3.56) gives the linear equation
yzz + 2g2zy = 0,
If we take g2 =
1
4





whose general solution is Airy function.
Example 3.10. For n=2, (3.56) gives the linear equation
yzzz + 4γ1yz + 4g3zy = 0.
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Conclusion
In this thesis we studied two second Painlevé hierarchies, JM PII hierarchy and FN PII
hierarchy. We studied the derivation of FN PII hierarchy from MKdV hierarchy. Then
we studied the Bäcklund transformations, rational solutions, Lax pair representation of
FN PII hierarchy.
In addition, we studied the derivation of JM PII hierarchy as reduction of (2 + 1) dis-
persive water wave hierarchy. Also we derived some basic properties of this hierarchy such
as Bäcklund transformations, special solutions, and we studied Lax pair representation.
Future work may include the following:
1. Deriving new special solutions of FN and JM PII hierarchies.
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and Jimbo-Miwa linear problems”, J. Math. Phys., 47(2006): 073504, 16.
[5] Ayman H. Sakka, ”Linear problems and hierarchies of Painlevé equation”, J.Phys.
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