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Abstract
We study the Cauchy problem for 3-D nonlinear elastic waves satisfying the null
condition with low regularity initial data. In the radially symmetric case, we prove the
global existence of a low regularity solution for every small data in H3 ×H2 with a low
weight.
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1 Introduction
For elastic materials, the motion for the displacement is governed by the nonlinear
elastic wave equation which is a second-order quasilinear hyperbolic system. For isotropic,
homogeneous, hyperelastic materials, the motion for the displacement u = u(t, x) satisfies
∂2t u− c
2
2∆u− (c
2
1 − c
2
2)∇∇ · u = F (∇u,∇
2u), (1.1)
where the nonlinear term F (∇u,∇2u) is linear in ∇2u and will be described explicitly in
later sections. Some physical backgrounds of nonlinear elastic waves can be found in Ciarlet
[5] and Gurtin [8].
The short time existence of classical solutions for nonlinear elastic waves is standard now
[17]. The research for long time existence of classical solutions for nonlinear elastic waves
started from Fritz John’s pioneering work on elastodynamics (see Klainerman [25]). In the
3-D case, John showed that local classical solutions in general will develop singularities for
radial and small initial data [20], and they almost globally exist for small data with compact
support [21]. See also simplified proof of almost global existence in [28], [49] and a lower
bound estimate in [29]. In order to ensure the global existence of classical solutions with small
initial data, some structural condition on the nonlinearity which is called the null condition
is necessary. We refer the reader to Agemi [1] and Sideris [40] (see also a previous result
in Sideris [39]). The exterior domain analogues of John’s almost global existence result and
Agemi and Sideris’s global existence result were obtained in [34] and [36], respectively. In
the 2-D case, under the null condition global small classical solution with radial initial data
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was constructed in [47] and [46] for the Cauchy problem and the exterior domain problem,
respectively. The non-radially symmetric case is still open.
All the above works are in the framework of classical solutions. Studies on local low
regularity well-posedness for the Cauchy problem of nonlinear wave equations started from
Klainerman-Machedon’s pioneering work [26] in the semilinear case. For the general quasilin-
ear equations, we refer the reader to the sharpest result [42], [45] and the references therein.
On the other hand, Lindblad constructed some counterexamples to show sharp results of
ill-posedness [30], [31]. For the Einstein equation in wave coordinates, the sharpest result of
well-posedness and ill-posedness was shown by Klainerman and Rodnianski [27] and Ettinger
and Lindblad [6], respectively.
We note that a family of special solutions which are obtained via the Lorentz trans-
formation has often played a key role in the proof of ill-posedness. It is therefore natural
to expect that we can improve regularity requirements for initial data if we rule out such
special solutions. It is indeed the case. It should be mentioned that improvement of regu-
larity in the presence of radial symmetry was first observed in [26] for semilinear equations
such as ✷u = c1(∂tu)
2 + c2|∇u|
2. (See also page 176 of [38], Section 5 of [33], and [14],
[37], and [12] for related results.) We also mention that it was also observed for the wave
equation with a power-type nonlinear term ✷u = F (u), first by Lindbald and Sogge [32],
and then by some authors (see [10], [18], [7]), and quasilinear wave equations of the form
∂2t u − a
2(u)∆u = c1(∂tu)
2 + c2|∇u|
2, by [13] and [50]. Particularly, the almost global ex-
istence of low regularity radially symmetric solutions with small initial data was showed in
[14] and [13] for the semilinear and the quasilinear case, respectively. A global regularity
result can be found in [50], which is the first result for global existence of low regularity
solutions to quasilinear wave equations.
In the present paper, we will study global low regularity solutions for the Cauchy prob-
lem of 3-D nonlinear elastic waves with the null condition, and focus on the radially sym-
metric case. For this purpose, we first note the fact that in the radially symmetric case, the
nonlinear elastic wave equation can be reduced to a system of quasilinear wave equations
with single wave speed. To analyze this system, we will use the ghost weight energy estimate
of Alinhac to display the null condition and get enough decay in time on the region r ≥ 〈t〉/2,
and employ the Klainerman-Sideris type estimate and a refined Keel-Smith-Sogge (KSS, for
short) type estimate to control the elastic waves with rather low regularity on the region
1/2 ≤ r ≤ 〈t〉/2 and r ≤ 1/2. Together with some weighted Sobolev inequalities for radi-
ally symmetric functions, we can get global existence for nonlinear elastic waves satisfying
the null condition when radial data is small with respect to the H3 ×H2 norm with a low
weight 〈x〉. Note that even the standard local existence theorem for nonlinear elastic waves
(see [17]) need the regularity requirement Hs × Hs−1 with s > 7/2. It is the first global
low regularity existence result for nonlinear elastic waves. A almost global low regularity
existence result has been got by the authors [15].
The outline of this paper is as follows. The remainder of this introduction will be
devoted to the description of notation which will be used in the sequel, some reduction of
the equations of motion and a statement of the low regularity global existence theorem. In
Section 2, some necessary tools used to prove the global existence theorem are introduced,
including some properties of the null condition, weighted Sobolev inequalities, the bounds
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on the Klainerman-Sideris type energy and KSS type energy. Finally, the proof of global
low regularity existence theorem will be given in Section 3.
1.1 Notation
Denote the space gradient and space-time gradient by ∇ = (∂1, ∂2, ∂3) and ∂ = (∂t,∇),
respectively. The scaling operator is the vector field
S = t∂t + r∂r, (1.2)
where r = |x|, ∂r = ω · ∇, ω = (ω1, ω2, ω3), ωi = xi/r. Denote the collection of vector
fields Z = (Z1, Z2, Z3, Z4) = (∇, S). For any multi-index a = (a1, a2, a3, a4), we denote an
ordered product of vector fields Za = Za11 Z
a2
2 Z
a3
3 Z
a4
4 = ∂
a1
1 ∂
a2
2 ∂
a3
3 S
a4 . Moreover b ≤ a
means bi ≤ ai for each i = 1, . . . , 4.
The energy associated to the linear wave operator is
E1(u(t)) =
1
2
∫
R3
(
|∂tu(t, x)|
2 + |∇u(t, x)|2
)
dx, (1.3)
and the corresponding k-th order energy is given by
Ek(u(t)) =
∑
|a|≤k−1
a4≤1
E1(Z
au(t)). (1.4)
We will use the so called “good derivatives”
T = (T1, T2, T3) = ω∂t +∇. (1.5)
Let σ = t− r, q(σ) = arctan σ, q′(σ) = 11+σ2 = 〈t− r〉
−2, where 〈·〉 = (1 + | · |2)1/2. Since q
is bounded, there exists a constant c > 1, such that
c−1 ≤ e−q(σ) ≤ c. (1.6)
Define the ghost weight energy (see [2, 3])
E1(u(t)) =
1
2
∫
R3
e−q(σ) 〈t− r〉−2 |Tu|2 dx, (1.7)
and its higher-order version
Ek(u(t)) =
∑
|a|≤k−1
a4≤1
E1(Z
au(t)). (1.8)
The KSS type energy (see [13, 22, 23, 35]) is defined through
Mk(u(t)) =
∫ t
0
Nk(u(τ))dτ, (1.9)
where
Nk(u(t)) =
∑
|a|≤k−1
a4≤1
∥∥ 〈r〉−1/4 r−1/4∂Zau∥∥2
L2(R3)
+
∑
|a|≤k−1
a4≤1
∥∥ 〈r〉−1/4 r−5/4Zau∥∥2
L2(R3)
, (1.10)
3
and its local version is
Lk(u(t)) =
∑
|a|≤k−1
a4≤1
∥∥r−1/4∂Zau∥∥2
L2(0,t;L2(|x|≤1))
+
∑
|a|≤k−1
a4≤1
∥∥r−5/4Zau∥∥2
L2(0,t;L2(|x|≤1))
. (1.11)
We will also use the following Klainerman-Sideris type energy (see [28])
Xk(u(t)) =
∑
|a|≤k−2
∥∥ 〈t− r〉 ∂∇∇au(t)∥∥
L2(R3)
. (1.12)
Consider the space Xk(T ), which is obtained by closing the set C∞([0, T );C∞0 (R
3;R3))
in the norm sup
0≤t<T
E
1/2
k (u(t)).
The solution will be constructed in the space
Xkrad(T ) =
{
u : u is radially symmetric, u ∈ Xk(T )
}
. (1.13)
Though we will consider radially symmetric solutions, the generators of spatial rotations
and simultaneous rotations will be also important in our analysis. The angular momentum
operators (generators of the spatial rotations) are the vector fields
Ω = (Ω1,Ω2,Ω3) = x ∧∇, (1.14)
∧ being the usual vector cross product. The spatial derivatives can be conveniently decom-
posed into radial and angular components
∇ = ω∂r −
ω
r
∧ Ω. (1.15)
Noting the definitions (1.5) and (1.14), we also have the relationship between the angular
momentum operators Ω and the good derivatives T
Ω
r
= ω ∧ T, (1.16)
which implies
∣∣Ω
r
u
∣∣ ≤ |Tu|. (1.17)
Denote the generators of simultaneous rotations by Ω˜ = (Ω˜1, Ω˜2, Ω˜3), where
Ω˜i = ΩiI + Ui, (1.18)
with U1 = e2 ⊗ e3 − e3 ⊗ e2, U2 = e3 ⊗ e1 − e1 ⊗ e3, U3 = e1 ⊗ e2 − e2 ⊗ e1, {ei}
3
i=1 is the
standard basis on R3 and ⊗ stands for the tensor product on R3. It is easy to verify the
following commutation relationship[
Ω˜,∇
]
= ∇,
[
Ω˜, S
]
= 0. (1.19)
1.2 The equations of motion
Now we consider the equations of motion for 3-D homogeneous, isotropic and hypere-
lastic elastic waves. First we have the Lagrangian
L (u) =
∫∫
1
2
|ut|
2 −W (∇u) dxdt, (1.20)
4
where u(t, x) = (u1(t, x), u2(t, x), u3(t, x)) denotes the displacement vector from the reference
configuration and W is the stored energy function. Since we will consider small solutions,
we can write
W (∇u) = l2(∇u) + l3(∇u) + h.o.t., (1.21)
with l2(∇u) and l3(∇u) standing for the quadratic and cubic term in ∇u, respectively, and
h.o.t. denoting higher order terms. Using the frame indifference and isotropic assumption,
we can get
l2(∇u) =
c22
2
|∇u|2 +
c21 − c
2
2
2
(∇ · u)2, (1.22)
where the material constants c1 (pressure wave speed) and c2 (shear wave speed) satisfy
0 < c2 < c1, and
1
l3(∇u) = d1(∇ · u)
3 + d2(∇ · u)|∇ ∧ u|
2 + d3(∇ · u)Qij(u
i, uj)
+ d4(∂ku
j)Qij(u
i, uk) + d5(∂ku
j)Qik(u
i, uj), (1.23)
where di (i = 1, . . . , 5) are also some constants which only depend on the stored energy
function, and the null form Qij(f, g) = ∂if∂jg − ∂jf∂ig.
By the Hamilton’s principle we get the nonlinear elastic wave equation in 3-D
∂2t u− c
2
2∆u− (c
2
1 − c
2
2)∇∇ · u = F (∇u,∇
2u), (1.24)
where2
F (∇u,∇2u) = 3d1∇(∇ · u)
2 + d2
(
∇|∇ ∧ u|2 − 2∇ ∧ (∇ · u∇∧ u)
)
+Q(u,∇u), (1.25)
with
Q(u,∇u)i = (2d3 + d4)
(
Qij(∂ku
k, uj)−Qjk(∂iu
k, uj)
)
+ d5
(
Qij(∂ju
k, uk) + 2Qjk(∂ju
i, uk)−Qjk(∂ju
k, ui)
)
. (1.26)
The derivation of the exact form of F (∇u,∇2u) can be also found in Agemi [1]. Following
Agemi [1], we say that the nonlinear elastic wave equation (1.24) satisfies the null condition
if
d1 = 0. (1.27)
Consider the Cauchy problem of (1.24)–(1.25) with initial data
t = 0 : u = u0, ut = u1. (1.28)
Noting the nonlinear elastic wave equation is invariant under simultaneous rotations
(see page 860 of [40]), we can seek radially symmetric solution for the Cauchy problem
1We use the summation convention over repeated indices.
2In 3-D case, the global existence of small solutions to quasilinear hyperbolic systems hinges on the specific
form of the quadratic part of the nonlinearity in relation to the linear part. From the analytical point of
view, therefore, it is enough to truncate at cubic order in u, the higher order corrections having no influence
on the existence of small solutions.
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(1.25)–(1.28) with radially symmetric initial data.3 In the radially symmetric case, we first
derive some equivalent forms of the equation of motion and the null condition.
If u ∈ X3rad(T ) is a radially symmetric solution to (1.24), then there exists a scalar
function ψ such that
u(t, x) = xψ(t, r). (1.29)
By (1.29), it is easy to see that
∇∧ u = 0. (1.30)
It follows from the Hodge decomposition and (1.30) that
∆u = ∇∇ · u−∇ ∧∇ ∧ u = ∇∇ · u. (1.31)
Thanks to (1.31), for the linear part of (1.24), we have
∂2t u− c
2
2∆u− (c
2
1 − c
2
2)∇∇ · u = ∂
2
t u− c
2
1∆u. (1.32)
Next we consider the nonlinear part F (∇u,∇2u). Obviously (1.30) gives that the second
term on the right-hand side of (1.25) vanishes. Furthermore, the null condition (1.27) implies
that the first term on the right-hand side of (1.25) also vanishes. Without loss of generality
we can take c1 = 1. Hence u satisfies
∂2t u−∆u = Q(u,∇u). (1.33)
Conversely, if u ∈ X3rad(T ) is a radially symmetric solution to the equation (1.33), then
u is also a radially symmetric solution to the equation (1.24) with the null condition (1.27).
For the convenience of the following analysis, we rewrite (1.33) as
∂2t u−∆u = N(u, u), (1.34)
where
N(u, v)i = ∂l(g
ijk
lmn∂mu
j∂nv
k), (1.35)
and g = (gijklmn) is determined via N(u, u) = Q(u,∇u). We can verify that the coefficients
are symmetric with respect to pairs of indices
gijklmn = g
jik
mln = g
kji
nml, (1.36)
which implies that
N(u, v) = N(v, u), (1.37)
and the following null condition holds (see Lemma 3.1 of [1])
gijklmnωlωmωn = 0, ∀ 1 ≤ i, j, k ≤ 3, ω ∈ S
2. (1.38)
We note that (1.38) just coincides with the definition of standard null condition in the
pioneering works Klainerman [24] and Christodoulou [4] for systems of quasilinear wave
equations with single wave speed.
The above argument gives that in order to seek radially symmetric solutions to the
Cauchy problem of nonlinear elastic waves (1.24)–(1.28) with the null condition (1.27), we
only need to study the radially symmetric solutions to the Cauchy problem (1.34)–(1.28)
with the null condition (1.38).
3A vector function v is called radial if it has the form v(x) = xφ(r) (r = |x|), where φ is a scalar radial
function. We refer the reader to Definition 4.4 and Lemma 4.5 of [19].
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1.3 Global low regularity existence theorem
The main result in this paper is the following
Theorem 1.1. Consider the Cauchy problem for 3-D nonlinear elastic waves (1.24)–(1.28).
Assume that the null condition (1.27) holds. Then there exists a constant ε0 > 0 such that
for any given ε with 0 < ε ≤ ε0, if the initial data is radially symmetric and satisfies∑
|a|≤2
‖〈x〉∇a∇u0‖L2(R3) +
∑
|a|≤2
‖〈x〉∇au1‖L2(R3) ≤ ε, (1.39)
then Cauchy problem (1.25)–(1.28) admits a unique global solution u ∈ X3rad(T ) for every
T > 0.
Remark 1.1. In the smallness condition (1.39) of the initial data, we only need a low weight
〈x〉. This is achieved by using the scaling operator (1.2) only one time in our argument (note
that in the definitions of higher-order energies (1.4), (1.8), (1.10) and (1.11), we restrict
a4 ≤ 1).
2 Preliminaries
In this section, first we will give some properties on the null condition and some weighted
Sobolev inequalities, which will play key roles in the decay estimate under rather low reg-
ularity. Then we will give some a priori estimates on the Klainerman-Sideris type energy
X3(u(t)) and the KSS type energy M3(u(t)). It turns out that they can all be controlled by
the general energy E3(u(t)), if it is sufficiently small.
2.1 Null condition
Denote the trilinear form
N˜(u, v, w) = gijklmn∂lu
i∂mv
j∂nw
k. (2.1)
Proposition 2.1. If the null condition (1.38) is satisfied, then for any u, v, w ∈ C∞(R3;R3),
we have
|〈u,N(v,w)〉| ≤
C
r
|u|
(
|∇Ωv||∇w| + |∇Ωw||∇v|+ |Ωv||∇2w|+ |Ωw||∇2v|
)
, (2.2)
|N˜(u, v, w)| ≤
C
r
(
|Ωu||∇v||∇w| + |∇u||Ωv||∇w|+ |∇u||∇v||Ωw|
)
. (2.3)
Proof. It follows from the radial-angular decomposition (1.15) that we have the following
pointwise equality
N˜(u, v, w) = −gijklmn(
ω
r
∧ Ω)lu
i∂mv
j∂nw
k − gijklmnωl∂ru
i(
ω
r
∧ Ω)mv
j∂nw
k
− gijklmnωl∂ru
iωm∂rv
j(
ω
r
∧ Ω)nw
k + gijklmnωlωmωn∂ru
i∂rv
j∂rw
k. (2.4)
Thus (2.3) follows from (2.4) and the null condition (1.38). (2.2) can be proved similarly.
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Lemma 2.1. Assume that the null condition (1.38) is satisfied and u ∈ X3(T ) is a solution
to (1.34). Then for any multi-index a = (a1, a2, a3, a4), a4 ≤ 1, we have
✷Zau =
∑
b+c+d=a
Nd(Z
bu,Zcu), (2.5)
where each Nd is a quadratic nonlinearity of the form (1.35) satisfying the null condition
(1.38) . Moreover, if b+ c = a, then Nd = N .
Proof. See Lemma 6.6.5 of Ho¨rmander [16] and Lemma 4.1 of Sideris and Tu [41].
2.2 Weighted Sobolev inequalities
Lemma 2.2. For u ∈ C∞0 (R
3;R3), we have
‖ru‖L∞ ≤ C
∑
|a|≤1
‖∇Ω˜au‖L2 + C
∑
|a|≤2
‖Ω˜au‖L2 , (2.6)
‖r1/2u‖L∞ ≤ C
∑
|a|≤1
‖∇Ω˜au‖L2 , (2.7)
‖r1/4u‖L∞(r≤1) ≤ C
∑
|a|≤1
‖〈r〉−1/4r−1/4∇Ω˜au‖L2 + C
∑
|a|≤1
‖〈r〉−1/4r−1/4Ω˜au‖L2
+ C
∑
|a|≤1
‖〈r〉−1/4r−5/4Ω˜au‖L2 , (2.8)
‖r〈t− r〉u‖L∞ ≤ C
∑
|a|≤1
‖〈t− r〉∇Ω˜au‖L2 + C
∑
|a|≤2
‖〈t− r〉Ω˜au‖L2 , (2.9)
‖r1/2〈t− r〉u‖L∞ ≤ C
∑
|a|≤1
‖Ω˜au‖L2 + C
∑
|a|≤1
‖〈t− r〉∇Ω˜au‖L2 , (2.10)
‖〈t− r〉u‖L∞ ≤ C‖∇u‖L2 + C‖〈t− r〉∇
2u‖L2 . (2.11)
Proof. For (2.6), (2.7) and (2.9), see Lemma 3.3 of Sideris [40]. For (2.8), noting that
‖r1/4u‖L∞(r≤1) ≤ C‖r
1/2〈r〉−1/4r−1/4u‖L∞(R3), (2.12)
we can prove (2.8) by replacing u by 〈r〉−1/4r−1/4u in (2.7). (2.10) can be found in Lemma
4.1 of Hidano [9]. As for (2.11), see (2.13) of Hidano [11] and (37) of Zha [48].
Proposition 2.2. For radially symmetric u ∈ C∞0 (R
3;R3), we have
‖r∂Zau‖L∞ ≤ CE
1/2
3 (u(t)), |a| ≤ 1, (2.13)
‖r1/2Zau‖L∞ ≤ CE
1/2
3 (u(t)), |a| ≤ 2, a4 ≤ 1, (2.14)
‖r1/4∇Zau‖L∞(r≤1) ≤ C
∑
|b|≤1
‖〈r〉−1/4r−1/4∇2Zbu‖L2 + C
∑
|b|≤1
‖〈r〉−1/4r−1/4∇Zbu‖L2
+ C
∑
|b|≤1
‖〈r〉−1/4r−5/4∇Zbu‖L2 , |a| ≤ 1, (2.15)
‖r〈t− r〉∂∇u‖L∞ ≤ CX3(u(t)), (2.16)
‖r1/2〈t− r〉∂Zau‖L∞ ≤ CE
1/2
2 (u(t)) + CX3(u(t)), |a| ≤ 1, a4 = 0, (2.17)
‖〈t− r〉∇u‖L∞ ≤ CE
1/2
2 (u(t)) + CX3(u(t)). (2.18)
Proof. (2.18) is a direct application of (2.11). Since u is radially symmetric, Ω˜u = 0.
Noting the commutation relationship (1.19), we can derive (2.13)–(2.17) from (2.6)–(2.10),
respectively.
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2.3 Klainerman-Sideris bound
Lemma 2.3. Let radially symmetric u ∈ C∞([0, T );C∞0 (R
3;R3)). Then
X3(u(t)) ≤ CE
1/2
3 (u(t)) + Ct
∑
|a|≤1
‖✷∇au(t)‖L2(R3). (2.19)
Proof. See Lemma 3.1 of Klainerman and Sideris [28].
Proposition 2.3. Let u be a radially symmetric and smooth solution to equation (1.34).
Assume that
ε1 ≡ sup
0≤t<T
E
1/2
3 (u(t)) (2.20)
is sufficiently small. Then for 0 ≤ t < T , we have
X3(u(t)) ≤ CE
1/2
3 (u(t)). (2.21)
Proof. By Lemma 2.3, we need to estimate the second term on the right-hand side of (2.19).
For |a| ≤ 1, we have
‖✷∇au(t)‖L2 ≤ C
∑
b+c=a
‖N(∇bu,∇cu)‖L2 . (2.22)
Noting (1.37), we only need to consider the case b = 0, c = a. It is obvious that
‖N(u,∇au)‖L2 ≤ C‖∇u∇
2∇au‖L2 + C‖∇
2u∇∇au‖L2 . (2.23)
We first consider on the region r ≥ 〈t〉/2. It follows from (2.13) that
‖∇u∇2∇au‖L2(r≥〈t〉/2) + ‖∇
2u∇∇au‖L2(r≥〈t〉/2)
≤ C〈t〉−1‖r∇u∇2∇au‖L2(r≥〈t〉/2) + C〈t〉
−1‖r∇2u∇∇au‖L2(r≥〈t〉/2)
≤ C〈t〉−1‖r∇u‖L∞‖∇
2∇au‖L2 + C〈t〉
−1‖r∇2u‖L∞‖∇∇
au‖L2
≤ C〈t〉−1E3(u(t)). (2.24)
While on the region r ≤ 〈t〉/2, by (2.18) we have
‖∇u∇2∇au‖L2(r≤〈t〉/2)
≤ C〈t〉−1‖〈t− r〉∇u∇2∇au‖L2(r≤〈t〉/2)
≤ C〈t〉−1‖〈t− r〉∇u‖L∞‖∇
2∇au‖L2
≤ C〈t〉−1
(
E
1/2
2 (u(t)) + X3(u(t))
)
E
1/2
3 (u(t)), (2.25)
and it follows from the Sobolev embedding H1(R3) →֒ L6(R3) and H1(R3) →֒ L3(R3) that
‖∇2u∇∇au‖L2(r≤〈t〉/2)
≤ C〈t〉−1‖〈t− r〉∇2u∇∇au‖L2(r≤〈t〉/2)
≤ C〈t〉−1‖〈t− r〉∇2u‖L6‖∇∇
au‖L3
≤ C〈t〉−1‖〈t− r〉∇2u‖H1‖∇∇
au‖H1
≤ C〈t〉−1
(
E
1/2
2 (u(t)) + X3(u(t))
)
E
1/2
3 (u(t)). (2.26)
Hence it follows from (2.19), (2.20), (2.22)–(2.26) that
X3(u(t)) ≤ CE
1/2
3 (u(t)) +CE3(u(t)) + CE
1/2
3 (u(t))X3(u(t))
≤ CE
1/2
3 (u(t)) +Cε1E
1/2
3 (u(t)) + Cε1X3(u(t)). (2.27)
If ε1 is sufficiently small, we can get (2.21).
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2.4 KSS bound
Lemma 2.4. Consider the following perturbed linear wave operator
✷hu = ✷u+Hu, (2.28)
where the perturbed term
(Hu)i = ∂l(h
ij
lm(t, x)∂mu
j), i = 1, 2, 3. (2.29)
Assume that h = (hijlm) satisfies the following symmetric condition
hijlm = h
ji
ml (2.30)
and the smallness condition
|h| =
3∑
i,j,l,m=1
|hijlm| ≪ 1. (2.31)
Suppose that u ∈ C∞([0, T );C∞0 (R
3;R3)). Then for any 0 < t < T we have
(
log(2 + t)
)−1
‖ 〈r〉−1/4 r−1/4∂u‖2L2t,x(St)
+
(
log(2 + t)
)−1
‖ 〈r〉−1/4 r−5/4u‖2L2t,x(St)
+ ‖r−1/4∂u‖2L2(0,t;L2(|x|≤1)) + ‖r
−5/4u‖2L2(0,t;L2(|x|≤1))
≤ C‖∂u(0)‖2L2 + C
∥∥(|∇u|+ 〈r〉−1/2r−1/2|u|)✷hu∥∥L1t,x(St)
+ C
∥∥(|∂h|+ 〈r〉−1/2r−1/2|h|)|∇u|(|∇u|+ r−1|u|)∥∥
L1t,x(St)
, (2.32)
where the strip St = [0, t]× R
3.
Proof. See Appendix A.
Proposition 2.4. Let u be a radially symmetric and smooth solution to equation (1.34).
Assume that
ε1 ≡ sup
0≤t<T
E
1/2
3 (u(t)) (2.33)
is sufficiently small. Then for 0 ≤ t < T , we have
M
1/2
3 (u(t)) ≤ C
(
log(2 + t)
)1/2
(1 + t)δ sup
0≤τ≤t
E
1/2
3 (u(τ)), (2.34)
with δ = ε1/2.
Proof. By Lemma 2.1 and Lemma 2.4, we have that
(
log(2 + t)
)−1
M3(u(t)) + L3(u(t))
≤ CE3(u(0)) + C
∑
|a|≤2
a4≤1
∥∥(|∂∇u|+ 〈r〉−1/2r−1/2|∇u|)|∇Zau|(|∇Zau|+ r−1|Zau|)∥∥
L1t,x(St)
+ C
∑
|a|≤2
a4≤1
∑
b+c+d=a
b,c 6=a
∥∥(|∇Zau|+ 〈r〉−1/2r−1/2|Zau|)Nd(Zbu,Zcu)∥∥L1t,x(St). (2.35)
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We first estimate all the terms on the right-hand side of (2.35) on the region r ≥ 1/2.
Note that when r ≥ 1/2, 〈t〉 ≤ Cr〈t − r〉. For any |a| ≤ 2, a4 ≤ 1, it follows from (2.16),
(2.18), the Hardy inequality and Proposition 2.3 that
∥∥(|∂∇u|+ 〈r〉−1/2r−1/2|∇u|)|∇Zau|(|∇Zau|+ r−1|Zau|)∥∥
L1x(r≥1/2)
≤
∥∥(|∂∇u|+ r−1|∇u|)|∇Zau|(|∇Zau|+ r−1|∇Zau|)∥∥
L1x(r≥1/2)
≤ C〈t〉−1
∥∥(r〈t− r〉|∂∇u|+ 〈t− r〉|∇u|)|∇Zau|(|∇Zau|+ r−1|∇Zau|)∥∥
L1x(r≥1/2)
≤ C〈t〉−1
(
‖r〈t− r〉∂∇u‖L∞ + ‖〈t− r〉∇u‖L∞
)
‖∇Zau‖L2(‖∇Z
au‖L2 + ‖r
−1Zau‖L2)
≤ C〈t〉−1
(
X3(u(t)) +E
1/2
2 (u(t))
)
E3(u(t))
≤ C〈t〉−1E
3/2
3 (u(t)). (2.36)
For any |a| ≤ 2, a4 ≤ 1, b+ c+ d = a, b, c 6= a, if c4 = 0, by (2.13), the Hardy inequality and
Proposition 2.3, we have that it holds that
∥∥(|∇Zau|+ 〈r〉−1/2r−1/2|Zau|)Nd(Zbu,Zcu)∥∥L1x(r≥1)
≤ C〈t〉−1
∥∥(|∇Zau|+ r−1|Zau|)r∇Zbu〈t− r〉∇2Zcu∥∥
L1x(r≥1)
≤ C〈t〉−1
(
‖∇Zau‖L2 + ‖r
−1Zau‖L2
)
‖r∇Zbu‖L∞‖〈t− r〉∇
2Zcu‖L2
≤ C〈t〉−1X3(u(t))E3(u(t))
≤ C〈t〉−1E
3/2
3 (u(t)). (2.37)
If b4 = 0, we further need to split the region r ≥ 1/2 into 1/2 ≤ r ≤ 〈t〉/2 and r ≥ 〈t〉/2.
On the region 1/2 ≤ r ≤ 〈t〉/2, it follows from (2.17), the Hardy inequality and Proposition
2.3 that
∥∥(|∇Zau|+ 〈r〉−1/2r−1/2|Zau|)Nd(Zbu,Zcu)∥∥L1x(1/2≤r≤〈t〉/2)
≤ C〈t〉−1
∥∥(|∇Zau|+ r−1|Zau|)r1/2〈t− r〉∇Zbu∇2Zcu∥∥
L1x(1/2≤r≤〈t〉/2)
≤ C〈t〉−1
(
‖∇Zau‖L2 + ‖r
−1Zau‖L2
)
‖r1/2〈t− r〉∇Zbu‖L∞‖∇
2Zcu‖L2
≤ C〈t〉−1
(
E
1/2
2 (u(t)) + X3(u(t))
)
E3(u(t))
≤ C〈t〉−1E
3/2
3 (u(t)). (2.38)
And on the region r ≥ 〈t〉/2, it follows from (2.13), the Hardy inequality and Proposition
2.3 that
∥∥(|∇Zau|+ 〈r〉−1/2r−1/2|Zau|)Nd(Zbu,Zcu)∥∥L1x(r≥〈t〉/2)
≤ C〈t〉−1
∥∥(|∇Zau|+ r−1|Zau|)r∇Zbu∇2Zcu∥∥
L1x(r≥〈t〉/2)
≤ C〈t〉−1
(
‖∇Zau‖L2 + ‖r
−1Zau‖L2
)
‖r∇Zbu‖L∞‖∇
2Zcu‖L2
≤ C〈t〉−1E
3/2
3 (u(t)). (2.39)
Now we will estimate the terms on the right-hand side of (2.35) on the region r ≤ 1/2.
11
(2.14) gives that for any |a| ≤ 2, a4 ≤ 1,∥∥(|∂∇u|+ 〈r〉−1/2r−1/2|∇u|)|∇Zau|(|∇Zau|+ r−1|Zau|)∥∥
L1t,x(r≤1/2)
≤
∥∥(|∂∇u|+ r−1/2|∇u|)|∇Zau|(|∇Zau|+ r−1|Zau|)∥∥
L1t,x(r≤1/2)
≤ C
∥∥(r1/2|∂∇u|+ |∇u|)r−1/4|∇Zau|(r−1/4|∇Zau|+ r−5/4|Zau|)∥∥
L1t,x(r≤1/2)
≤ C
(
‖r1/2∂∇u‖L∞t,x(St) + ‖∇u‖L∞t,x(St)
)
‖r−1/4∇Zau‖L2t,x(r≤1)
·
(
‖r−1/4∇Zau‖L2t,x(r≤1) + ‖r
−5/4Zau‖L2t,x(r≤1)
)
≤ C sup
0≤τ≤t
E
1/2
3 (u(τ))L3(u(t)). (2.40)
Similarly, via (2.14) we also have that for any |a| ≤ 2, a4 ≤ 1, b+ c+ d = a, b, c 6= a,∥∥(|∇Zau|+ 〈r〉−1/2r−1/2|Zau|)Nd(Zbu,Zcu)∥∥L1t,x(r≤1)
≤ C
∥∥(r−1/4|∇Zau|+ r−5/4|Zau|)r1/2∇Zbu r−1/4∇2Zcu∥∥
L1t,x(r≤1)
≤ C
(
‖r−1/4∇Zau|L2t,x(r≤1) + ‖r
−5/4Zau‖L2t,x(r≤1)
)
‖r1/2∇Zbu‖L∞t,x(St)‖r
−1/4∇2Zcu
∥∥
L2t,x(r≤1)
≤ C sup
0≤τ≤t
E
1/2
3 (u(τ))L3(u(t)). (2.41)
The above argument gives
(
log(2 + t)
)−1
M3(u(t)) + L3(u(t))
≤ CE3(u(0)) + C
∫ t
0
(1 + τ)−1E
3/2
3 (u(τ))dτ +C sup
0≤τ≤t
E
1/2
3 (u(τ))L3(u(t))
≤ CE3(u(0)) + C log(1 + t) sup
0≤τ≤t
E
3/2
3 (u(τ)) + C sup
0≤τ≤t
E
1/2
3 (u(τ))L3(u(t))
≤ CE3(u(0)) + Cε1 log(1 + t) sup
0≤τ≤t
E3(u(τ)) + Cε1L3(u(t)). (2.42)
If ε1 is sufficiently small, we have(
log(2 + t)
)−1
M3(u(t)) + L3(u(t))
≤ CE3(u(0)) + Cε1 log(1 + t) sup
0≤τ≤t
E3(u(τ))
≤ CE3(u(0)) + C log(1 + t)
ε1 sup
0≤τ≤t
E3(u(τ))
≤ CE3(u(0)) + C(1 + t)
ε1 sup
0≤τ≤t
E3(u(τ))
≤ C(1 + t)ε1 sup
0≤τ≤t
E3(u(τ)), (2.43)
which completes the proof of Proposition 2.4.
3 Proof of Theorem 1.1
In order to prove Theorem 1.1, the key point is the following a priori estimate.
Proposition 3.1. There exist positive constants ε0 and A such that for any given ε with
0 < ε ≤ ε0, if the initial data is radially symmetric and satisfies (1.39) and u is a smooth
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and radially symmetric solution to the Cauchy problem (1.24)–(1.28) with the null condition
(1.27), then for any T > 0,
sup
0≤t<T
E
1/2
3 (u(t)) ≤ Aε. (3.1)
Based on the method of proving Proposition 3.1, by some density argument and contraction-
mapping argument, we can show Theorem 1.1. Because this procedure is routine and in order
to keep the paper to a moderate length, we will omit it and refer the reader to [13] and [14].
Now we will prove Proposition 3.1. We only need to analyze the Cauchy problem (1.34)–
(1.28) with the null condition (1.38). Assume that u = u(t, x) is a smooth and radially
symmetric solution of the Cauchy problem (1.34)–(1.28) on [0, T ). We will show that there
exist positive constants ε0 and A such that for any T > 0, we have sup
0≤t<T
E
1/2
3 (u(t)) ≤ Aε
under the assumption (1.39) and sup
0≤t<T
E
1/2
3 (u(t)) ≤ 2Aε, where 0 < ε ≤ ε0.
3.1 General energy and ghost weight energy estimates
Following Alinhac [2, 3], we will use the ghost weight energy method. By Lemma 2.1,
we have
∑
|a|≤2
a4≤1
∫
〈e−q(σ)∂tZ
au,✷Zau〉 dx =
∑
|a|≤2
a4≤1
∑
b+c+d=a
∫
〈e−q(σ)∂tZ
au,Nd(Z
bu,Zcu)〉 dx. (3.2)
As we are now treating a quasilinear system, for the right-hand side of (3.2), special attention
should be paid on terms with b = a or c = a with |a| = 2. Noting (1.37), we can rewrite
(3.2) as
∑
|a|≤2
a4≤1
∫
〈e−q(σ)∂tZ
au,✷Zau〉 dx
= 2
∑
|a|=2
a4≤1
∫
〈e−q(σ)∂tZ
au,N(u,Zau)〉 dx+
∑
|a|=2
a4≤1
∑
b+c+d=a
b,c 6=a
∫
〈e−q(σ)∂tZ
au,Nd(Z
bu,Zcu)〉 dx
+
∑
|a|≤1
∑
b+c+d=a
∫
〈e−q(σ)∂tZ
au,Nd(Z
bu,Zcu)〉 dx. (3.3)
For the left-hand side of (3.3), by integration by parts we have∫
〈e−q(σ)∂tZ
au,✷Zau〉 dx
=
1
2
d
dt
∫
e−q(σ)|∂Zau|2 dx+
1
2
∫
e−q(σ) 〈t− r〉−2 |TZau|2 dx. (3.4)
For the right-hand side of (3.3), it follows from the symmetric conditions (1.36) and the
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integration by parts that∫
〈e−q(σ)∂tZ
au,N(u,Zau)〉 dx
= gijklmn
∫
e−q(σ)∂t(Z
au)i∂l
(
∂mu
j∂n(Z
au)k
)
dx
= −gijklmn
∫
e−q(σ)∂t∂l(Z
au)i∂mu
j∂n(Z
au)k dx− gijklmn
∫
e−q(σ)q′(σ)ωl∂t(Z
au)i∂mu
j∂n(Z
au)k dx
= −
1
2
gijklmn∂t
∫
e−q(σ)∂l(Z
au)i∂mu
j∂n(Z
au)k dx+
1
2
gijklmn
∫
e−q(σ)∂l(Z
au)i∂m∂tu
j∂n(Z
au)k dx
+
1
2
gijklmn
∫
e−q(σ)q′(σ)∂l(Z
au)i∂mu
j∂n(Z
au)k dx− gijklmn
∫
e−q(σ)q′(σ)Tl(Z
au)i∂mu
j∂n(Z
au)k dx.
(3.5)
Define the perturbed energy
E˜3(u(t)) =
1
2
∑
|a|≤2
a4≤1
∫
e−q(σ)|∂Zau|2 dx+
∑
|a|=2
a4≤1
gijklmn
∫
e−q(σ)∂l(Z
au)i∂mu
j∂n(Z
au)k dx. (3.6)
Noting that ‖∂u(t)‖L∞ ≤ CE
1/2
3 (u(t)), by (1.6), for small solutions we have
(2c)−1E3(u(t)) ≤ E˜3(u(t)) ≤ 2cE3(u(t)). (3.7)
Returning to (3.3), by (3.4), (3.5) and (3.6), we have the following energy identity:
d
dt
E˜3(u(t)) + E3(u(t))
=
∑
|a|=2
a4≤1
∫
e−q(σ)N˜(Zau, ∂tu,Z
au) dx+
∑
|a|=2
a4≤1
∫
e−q(σ)q′(σ)N˜ (Zau, u, Zau) dx
− 2
∑
|a|=2
a4≤1
gijklmn
∫
e−q(σ)q′(σ)Tl(Z
au)i∂mu
j∂n(Z
au)k dx
+
∑
|a|≤2
a4≤1
∑
b+c+d=a
|b|,|c|≤1
∫
e−q(σ)〈∂tZ
au,Nd(Z
bu,Zcu)〉 dx. (3.8)
Now we are ready to estimate all the terms on the right-hand side of (3.8). For this
purpose, we will separate integrals over the regions r ≥ 〈t〉/2, 1/2 ≤ r ≤ 〈t〉/2 and r ≤ 1/2,
respectively. To get enough decay in time on the region r ≥ 〈t〉/2, we need to exploit the
null condition.
On the region r ≥ 〈t〉/2. Now we consider all the terms on the right-hand side of (3.8)
on the region r ≥ 〈t〉/2. For the first term on the right-hand side of (3.8), for |a| = 2, a4 ≤ 1,
it follows from (2.3) that
∣∣N˜(Zau, ∂tu,Zau)∣∣ ≤ C
r
(
|ΩZau||∇∂tu||∇Z
au|+ |∇Zau||Ω∂tu||∇Z
au|
)
. (3.9)
Noting (1.17), we have that
∥∥e−q(σ)N˜(Zau, ∂tu,Zau)∥∥L1(r≥〈t〉/2)
≤ C‖TZau∇∂tu∇Z
au‖L1(r≥〈t〉/2) + C〈t〉
−1‖∇Zau∂tu∇Z
au‖L1(r≥〈t〉/2). (3.10)
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Via (2.16) and Proposition 2.3, we can get
‖TZau∇∂tu∇Z
au‖L1(r≥〈t〉/2)
≤ C〈t〉−1‖〈t− r〉−1TZau r〈t− r〉∇∂tu∇Z
au‖L1(r≥〈t〉/2)
≤ C〈t〉−1‖〈t− r〉−1TZau‖L2‖r〈t− r〉∂∇u‖L∞‖∇Z
au‖L2
≤ C〈t〉−1E
1/2
3 (u(t))X3(u(t))E
1/2
3 (u(t))
≤ C〈t〉−1E3(u(t))E
1/2
3 (u(t)). (3.11)
It follows from (2.13) that
〈t〉−1‖∇Zau∂tu∇Z
au‖L1(r≥〈t〉/2)
≤ C〈t〉−2‖∇Zau r∂tu∇Z
au‖L1(r≥〈t〉/2)
≤ C〈t〉−2‖∇Zau‖L2‖r∂tu‖L∞‖∇Z
au‖L2
≤ C〈t〉−2E
3/2
3 (u(t)). (3.12)
So it follows from (3.10)–(3.12) that∑
|a|=2
a4≤1
∥∥e−q(σ)N˜(Zau, ∂tu,Zau)∥∥L1(r≥〈t〉/2)
≤ C〈t〉−1E3(u(t))E
1/2
3 (u(t)) + C〈t〉
−2E
3/2
3 (u(t)). (3.13)
Similarly to the first term, for the second term on the right-hand side of (3.8), for
|a| = 2, a4 ≤ 1, we have
‖e−q(σ)q′(σ)N˜ (Zau, u, Zau)‖L1(r≥〈t〉/2)
≤ C‖q′(σ)TZau∇u∇Zau‖L1(r≥〈t〉/2) + C〈t〉
−1‖q′(σ)∇Zauu∇Zau‖L1(r≥〈t〉/2). (3.14)
For the first term on the right-hand side of (3.14), by (2.13) we have
‖q′(σ)TZau∇u∇Zau‖L1(r≥〈t〉/2)
≤ C〈t〉−1‖〈t− r〉−2TZau r∇u∇Zau‖L1(r≥〈t〉/2)
≤ C〈t〉−1‖〈t− r〉−1TZau‖L2‖r∇u‖L∞‖∇Z
au‖L2
≤ C〈t〉−1E3(u(t))E
1/2
3 (u(t)). (3.15)
For the second term on the right-hand side of (3.14), by (2.14) we have
〈t〉−1‖q′(σ)∇Zauu∇Zau‖L1(r≥〈t〉/2)
≤ C〈t〉−3/2‖〈t− r〉−2∇Zau r1/2u∇Zau‖L1(r≥〈t〉/2)
≤ C〈t〉−3/2‖∇Zau‖L2‖r
1/2u‖L∞‖∇Z
au‖L2
≤ C〈t〉−3/2E
3/2
3 (u(t)). (3.16)
It follows from (3.14)–(3.16)∑
|a|=2
a4≤1
‖e−q(σ)q′(σ)N˜(Zau, u, Zau)‖L1(r≥〈t〉/2)
≤ C〈t〉−1E3(u(t))E
1/2
3 (u(t)) + C〈t〉
−3/2E
3/2
3 (u(t)). (3.17)
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The third term on the right-hand side of (3.8) can be estimated by the same way as
(3.15).
For the fourth term on the right-hand side of (3.8), for any |a| ≤ 2, a4 ≤ 1, b + c+ d =
a, |b|, |c| ≤ 1, by Lemma 2.1, (2.2), (1.18), (1.19) and noting that Ω˜u = 0 we have
∣∣〈∂tZau,Nd(Zbu,Zcu)〉∣∣
≤
C
r
|∂tZ
au|
(
|∇ΩZbu||∇Zcu|+ |∇ΩZcu||∇Zbu|+ |ΩZbu||∇2Zcu|+ |ΩZcu||∇2Zbu|
)
≤
C
r
|∂tZ
au|
(
|∇Zbu||∇Zcu|+ |Zbu||∇2Zcu|+ |Zcu||∇2Zbu|
)
. (3.18)
So it follows from (2.13) and (2.14) that
∑
|a|≤2
a4≤1
∑
b+c+d=a
|b|,|c|≤1
∥∥e−q(σ)〈∂tZau,Nd(Zbu,Zcu)〉∥∥L1(r≥〈t〉/2)
≤ C〈t〉−3/2
∑
|a|≤2
a4≤1
∑
b+c≤a
|b|,|c|≤1
‖∂tZ
au‖L2
(
‖r∇Zbu‖L∞‖∇Z
cu‖L2 + ‖r
1/2Zbu‖L∞‖∇
2Zcu‖L2
+ ‖r1/2Zcu‖L∞‖∇
2Zbu‖L2
)
≤ C〈t〉−3/2E
3/2
3 (u(t)). (3.19)
Hence by the above argument, we know that on the region r ≥ 〈t〉/2, the right-hand
side of (3.8) admits an upper bound of the form
〈t〉−3/2E
3/2
3 (u(t)) + 〈t〉
−1E3(u(t))E
1/2
3 (u(t)). (3.20)
On the region 1/2 ≤ r ≤ 〈t〉/2. On the region 1/2 ≤ r ≤ 〈t〉/2, all terms on the
right-hand side of (3.8) are bounded above by∑
|a|=2
a4≤1
‖〈t− r〉−2∇Zau∇u∇Zau‖L1(1/2≤r≤〈t〉/2) +
∑
|a|=2
a4≤1
‖∇Zau∂∇u∇Zau‖L1(1/2≤r≤〈t〉/2)
+
∑
|a|≤2
a4≤1
∑
b+c≤a
|b|,|c|≤1
‖∂Zau∇Zbu∇2Zcu‖L1(1/2≤r≤〈t〉/2). (3.21)
For the first term on the right-hand side of (3.21), for |a| = 2, a4 ≤ 1, it follows from
the Sobolev embedding H2(R3) →֒ L∞(R3) that
‖〈t− r〉−2∇Zau∇u∇Zau‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−2‖∇Zau ∇u∇Zau‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−2‖∇Zau‖2L2‖∇u‖L∞
≤ C〈t〉−2E
3/2
3 (u(t)). (3.22)
For the second term on the right-hand side of (3.21), for |a| = 2, a4 ≤ 1, by (2.17) and
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Proposition 2.3 we have
‖∇Zau∂∇u∇Zau‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−1‖∇Zau r1/2〈t− r〉∂∇u〈r〉−1/2∇Zau‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−1‖∇Zau‖L2‖r
1/2〈t− r〉∂∇u‖L∞‖〈r〉
−1/2∇Zau‖L2
≤ C〈t〉−1E
1/2
3 (u(t))
(
E
1/2
2 (u(t)) + X3(u(t))
)
‖〈r〉−1/2∇Zau‖L2
≤ C〈t〉−1E3(u(t))‖〈r〉
−1/4r−1/4∇Zau‖L2
≤ C〈t〉−1E3(u(t))N
1/2
3 (u(t)). (3.23)
As for the third term on the right-hand side of (3.21), for |a| ≤ 2, a4 ≤ 1, b + c ≤
a, |b|, |c| ≤ 1, if b4 = 0, by (2.17) and Proposition 2.3 we have
‖∂Zau∇Zbu∇2Zcu‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−1‖∇2Zcu r1/2〈t− r〉∇Zbu〈r〉−1/2∂Zau‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−1‖∇2Zcu‖L2‖r
1/2〈t− r〉∇Zbu‖L∞‖〈r〉
−1/2∂Zau‖L2
≤ C〈t〉−1E
1/2
3 (u(t))
(
E
1/2
2 (u(t)) + X3(u(t))
)
‖〈r〉−1/2∂Zau‖L2
≤ C〈t〉−1E3(u(t))‖〈r〉
−1/4r−1/4∂Zau‖L2
≤ C〈t〉−1E3(u(t))N
1/2
3 (u(t)). (3.24)
If c4 = 0, it follows from (2.14) and Proposition 2.3 that
‖∂Zau∇Zbu∇2Zcu‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−1‖〈t− r〉∇2Zcu r1/2∇Zbu〈r〉−1/2∂Zau‖L1(1/2≤r≤〈t〉/2)
≤ C〈t〉−1‖〈t− r〉∇2Zcu‖L2‖r
1/2∇Zbu‖L∞‖〈r〉
−1/2∂Zau‖L2
≤ C〈t〉−1X3(u(t))E
1/2
3 (u(t))‖〈r〉
−1/2∂Zau‖L2
≤ C〈t〉−1E3(u(t))‖〈r〉
−1/4r−1/4∂Zau‖L2
≤ C〈t〉−1E3(u(t))N
1/2
3 (u(t)). (3.25)
Hence by the above argument, we know that on the region 1/2 ≤ r ≤ 〈t〉/2, the right-
hand side of (3.8) admits an upper bound of the form
〈t〉−2E
3/2
3 (u(t)) + 〈t〉
−1E3(u(t))N
1/2
3 (u(t)). (3.26)
On the region r ≤ 1/2. Similarly to (3.21), on the region r ≤ 1/2, all terms on the
right-hand side of (3.8) are bounded above by∑
|a|=2
a4≤1
‖〈t− r〉−2∇Zau∇u∇Zau‖L1(r≤1/2) +
∑
|a|=2
a4≤1
‖∇Zau∂∇u∇Zau‖L1(r≤1/2)
+
∑
|a|≤2
a4≤1
∑
b+c≤a
|b|,|c|≤1
‖∂Zau∇Zbu∇2Zcu‖L1(r≤1/2). (3.27)
The first term on the right-hand side of (3.27) can be estimated by the same way as
17
(3.22). For |a| = 2, a4 ≤ 1, we have
‖〈t− r〉−2∇Zau∇u∇Zau‖L1(r≤1/2)
≤ C〈t〉−2‖∇Zau∇u∇Zau‖L1(r≤1/2)
≤ C〈t〉−2‖∇Zau‖2L2‖∇u‖L∞
≤ C〈t〉−2E
3/2
3 (u(t)). (3.28)
For the second term on the right-hand side of (3.27), for |a| = 2, a4 ≤ 1, by (2.17) and
Proposition 2.3 we have
‖∇Zau∂∇u∇Zau‖L1(r≤1/2)
≤ C〈t〉−1‖r−1/4∇Zau r1/2〈t− r〉∂∇u r−1/4∇Zau‖L1(r≤1/2)
≤ C〈t〉−1‖r−1/4∇Zau‖2L2(r≤1)‖r
1/2〈t− r〉∂∇u‖L∞
≤ C〈t〉−1‖r−1/4∇Zau‖2L2(r≤1)
(
E
1/2
2 (u(t)) + X3(u(t))
)
≤ C〈t〉−1E
1/2
3 (u(t))‖〈r〉
−1/4r−1/4∇Zau‖2L2
≤ C〈t〉−1E
1/2
3 (u(t))N3(u(t)). (3.29)
For the third term on the right-hand side of (3.27), for |a| ≤ 2, a4 ≤ 1, b+c ≤ a, |b|, |c| ≤
1, if b4 = 0, by (2.17) and Proposition 2.3 we have
‖∂Zau∇Zbu∇2Zcu‖L1(r≤1/2)
≤ C〈t〉−1‖r−1/4∂Zau r1/2〈t− r〉∇Zbu r−1/4∇2Zcu‖L1(r≤1/2)
≤ C〈t〉−1‖r−1/4∂Zau‖L2(r≤1)‖r
1/2〈t− r〉∇Zbu‖L∞‖〈r〉
−1/4∇2Zcu‖L2(r≤1)
≤ C〈t〉−1‖r−1/4∂Zau‖L2(r≤1)
(
E
1/2
2 (u(t)) + X3(u(t))
)
‖r−1/4∇2Zcu‖L2(r≤1)
≤ C〈t〉−1E
1/2
3 (u(t))‖〈r〉
−1/4r−1/4∂Zau‖L2‖〈r〉
−1/4r−1/4∇2Zcu‖L2
≤ C〈t〉−1E
1/2
3 (u(t))N3(u(t)). (3.30)
If c4 = 0, by (2.15) and Proposition 2.3 we have
‖∂Zau∇Zbu∇2Zcu‖L1(r≤1/2)
≤ C〈t〉−1‖r−1/4∂Zau r1/4∇Zbu〈t− r〉∇2Zcu‖L1(r≤1/2)
≤ C〈t〉−1‖r−1/4∂Zau‖L2(r≤1)‖r
1/4∇Zbu‖L∞(r≤1)‖〈t− r〉∇
2Zcu‖L2
≤ C〈t〉−1X3(u(t))‖r
−1/4∂Zau‖L2(r≤1)(
‖〈r〉−1/4r−1/4∇2Zbu‖L2 + ‖〈r〉
−1/4r−1/4∇Zbu‖L2 + ‖〈r〉
−1/4r−5/4∇Zbu‖L2
)
≤ C〈t〉−1E
1/2
3 (u(t))‖〈r〉
−1/4r−1/4∂Zau‖L2(
‖〈r〉−1/4r−1/4∇2Zbu‖L2 + ‖〈r〉
−1/4r−1/4∇Zbu‖L2 + ‖〈r〉
−1/4r−5/4∇Zbu‖L2
)
≤ C〈t〉−1E
1/2
3 (u(t))N3(u(t)). (3.31)
Hence by the above argument, we know that on the region r ≤ 1/2, the right-hand side
of (3.8) admits an upper bound of the form
〈t〉−2E
3/2
3 (u(t)) + 〈t〉
−1E
1/2
3 (u(t))N3(u(t)). (3.32)
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3.2 Conclusion of the proof
From the above three parts argument, we have that
d
dt
E˜3(u(t)) + E3(u(t))
≤ C〈t〉−1E3(u(t))E
1/2
3 (u(t)) + C〈t〉
−3/2E
3/2
3 (u(t)
+ C〈t〉−1E3(u(t))N
1/2
3 (u(t)) + C〈t〉
−1E
1/2
3 (u(t))N3(u(t))
≤
1
4
E3(u(t)) + C〈t〉
−2E23(u(t) +C〈t〉
−3/2E
3/2
3 (u(t)
+ C〈t〉−1E3(u(t))N
1/2
3 (u(t)) + C〈t〉
−1E
1/2
3 (u(t))N3(u(t)). (3.33)
The first term on the right-hand side of (3.33) can be absorbed to the left-hand side. So we
have
d
dt
E˜3(u(t))
≤ C〈t〉−3/2E
3/2
3 (u(t) + C〈t〉
−1E3(u(t))N
1/2
3 (u(t)) + C〈t〉
−1E
1/2
3 (u(t))N3(u(t)). (3.34)
Integrating on time from 0 to T and noting (3.7), we have that
sup
0≤t<T
E3(u(t))
≤ CE3(u(0)) + C
∫ T
0
〈t〉−3/2E
3/2
3 (u(t))dt
+ C
∫ T
0
〈t〉−1E3(u(t))N
1/2
3 (u(t))dt
+ C
∫ T
0
〈t〉−1E
1/2
3 (u(t))N3(u(t))dt. (3.35)
It is obvious that∫ T
0
〈t〉−3/2E
3/2
3 (u(t))dt ≤
∫ +∞
0
〈t〉−3/2dt sup
0≤t<T
E
3/2
3 (u(t)) ≤ C sup
0≤t<T
E
3/2
3 (u(t)). (3.36)
In order to treat the last two terms on the right-hand side of (3.35), we will employ the
KSS type energy M3(u(t)) and the dyadic decomposition technique in time (see page 363
of [43]).
Without loss of generality, we can assume T > 1. It follows from the Ho¨lder inequality
and Proposition 2.4 that ∫ 1
0
〈t〉−1E3(u(t))N
1/2
3 (u(t))dt
≤ C sup
0≤t≤1
E3(u(t))
( ∫ 1
0
N3(u(t))dt
)1/2
≤ C sup
0≤t≤1
E3(u(t))M
1/2
3 (u(1))
≤ C sup
0≤t<T
E
3/2
3 (u(t)). (3.37)
Take an integer N such that 2N < T ≤ 2N+1. By the Ho¨lder inequality and Proposition 2.4,
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we have ∫ T
1
〈t〉−1E3(u(t))N
1/2
3 (u(t))dt
≤
N∑
k=0
2−k
∫ 2k+1
2k
N
1/2
3 (u(t))dt sup
0≤t<T
E3(u(t))
≤
N∑
k=0
2−k/2
( ∫ 2k+1
2k
N3(u(t))dt
)1/2
sup
0≤t<T
E3(u(t))
≤ C
N∑
k=0
2−k/2M
1/2
3 (u(2
k+1)) sup
0≤t<T
E3(u(t))
≤ C
N∑
k=0
2−k/22δk(log(2 + 2k+1))1/2 sup
0≤t<T
E
3/2
3 (u(t)). (3.38)
Noting that δ is sufficiently small, we have
N∑
k=0
2−k/22δk(log(2 + 2k+1))1/2 ≤
+∞∑
k=0
2−k/22δk(log(2 + 2k+1))1/2 ≤ C. (3.39)
The combination of (3.37)–(3.39) gives∫ T
0
〈t〉−1E3(u(t))N
1/2
3 (u(t))dt ≤ C sup
0≤t<T
E
3/2
3 (u(t)). (3.40)
By Proposition 2.4, we have∫ 1
0
〈t〉−1E
1/2
3 (u(t))N3(u(t))dt
≤ C sup
0≤t≤1
E
1/2
3 (u(t))
∫ 1
0
N3(u(t))dt
≤ C sup
0≤t≤1
E
1/2
3 (u(t))M3(u(1))
≤ C sup
0≤t<T
E
3/2
3 (u(t)). (3.41)
Similarly to (3.38), it follows from Proposition 2.4 that∫ T
1
〈t〉−1E
1/2
3 (u(t))N3(u(t))dtdt
≤
N∑
k=0
2−k
∫ 2k+1
2k
N3(u(t))dt sup
0≤t<T
E
1/2
3 (u(t))
≤ C
N∑
k=0
2−kM3(u(2
k+1)) sup
0≤t<T
E
1/2
3 (u(t))
≤ C
N∑
k=0
2−k22δk(log(2 + 2k+1)) sup
0≤t<T
E
3/2
3 (u(t)). (3.42)
Noting that δ is sufficiently small, we have
N∑
k=0
2−k22δk(log(2 + 2k+1)) ≤
+∞∑
k=0
2−k22δk(log(2 + 2k+1)) ≤ C. (3.43)
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The combination of (3.41)–(3.43) gives
∫ T
0
〈t〉−1E
1/2
3 (u(t))N3(u(t))dt ≤ C sup
0≤t<T
E
3/2
3 (u(t)). (3.44)
It follows from (3.35), (3.36), (3.40) and (3.44) that
sup
0≤t<T
E3(u(t)) ≤ CE3(u(0)) + C2 sup
0≤t<T
E
3/2
3 (u(t)) ≤ C1ε
2 + 8C2A
3ε3. (3.45)
Take A2 = 2C1 and ε0 so small that
16C2Aε0 ≤ 1. (3.46)
Then for any ε with 0 < ε ≤ ε0 we have
sup
0≤t<T
E
1/2
k (u(t)) ≤ Aε, (3.47)
which completes the proof of Proposition 3.1.
Appendix A Proof of Lemma 2.4
The proof of Lemma 2.4 repeats essentially the same arguments as in the preceding
papers [44], [35], [13], [49], and [15]. It therefore suffices to give only the sketch of the proof.
In the following, we use the notation M := f(r)∂r + (1/r)f(r) for a function f(r) to be
given later. Proceeding as in (2.12)-(2.15) of [15], we can establish the differential identity
for R3-valued functions u = (u1, u2, u3)
〈Mu,✷u〉 = ∂te+∇ · pˆ+ qˆ, (A.1)
where, by 〈·, ·〉 we mean the inner product in R3, and
e = f(r)(∂tu
i)(∂ru
i +
1
r
ui), (A.2)
pˆ =
1
2
f(r)(|∇u|2 − |∂tu|
2)ω − f(r)(∂ru
i +
1
r
ui)∇ui
+
rf ′(r)− f(r)
2r2
|u|2ω, (A.3)
qˆ =
f ′(r)
2
|∂tu|
2 +
f ′(r)
2
|∂ru|
2
+
(
f(r)
r
−
f ′(r)
2
)
|∇ωu|
2 −
1
2
(
∆
f(r)
r
)
|u|2, (A.4)
and ω ∈ S2. Recall that repeated indices are summed, regardless of their position up or
down. Also, as in (2.21) of [15], we get
〈Mu,Hu〉 = ∇ · p˜+ q˜, (A.5)
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where
p˜l = f(r)ωkh
ij
lm(∂ku
i)(∂mu
j)−
1
2
f(r)ωlh
ij
km(∂ku
i)(∂mu
j)
+
1
r
f(r)hijlmu
i∂mu
j, l = 1, 2, 3, (A.6)
q˜ = −
rf ′(r)− f(r)
r
ωkωlh
ij
lm(∂ku
i)(∂mu
j) +
1
2
f ′(r)hijlm(∂lu
i)(∂mu
j)
+
1
2
f(r)ωk(∂kh
ij
lm)(∂lu
i)(∂mu
j)−
1
r
f(r)hijlm(∂lu
i)(∂mu
j)
−
rf ′(r)− f(r)
r2
ωlh
ij
lmu
i∂mu
j . (A.7)
First, we take as in [13] and [15]
f(r) =
(
r
1 + r
)1/2
. (A.8)
Proceeding as in (2.37)-(2.42) of [13], we can obtain
‖r−1/4∂u‖2L2(0,t;L2(|x|≤1)) + ‖r
−5/4u‖2L2(0,t;L2(|x|≤1))
≤ C sup
0≤τ≤t
∫
R3
|e|dx+ C
∫ t
0
∫
R3
|q˜|dxdτ + C
∫ t
0
∫
R3
|〈Mu,✷hu〉|dxdτ
≤ C‖∂u(0, ·)‖2L2(R3) + C
∫ t
0
∫
R3
|∇h||∇u|2dxdτ
+ C
∫ t
0
∫
R3
|h|
r1/2(1 + r)1/2
(
|u|
r
+ |∇u|
)
|∇u|dxdτ
+ C
∫ t
0
∫
R3
(
|∇u|+
|u|
r1/2(1 + r)1/2
)
|✷hu|dxdτ. (A.9)
Here, we have also used the fact that thanks to the symmetry and smallness conditions
(2.30)-(2.31), the standard energy inequality
sup
0≤τ≤t
‖∂u(τ, ·)‖2L2(R3)
≤ C‖∂u(0, ·)‖2L2(R3) + C
∫ t
0
∫
R3
|∂th||∇u|
2dxdτ +C
∫ t
0
∫
R3
|∂tu||✷hu|dxdτ (A.10)
holds. We note that owing to the Hardy inequality, (A.10) also yields
‖〈r〉−1/2∂u‖2L2(0,t;L2(|x|≥t)) + ‖〈r〉
−3/2u‖2L2(0,t;L2(|x|≥t))
≤ C sup
0≤τ≤t
‖∂u(τ, ·)‖2L2(R3)
≤ C‖∂u(0, ·)‖2L2(R3) + C
∫ t
0
∫
R3
|∂th||∇u|
2dxdτ + C
∫ t
0
∫
R3
|∂tu||✷hu|dxdτ. (A.11)
It remains to consider the weighted L2 estimate over [0, t] × {x ∈ R3 : 1 < |x| < t} with
t > 1. We go back to (A.8), and take as in [44], [35], and [49]
f(r) =
r
r + ρ
, ρ ≥ 1. (A.12)
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Proceeding as in (2.52), (2.53), and (2.57) of [49], we can obtain∫ t
0
∫
R3
(
ρ
(r + ρ)2
|∂τu|
2 +
ρ
(r + ρ)2
|∂ru|
2
+
2r + ρ
(r + ρ)2
|∇ωu|
2 +
ρ
r(r + ρ)3
|u|2
)
dxdτ
≤ C‖∂u(0, ·)‖2L2(R3)
+ C
∫ t
0
∫
R3
(
|∂h|+
|h|
r + 1
)
|∇u|
(
|∇u|+
|u|
r + 1
)
dxdτ
+ C
∫ t
0
∫
R3
(
|∇u|+
|u|
r + 1
)
|✷hu|dxdτ. (A.13)
Here all the constants C on the right-hand side above are independent of ρ ≥ 1. It is now a
routine practice (see, e.g, (2.70)-(2.71) of [49]) to obtain from (A.13)
(
log(2 + t)
)−1 (
‖〈r〉−1/2∂u‖2L2(0,t;L2(1<|x|<t)) + ‖〈r〉
−3/2u‖2L2(0,t;L2(1<|x|<t))
)
≤ C‖∂u(0, ·)‖2L2(R3)
+ C
∫ t
0
∫
R3
(
|∂h|+
|h|
r + 1
)
|∇u|
(
|∇u|+
|u|
r + 1
)
dxdτ
+ C
∫ t
0
∫
R3
(
|∇u|+
|u|
r + 1
)
|✷hu|dxdτ. (A.14)
Combining (A.9), (A.11), and (A.14), we have finished the proof of Lemma 2.4.
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