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Abstract
We study response of liquid to a scale transformation, which generates a change of
the liquid density, and obtain a set of differential equations for correlation functions.
The set of equations, which we call density renormalization group equations (DRGEs),
is similar to the BBGKY hierarchy as it relates different multiple-point correlation
functions. In particular, we derive DRGEs for one-particle irreducible vertex func-
tions of liquid by performing Legendre transformations, which enables us to calculate
properties of liquid at higher density in terms of correlation functions at lower density.
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1 Introduction
Thermodynamical properties of gas and liquid are described by the equation of state, and
the microscopic derivation is one of the most important issues in the liquid theory. Liquid
is microscopically described by a collection of interacting particles and the thermodynamical
quantities such as pressure, internal energy, and isothermal compressibility can be calculated
from density correlation functions [1, 2].
Statistical mechanics of liquids has a long history. The simplest microscopic study of
liquid is the virial expansion method, which gives a systematic expansion around the ideal
gas. But its convergence is very slow 1 and the method is limited to low density region. In
order to describe high density region of liquid, we need to go beyond the virial expansion and
take into account effects of strong multi-point density correlations. For this purpose, various
integral equations and their approximations have been studied. The Orstein-Zernike equation,
which is an integral equation for two-point correlation functions (see Eq. (67)), is often used
and various approximations such as the Percus-Yevick approximation [4, 5, 6, 7, 8] or the
Hyper-Netted chain approximation [9, 10, 11, 12, 13] are proposed. Another type of integral
equations is the BBGKY hierarchy [14, 15, 16, 17, 18], which is a set of integral equations
relating different multi-point correlation functions. Thus, in order to solve them, we need
to cut the chain of equations at some orders. In the Kirkwood superposition approximation
[16, 17, 19, 20], 3-point correlation function is assumed to be expressed in terms of a product
of 2-point correlation functions so that the hierarchical equations are closed. Various types
of equations and approximations for closures have been proposed and the results are in good
agreement with Monte Carlo simulations of liquid [21, 22]. See also [1, 2] and references
therein for more details. In this paper, based on the method [23], we propose another type
of differential-integral equations which describes response of physical quantities to a change
of the liquid density, and thus enables us to calculate the liquid’s property at higher density
from the quantities at lower one.
The present work is motivated by the similarity with the renormalization group equation
(RGE) in quantum field theories (QFT). RGEs tell us the energy dependence of various
physical quantities in QFTs, such as an effective coupling; just as an effective coupling varies
as a function of the energy scale (i.e. renormalization scale) in QFT, pressure of the liquid
changes as a function of liquid density. In both theories, physical quantities are calculated
from correlation functions. Thus we can infer the following analogies between classical liquid
1 For example, in the case of the hard-sphere potential whose height is +∞ for r < b and zero otherwise, the
virial expansion becomes [3]
p
nT
= 1 + 4η + 10η2 + 18.36η3 + 28.22η4 + · · · , (1)
where η is the packing fraction defined by η = 4pib
3N
3 /V . For example, setting η = 0.3, the contribution of the fifth
term is as large as ∼ 30/80 ∼ 0.37.
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theories and quantum field theories:
• Helmholtz free energy ←→ Effective potential Γ
• Equation of state ←→ RG improved equation of motion for Γ
• Pressure, compressibility, etc. ←→ Running couplings
• Density ←→ Renormalization scale µ
Such analogies between statistical mechanics and quantum field theories have been occasion-
ally pointed out, but our present study is strongly stimulated by Nambu’s seminar paper
[24] in which an analogy between the renormalization group (RG) equation in gauge theories
and thermodynamic equation of state was discussed. See also the seminal papers [25, 26, 27]
and the references therein where the ordinary concept of the RG is applied in the classical
liquid/vapor system.2
The purpose of the present paper is to make the analogy more concrete and to propose
a set of (density) differential equations for correlation functions by studying response of
the liquid to a scale transformation. Since a scale transformation generates a change of
liquid density, the resultant equations describe response of correlation functions to a small
change of density; thus we call them density renormalizaton group equations (DRGEs). The
physical meaning of DRGEs are the following. In (classical) gas and liquid, when its density
is low, the system is well described by the ideal gas, and the density correlation functions
are exactly calculated (see Appendix A). As the density increases, correlation functions start
to behave nontrivially due to two different reasons. One is, of course, a direct consequence
of intermolecular (2-body) potential between particles. This causes a nontrivial behavior
for the 2-point density correlation function. But there is another effect. Nontrivial (multi-)
correlation (more than 2-point functions) will appear due to finite density effects. Namely,
e.g. density fluctuations at 3 different points get correlated mediated by finite density effect
at a single point in the middle. This effect becomes stronger in higher density liquid and also
when 2-point correlation becomes stronger. Therefore, if we can resum (or accumulate) these
effects from low to high density, we will be able to describe the dynamics of high density
liquid by solving DRGEs.
The paper is organized as follows. In Section 2, we first briefly review the statistical me-
chanics of classically interacting particles and then study how a partition function of such a
2 The studies of these paper [25, 26, 27] are similar to ours in that both approaches are based on the hierarchy
of coupled integro-differential equations for the density correlation functions. But there is a big difference. In
their studies, the hierarchical equations are obtained by gradually including the attractive part of the interaction
potential as the IR cutoff is changed, and the approach of [25, 26, 27] is closer to the original idea of the Wilsonian
renormalization group scheme. Therefore it is powerful near the critical point where the system becomes scale
invariant and the density fluctuation is anomalously enhanced. On the other hand, our hierarchical equation is
obtained not by changing the IR cutoff but by gradually including the effects of liquid density. Thus the present
formalism is expected to be useful in the normal state at higher density rather than near the critical point.
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system responds to a scale transformation. In this way, we derive a set of partial differential
equations for correlation functions. In Section 3, by using a field theoretical method by Hub-
bard and Schofield, we calculate perturbative corrections to correlation functions by a small
change of density and obtain explicit forms of the density renormalization group equations
(DRGEs). We also briefly mention how we can solve the DRGEs to obtain thermodynamical
behaviors of liquid in Appendix C. Section 4 is the main part of the paper. We perform
Legendre transformations to obtain the Helmholtz free energy and derive another type of
DRGEs. Like the analysis in Section 3, the calculations are based on the diagrammatic
methods. We will see that the Helmholtz free energy generates one-particle irreducible (1PI)
diagrams; thus the correlation functions generated by the Helmholtz free energy correspond
to the 1PI vertices in QFT. For a consistency check, we confirm that our DRGEs for 1PI
vertices correctly reproduce the ordinary results of Mayer’s cluster expansion up to the third
virial coefficients in Appendix F. Section 5 is devoted to summary and discussion.
2 Response to Scale Transformations
In this section, we investigate how classical liquid (or gas), i.e. a set of classically interacting
particles, responds to scale transformations. A scale transformation generates a change of
the liquid density and accordingly we can obtain partial differential equations describing how
the system changes according to the change of the density.
In section 2.1, in order to fix our notations we briefly review various properties of classically
interacting particles, and then in section 2.2 we obtain the DRGEs for density correlation
functions.
2.1 Brief review of classically interacting particles
We consider statistical mechanics of d-dimensional classically interacting particles whose
Hamiltonian is given by
HN =
N∑
i=1
p2i
2m
+
N∑
i<j
v(xi, xj), (2)
where v(x, y) represents two-body interactions. In this paper we assume that v(x, y) is a
function of the relative distance v(x, y) = v(|x−y|), which reflects the translational symmetry
of the system and the absence of polarizations (i.e. simple liquids). Furthermore we neglect
many-body interactions for simplicity.
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The grand-canonical partition function is given by
Ξv[T, µ, V ;U ] =
∞∑
N=0
eβµN
N !
∫
V
ddx1
∫
ddp1 · · ·
∫
V
ddxN
∫
ddpN exp
(
−βHN + β
N∑
i=1
U(xi)
)
=
∞∑
N=0
z(µ)N
N !
∫
V
ddx1 · · ·
∫
V
ddxN exp
−β∑
i<j
v(xi − xj) + β
N∑
i=1
U(xi)
 ,
(3)
where β = 1/T is the inverse temperature and z(µ) is defined by
z(µ) = eβµ(2pimT )d/2. (4)
We have introduced the external source U(x) for later convenience. By using the density
operator
ρ(x) ≡
N∑
i=1
δ(d)(x− xi), (5)
the grand-canonical partition function can be rewritten as
Ξv[T, µ, V ;U ] =
∞∑
N=0
z(µ+ v(0)/2)N
N !
∫
V
ddx1 · · ·
∫
V
ddxN exp
(
−β
2
〈ρ|v|ρ〉+ 〈βU |ρ〉
)
, (6)
where
〈ρ|v|ρ〉 ≡
∫
ddx
∫
ddyρ(x)v(x− y)ρ(y), (7)
〈βU |ρ〉 = β
∫
ddxU(x)ρ(x). (8)
The functional derivatives of the grand potential,
− βWv[T, µ, V ;U ] = log Ξv[T, µ, V ;U ], (9)
with respect to βU(x) produce correlation functions of the density fluctuation δρ(x) = ρ(x)−
〈ρ(x)〉:
F1(x) ≡
δ(−βWv[T, µ, V ;U ])
δ(βU(x))
∣∣∣∣
U=0
= 〈ρ(x)〉 ≡ n,
Fl(x1, · · · , xl) ≡
δl(−βWv[T, µ, V ;U ])
δ(βU(x1)) · · · δ(βU(xl))
∣∣∣∣
U=0
= 〈δρ(x1) · · · δρ(xl)〉 (for l ≥ 2). (10)
Here we assumed that the translational symmetry is not spontaneously broken at U(x) = 0
and the particle density 〈ρ(x)〉 does not depend on its position x, which is written as n.
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Note that these correlation functions Fl correspond to the connected Green functions in the
Hubbard’s field theoretic formulation of classical liquids [23].
The correlation functions are related to the thermodynamical quantities such as the
isothermal compressibility. In order to see this, we write the density in presence of the
external source U = ∆U(x) as n(x) and expand ∆n(x) = n(x)− n with respect ∆U(x);
∆n(x) =
∫
ddy
δn(x)
δU(y)
∣∣∣∣
∆U=0
∆U(y) +
1
2
∫
ddy
∫
ddz
δ2n(x)
δU(y)δU(z)
∣∣∣∣
∆U=0
∆U(y)∆U(z) + · · ·
=
∫
ddyF2(x, y)β∆U(y) +
1
2
∫
ddy
∫
ddzF3(x, y, z)(β∆U(y))(β∆U(z)) + · · · . (11)
Setting ∆U(x) = ∆µ = const, we have
∆n = β∆µ
∫
ddyF2(x, y) +
(β∆µ)2
2
∫
ddy
∫
ddzF3(x, y, z) + · · · , (12)
from which we obtain the following relations between the thermodynamical quantities and
integrals of the correlation functions;
κT ≡
1
n
∂n
∂(βµ)
∣∣∣∣
T,V
=
1
n
∫
ddyF2(x, y), (13)
λl ≡
1
n
∂l−1n
∂(βµ)l−1
∣∣∣∣
T,V
=
1
n
∫
· · ·
∫ l∏
i=2
ddxi Fl(x1, · · · , xl), (for l ≥ 3) (14)
where κT is called the “isothermal compressibility” because it can be rewritten as
κT = T
∂n
∂p
∣∣∣∣
T,V
(15)
by using the thermodynamical relations.3 It is an indicator of the response of the fluid density
against a small change of the external pressure. The first equation (13) is well known as the
“isothermal compressibility equation”. It is usually written as the following form,
κT = 1 + n
∫
ddx
(
1
n2
n(2)(x, 0)− 1
)
= 1 + n
∫
ddxh2(x, 0), (18)
3When T and V are fixed, the differential form of the grand potential becomes
dW = −pdV + SdT −Ndµ = −Ndµ. (16)
Because of W = −pV , the relation V dp = Ndµ follows for fixed T and V . Thus we have
∂
∂p
∣∣∣∣
T,V
=
1
n
∂
∂µ
∣∣∣∣
T,V
. (17)
which relates Eq. (13) and Eq. (15).
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where the “two-point distribution function” n(2)(x, y) and the “total correlation function”
h2(x, y) are defined by
n(2)(x, y)− n2 ≡ n2h2(x, y) ≡ F2(x, y)− nδ(d)(x− y). (19)
Note that the total correlation function h2(x, y) vanishes for the ideal gas (see Appendix A),
and therefore κT = 1.
We can similarly define the “l-point distribution function” n(l), and the “l-point total
correlation function” hl for higher l by
n(l)(x1, · · · , xl) ≡ nl (hl(x1, · · · , xl) + 1)
=
〈∑
i1
∑
i2 6=i1
· · ·
∑
il 6=il−1 6=···i1
δ(d)(x1 − xi1)δ
(d)(x2 − xi2) · · · δ
(d)(xl − xil)
〉
.
(20)
For an ideal gas, hl = 0 and thus λl = 1.
The relations in Eq. (13) and Eq. (14) tell us that various thermodynamical quantities
are expressed as integrals of the correlation functions. In order to evaluate these integrals,
various approximations have been exploited such as the Kirkwood superposition assumption
[16, 17, 19, 20], the Percus-Yevick approximation [4, 5, 6, 7, 8], or the Hyper-Netted chain
approximation [9, 10, 11, 12, 13].
These approaches based on integral equations can be applicable to high density regions
beyond the ordinary virial expansion method. It is, however, difficult to treat them analyt-
ically and most studies have relied on numerical computations with various approximations
whose validity are not well understood. In the studies of classical liquids, we often ask the
following questions: How does the pressure or the isothermal compressibility vary as a func-
tion of the liquid density? How does the phase transition or the critical phenomena occur
as we change the density? In order to answer these questions, various systematic formula-
tions and approximations have been proposed [1, 2]. In order to understand the evolution
of the thermodynamical quantities as an increase of the liquid density, we notice a similar-
ity to the renormalization group (RG) in quantum field theories (QFTs). In both cases,
we are interested in the response of a system against scale transformations. But there is a
big difference. In quantum field theory at zero temperature and zero (e.g. baryon) density,
scale transformations induce a change of the energy scales; the renormalization scale µ is
changed. On the other hand, in classical liquids at nonzero temperature and nonzero density,
the transformations induce a change of the magnitude of the liquid density. Therefore scale
transformations in liquid theory lead to differential equations to describe response of thermo-
dynamical quantities against a change of the density n (or the chemical potential µ) instead
of the renormalization scale.4
4 Amusingly both of the renormalization scale and the chemical potential are denoted by the same symbol µ.
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2.2 Scale transformations
In order to investigate response of the system against a scale transformation, we consider a
transformation of the two-body potential: v(x)→ v(ax). Then the partition function changes
as
Ξv(ax)[T, µ, V ;U(x)]
=
∞∑
N=0
z(µ)N
N !
∫
V
ddx1 · · ·
∫
V
ddxN exp
−β∑
i<j
v(a(xi − xj)) + β
∑
i
U(xi)

=
∞∑
N=0
z(µ− dT log a)N
N !
∫
adV
ddx1 · · ·
∫
adV
ddxN exp
−β∑
i<j
v(xi − xj) + β
∑
i
U(xi/a)

= Ξv[T, µ− dT log a, adV ;U(x/a)]. (21)
Therefore we see that the change of the potential under the scale transformation, v(x) →
v(ax), is equivalent to the changes of the chemical potential µ, the volume of the system V ,
and the external source U(x). For an infinitesimal scale transformation a = 1 + , we have
Ξv+δv[T, µ, V ;U(x)] = Ξv[T, µ− dT, (1 + d)V ;U(x(1− ))] (22)
or equivalently
−βWv+δv[T, µ, V ;U(x)] = −βWv[T, µ− dT, (1 + d)V ;U(x(1− ))], (23)
where δv(x) = xµ∂µv(x). Thus, by differentiating it with respect to βU(x), we obtain the
following relation of the correlation functions, 5
Fl(x1, · · · , xl) + ∆Fl(x1, · · · , xl)
= Fl(x1, · · · , xl)|µ−dT,V+dV + dlFl(x1, · · · , xl) + 
l∑
i=1
xµi ∂iµFl(x1, · · · , xl), (26)
5 The derivation is the following; By taking functional derivatives l times, we obtain
LHS = Fl(x1, · · · , xl;µ, V ) + ∆Fl(x1, · · · , xl;µ, V ) (24)
RHS =
δl log Ξv[T, µ− dT, (1 + d)V ; v(x), U(x(1− ))]
δ(βU(x1)) · · · δ(βU(xl))
=
(
l∏
i=1
∫
ddyi
δ(U(yi)− yµi ∂µU(yi))
δU(xi)
)
Fl(y1, · · · , yl;µ− dT, V + dV )
= Fl(x1, · · · , xl;µ− dT, V + dV ) + 
l∑
i=1
∂iµ(x
µ
i Fl(x1, · · · , xl;µ, V ))
= Fl(x1, · · · , xl;µ− dT, V + dV ) + dlFl(x1, · · · , xl;µ, V ) + 
l∑
i=1
xµi ∂iµFl(x1, · · · , xl;µ, V ). (25)
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where ∆Fl(x1, · · · , xl) represents perturbative corrections due to δv(x), which are explicitly
evaluated in the next section. Finally, by taking the → 0 limit, we obtain the following set
of partial differential equations for the correlation functions:
d
(
− ∂
∂(βµ)
∣∣∣∣
T,V
+
∂
∂ lnV
∣∣∣∣
µ,T
+ l +
1
d
l∑
i=1
xµi ∂iµ
)
Fl(x1, · · · , xl) = lim
→0
∆Fl(x1, · · · , xl). (27)
The lhs contains a derivative with respect to the chemical potential µ. Thus they describe
how the classical liquids respond to a change of the chemical potential.
By performing the Fourier transform
F˜l(k1, · · · , kl) =
∫
ddx1 · · ·
∫
ddxle
−i∑li=1 ki·xiFl(x1, · · · , xl), (28)
we have
d
(
− ∂
∂(βµ)
∣∣∣∣
T,V
+
∂
∂ lnV
∣∣∣∣
µ,T
− 1
d
l∑
i=1
kµi
∂
∂kµi
)
F˜l(k1, · · · , kl) = lim
→0
∆F˜l(k1, · · · , kl). (29)
Furthermore, because the chemical potential and the density are related each other through
Eq. (13), Eq. (29) can be also written by
d
(
−κT
∂
∂ lnn
∣∣∣∣
V,T
+
∂
∂ lnV
∣∣∣∣
µ,T
− 1
d
l∑
i=1
kµi
∂
∂kµi
)
F˜l(k1, · · · , kl) = lim
→0
∆F˜l(k1, · · · , kl), (30)
which describes how the system (in particular its correlation functions) changes as we change
the density. In the next section, we explicitly evaluate the corrections ∆Fl to the correlation
functions due to change of the potential δv(x) = xµ∂µv(x). We adopt the field theoretical
approach to the classical interacting particles proposed by J. Hubbard and P. Schofield [23],
and we will see that the corrections ∆Fl are written in terms of higher-body correlation
functions such as Fl+1. Thus the above equations generate a hierarchical structure similar to
the BBGKY hierarchy. Note that the volume derivative at fixed (µ, T ) vanishes in the large
V limit. Similar, but different, hierarchical equations are given in [28].
3 Density Renormalization Group Equations
3.1 Field theory of classically interacting particles
One of the successful perturbative approaches in the classical liquid/vapor theory is the high
temperature expansion from some reference system whose properties are supposed to be
already known or exactly solved [29, 30]. In particular, it was shown that this approach can
be even applicable to the lower temperature and high density regions. However, this method
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is usually used to derive global thermodynamical quantities and we need a new framework
which enables us to calculate various local quantities such as the correlation functions. One of
useful approaches toward understanding such local quantities is the field theoretical method
proposed by J. Hubbard and P. Schofield [23]. In this method, the grand canonical partition
function is cleverly transformed into a path integral formulation of a scalar field theory. In the
following, we first review the method [23], and then calculate the corrections to the correlation
functions.
Suppose that a reference system is described by a two-body potential vR(x) and then
perturbed as
v(x) = vR(x) + v1(x), (31)
where  is a small parameter and v1(x) is an arbitrary potential. Note that, in the case of
the scale-transformation discussed in the previous section, we take vR(x) = v(x) itself and
v1(x) = x
µ∂µv(x).
Under the shift of Eq. (31), the partition function Eq. (6) becomes
ΞvR+v1
[T, µ, V ;U(x)]
=
∞∑
N=0
z(µ+ v1(0)/2)
N
N !
∫
V
· · ·
∫
V
N∏
i=1
ddxi e
−β∑i<j vR(xi−xj)e(−β2 〈ρ|v1|ρ〉+〈βU |ρ〉)
= ΞvR
[T, µ+
v1(0)
2
, V ; 0]
〈
e−
1
2
〈ρ|βv1|ρ〉+〈βU |ρ〉
〉
R
, (32)
where 〈· · · 〉R represents the thermodynamical expectation value in the reference system:
〈O〉R ≡
1
ΞvR
[T, µ+
v1(0)
2 , V ; 0]
∞∑
N=0
z(µ+
v1(0)
2 )
N
N !
∫
V
· · ·
∫
V
N∏
i=1
ddxi e
−β∑i<j vR(xi−xj)O.
(33)
Here we have absorbed the constant v1(0) into the the chemical potential of the reference
system, but instead we can simply set v1(0) = 0 without changing any properties of liquids.
In order to rewrite the partition function Eq. (32) in a path integral form, we use the
following mathematical identity:
e
a
2
x2 =

√
2api
∫∞
−∞ dy exp
(
−y22a + xy
)
, for a > 0
√−2api ∫∞−∞ dy exp(y22a + ixy) , for a < 0 , (34)
where a > 0 (< 0) corresponds to an attractive (repulsive) potential respectively, i.e., v1(x) <
0 (> 0). In the following, we consider an attractive case for simplicity. 6
6 In more general liquid/vapor systems such that there is some polarization dependences, we need more careful
analysis because the coefficient a can become complex in such a case.
10
By completing the square in the exponent in Eq. (32), we obtain
exp
(
−1
2
〈ρ|βv1|ρ〉+ 〈βU |ρ〉
)
= exp
(
−1
2
〈
ρ− 1

Uv−11
∣∣∣∣βv1∣∣∣∣ρ− 1 v−11 U
〉
+
1
2
〈
βU
∣∣∣∣v−11β
∣∣∣∣βU〉)
= N e
1
2
〈
βU
∣∣∣∣ v−11β ∣∣∣∣βU〉 ∫ Dφ exp(1
2
〈
φ
∣∣∣∣v−11β
∣∣∣∣φ〉+〈ρ− U v−11
∣∣∣∣φ〉) , (35)
where v−11 is an inverse operator acting on functions, and in the second equality, we have used
Eq. (34) to rewrite the first term in the second line as a path integral over the new variable
φ. Eq. (32) is rewritten in terms of the scalar field path integral:
ΞvR+v1
[T, µ, V ;U(x)]
ΞvR
[T, µ+ v1(0)/2, V ; 0]
= N e
1
2
〈
βU
∣∣∣∣ v−11β ∣∣∣∣βU〉 ∫ Dφe 12〈φ∣∣∣∣ v−11β ∣∣∣∣φ〉−〈U ∣∣v−11 ∣∣φ〉〈e〈ρ|φ〉〉R, (36)
where N is a normalization factor. Then, the cumulant expansion of 〈e〈ρ|φ〉〉R leads to the
following result:
ΞvR+v1
[T, µ, V ;U(x)]
ΞvR
[T, µ+ v1(0)/2, V ; 0]
= N
∫
Dφe
1
2
〈
φ
∣∣∣∣ v−11β ∣∣∣∣φ〉−〈U ∣∣v−11 ∣∣φ〉
× exp
( ∞∑
l=1
1
l!
∫ l∏
i=1
ddki
(2pi)d
F˜
(R)
l (k1, · · · , kl)φ˜(k1) · · · φ˜(kl)
)
, (37)
where F˜
(R)
l (k1, · · · , kl) is the Fourier transform of the correlation function of the reference
system. This result shows that a classical theory of liquid is equivalent to a quantum field
theory with an infinite number of the multiple point operators, each of which corresponds to
the correlation function of the reference system.
In this expression, we see that the external source U(x) originally introduced for the
density ρ(x) now plays a role of the source term for the quantum field φ(x). Therefore φ(x) can
be essentially identified with ρ(x). 7 In particular, it is apparent that the correlation function
Fl(x1, · · · , xl) of the density fluctuations corresponds to the connected part of 〈φ(x1) · · ·φ(xl)〉
because it is generated by the generating functional −βW [U ] = log Ξ[U ]. Therefore, we can
calculate the perturbative corrections of these correlation functions in the same manner as
the ordinary quantum field theories. Note that this procedure is widely applicable to any
perturbed (or transformed) system as long as the resultant potential is given by Eq. (31).
Let us now apply this method to our scale-transformed system, i.e. vR(x) = v(x), v1(x) =
δv(x). In this case, the correlation functions of the reference system F˜
(R)
l (k1, · · · , kl) is given
7There is an extra factor v−11 / in the quadratic and a linear term of φ in the Lagrangian of Eq. (37) but these
factors are cancelled in  = 0 limit. Thus U derivatives give the correlation functions of φ(x).
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by the exact correlation function F˜l(k1, · · · , kl) at some fixed density. They are, of course, not
yet known. Instead, we investigate how they change under a scale transformation, namely
under a change of the density.
In calculating corrections to the correlators ∆F˜l, it is convenient to use Feynman diagram-
matic representations. Associated with the propagator and l-point vertices, we introduce the
following graphical representations:
• For each internal propagator for φ(x),
= −
∫
ddk
(2pi)d
βδv˜(k). (38)
• For each l-th vertex,
= F˜l(k1, · · · , kl), (39)
where F˜l(k1, · · · , kl) is symmetric under permutations of momenta and vanishes unless mo-
mentum conservation
∑l
i=1 ki is satisfied.
The Fourier transform of δv(x) is given by
δv˜(k) =
∫
ddxxµ∂µv(x)e
−ikx = − ∂
∂kµ
(kµv˜(k)) = −dv˜(k) + kµ
∂
∂kµ
v˜(k). (40)
Thus we have δv˜(0) = −dv˜(0).
In the graphical representation, there is an important property derived from Eq. (37).
When we take the functional derivatives of Eq. (37) with respect to βU˜(p), an additional
factor −(δv˜(p))−1 is added to each of the external legs. However, this additional factor is
completely canceled by the propagator −δv˜(p). This property is depicted as
• For each external line,
, (41)
where the blob is any diagram connected with this external line. As a result, the tree-level
correlation functions F˜l(p1, · · · , pl), namely correlation functions without perturbation δv,
can be correctly reproduced.
By using them, we can diagrammatically evaluate the perturbative corrections of the cor-
relation functions, i.e. ∆Fl(x1, · · · , xl) in Eqs. (27), (29), and (30). Because we are interested
12
in the  → 0 limit, it is sufficient to consider the leading order contributions with respect
to . Such contributions are represented by the diagrams which contain only one internal
propagator because it is the only place where an additional  factor appears. In other words,
if there are more than one internal propagators, the diagram vanishes in the  → 0 limit.
Therefore, we obtain the following results:
(0) Zero point function (=Grand potential):
∆F0 = −βδW [T, µ, V ] =
= − 1
2!
∫
ddp
(2pi)d
βδv˜(p)F˜1(p)F˜1(−p)−
1
2!
∫
ddp
(2pi)d
βδv˜(p)F˜2(p,−p). (42)
(1) One-point function:
∆F˜1(k) =
= −2!
2!
∫
ddp
(2pi)d
βδv˜(p)F˜1(p)F˜2(−p, k)−
3
3!
∫
ddp
(2pi)d
βδv˜(p)F˜3(p,−p, k). (43)
(2) Two-point correlation function:
∆F˜2(k1, k2) =
=− 3!
3!
∫
ddp
(2pi)d
βδv˜(p)F˜1(p)F˜3(−p, k1, k2)−
2!2!2!
(2!)3
∫
ddp
(2pi)d
βδv˜(p)F˜2(k1,−p)F˜2(p, k2)
− 4 · 3
4!
∫
ddp
(2pi)d
βδv˜(p)F˜4(k1, k2, p,−p). (44)
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(3) Three-point correlation function:
∆F˜3(k1, k2, k3) =
=− 4!
4!
∫
ddp
(2pi)d
βδv˜(p)F˜1(p)F˜4(−p, k1, k2, k3)
− 3! · 2!
3!2!
∫
ddp
(2pi)d
βδv˜(p)
[
F˜3(k1, k2,−p)F˜2(p, k3) + F˜3(k2, k3,−p)F˜2(p, k1) + F˜3(k3, k1,−p)F˜2(p, k2)
]
− 5 · 4 · 3
5!
∫
ddp
(2pi)d
βδv˜(p)F˜5(k1, k2, k3, p,−p). (45)
(4) l-point correlation functions (l ≥ 4):
In general, ∆F˜l+1(k1, · · · , kl+1) can be automatically obtained by taking the functional deriva-
tive of the l-th diagrams and using the following vertex relation:
δF˜l(k1, · · · , kl)
δβU˜(kl+1)
∣∣∣∣
U=0
= F˜l+1(k1, · · · , kl+1), (46)
which is diagrammatically represented by
δ
δ(βU˜(kl+1))
. (47)
In fact, we can straightforwardly check that all the above results can be derived by taking
the functional derivatives of ∆F0 = −β∆W .
3.2 DRGEs as hierarchical equations
By substituting the results of the previous section into Eqs. (27), (29), and (30), we ob-
tain a sequence of differential equations that govern the changes of the correlation functions
against a variation of the density (or chemical potential). In order to separate the momentum
conservation from the correlation functions, we introduce the following notations:
−βW
nV
=
p
nT
≡ λ, (48)
F˜1(k) = (2pi)
dδ(d)(k)n, (49)
F˜2(k1, k2) = (2pi)
dδ(d)(k1 + k2)κ˜(k1, k2) = (2pi)
dδ(d)(k1 + k2)nκ(k1, k2). (50)
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Especially, the 2-point function at zero momentum κ(k = 0) is identified with κT . For higher
l ≥ 3, we define
F˜l(k1, · · · , kl) = (2pi)dδ(d)
(
l∑
i=1
ki
)
λ˜l(k1, · · · , kl) = (2pi)dδ(d)
(
l∑
i=1
ki
)
nλl(k1, · · · , kl). (51)
Note that λ, κ and λl (l ≥ 3) are dimensionless. Especially, their initial values at n = 0 (µ =
−∞), namely the values for the ideal gas, are given by
λ|n=0 = 1, κ(k1, k2)|n=0 = 1, λl(k1, · · · , kl)|n=0 = 1 (l ≥ 3), (52)
as can be easily checked from the correlation functions for the ideal gas (see Appendix A).
By substituting Eqs. (48), (49), (50), and (51) into Eq. (29) or Eq. (30), we obtain the
following set of hierarchical equations.8 For l = 0, we get an equation of state of the classical
liquid:
p
T
− n = 1
2
βv˜(0)n2 − 1
2d
∫
ddp
(2pi)d
βδv˜(p)κ˜(p,−p), (54)
which relates the pressure with an integral of two-point correlation function. Here we have
used δv˜(0) = −dv˜(0).
For l ≥ 1 we have the following set of partial differential equations. First we define the
differential operator D as
D ≡ d
(
− ∂
∂(βµ)
∣∣∣∣
V,T
+
∂
∂ log V
∣∣∣∣
µ,T
+ 1− 1
d
l∑
i=1
kµi
∂
∂kµi
)
(55)
= d
(
−κT
∂
∂ log n
∣∣∣∣
V,T
+
∂
∂ log V
∣∣∣∣
µ,T
+ 1− 1
d
l∑
i=1
kµi
∂
∂kµi
)
. (56)
Here we note that the volume derivative in the differential operator D can be neglected in
the large V limit since local quantities such as the density n or the correlation functions do
not depend on the total volume when (µ, T ) are fixed.
8 The momentum derivative in the LHS of Eq.(29) or (30) is given by
−
l∑
i=1
kµi ∂iµ
(
δ(d)
(
l∑
i=1
ki
)
λ˜l
)
= −λ˜l
l∑
i=1
kµi ∂iµδ
(d)
(
l∑
i=1
ki
)
−
l∑
i=1
kµi δ
(d)
(
l∑
i=1
ki
)
∂iµλ˜l
= δ(d)
(
l∑
i=1
ki
)(
dλ˜l −
l∑
i=1
kµi ∂iµλ˜l
)
. (53)
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For l = 1, we get
Dn(k) = dβv˜(0)nκ˜(k, 0)− 1
2
∫
ddp
(2pi)d
βδv˜(p)λ˜3(p,−p, k). (57)
Because of the assumption of the translational invariance, it vanishes unless k = 0. Since µ
derivative in the left hand side for k = 0 is written in terms of κT = κ(0), the equation relates
κT with an integral of the 3-point function λ3.
For l = 2, we have
Dκ˜(k1, k2) =dβv˜(0)nλ˜3(k1, k2, 0)−
1
2
κ˜(k1, k2)
2∑
i=1
βδv˜(ki)κ˜(ki,−ki)
− 1
2
∫
ddp
(2pi)d
βδv˜(p)λ˜4(k1, k2, p,−p), (58)
which relates a density response of κ(k) with an integral of 3- and 4-point functions. For
l = 3, we have
Dλ˜3(k1, k2, k3) = dβv˜(0)nλ˜4(k1, k2, k3, 0)− λ˜3(k1, k2, k3)
3∑
i=1
βδv˜(ki)κ(ki,−ki)
− 1
2
∫
ddp
(2pi)d
βδv˜(p)λ˜5(k1, k2, k3, p,−p). (59)
For l = 4, see Appendix B.
These hierarchical equations describe the response of the system to a small change of the
density. Though we have used perturbative technique, they are the exact (non-perturbative)
equations and offer us an alternative formulation of the classical liquid/vapor system. Our
next step is to solve them by using physically reasonable approximations or assumptions. In
Appendix C, we will briefly discuss how we can attack to solve the set of differential equations
(DRGE) derived in the previous section, but as we will see in the next section, it will be much
better to first make the Legendre transformations to one-particle irreducible (1PI) diagrams
in which multipoint 1PI vertices are expected to become local and closures of the hierarchical
equations become more reliable.
4 Legendre Transformation and 1PI Potential
In quantum field theory, it is usually much more convenient to discuss the dynamics of a
system based on the effective action Γ[φ] which is obtained by the Legendre transformation
of iW [J ] = logZ[J ]; Γ[φ] represents the generating functional of the 1PI diagrams. The 1PI
effective action Γ[φ] is especially useful and inevitable when a spontaneous symmetry breaking
occurs. Similarly 2PI effective action is important when we discuss a nontrivial behavior of
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the propagator [31]. In this paper, we concentrate on Γ[φ] and leave analysis of 2PI actions
for future.
In the case of the classically interacting particles, such a transformation corresponds to the
thermodynamical Legendre transformation of the grand potential −βW [U ] to the Helmholtz
free energy −βΓ[ρ] where the thermodynamical parameters are transformed from (T, V, µ)
to (T, V,N). Either thermodynamical potential has its advantage and we can use them
as the situation demands. Here we generalize the thermodynamical Legendre transformation
including the local external source term U(x). Thus, −βWv[U ] is transformed to a generating
functional of 1PI correlations functions of density, i.e. −βΓ[ρ]. Up to trivial contributions
from the ideal gas, such 1PI correlation functions are called the direct correlation functions
in the liquid theory.
In the following, in order to make the discussions simpler, we absorb the chemical po-
tential µ into the zero mode of the external source U(x) and denote −βWv[T, µ, V ;U ] as
−βWv[T, V ;U ]. Also we introduce the correlation functions of density fluctuations in the
presence of external source terms and denote them as
FUl (x1, · · · , xl) ≡
δl(−βWv[U ])
δ(βU(x1)) · · · δ(βU(xl))
. (60)
Setting U(x) = µ, they coincide with the previous ones Fl(x1, · · · , xl).
4.1 Direct correlation functions
We define the (generalized) Helmholtz free energy −βΓv[T, V ; ρ] by the Legendre transfor-
mation of −βWv[T, V ;U ]:
−βΓv[T, V ; ρ] = Min
U
(
−βWv[T, V ;U ]− β
∫
ddxU(x)ρ(x)
)
= −βWv[T, V ;Uvρ ]− β
∫
ddxUvρ (x)ρ(x), (61)
where ρ(x) represents a density field, and Uvρ (x) is a solution of
δ(−βWv[T, V ;U ])
δ(βU(x))
= ρ(x). (62)
Then, we can define new correlation functions by taking the functional derivatives of−βΓv[T, V ; ρ]
with respect to ρ(x):
cl(x1, x2, · · · , xl) ≡
δl(−βΓv[T, V ; ρ])
δρ(x1)δρ(x2) · · · δρ(xl)
∣∣∣∣
ρ(x)=n
. (63)
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In the following, we call them the l−point 1PI vertices for l ≥ 3. In particular, c2(x, y) and
c3(x, y, z) satisfy the following relations∫
ddzF2(x, z)c2(z, y) = −δ(d)(x− y), (64)
F3(x, y, z) =
∫
ddw
∫
ddw′
∫
ddw′′F2(x,w)F2(y, w
′)F2(z, w
′′)c3(w,w
′, w′′), (65)
where F2 and F3 are the (connected) correlation functions defined in the previous section.
These relations are the direct consequences of the Legendre transformation. The first relation
is called the “Ornstein-Zernike equation” in the liquid/vapor theory. In order to rewrite it in
a standard form, we note that the two-point “direct correlation function” cD2 (x, y) is defined
by
cD2 (x, y) = c2(x, y) + n
−1δ(d)(x− y). (66)
The direct correlation function cD2 vanishes for the ideal gas (see Appendix A). Then using
the definition of the total correlation function h2 in Eq. (19) which also vanishes for the ideal
gas, Eq. (64) becomes
h2(x, y) = c
D
2 (x, y) + n
∫
ddycD2 (z, y)h2(x, z), (67)
which is the standard form of the Orstein-Zernike equation.
Similarly we define l-point direct 1PI vertices (for l ≥ 3), cDl , by
cDl (x1, · · · , xl) = cl(x1, · · · , xl)−
(−1)l+1(l − 2)!
nl−1
l∏
i=2
δ(d)(x1 − xi). (68)
The direct 1PI vertices are defined so as to vanish for the ideal gas (see Appendix A).
4.2 Scale transformations of 1PI potential
Now let us consider a scale transformation of the potential v(x) → v(x) + δv(x) and its
consequence to the Helmholtz free energy −βΓv[T, V ; ρ]. Here, we should recall the relation
Eq. (23) between −βWv+δv[T, V ;U ] and −βWv[T, V ;U ]:
−βWv+δv[T, V ;U(x)] = −βWv[T, (1 + d)V ;U(x(1− ))− dT]. (69)
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The Legendre transformation of the LHS gives −βΓv+δv[T, V ; ρ(x)] by definition. On the
other hand, the Legendre transformation of the RHS is
Min
U
[
−βWv[T, (1 + d)V ;U(x(1− ))− dT]− β
∫
V
ddxU(x)ρ(x)
]
=Min
U
[
− βWv[T, (1 + d)V ;U(x(1− ))− dT]
− (1− d)β
∫
(1+d)V
ddx(U(x(1− ))− dT)ρ(x(1− ))
]
− d
∫
V
ddxρ(x)
=− βΓv[T, (1 + d)V ; (1− d)ρ(x(1− ))]− d
∫
V
ddxρ(x), (70)
where we have regarded U˜(x) = U(x(1 − )) − dT as a new external source and performed
the Legendre transformation with respect to it. Thus, we obtain
−βΓv+δv[T, V ; ρ(x)] = −βΓv[T, (1 + d)V ; (1− d)ρ(x(1− ))]− d
∫
V
ddxρ(x) +O(2),
(71)
and, by differentiating it with respect to ρ(x), we obtain the following differential equation
of the 1PI vertices:(
d
∂
∂ lnV
∣∣∣∣
T,N
+
l∑
i=1
xµi ∂iµ
)
cl(x1, · · · , xl)− dδl0N − δl1d = ∆cl(x1, · · · , xl), (72)
where ∆cl(x1, · · · , xl) represents the perturbative corrections caused by δv(x). They are
explicitly calculated in the next section. Note that the V derivative in the LHS is equivalent
to the n(= 〈N〉/V ) derivative
∂
∂ lnV
= − ∂
∂ lnn
(73)
because 〈N〉 is fixed here. Thus the equation describes a response of various 1PI quantities
against a small change of density. For the ideal gas, the LHS is shown to vanish (see Appendix
A).
4.3 Derivations of ∆cl(x1, · · · , xl)
In this section, we will explicitly calculate the corrections ∆cl(x1, · · · , xl). In order for this,
we use the previous result of the correction to the grand potential;
−βWv+δv[T, V ;U ] = −βWv[T, V ;U ]− β∆Wv[T, V ;U ], (74)
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where −β∆Wv[T, V ;U ] is given by Eq. (42). Then, from the definition of the Legendre
transformation, we have
− βΓv+δv[T, V ; ρ] = Min
U(x)
[
−βWv[T, V ;U ]− β∆Wv[T, V ;U ] +O(2)− β
∫
ddxU(x)ρ(x)
]
= −βWv[T, V ;Uv+δvρ ]− β∆Wv[T, V ;Uv+δvρ ]− β
∫
ddxUv+δvρ (x)ρ(x) +O(2), (75)
where Uv+δvρ (x) is a solution of
δ(−βWv[T, V ;U ]− β∆Wv[T, V ;U ])
δ(βU(x))
= ρ(x). (76)
Thus, by denoting the difference between Uv+δvρ (x) and U
v
ρ (x) as ∆U
v
ρ (x), we have
−βΓv+δv[T, V ; ρ] = −βWv[T, V ;Uvρ ] +
∫
ddx
δ(−βWv[T, V ;U ])
δ(βU(x))
∣∣∣∣
U=Uvρ
β∆Uvρ (x)
− β∆Wv[T, V ;Uvρ ]− β
∫
ddx(Uvρ (x) + ∆U
v
ρ (x))ρ(x) +O(2)
= −βΓv[T, V ; ρ]− β∆Wv[T, V ;Uvρ ] +O(2), (77)
where we used Eq. (62). From Eq. (42), the second term −β∆Wv[T, V ;Uvρ ] is given by 9
−β∆Wv[T, V ;Uvρ ] = −
1
2!
∫
ddx
∫
ddyρ(x)βδv(x− y)ρ(y)− 1
2!
∫
ddx
∫
ddyβδv(x− y)FU
v
ρ
2 (x, y).
(79)
Therefore, by functionally differentiating Eq. with respect to ρ(x) and putting ρ(x) = n, we
can obtain ∆cl(x1, · · · , xl). In order for systematic calculations, we introduce the following
graphical representations:
• For the perturbative potential, we use the wavy line:
βδv(x− y) = (80)
• For the two-point (exact) correlation function, a straight line with a blob is used:
F
Uvρ
2 (x, y) = (81)
9Here, F
Uvρ
1 (x) in Eq. (42) becomes ρ(x) by the definition;
F
Uvρ
1 (x) =
δ(−βWv[T, V ;U ])
δ(βU(x))
∣∣∣∣
U=Uvρ
= ρ(x). (78)
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• For the 1PI vertices, shaded polygons are used:
cl(x1, x2, · · · , xl) = (82)
These graphical representations are used to express ∆cl in the following.
Here we note that the functional derivative of cl(x1, · · · , xl) with respect to the density
field ρ is given by
δcl(x1, · · · , xl)
δρ(xl+1)
∣∣∣∣
ρ(x)=n
= cl+1(x1, · · · , xl+1), (83)
which is graphically represented by
δ
δρ(xl+1)
. (84)
Finally, because the functional derivative with respect to ρ(x) can be also written as
δ
δρ(x)
=
∫
ddy
δ(βUvρ (y))
δρ(x)
δ
δ(βUvρ (y))
= −
∫
ddyc2(x, y)
δ
δ(βUvρ (y))
, (85)
the functional derivative of F
Uvρ
2 (x, y) with respect to ρ(z) becomes
δF
Uvρ
2 (x, y)
δρ(z)
∣∣∣∣
ρ(x)=n
=
∫
ddw
∫
ddw′F
Uvρ
2 (x,w)c3(w, z, w
′)F
Uvρ
2 (w
′, y), (86)
where we have used Eqs. (64) and (65). It is graphically represented by
δ
δρ(z)
. (87)
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Now we calculate ∆cl(x1, · · · , x1) and represent them graphically.
(0) Zero-point l = 0 1PI function (Helmholtz free energy):
∆(−βΓ) = −n
2
2
∫
ddx
∫
ddyβδv(x− y)− 1
2
. (88)
(1) One-point l = 1 1PI function (density):
∆c1(x) = −n
∫
ddyβδv(x− y)− 1
2
= −n
∫
ddyβδv(x− y)− 1
2
∫
ddy
∫
ddz
∫
ddw
∫
ddw′c3(x,w,w
′)F2(y, w)F2(z, w
′)βδv(y − z).
(89)
(2) Two-point l = 2 direct correlation function:
∆c2(x, y) =− βδv(x− y)−
1
2
− .
(90)
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The graphical representation is read as 10
∆c2(x, y) = −βδv(x− y)
− 1
2
∫
ddz
∫
ddz′
∫
ddw
∫
ddw′c4(x, y, w,w
′)F2(z, w)F2(z
′, w′)βδv(z − z′)
−
∫
ddz
∫
ddz′
∫
ddw
∫
ddw′
∫
ddX
∫
ddX ′c3(x,w,X)F2(X, z)βδv(z − z′)
× F2(z′, X ′)F2(w,w′)c3(w′, X ′, y). (91)
(3) l-point 1PI vertex (l ≥ 4):
In general, ∆cl(x1, · · · , xl) can be systematically obtained by taking the functional derivatives
of the (l− 1)-th diagrams and using Eqs. (84) and (87). The l = 3 and l = 4 cases are given
in Appendix D.
4.4 DRGEs for 1PI correlation functions
We now summarize the differential equations that the Legendre transformed correlation func-
tions satisfy. By substituting the corrections ∆cl into Eq.(72) and performing the Fourier
transform, we obtain the hierarchical equations for the 1PI correlation functions. In the
following, we use gl(k1, · · · , kl) defined by
c˜l(k1, · · · , kl) =
∫
ddx1 · · ·
∫
ddxle
−i∑li=1 kixicl(x1, · · · , xl)
≡ (2pi)dδ(d)
(
l∑
i=1
ki
)
gl(k1, · · · , kl), (92)
in which the momentum conservation is factorized. For the ideal gas (see Appendix A), gl’s
are constants Eq. (106) and do not have dependence on the external momenta.
For l = 0, we have
pV
T
−N = V
(
n2
2
βv˜(0) +
1
2d
∫
ddp
(2pi)d
βδv˜(p)
g2(p,−p)
)
, (93)
where we have used (∂(−βΓv[T, V,N ])/∂ lnV )
∣∣
T,N
= pV/T . Noticing that g2(p,−p) =
−1/κ˜(p,−p), it is equivalent to Eq. (54).
10 One may wonder if the last two diagrams consisting of c4 and (c3F2c3) can be combined with a single term
(c2)
4F4. But the coefficients are different and they cannot. It is because, in Eq. (89), the structure of the legs
associated with the 3-point functions c3 are asymmetric, i.e., two legs contain F2 terms (the blobs) but the last one
is amputated and there is no F2 term and, when taking derivatives with respect to ρ, an asymmetry between legs
appears. It is also true in the following higher order correlation functions.
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For l = 1, we have
∂g1(k)
∂ lnV
∣∣∣∣
T,N
− 1 = nβv˜(0)− 1
2d
∫
ddp
(2pi)d
g3(k, p,−p)
g2(p,−p)2
βδv˜(p), (94)
which is equivalent to Eq. (57) since
g1(0) =
1
V
∫
ddx
δ(−βΓ[ρ])
δρ(x)
∣∣∣∣
T,V
=
∂(−βΓ[n])
∂N
∣∣∣∣
T,V
= −βµ, (95)
and we have
∂g1(k)
∂ lnV
∣∣∣∣
T,N
− 1 = n∂(βµ)
∂n
∣∣∣∣
T,N
− 1 = κ−1 − 1 (96)
from which we can easily check that Eq. (94) coincides with Eq. (57).
For l = 2, namely the response of the 1PI 2-point correlation to a small change of the
liquid density is given by(
∂
∂ lnV
∣∣∣∣
T,N
− 1− 1
d
2∑
i=1
kµi
∂
∂kµi
)
g2(k1, k2) = −
β
2d
(δv˜(k1) + δv˜(k2))−
1
2d
∫
ddp
(2pi)d
g4(k1, k2, p,−p)
g2(p,−p)2
βδv˜(p)
+
1
d
∫
ddp
(2pi)d
g3(k1, k2 − p, p)g3(k2, k1 + p,−p)
g2(p,−p)2g2(k1 + p, k2 − p)
βδv˜(p). (97)
This can be rewritten as(
∂
∂ lnn
∣∣∣∣
T,N
+ 1 +
1
d
2∑
i=1
kµi
∂
∂kµi
)
g2(k1, k2) =
β
2d
(δv˜(k1) + δv˜(k2))
+
1
2d
∫
ddp
(2pi)d
g4(k1, k2, p,−p)κ˜(p,−p)2βδv˜(p)
+
1
d
∫
ddp
(2pi)d
|g3(k1, p,−k1 − p)|2κ˜(p,−p)2κ˜(k1 + p,−k1 − p)βδv˜(p). (98)
The DRGEs for l = 3 and l = 4 point 1PI vertices are given in Appendix E. Besides, in
Appendix F, we also show that our DRGEs correctly reproduce the results of Mayer’s cluster
expansion by solving them iteratively with respect to density.
In Eq. (98), we can see an advantage of using 1PI quantities to Eq. (58). Even when
higher-point vertex functions such, g3 and g4, are replaced by the ideal gas vertices, long-range
correlations in the multi-point correlation functions F3 or F4 can be at least partially taken
into account through a product of two-point function F2(x, y). Indeed, if we replace g3 and
g4 by the ideal gas vertices and set k2 = −k1, Eq. (98) becomes (we write κ(k) = κ(k,−k)
and g2(k) = g2(k,−k))(
∂
∂ lnn
∣∣∣∣
T,N
+ 1 +
1
d
kµ1
∂
∂kµ1
)
g2(k1) =
(
∂
∂n
n+
1
d
kµ1
∂
∂kµ1
)
g2(k1)
=
β
d
δv˜(k1)−
1
dn
∫
ddp
(2pi)d
κ(p)2βδv˜(p) +
1
dn
∫
ddp
(2pi)d
κ(p)2κ(k1 + p)βδv˜(p). (99)
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It is a closed equation for the two-point correlation function. Validity of the approximation
to replace multi-point vertices by the ideal gas needs to be checked by studying the DRGEs
for these vertices. Further details are studied in a separate paper.
5 Summary and Discussion
In this paper, we proposed a new formulation of statistical mechanic of classical liquid based
on a scale transformation method. Scale transformations generate an analogue equation to
the Ward-Takahashi identity of scale transformations in QFTs; and consequently we have ob-
tained the density renormalization group equations (DRGEs). The set of equations describes
response of various physical quantities and correlation functions to a change of the liquid
density. The response itself depends on the density. Thus if we can integrate the equations
from low to high density, we can accumulate the effects of finite density, which corresponds
to a resummation of quantum effects in the renormalization group method in QFT.
The DRGEs are a set of differential equations which contain multi-point correlation func-
tions. It is similar to the BBGKY hierarchy. Namely the equations must be appropriately
closed at some orders. Hence, our next necessary step is to introduce reasonable approxima-
tions for higher order correlation functions. A simple but physically reasonable approximation
is to replace higher order (more than 2-point functions) 1PI vertices by those of the ideal gas
(times a density-dependent function). It will be reasonable because in this approximation
multiple-correlation effects of the liquid can be partially taken into account. This approxima-
tion will be systematically improved by slightly taking nonlocal effects of multiple-point 1PI
vertices. Also it is interesting to see how we can perform resummation of the virial expansion
by solving DRGEs. We will investigate these issues in separate papers.
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Appendix A Correlation Functions of the Ideal Gas
In order to confirm the consistency of the DRGEs in Eq. (27), we calculate the correlation
functions for the ideal gas. In this case, the correlation functions must satisfy
d
(
− ∂
∂(βµ)
∣∣∣∣
T,V
+
∂
∂ lnV
∣∣∣∣
µ,V
+ l +
1
d
l∑
i=1
xµi ∂iµ
)
Fl(x1, · · · , xl) = 0, (100)
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which we will explicitly check in the following.
The grand canonical partition function with the external source U(x) can be evaluated as
Ξideal[U ] =
∞∑
N=0
z(µ)N
N !
∫
V
ddx1 · · ·
∫
ddxN exp(β
N∑
i=1
U(xi)) = exp
(
z(µ)
∫
ddxeβU(x)
)
∴ −βWideal[U ] = log Ξideal[U ] = z(µ)
∫
ddxeβU(x). (101)
Thus, the correlation functions are given by
Fl(x1, · · · , xl) = nδ(d)(x2 − x1)δ(d)(x3 − x1) · · · δ(d)(xl − x1), (102)
where n = z(µ) = (2pimT )d/2. Thus, we have
Fl((1 + )x1, (1 + )x2, · · · , (1 + )xl) = nδ(d)((1 + )(x2 − x1))δ(d)((1 + )(x3 − x1)) · · · δ(d)((1 + )(xl − x1))
= (1− (l − 1)d)Fl(x1, · · · , xl),
∴
l∑
i=1
xµi ∂iµFl(x1, · · · , xl) = −(l − 1)dFl(x1, · · · , xl), (103)
from which we can easily check that the LHS of Eq. (100) vanishes.
Next, let us consider the Legendre transformation. In the ideal gas case, we can easily
find the minimum of −βW [U ], and the resultant free energy is
−βF [ρ] = Min
U
(−βW [U ]− β
∫
ddxU(x)ρ(x))
=
∫
ddx
[
ρ(x)− ρ(x) log
(
ρ(x)
(2pimT )d/2
)]
, (104)
from which we obtain the following direct correlation functions:
c1(x) = − log
(
n
(2pimT )d/2
)
, c2(x, y) = −
δ(d)(x− y)
n
, · · · ,
cl(x1, · · · , xl) =
(−1)l+1(l − 2)!
nl−1
δ(d)(x1 − xl)δ(d)(x2 − xl) · · · δ(d)(xl−1 − xl). (105)
Thus, the log V derivative in Eq. (72) gives d(l − 1)cl(x1, · · · , xl) which is canceled by the
third term in the LHS.
For the ideal gas, gl(k1, · · · , kl)’s defined by Eq. (92) are given by constants
gl(k1, · · · , k2) =
(−1)l+1(l − 2)!
nl−1
(106)
and do not have dependence on the external momenta.
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Appendix B DRGE for the four-point correlation
function
The change of four-point correlation function ∆F˜4 is given by
∆F˜4(k1, k2, k3, k4) =
=− 5!
5!
∫
ddp
(2pi)d
βδv˜(p)F˜1(p)F˜5(p, k1, k2, k3, k4)
− 3!3!2
(3!)22!
∫
ddp
(2pi)d
βδv˜(p)
[
F˜3(k1, k2,−p)F˜3(p, k3, k4) + F˜3(k1, k3,−p)F˜3(p, k2, k4)
+ F˜3(k1, k4,−p)F˜3(p, k2, k3)
]
− 4!2!
4!2!
∫
ddp
(2pi)d
βδv˜(p)
[
F˜4(k1, k2, k3,−p)F˜2(p, k4) + F˜4(k4, k1, k2,−p)F˜2(p, k3)
+ F˜4(k3, k4, k1,−p)F˜2(p, k2) + F˜4(k2, k3, k4,−p)F˜2(p, k1)
]
− 6 · 5 · 4 · 3
6!
∫
ddp
(2pi)d
βδv˜(p)F˜6(k1, k2, k3, k4, p,−p). (107)
From this, we obtain the DRGE for the four-point correlation function;
Dλ˜4(k1, k2, k3, k4) = −βδv˜(0)nλ˜5(k1, k2, k3, k4, 0)
−
[
λ˜3(k1, k2, k3 + k4)λ˜3(k1 + k2, k3, k4) <[βδv˜(k1 + k2)] + (k1 ↔ k3) + (k1 ↔ k4) + (k1 ↔ k3)
]
− λ˜4(k1, k2, k3, k4)
4∑
i=1
δv˜(ki)κ˜(ki,−ki)−
1
2
∫
ddp
(2pi)d
βδv˜(p)λ˜6(k1, k2, k3, k4, p,−p), (108)
where < is the real part and (ka ↔ kb) denotes interchanging the momenta, ka and kb.
Appendix C Towards solving DRGEs
In this appendix, we will briefly discuss an approach to solve the DRGEs.
There are two difficulties in solving the DRGEs. The first one is a mixture with higher-
point correlation functions, and some approximations are necessary to close the hierarchical
equations. Another is the momentum integration, which originates in the loop diagrams.
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The second difficulty can be avoided by noticing that various integrals have similar forms;
integrants always contain δv˜(p). Thus, we can regard a special set of integrals as couplings
that govern the system. One of the most important examples is given by the following integral
κI ≡
1
2d
∫
ddp
(2pi)d
βδv˜(p)κ(p,−p). (109)
It is interpreted as a ”coupling” of the liquid system as well as κ(0) = κT . Other quantities
appearing in the integrals of Eqs. (57), (57), and (108) at zero external momenta ki = 0 are
related to κI as follows;
1
2d
∫
ddp
(2pi)d
βδv˜(p)λ˜3(p,−p, 0) =
∂(nκI)
∂(βµ)
, (110)
1
2d
∫
ddp
(2pi)d
βδv˜(p)λ˜4(p,−p, 0, 0) =
∂2(nκI)
∂(βµ)2
, (111)
1
2d
∫
ddp
(2pi)d
βδv˜(p)λ˜5(p,−p, 0, 0, 0) =
∂3(nκI)
∂(βµ)3
. (112)
In deriving these equations, we used the relation
∂
∂(βµ)
λ˜l(k1, · · · , kl)
∣∣∣∣
V,T
= λ˜l+1(k1, · · · , kl, 0), (113)
which can be proved by using the fact that the chemical potential µ and the zero mode of
U(x) can be identified. In other words, the relation
∂
∂(βµ)
=
∫
dy
∂
∂(βU(y))
(114)
is satisfied, and then Eq. (113) is derived.
By using these relations in Eq. (54) and Eq. (57), we get the following equations:
− n+ p
T
=
1
2
βv˜(0)n2 − nκI , (115)
− κTn+ n = βv˜(0)n2κT − ∂(nκI)
∂(βµ)
∣∣∣∣
V,T
, (116)
Setting the external momenta ki = 0 and using these relations for l ≥ 2, e.g., in Eq. (58), we
get a similar equation
− λ˜3 + κ˜ = βv˜(0)nλ˜3 + κ˜2βv˜(0)−
∂2(nκI)
∂(βµ)2
∣∣∣∣
V,T
. (117)
But it is not independent from Eq. since Eq. (117) can be derived by taking a (βµ) derivative
of Eq. (116). Eq. (115) and Eq. (116) are not independent either, and there is a single
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independent equation for vanishing external momenta. Thus another relation between κT
and κI is necessary to solve the equation.
An independent equation can be obtained, e.g., by multiplying βδv˜(k) on Eq. (58) with
k1 = −k2 = k and integrating over k. Then, defining two new couplings by the following
integrals
κI2 ≡
n
2d2
∫
ddp
(2pi)d
(βδv˜(p)κ(p,−p))2, (118)
and
λ4 ≡
1
(2d)2
∫
ddp
(2pi)d
∫
ddk
(2pi)d
βδv˜(p)βδv˜(k)λ4(p,−p, k,−k), (119)
we get the following equation(
− ∂
∂(βµ)
+ 1
)
(nκI) = βv˜(0)n
∂(nκI)
∂(βµ)
− nκI2 − nλ4. (120)
In this way we can generate independent differential equations, but at the same time more new
couplings are introduced and we need some approximations to close the equations; it is the
destiny of the hierarchical equations and further investigations are left for future publications.
Appendix D Corrections to l = 3, 4 1PI vertices
The correction to the l = 3 1PI vertex ∆c3(x, y, z) is graphically given by
∆c3(x, y, z) =−
1
2
− 1
2


s
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− 1
2


s
,
(121)
where [f(x, y, z)]s is a symmetrization over 3 variables;
[f(x1, x2, x3)]s =
∑
σ∈S3
f(xσ(1), xσ(2), xσ(3)). (122)
The graphical representation is read as
Dc3(x, y, z) =−
1
2
(
2∏
i=1
∫
ddsi
)
c5(x, y, z, s1, s2)(F2 ∗ δv ∗ F2)(s1, s2)
−1
2
[( 4∏
i=1
∫
ddsi
)
c4(x, y, s1, s4)F2(s1, s2)c3(s2, z, s3)(F2 ∗ δv ∗ F2)(s3, s4)
]
s
−1
2
[( 6∏
i=1
∫
ddsi
)
c3(x, s1, s6)F2(s1, s2)c3(s2, z, s3)F2(s3, s4)c3(s4, y, s5)(F2 ∗ δv ∗ F2)(s5, s6)
]
s
.
(123)
The correction to the l = 4 1PI vertex ∆c4(x, y, z, w) is graphically given by
∆c4(x, y, z, w) =−
1
2
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− 1
3!


s
− 1
2!2!2!


s
− 1
2


s
− 1
2!2!


s
− 1
2


s
,
(124)
where [f(x1, x2, x3, x4)]s means a symmetrization over 4 variables;
[f(x1, x2, x3, x4)]s ≡
∑
σ∈S4
f(xσ(1), xσ(2), xσ(3), xσ(4)). (125)
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The graphical representation is read as
Dc4(x, y, z, w) = −
1
2
(
2∏
i=1
∫
ddsi
)
c6(x, y, z, w, s1, s2)(F2 ∗ δv ∗ F2)(s1, s2)
− 1
6
[( 4∏
i=1
∫
ddsi
)
c5(x, y, z, s1, s4)F2(s1, s2)c3(s2, z, s3)(F2 ∗ δv ∗ F2)(s3, s4)
]
s
− 1
8
[( 4∏
i=1
∫
ddsi
)
c4(x, y, s1, s4)F2(s1, s2)c4(s2, z, w, s3)(F2 ∗ δv ∗ F2)(s3, s4)
]
s
− 1
2
[( 6∏
i=1
∫
ddsi
)
c4(x, y, s1, s6)F2(s1, s2)c3(s2, z, s3)F2(s3, s4)c3(s4, w, s5)(F2 ∗ δv ∗ F2)(s5, s6)
]
s
− 1
4
[( 6∏
i=1
∫
ddsi
)
c4(x, y, s1, s6)F2(s1, s2)c3(s2, z, s3)(F2 ∗ δv ∗ F2)(s3, s4)c3(s4, z, s5)F2(s5, s6)
]
s
− 1
2
[( 8∏
i=1
∫
ddsi
)
c3(x, s1, s8)F2(s1, s2)c3(s2, y, s3)F2(s3, s4)c3(s4, z, s5)F2(s5, s6)c3(s6, w, s7)
(F2 ∗ δv ∗ F2)(s7, s8)
]
s
. (126)
Appendix E DRGEs for l = 3, 4 1PI vertices
The DRGE for l = 3 1PI vertex can be read from Eq. (121) and given by(
∂
∂ lnn
∣∣∣∣
T,N
+ 2 +
1
d
3∑
i=1
kµi
∂
∂kµi
)
g3(k1, k2, k3) =
(
1
n
∂
∂n
n2 +
1
d
3∑
i=1
kµi
∂
∂kµi
)
g3(k1, k2, k3)
=
1
2d
∫
ddp
(2pi)d
g5(k1, k2, k3, p,−p)
g2(p,−p)2
βδv˜(p)
− 1
d
[ ∫
ddp
(2pi)d
g4(k1, k2, p, k3 − p)g3(−k3 + p, k3,−p)
g2(−k3 + p, k3 − p)g2(p,−p)2
βδv˜(p) + (k1 ↔ k3) + (k2 ↔ k3)
]
+
1
d
[ ∫
ddp
(2pi)d
g3(k1, p,−k1 − p)g3(k2, k1 + p, k3 − p)g3(−k3 + p,−p, k3)
g2(k1 + p,−k1 − p)g2(−k3 + p, k3 − p)g2(p,−p)2
βδv˜(p) + (k1 ↔ k2) + (k2 ↔ k3)
]
.
(127)
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For l = 4 1PI vertex, the DRGE is given by(
∂
∂ lnn
∣∣∣∣
T,N
+ 3 +
1
d
4∑
i=1
kµi
∂
∂kµi
)
g4(k1, k2, k3, k4) =
(
1
n2
∂
∂n
n3 +
1
d
4∑
i=1
kµi
∂
∂kµi
)
g4(k1, k2, k3, k4)
=
1
2d
∫
ddp
(2pi)d
g6(k1, k2, k3, k4, p,−p)
g2(p,−p)2
βδv˜(p)
− 1
d
[ ∫
ddp
(2pi)d
g5(k1, k2, k3, p, k4 − p)g3(−k4 + p, k4,−p)
g2(−k4 + p, k4 − p)g2(p,−p)2
βδv˜(p) + (k1 ↔ k4) + (k2 ↔ k4) + (k3 ↔ k4)
]
+
1
d
[ ∫
ddp
(2pi)d
g4(k1, k2, p,−k1 − k2 − p)g3(k1 + k2 + p, k3, k4 − p)g3(−k4 + p, k4, p)
g2(k1 + k2 + p,−k1 − k2 − p)g2(−k4 + p, k4 − p)g2(p,−p)2
βδv˜(p)
+ (k1 ↔ k3) + (k1 ↔ k4) + (k2 ↔ k3) + (k2 ↔ k4) + (k1 ↔ k3 & k2 ↔ k4)
+
∫
ddp
(2pi)d
g4(k1, k2, p,−k1 − k2 − p)g3(k1 + k2 + p, k4, k3 − p)g3(−k3 + p, k3, p)
g2(k1 + k2 + p,−k1 − k2 − p)g2(k3 − p,−k3 + p)g2(p,−p)2
βδv˜(p)
+ (k1 ↔ k3) + (k1 ↔ k4) + (k2 ↔ k3) + (k2 ↔ k4) + (k1 ↔ k3 & k2 ↔ k4)
+
∫
ddp
(2pi)d
g4(k1, k2, p,−k1 − k2 − p)g3(k1 + k2 + p, k3, k4 − p)
g2(k1 + k2 + p,−k1 − k2 − p)g2(−k4 + p, k4 − p)2g2(p,−p)
g3(−k4 + p, k4,−p)βδv˜(−k4 + p)
+ (k1 ↔ k3) + (k1 ↔ k4) + (k2 ↔ k3) + (k2 ↔ k4) + (k1 ↔ k3 & k2 ↔ k4)
]
− 2
d
[ ∫
ddp
(2pi)d
g3(k1, p,−k1 − p)g3(k1 + p, k2,−k1 − k2 − p)
g2(k1 + p,−k1 − p)g2(k1 + k2 + p,−k1 − k2 − p)g2(−k4 + p, k4 − p)
× g3(k1 + k2 + p, k3, k4 − p)g3(−k4 + p, k4,−p)
g2(p,−p)2
βδv˜(p)
+ (k1 ↔ k2) + (k1 ↔ k3) + (k2 ↔ k4) + (k3 ↔ k4) + (k1 ↔ k2 & k3 ↔ k4)
]
. (128)
Here, (k1 ↔ k2) represents interchanging k1 and k2. The sign (k1 ↔ k2 & k3 ↔ k4) means
interchanging both of (k1, k1) and (k3, k4).
Appendix F Virial Expansion
Here, we show that Mayer’s cluster expansions are systematically reproduced by solving the
DRGEs iteratively. Before the detailed calculation, let us explain a relation between the
direct correlation functions and the virial expansions. The virial expansion of the equation
of state (EOS) for liquid/vapor is defined by
p
T
= n+B2(T )n
2 +B3(T )n
3 + · · · , (129)
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where {Bi(T )} are virial coefficients which are traditionally calculated based on Mayer’s
cluster expansion. For simple liquid, they are explicitly given by
B2(T ) = −
1
2
∫
ddx1f12, (130)
B3(T ) = −
1
3
∫
ddx1
∫
ddx2f12f23f31, · · · , (131)
where
f12 ≡ e−βv(x1−x2) − 1 (132)
is Mayer’s f function. From the point of view of DRGEs, these coefficients are related to
two-point direct correlation function c2(x) as follows. By integrating the inverse relation Eq.
(64),we obtain
c˜2(0) ≡
∫
ddxc2(x) = −
1
F˜2(0)
= − 1
nT
∂p
∂n
∣∣∣∣
T
, (133)
where we have used the thermodynamical relation Eq. (13) for the isothermal compressibility.
Thus, if we expand c2(x) with respect to the density as
c2(x− y) = −
δ(d)(x− y)
n
+
∞∑
m=1
nm−1c(m)2 (x− y), (134)
we obtain the following relations between the virial coefficients Bm+1 and c
(m)
2 :
Bm+1(T ) = −
1
m+ 1
∫
ddx c
(m)
2 (x). (135)
Two-point correlation function F2(x) is expanded as
F2(x− y) = nδ(d)(x− y) +
∞∑
m=1
nm+1F
(m)
2 (x− y). (136)
Since F
(i)
2 is an inverse of c
(j)
2 as in Eq. (64), they are related to each other:
F
(1)
2 (x) = c
(1)
2 (x),
F
(2)
2 (x) = c
(2)
2 (x) + (c
(1)
2 ∗ c(1)2 )(x),
F
(3)
2 (x) = c
(3)
2 (x) + 2(c
(1)
2 ∗ c(2)2 )(x) + (c(1)2 ∗ c(1)2 ∗ c(1)2 )(x). (137)
Higher F
(p)
2 p ≥ 4 can be similarly written in terms of c(q)2 with q ≤ p.
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The 1PI vertices cl(x1, · · · , xl) for higher l ≥ 3 can be similarly expanded as
cl(x1, · · · , xl) =
(−1)l+1(l − 1)!
nl−1
l∏
i=2
δ(d)(x1 − xi) +
∞∑
m=1
nm+1−lc(m)l (x1, · · · , xl). (138)
Note that for the c
(m)
l terms m ≤ l − 2 are singular at n = 0. This indicates that these
coefficients should vanish:
c
(1)
l = c
(2)
l = · · · = c(l−2)l = 0. (139)
In the following, we explicitly check the properties for l = 3 and l = 4. Here we explain why
it should be so. From Eq. (83), the following relation∫
ddy cl+1(x1, · · · , xl, y) = ∂cl(x1, · · · , xl)
∂n
(140)
is satisfied. The 1PI vertices for the ideal gas in Eq. (105) actually satisfy the relation. This
ideal gas contribution is the only non-analytic term in c2(x) in Eq. (134). Since other terms
of c2(x) obtained by the Virial expansion is an analytic function of n, the relation of Eq.
(140) shows that an integral of higher order correlation functions is also analytic with respect
to n. For example, we have the relations:∫
ddy c
(1)
3 (x1, x2, y) = 0, (141)∫
ddy c
(2)
3 (x1, x2, y) = c
(2)
2 (x1, x2), (142)∫
ddy c
(3)
3 (x1, x2, y) = 2c
(3)
2 (x1, x2). (143)
This does not completely guarantee that c
(1)
3 = 0, but it is required by analyticity of the
virial expansion. Namely, if we impose that the virial expansion of the two-point correlation
function in an x-dependent background ρ(x) is analytic with respect to ρ(x), c
(1)
3 (x1, x2, x3)
must vanish since it becomes singular at ρ(x) = 0. Similarly, c
(1)
4 = c
(2)
4 = 0 is expected, and
so is the relation c
(1)
l = c
(2)
l = · · · = c(l−2)l = 0.
Let us now solve the DRGEs iteratively with respect to the density n. By substituting
the expansions Eq. (138) into the DRGEs and picking up the leading order contributions, we
obtain the following relations: for l = 2 we have
sˆc
(1)
2 (x1 − x2) = −(1 + c(1)2 (x1 − x2))βδv(x1 − x2)
− 1
2
∫
dds
∫
dds′c(1)4 (x1 − x2, 0, s, s′)βδv(s− s′)− 2
∫
ddsc
(1)
3 (x1 − x2, 0, s)βδv(s). (144)
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For l = 3,
(d+ sˆ) c
(1)
3 (x1, x2, x3) =− c(1)3 (x1, x2, x3)β [δv(x1 − x2) + δv(x2 − x3) + δv(x3 − x1)]
−
∫
ddsc
(1)
4 (x1, x2, x3, s)β [δv(x1 − s) + δv(x2 − s) + δv(x3 − s)] .
(145)
For l = 4,
(2d+ sˆ) c
(1)
4 (x1, x2, x3, x4)
=− c(1)4 (x1, x2, x3, x4)β[δv(x1 − x2) + δv(x1 − x3) + δv(x1 − x4) + δv(x2 − x3) + δv(x2 − x4) + δv(x3 − x4)]
− 1
2
∫
dds1
∫
dds2c
(1)
6 (x1, x2, x3, x4, s1, s2)βδv(s1 − s2)
−
∫
ddsc
(1)
5 (x1, x2, x3, x4, s)β[δv(s− x) + δv(s− y) + δv(s− z) + δv(s− w)]. (146)
An important property of these equations is that the RHS of the l-th equation does not depend
on lower-point correlation functions c
(1)
j (j ≤ l−1) (at least up to l = 4). In particular, there
is no c
(1)
2 dependence for the l ≥ 3 equations. As a result, these equations (except for l = 2)
have trivial solutions, c
(1)
l = 0 (l ≥ 3), which is consistent with Eq. (139) and the analyticity
of virial expansions. Putting c
(1)
3 = 0, c
(1)
4 = 0, Eq. (144) becomes simplified as
sˆc
(1)
2 (x1 − x2) = −(1 + c(1)2 (x1 − x2))βv(x1 − x2), (147)
and we have the following solution:
c
(1)
2 (x1 − x2) = e−βv(x1−x2) − 1 = f12, (148)
where we used a boundary condition such that c
(1)
2 should vanish for v(x)=0. From Eq. (135),
we can see that this solution correctly reproduces the second virial coefficient Eq. (130).
Next, by concentrating on the next order terms, we have
(−d+ sˆ) c(2)2 (x1 − x2) = −F (2)2 (x1 − x2)βδv(x1 − x2)− 2c(1)2 (x1 − x2)(βδv ∗ c(1)2 )(x− y)
− 1
2
∫
dds
∫
dds′c(2)4 (x1 − x2, 0, s, s′)βδv(s− s′)− 2
∫
ddsc
(2)
3 (x− y, 0, s)βδv(s)
=− c(2)2 (x− y)βδv(x− y)− βδv(x− y)(c(1)2 ∗ c(1)2 )(x− y)− 2c(1)2 (x− y)(βδv ∗ c(1)2 )(x− y)
− 1
2
∫
dds
∫
dds′c(2)4 (x1 − x2, 0, s, s′)βδv(s− s′)− 2
∫
ddsc
(2)
3 (x1 − x2, 0, s)βδv(s), (149)
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for l = 2,
sˆc
(2)
3 (x1, x2, x3) =− [c(2)3 (x1, x2, x3) + c(1)2 (x1 − x2)c(1)2 (x2 − x3)]βδv(x3 − x1)
− [c(2)3 (x1, x2, x3) + c(1)2 (x2 − x3)c(1)2 (x3 − x1)]βδv(x1 − x2)
− [c(2)3 (x1, x2, x3) + c(1)2 (x3 − x1)c(1)2 (x1 − x2)]βδv(x2 − x3)
−
∫
ddsc
(1)
4 (x1, x2, x3, s)β[δv(x1 − s) + δv(x2 − s) + δv(x3 − s)], (150)
for l = 3, and
(d+ sˆ) c
(2)
4 (x1, x2, x3, x4)
=− c(2)4 (x1, x2, x3, x4)β[δv(x1 − x2) + δv(x1 − x3) + δv(x1 − x4) + δv(x2 − x3) + δv(x2 − x4) + δv(x3 − x4)]
− 1
2
∫
dds1
∫
dds2c
(2)
6 (x1, x2, x3, x4, s1, s2)βδv(s1 − s2)
−
∫
ddsc
(2)
5 (x1, x2, x3, x4, s)β[δv(s− x) + δv(s− y) + δv(s− z) + δv(s− w)], (151)
for l = 4. Note that the l = 4 case is essentially the same as the leading order one Eq.
(146) because contributions that contain c
(1)
2 × c(1)2 also vanish. Thus, as well as the leading
order case, this equation also allows trivial solution c
(2)
4 = c
(2)
5 = c
(2)
6 = 0, and this leads to a
following solution for c
(2)
3 :
c
(2)
3 (x1, x2, x3) = (e
−βv(x1−x2) − 1)(e−βv(x2−x3) − 1)(e−βv(x3−x1) − 1)
= f12f23f31, (152)
which corresponds to the integrand of the third virial coefficient B3(T ). The second Virial
coefficient for the two-point function c
(2)
2 can be obtained by using the relation of Eq. (140)
and we have
c
(2)
2 (x) = c
(1)
2 (x)(c
(1)
2 ∗ c(1)2 )(x). (153)
It satisfies Eq. (149) with c
(2)
4 = 0 and c
(2)
3 = f12f23f31.
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