A fast two-level linearized scheme with unequal time-steps is constructed and analyzed for an initial-boundary-value problem of semilinear subdiffusion equations. The two-level fast L1 formula of the Caputo derivative is derived based on the sum-of-exponentials technique. The resulting fast algorithm is computationally efficient in long-time simulations because it significantly reduces the computational cost O(M N 2 ) and storage O(M N ) for the standard L1 formula to O(M N log N ) and O(M log N ), respectively, for M grid points in space and N levels in time. The nonuniform time mesh would be graded to handle the typical singularity of the solution near the time t = 0, and Newton linearization is used to approximate the nonlinearity term. Our analysis relies on three tools: a new discrete fractional Grönwall inequality, a global consistency analysis and a discrete H 2 energy method. A sharp error estimate reflecting the regularity of solution is established without any restriction on the relative diameters of the temporal and spatial mesh sizes. Numerical examples are provided to demonstrate the effectiveness of our approach and the sharpness of error analysis.
Introduction
A two-level linearized method is considered to numerically solve the following semilinear subdiffusion equation on a bounded domain D α t u = ∆u + f (u) for x ∈ Ω and 0 < t T , (1.1a) u = u 0 (x) for x ∈ Ω and t = 0, (1.1b) u = 0 for x ∈ ∂Ω and 0 < t T , (1.1c) where ∂Ω is the boundary of Ω := (x l , x r )×(y l , y r ), and the nonlinear function f (u) is smooth. In (1.1a) D α t = C 0 D α t denotes the Caputo fractional derivative of order α:
(D where the weakly singular kernel ω 1−α (t − s) is defined by ω µ (t) := t µ−1 /Γ(µ). It is easy to verify ω ′ µ (t) = ω µ−1 (t) and t 0 ω µ (s) ds = ω µ+1 (t) for t > 0. In any numerical methods for solving nonlinear fractional diffusion equations (1.1a), a key consideration is the singularity of the solution near the time t = 0, see [5, 10, 17, 22] . For example, under the assumption that the nonlinear function f is Lipschitz continuous and the initial data u 0 ∈ H 2 (Ω) ∩ H 1 0 (Ω), Jin et al. [5, Theorem 3.1] prove that problem (1.1) has a unique solution u for which u ∈ C [0, T ]; H 2 (Ω) ∩ H 1 0 (Ω) , D α t u ∈ C [0, T ]; L 2 (Ω) and ∂ t u ∈ L 2 (Ω) with ∂ t u(t) L 2 (Ω) ≤ C u t α−1 for 0 < t T , where C u > 0 is a constant independent of t but may depend on T . Their analysis of numerical methods for solving (1.1) is applicable to both the L1 scheme and backward Euler convolution quadrature on a uniform time grid of diameter τ ; a lagging linearized technique is used to handle the nonlinearity f (u), and [5, Theorem 4.5] shows that the discrete solution is
This work may be considered as a continuation of [15] , in which a sharp error estimate for the L1 formula on nonuniform meshes was obtained for linear subdiffusion-reaction equations based on a discrete fractional Grönwall inequality and a global consistency analysis. In this paper, we combine the L1 formula and the sum-of-exponentials (SOEs) technique to develop a one-step fast difference algorithm for the nonlinear subdiffusion problem (1.1) by using the Newton's linearization to approximate nonlinear term, and present the corresponding sharp error estimate of the proposed scheme without any restriction on the relative diameters of temporal and spatial mesh sizes.
It is known that the Caputo fractional derivative involves a convolution kernel. The total number of operations required to evaluate the sum of L1 formula is proportional to O(N 2 ), and the active memory to O(N ) with N representing the total time steps, which is prohibitively expensive for the practically large-scale and long-time simulations. Recently, a simple fast algorithm based on SOEs approximation is proposed to significantly reduce the computational complexity to O(N log N ) and O(log N ) when the final time T ≫ 1, see [4, 11] . Another fast algorithm for the evaluation of the fractional derivative has been proposed in [1] , where the compression is carried out in the Laplace domain by solving the equivalent ODE with some one-step A-stable scheme. In this paper, we develop a fast two-level L1 formula by combining a nonuniform mesh suited to the initial singularity with a fast time-stepping algorithm for the historical memory in (1.2) . This scheme would be also useful to develop efficient parallel-in-time algorithms for time-fractional differential equations [20] .
On the other hand, the nonlinearity of the problem also results in the difficulty for the numerical analysis. To establish an error estimate of the two-level linearized scheme at time t n , it requires to prove the boundedness of the numerical solution at the previous time levels via u n−1 ∞ C u . Traditionally it is done using mathematical induction and some inverse estimate, namely,
This leads to that a time-space grid restriction τ = O(h 1/β ) is required in the theoretical analysis even though it is nonphysical and may be unnecessary in numerical simulations. In this paper, we will extend the discrete H 2 method developed in [12] [13] [14] to prove unconditional convergence of our fully discrete solution without the restriction conditions of between mesh sizes τ and h comparing with the traditional method. The main idea of discrete H 2 energy method is to separately treat the temporal and spatial truncation errors. This simple implementation avoids some nonphysical time-space grid restrictions in the error analysis. A related approach in a finite element setting are discussed in [7] [8] [9] . The convergence rate of L1 formula for the Caputo derivative is limited by the smoothness of the solution. The analysis here is based on the following assumptions on the solution
for 0 < t ≤ T , where σ ∈ (0, 1) ∪ (1, 2) is a regularity parameter. To resolve the singularity at t = 0, it is reasonable to use a nonuniform mesh that concentrates grid points near t = 0, see [2, 3, 15, 19] . We make the following assumption on the time mesh:
AssG. Let γ ≥ 1 be a user-chosen parameter. There is a constant
Since τ 1 = t 1 , AssG implies that τ 1 = O(τ γ ), while for those t k bounded away from t = 0 one has τ k = O(τ ). The parameter γ controls the extent to which the grid points are concentrated near t = 0: increasing γ will decrease the time-step sizes near t = 0 and so move mesh points closer to t = 0. A simple example of a family of meshes satisfying AssG is the graded grid t k = T (k/N ) γ , which is discussed in [2, 15, 19] . Although nonuniform meshes are flexible and reasonably convenient for practical implementation, they can significantly complicate the numerical analysis of schemes, both with respect to stability and consistency. In this paper, our analysis will rely on a generalized fractional Grönwall inequality [16] , which would be applicable for any discrete fractional derivatives having the discrete convolution form. Throughout the paper, any subscripted C, such as C u , C γ , C Ω , C v , C 0 and C F , denotes a generic positive constant, not necessarily the same at different occurrences, which is always dependent on the given data and the solution but independent of the time-space grid steps. The paper is organized as follows. Section 2 presents the two-level fast L1 formula and the corresponding linearized fast scheme. The global consistency analysis of fast L1 formula and the Newton's linearization is presented in Section 3. A sharp error estimate for the linearized fast scheme is proved in Section 4. Two numerical examples in Section 5 are given to demonstrate the sharpness of our analysis.
A two-level fast method
We approximate the Caputo fractional derivative (1.2) on a (possibly nonuniform) time mesh 0 = t 0 < · · · < t k−1 < t k < · · · < t N = T , with the time-step sizes τ k := t k − t k−1 for 1 ≤ k ≤ N , the maximum time-step τ = max 1 k N τ k and the step size ratios ρ k := τ k /τ k+1 for 1 ≤ k ≤ N − 1. In space we use a standard finite difference method on a tensor product grid. Let M 1 and M 2 be two positive integers. Set
and the maximum spatial length h = max{h 1 , h 2 }. Then the fully discrete spatial grid
,j /h 1 .
Difference operators
and δ 2 y v ij can be defined analogously. The second-order approximation of ∆v( 
A fast variant of the L1 formula
On our nonuniform mesh, the standard L1 approximation of the Caputo derivative is
where
Proof The integral mean-value theorem yields (i) directly; see [15, 22] . For any function q ∈ C 2 [t k−1 , t k ], let Π 1,k q be the linear interpolant of q(t) at t k−1 and t k . Let Π 1,k q := q−Π 1,k q be the error in this interpolant. For q(s) = ω 1−α (t n − s) one has q ′′ (s) = ω −α−1 (t n − s) > 0 for 0 < s < t n , so the Peano representation of the interpolation error [15, Lemma 3.1] shows that
Subtract this inequality from (i) to obtain (ii) immediately.
As the L1 formula (2.2) involves the solution at all previous time-levels, it is computationally inefficient to directly evaluate it when solving the fractional diffusion problem (1.1) using time-stepping. We therefore use the SOEs approach of [4, 11, 21] Lemma 2.2 Given α ∈ (0, 1), an absolute tolerance error ǫ ≪ 1, a cut-off time ∆t > 0 and a final time T , there exists a positive integer N q , positive quadrature nodes θ ℓ and positive weights ̟ ℓ (1 ℓ N q ) such that
where the number N q of quadrature nodes satisfies
After that, we divide the fractional Caputo derivative (D α t v)(t n ) of (1.2) into a sum of a local part (an integral over [t n−1 , t n ]) and a history part (an integral over [0, t n−1 ]), then approximate v ′ by linear interpolation in the local part (similar to the standard L1 method) and use the SOE technique of Lemma 2.2 to approximate the kernel ω 1−α (t − s) in the history part. It yields
where the positive coefficient is given by
In summary, we now have the two-level fast L1 formula
where H ℓ (t k ) satisfies H ℓ (t 0 ) = 0 and the recurrence relationship
The two-level linearized scheme
Write U n h = u(x h , t n ) for x h ∈Ω h , 0 n N . Let u n h be the discrete approximation of U n h . Using the fast L1 formula (2.5) and Newton linearization, we obtain a linearized scheme for the problem (1.1): find {u N h } ∈ V h such that
Note that, the Newton linearization of a general nonlinear
The scheme (2.6) is a two-level procedure for computing {u n h }, since (2.6a) can be reformulated as
Thus, once the solution {u
h , H ℓ h (t n−1 )} at the previous time-level t n−1 is available, the current solution {u n h } can be found by (2.7) with a fast matrix solver and the historic term {H ℓ h (t n )} will be updated explicitly by the recurrence formula (2.8). 
Discrete fractional Grönwall inequality
Our analysis relies on a generalized discrete fractional Grönwall inequality [16] , which is applicable for any discrete fractional derivative having the discrete convolution form
n−k and the time-steps τ n satisfy the following three assumptions:
Ass2. There is a constant
Ass3. There is a constant ρ > 0 such that the time-step ratios
The complementary discrete kernel P (n) n−k was introduced by Liao et al. [15, 16] ; it satisfies the following identity
Rearranging this identity yields a recursive formula that defines P (n) n−k :
n−k is well-defined and non-negative if the assumption Ass1 holds true. Furthermore, if Ass2 holds true, then
. We state the following (slightly simplified) version of [16, Theorem 3.2] . This result differs substantially from the fractional Grönwall inequality of Jin et al. [5, Theorem 4] since it is valid on very general nonuniform time meshes.
Theorem 2.4 Let Ass1-Ass3 hold true. Suppose that the sequences (ξ n 1 ) N n=1 , (ξ n 2 ) N n=1 are nonnegative. Assume that λ 0 and λ 1 are non-negative constants and the maximum step size
To facilitate our analysis, we now eliminate the historic term H ℓ (t n ) from the fast L1 formula (2.5a) for (D α f u) n . From the recurrence relationship (2.5b), it is easy to see that
Inserting this in (2.5a) and using the definition (2.4), one obtains the alternative formula
where the discrete convolution kernel A (n) n−k is henceforth defined by
The formula (2.15) takes the form of (2.9), and we now verify that our A (n) n−k defined by (2.16) satisfy Ass1 and Ass2, allowing us to apply Theorem 2.4 and establish the convergence of our computed solution. Part (I) of the next lemma ensures that Ass1 is valid, while part (II) implies that Ass2 holds true with π A = 3 2 .
Lemma 2.5 If the tolerance error ǫ of SOE satisfies ǫ min
Proof The definition (2.3) and Lemma 2.1 (i) yield
where the step size τ n 1 and our hypothesis on ǫ are used. The definition (2.16) and Lemma 2.2 imply that A
1 . Lemma 2.2 also shows that θ ℓ , ̟ ℓ > 0 for ℓ = 1, . . . , N q ; the mean-value theorem now yields property (I). By Lemma 2.1 (i) and our hypothesis on ǫ we have ǫ
The proof is complete.
Global consistency error analysis
We now proceed with the consistency error analysis of our fast linearized method, and begin with the consistency error of the standard L1 formula (D α τ u) n of (2.2).
where the L1 kernel a (n) n−k is defined by (2.3) and G k := 2
Proof From Taylor's formula with integral remainder, the truncation error of the standard L1 formula at time t = t n is (see [15, Lemma 3.3 
where Q(t) = ω 2−α (t n − t) and we use the notation of the proof of Lemma 2.1. By the error formula for linear interpolation [15, Lemma 3.1], we have
where the Peano kernel χ k (t, y) = max{t − y, 0} −
Observing that for each fixed n ≥ 1 the function Q is decreasing and Q ′′ (t) = ω −α (t n − t) < 0, we arrive at the interpolation error Π 1,k Q (t) ≥ 0 for 1 k n, with
where Lemma 2.1 (ii) is used in the last inequality. Thus, (3.1) yields
and the desired result follows from the definition of G k .
Remark 3.2
Compared with the previous estimate in [15, Lemma 3.3] , Lemma 3.1 removes the time-step ratios restriction ρ k 1, which is an undesirable limitation on the mesh for the problems that allow the rapid growth of the solution at the time far away from t = 0.
We now focus on the fast L1 method by taking the initial singularity into account. Here and hereafter, we denoteT = max{1, T } andt n = max{1, t n } for 1 n N . 
where σ ∈ (0, 1) ∪ (1, 2) is a parameter. Let Υ j := (D α t v)(t j ) − (D α f v) j denote the local consistency error of the fast L1 formula (2.15). Assume that the SOE tolerance error ǫ satisfies ǫ 1 3 min{ω 1−α (T ), 3α ω 2−α (1)}. Then the global consistency error
for 1 n N . Moreover, if the mesh satisfies AssG, then
Proof The main difference between the fast L1 formula (2.15) and the standard L1 formula (2.2) is that the convolution kernel is approximated by SOEs with an absolute tolerance error ǫ. Thus, comparing the standard L1 formula (2.2) with the corresponding fast L1 formula (2.15), by Lemma 2.2 and the regularity assumption (3.2) one has
Then Lemma 3.1 and the regularity assumption (3.2) lead to
Now a triangle inequality gives
Multiplying the above inequality (3.4) by P (n) n−j and summing the index j from 1 to n, one can exchange the order of summation and apply the definition (2.11) of P (n) n−j to obtain
where the property (2.12) with π A = 3/2 is used in the last inequality. If the SOE approximation error ǫ 1 3 min{ω 1−α (T ), 3α ω 2−α (1)} , Lemma 2.5 (II) and Lemma 2.1 (i) imply that A
, and then
Furthermore, the identical property (2.10) for the complementary kernel P (n) n−j gives
0 1 and
The regularity assumption (3.2) gives
The claimed estimate (3.3) is verified. In particular, if AssG holds, one has
where β = min{2 − α, γσ}. The final estimate follows since τ σ 1 C γ τ γσ C γ τ β . Next lemma describes the global consistency error of Newton's linearized approach, which is smaller than that generated by the above L1 approximation. In addition, there is no error in the linearized approximation if f = f (u) is a linear function.
satisfies the regularity condition (3.2), and the nonlinear function f = f (u) ∈ C 2 (R). Denote v n = v(t n ) and the local truncation
Moreover, if the assumption AssG holds, one has
Proof Applying the formula of Taylor expansion with integral remainder, one has
Under the regularity conditions, one has R 1
Note that, Lemma 2.5 (II) and the definition (2.3) give A
Moreover, the bounded estimate (2.12) with π A = 3 2 gives n j=2 P (n) n−j 3 2 ω 1+α (t n ). Thus, it follows that
If AssG holds, one has τ 2
where β = min{2, 2γσ}. The second estimate follows since τ 2σ 1 C γ τ 2γσ C γ τ β .
Unconditional convergence
Assume that the time mesh fulfills Ass3 and AssG in the error analysis. We improve the discrete H 2 energy method in [12] [13] [14] to prove the unconditional convergence of discrete solution to the two-level linearized scheme (2.6). In this section, K 0 , τ 0 , τ 1 , τ * 0 , h 0 , ǫ 0 and any numeric subscripted c, such as c 0 , c 1 , c 2 and so on, are fixed values, which are always dependent on the given data and the solution, but independent of the time-space grid steps and the inductive index k in the mathematical induction as well. To make our ideas more clearly, four steps to obtain unconditional error estimate are listed in four subsections.
STEP 1: construction of coupled discrete system
We introduce a function w := D αLet w n h be the numerical approximation of function W n h = w(x h , t n ) for x h ∈Ω h . As done in subsection 2.2, one has an auxiliary discrete system: to seek {u n h , w n h } such that
Obviously, by eliminating the auxiliary function w n h in above discrete system, one directly arrives at the computational scheme (2.6). Alternately, the solution properties of two-level linearized method (2.6) can be studied via the auxiliary discrete system (4.1)-(4.3).
STEP 2: reduction of coupled error system
Letũ n h = U n h − u n h ,w n h = W n h − w n h be the solution errors for x h ∈Ω h . We now have an error system with respect to the error function {w n h } as
where ξ n h and η n h denote temporal and spatial truncation errors, respectively, and
Acting the difference operators ∆ h and D α f on the equations (4.4)-(4.5), respectively, gives
By eliminating the term (D α f ∆ hũh ) n in the above two equations, one gets
where the initial and boundary conditions are derived from the error system (4.4)-(4.6).
STEP 3: continuous analysis of truncation error
According to the first regularity condition in (1.3), one has
Since the spatial error η n h is defined uniformly at the time t = t n (there is no temporal error in the equation (4.2)), we can define a continuous function η h (t) for
. Hence, applying the fast L1 formula (2.15) and the equality (2.10), one has
Since the time truncation error ξ n h in (4.4) is defined uniformly with respect to grid point x h ∈Ω h , we can define a continuous function ξ n (x) = ξ n 1 (x) + ξ n 2 (x), where ξ n 1 , ξ n 2 denotes the truncation errors of fast L1 formula and Newton's linearized approach respectively,
such that ξ n h = ξ n (x i , y j ) for x h ∈Ω h . By the Taylor expansion formula, one has
Applying Lemma 3.3 with the second and third regularity conditions in (1.3), we have
Similarly, one can write out an integral expression of ∆ h ξ n 2 ij by using the Taylor expansion. Assuming f ∈ C 4 (R) and taking τ τ 1 = γα √ σ such that τ γα τ γα 1 = σ, we apply Lemma 3.4 with the second regularity condition in (1.3) to find,
Thus, the triangle inequality leads to
STEP 4: error estimate by mathematical induction
For a positive constant C 0 , let B(0, C 0 ) be a ball in the space of grid functions onΩ h such that max ψ ∞ , ∇ h ψ , ∆ h ψ C 0 for any grid function {ψ h } ∈ B(0, C 0 ). Always, we need the following result to treat the nonlinear terms but leave the proof to Appendix A. Lemma 4.1 Let F ∈ C 2 (R) and a grid function {ψ h } ∈ B(0, C 0 ). Thus there is a constant
Under the regularity assumption (1.3) with U k h = u(x h , t k ), we define a constant
For a smooth function F ∈ C 2 (R) and any grid function {v h } ∈ V h , we denote the maximum value of C F in Lemma 4.1 as c 0 such that
Let c 5 be the maximum value of C Ω to verify the embedding inequalities in (2.1), and
Also let τ * 0 = 1/ α 3 max{1, ρ}Γ(2 − α)(2K 0 + 3)c 0 , and
For the simplicity of presentation, denote
where 1 k N . We now apply the mathematical induction to prove that
if the time-space grids and the SOE approximation satisfies
Note that, the restrictions in (4.15) ensures the error function {ũ k h } ∈ B(0, 1) for 1 k N . Consider k = 1 firstly. Sinceũ 0 h = 0, {u 0 h } ∈ B(0, K 0 ) ⊂ B(0, K 0 + 1) and the nonlinear term (4.7) gives
For the function f ∈ C 3 (R), the inequality (4.13) implies 16) where the equation (4.5) and the estimate (4.10) are used. Taking the inner product of the equation (4.8) (for n = 1) byw 1 h , one gets
because the zero-valued boundary condition in (4.9) leads to ∆ hw 1 ,w 1 0. With the view of Cauchy-Schwarz inequality and (4.16), one has ∇ τw 1 ,w 1 ≥ w 1 ∇ τ w 1 and then
Setting τ 1 τ * 0 1/ α 3 max{1, ρ}Γ(2 − α)c 0 , we apply Theorem 2.4 (discrete fractional Grönwall inequality) with
where the initial condition (4.9) and the error estimates (4.10)-(4.12) are used. Thus, the equation (4.5) and the inequality (4.10) yield the estimate (4.14) for k = 1,
because the zero-valued boundary condition in (4.9) leads to ∆ hw n ,w n 0. Lemma 2.5 (I) says that the kernels A (n) n−k are decreasing, so the Cauchy-Schwarz inequality gives
Thus with the help of Cauchy-Schwarz inequality and (4.17), it follows from (4.18) that
Setting the maximum time-step τ τ * 0 = 1/ α 3 max{1, ρ}Γ(2 − α)(2K 0 + 3)c 0 , we apply Theorem 2.4 with
where the initial data (4.9) and the three estimates (4.10)-(4.12) are used. Then the error equation (4.5) with (4.10) imply that the claimed error estimate (4.14) holds for k = n,
The principle of induction and the third inequality in (2.1) give the following result.
Theorem 4.2 Assume that the solution of nonlinear subdiffusion problem (1.1) with the nonlinear function f ∈ C 4 (R) fulfills the regularity assumption (1.3) with σ ∈ (0, 1) ∪ (1, 2) . If the SOE approximation error ǫ ǫ 0 and the maximum step size τ min{τ 0 , τ 1 , τ * 0 }, the discrete solution of two-level linearized fast scheme (2.6), on the nonuniform time mesh satisfying Ass3 and AssG, is unconditionally convergent,
It achieves an optimal time accuracy of order O(τ 2−α ) if γ ≥ max{1, (2 − α)/σ}.
Numerical experiments
Two numerical examples are reported here to support our theoretical analysis. The two-level linearized scheme (2.6) runs for solving the fractional Fisher equation
subject to zero-valued boundary data, with two different initial data and exterior forces:
• (Example 1) u 0 (x) = sin x sin y and g(x, t) = 0 such that no exact solution is available;
• (Example 2) g(x, t) is specified such that u(x, t) = ω σ (t) sin x sin y, 0 < σ < 2.
Note that, Example 2 with the regularity parameter σ is set to examine the sharpness of predicted time accuracy on nonuniform meshes. Actually, our present theory also fits for the semilinear problem with nonzero force g(x, t) ∈ C(Ω × [0, T ]). 
Figure 2: The log-log plot of difference quotient ∇ τ u n h /τ n versus the time for Example 1 (α = 0.8) with two grading parameters γ = 1 (left) and γ = 2 (right).
In our simulations, the spatial domain Ω is divided uniformly into M parts in each direction (M 1 = M 2 = M ) and the time interval [0, T ] is divided into two parts [0, T 0 ] and [T 0 , T ] with total N T subintervals. According to the suggestion in [15] , the graded mesh
γ is applied in the cell [0, T 0 ] and the uniform mesh with time step size τ ≥ τ N is used over the remainder interval. Given certain final time T and a proper number N T , here we
Always, the absolute tolerance error of SOE approximation is set to ǫ = 10 −12 such that the two-level L1 formula (2.5a) is comparable with the L1 formula (2.2) in time accuracy.
In Example 1, we investigate the asymptotic behavior of solution near t = 0 and the computational efficiency of the linearized method (2.6). Setting M = 100, T = 1/γ and N T = 100, Figures 1-2 depict, in log-log plot, the numerical behaviors of first-order difference quotient ∇ τ u n h /τ n at three spatial points near the initial time for different fractional orders and grading parameters. Observations suggest that log |u t (x, t)| ≈ C u (x) + (α − 1) log t as t → 0, and the solution is weakly singular near the initial time. Compared with the uniform grid, the graded mesh always concentrates much more points in the initial time layer and provides better resolution for the initial singularity. To see the effectiveness of our linearized method (2.6), we also consider another linearized method by replacing the two-level fast L1 formula (D α f u h ) n with the nonuniform L1 formula (D α τ u h ) n defined in (2.2). Setting α = 0.5, γ = 2, and M = 50, the two schemes are run for Example 1 to the final time T = 50 with different total numbers N T . Figure 3 shows the CPU time in seconds for both linearized procedures versus the total number N T of subintervals. We observe that the proposed method has almost linear complexity in N T and is much faster than the direct scheme using traditional L1 formula.
Since the spatial error O(h 2 ) is standard, the time accuracy due to the numerical approximations of Caputo derivative and nonlinear reaction is examined in Example 2 with T = 1. The maximum norm error e(N,
To test the sharpness of our error estimate, we consider three different scenarios, respectively, in Tables 5.1-5.3: Table 5 .1 : σ = 2 − α and γ = 1 with fractional orders α = 0.4, 0.6 and 0.8. Numerical results in Tables 5.2 By presenting similar arguments as those in the above simple case, it is straightforward to get claimed estimate and complete the proof.
