Abstract-In this paper, we study the effect of finite buffer sizes on the (unicast) throughput in directed acyclic wired erasure networks. First, we motivate the problem by presenting the underlying idea of throughput estimation in wireline networks. We observe that the problem of exact throughput estimation for wireline networks is equivalent to the calculation of steady state probabilities for a regular, ergodic Markov chain. We extend the ideas of rate loss and information leakage due to buffer overflow (i.e., discarding of packets) at nodes to general wired acyclic packet networks. We then use the estimates of the loss in rate at various nodes to derive simple and easily estimable bounds on the maximum achievable rate of information transmission during unicast sessions in such networks.
I. INTRODUCTION
Advances in the area of error control coding have led to the design of capacity-achieving codes for channels such as the binary erasure channel [1] - [8] . The design of such good codes has kindled greater interest in the study of theoretical limits such as capacity and throughput in several classes of wired and wireless networks. However, most works concerning the estimation/calculation of capacity in networks ignore practical considerations such as finite buffer size [9] .
Recently, Pakzad et. al. and Lun et. al . [10] , [11] have considered the limitations posed by finite buffer in the analysis of wireline networks. In [10] , the authors consider a simple two-hop wireline network. They study the effect of memory in two-hop networks from a network coding perspective [12] - [15] . This was extended to general wireline networks by authors although with the relaxation of exact calculation replaced by upper and lower estimates [16] . In both [16] and [10] , the problem of throughput estimation was seen to be equivalent to the calculation of steady-state probabilities of a regular Markov chain. It was noticed that the number of states in the Markov chain grows exponentially in the number of hops between the source and the destination nodes in the wireline network. Under certain assumptions, the huge Markov chain becomes decoupled at each hop yielding several smaller Markov chains. The decoupled Markov chains are then analyzed inductively to derive both upper and lower bounds on the maximum rate of information flow in such networks.
Just as in [16] , we study the effect of finite memory from a purely throughput perspective. We consider the problem of unicast in wired acyclic directed packet networks. We see that the Markov chain set-up for wireline networks is not sufficient in describing completely the dynamics of the network. Therefore, direct extension of the results in [16] is not possible. However, certain ideas and concepts of rate loss or leakage due to finiteness of the buffers in conjunction with traditional network flow principles enable us to extend the throughput estimation to these networks. Here, we use traditional network flow principles [17] to bound the maximum achievable throughput for such networks.
The paper is structured in the following manner. Section II presents the model of wired networks that is assumed throughout the paper. Section III presents the outline of the underlying ideas in modeling the unicast throughput in wireline networks (defined as the maximum rate of information flow in packets per unit time) using Markov chains. The following section presents the main results of this paper. Subsection IV-A discusses the concept of rate loss in general wired networks, wherein lower and upper estimates for the leakage of information is derived. The following subsections of Section IV discuss the implications of rate leakage and presents the derivations of the upper and lower estimates of the unicast throughput in general acyclic wired networks using the leakage estimates in Subsection IV-A. Finally, Section V summarizes the paper and presents some future directions.
II. MODEL OF WIRED NETWORKS
We model a wired network as an directed graph − → G (V, − → E ). The elements of V are called nodes and the directed pairs of V that are elements of − → E are called links. A node u can communicate with another node v if and only if there is a link between them, i.e., (u, v) ∈ − → E . The links are assumed to be unidirectional and lossy, i.e., packets transmitted on a link − → e = (u, v) ∈ − → E are lost at random with a probability of ε− → e = ε (u,v) . Moreover, the packet losses on different links are assumed to be independent. Each node u is equipped with a buffer of size m u packets with each packet having a fixed size of S bytes. Just as in [10] , we assume that communication happens in the network in a discrete-time fashion and there exists a bandwidth constraint on each link. For each link − → e ∈ − → E , the bandwidth constraint specifies the probability of access R− → e of the head (node) of each link at that epoch i.e., The probability that u will be allowed to send a packet over the link − → e = (u, v) ∈ − → E at any particular epoch is given by − → e ∈ − → E . The tail (node) of a link receives a packet over a particular link if and only if both the following events occur: 1. the head node is allowed to send a packet and 2. the sent packet does not get erased while transmission over the channel. Also, at each epoch, a node is allowed to forward at most one packet on each of the neighboring links. However, the wired nature of the network ensures that different packets can be sent over different outgoing links at the same epoch. At each node, the packets sent over the outgoing links are assumed to be generated from the packets that are stored in its the buffer at that epoch. During each epoch, the packet generation and the packet update are performed using a random linear code. At each instant, the head of each outgoing link generates a packet by computing a random linear combination (over a sufficiently large Galois field) of the packets stored at that epoch. The buffer update is performed after packet generation and is as follows. At each instant, every node updates buffer locations by adding to the present contents a linear combination of the packets received at that time. The unicast throughput between a pair of nodes is defined as the maximum achievable rate of data transmission (in packets per epoch). Note that the maximum is computed over the various possible functions used for packet generation and buffer update at intermediate nodes.
III. THROUGHPUT ESTIMATION IN WIRELINE NETWORKS
The streamline flow of information in wireline networks enables the system to be studied using a Markov chain formulation and the throughput calculation can be mapped to the problem of calculating the eigenvector of the state transition matrix (equivalently, the steady-state probabilities) corresponding to a regular, ergodic discrete-time finite-state Markov chain [10] , [16] .
The key underlying idea in the construction of Markov chain is the identification of the states of the chain at any particular epoch to be the number of packets of information that each node possesses in its buffer at that instant whose information has not yet been conveyed to the node in the next hop. It becomes apparent from such a modeling that the number of states in the Markov chain grows polynomially in the size of the buffer at the nodes with the exponent being linear in the number of hops in the wireline network. For example, Figure 1 1 depicts the Markov chain of nine states for a wireline network with four nodes {v 0 = s, v 1 , v 2 , v 3 = d} and three hops where each intermediate nodes v 2 and v 3 have a buffer size of two packets each. The erasure probability in the channel (v i , v i + 1) is denoted by ε i for i = 0, 1, 2. Every state in the chain is indexed by two numbers. The former number represents the number of packets stored in v 1 that can be deemed as innovative for the node v 3 whereas the second 1 In the figure and henceforth, we use
number represents the number of packets stored in v 2 that are innovative for the destination v 4 = d. Note that the transition between states depend on the erasure probabilities of various links in the network.
Due the exponential growth in the size of the chain, exact calculation of the throughput becomes very cumbersome even for wireline networks of reasonable buffer sizes and hoplengths. Estimation of the throughput becomes the favorable option and is explored in [16] by the authors. The major idea in the process of estimation is to break down the multidimensional Markov chain with multiple reflections to multiple simple Markov chains whose steady-state probabilities can be easily calculated. The throughput obtainable from each simple Markov chain is iterated appropriately to derive the lower and upper bounds. Again, it must be mentioned that the streamline flow of information albeit with leakage (of rate) at nodes enables the bounds to be calculated in a recursive hop-by-hop fashion.
IV. THROUGHPUT ESTIMATION IN GENERAL NETWORKS
Unlike in wireline networks, information in wired networks do not "flow" in a streamline fashion and the presence of multiple incoming and outgoing edges at various nodes in such networks create room for information "mixing". This mixing effect makes it hard to estimate the "rate loss" or "leakage" of information at various nodes. Rate leakage can be generally defined as the reduction in the rate of information flow as packets pass through a node in the network. Leakage happens because of the discarding of packets when the buffer of a node is full with packets. Before we derive the formulation for estimating the throughput, we briefly describe the concept of leakage due to finite buffer size.
A. Estimating Rate Leakage at a node
Consider a node v with k incoming edges − → e Fig. 2 . Suppose that v has a buffer of size m v packets. Suppose that the information (entropy) rate on a particular edge − → e is given by I( − → e ). Similarly, define I({ − → e α : α ∈ A}) to be the joint entropy rate of the random processes in the links { − → e α : α ∈ A}. It can then be seen that the information mixing at the node due to neighboring edges can be locally modeled by a Markov chain just like in [16] . However, the presence of multiple incoming edges makes the approach slightly more complicated. In such a setting, the buffer occupancy at v at any epoch may increase by at most k packets and can decrease by at most l packets. Consider a Markov chain similar to Markov chain A in [16] , with the slight modification that the state at time instant t, z(t) can change potentially reach a new state z(t + 1) whenever z(t + 1) − z(t) ∈ {−l, −l + 1, ...., k}. For example, Fig. 3 illustrates the Markov chain representing the state transition for a node v that has four incoming edges and three outgoing edges. Hence, the state z(t) can reach z(t + 1) = z(t) + 4 provided four packets, one from each of the incoming edge, enter the node and no packets leave through the outgoing 
, ε− → e edges. The exact probability of transition can be calculated from the entropy rates of the random processes on each of the links and the outgoing channel bandwidths and erasure probabilities just like that given on the state transitions of Fig. 1 .
, where p ∞ (i) represents the steady-state probability of the state i of the Markov chain, similar to the one in Fig. 3 , that is generated for a node with buffer size m, with k incoming edges with information (arrival) rates r 1 , ..., r k and the selected outgoing edges (corresponding to indices in B) with their corresponding bandwidths and erasure probabilities. Also, δ i,|B| here represents the expected number of innovative packets that will be sent during this epoch via the selected |B| outgoing paths from the node when the buffer has i innovative packets and can be directly calculated from the state transition probabilities in the chain modified from Markov chain B. Then, the lower bound on the rate leakage can be calculated from the following.
Theorem 1: Let us assume that a node v has a memory size of m packets and k incoming edges and l outgoing edges as is illustrated in Fig. 2 . Let r + j be a lower estimate of the rate of information on the edge − → e + j = (u j , v) for j = 1, ..., k. Then ∀S ⊆ {1, ..., l}, we have
where the term I * ({ − → e s : s ∈ S}) on the right is set to max j=1,...,k ψ(1, m, r
Outline of the proof 1: First, since we are estimating from below the joint entropy rate for a subset of the outgoing edges, without loss of generality, we might as well assume that the lower bounds on information rate of incoming edges are in fact the actual rates. From the definition, it is clear that the ψ(·) represents the entropy rate of information flow on the set of selected outgoing edges given the corresponding information flow on the selected incoming edges. However, for a random node in the network, the mutual information between the random processes on the different incoming edges are unknown and hence, it is not possible to assume that r + 1 + ... + r + k to be the effective information arrival rate. However, it true that the joint entropy rate of the input edges together is at least the maximum of the individual entropy rates. Thus, one can show that the joint entropy rate for the set of selected outgoing edges is at least the maximum of the entropy rates offered by considering only one incoming edge at a time. Lastly, the fact that this Markov chain provides a lower estimate of the entropy rate follows from the same argument as that in Theorem 1 of [16] .
In fact, the maximization can be generalized to set of all subsets of the incoming edges that have the property that the joint entropy rates of the subset of edges is equal to the sum of the individual entropy rates (instead of the version presented here that trivially includes only singleton subsets). For the node in Fig. 2 , the maximum leakage can be calculated from the Theorem 1 by setting S = {1, ..., l}. In order to estimate a lower bound on the leakage of rate at a node, one can consider a Markov chain similar to Markov chain B of [16] . However, for estimating the rate loss at a node v, the number of additional loop states (see Fig. 4 ) that must be added in this case must be set to the sum of the buffer sizes of all the nodes from which the links coming into v originate (i.e., µ = k i=1 m ui ). Additionally, modification to accommodate the case for multiple arrivals and departures must be taken into consideration just like in the previous case. Similar to ψ, define 2 Ψ(k, m, r 1 , ..., r k ,
, where p ′∞ (i) represents the steadystate probability of the buffer state i of the Markov chain constructed from Markov chain B that takes into consideration 2 Formally, the memory sizes of all the nodes u 1 , ..., u k must also be taken in as argument if different nodes have different memory sizes. For the sake of simplicity, just as in [16] , only the set of arguments corresponding to the uniform buffer size criterion is presented here. multiple arrivals and departures. Also, ∆ i,|B| here represents the expected number of innovative packets that will be sent during this epoch via the selected |B| outgoing paths from the node when the buffer has i innovative packets and can be directly calculated from the state transition probabilities in the chain modified from Markov chain B. Then, the following can be shown. Outline of the proof 2: Just as in the case of the lower bound in Theorem 1, without loss of generality, we may assume that the individual rates on the edges are in fact exact. Since we are interested in bounding from above the joint entropy rate, we can assume that the total joint entropy rate of all the incoming edges is r This amounts to the assumption that the different incoming edges have random processes that are statistically independent. Moreover, setting the number of loop states to the sum of the nodes neighboring to v via an incoming edge, we guarantee proper overestimation of the information rate that v can send on its outgoing edges. Lastly, the fact that such a Markov chain overestimates the information rate follows from arguments identical to that of Theorem 2 in [16] .
B. Formulation of Upper Bound
Even though information flow is not streamlined and not conserved at nodes, the bounding of the rate leakage at the nodes estimated in Subsection IV-A will be useful in constructing an optimization problem that will help us bound the maximum possible rate of information exchange between a pair of nodes from above . Here, it must be mentioned that the assumption of non-existence of directed loops is key in establish a partial ordering among the nodes of the network that lie in some path from the source node s to the destination node d between which the throughput must be estimated. Since nodes that do not lie on any path from s to d will not participate in aiding information transfer, we may assume without loss of generality that all nodes in the network lie in some path from the s to the d. One can define u v if it is possible to send information at a non-zero rate from node u to v. Equivalently, u v if and only if there exists a directed path from u to v in − → G . It can be shown that the minimum and maximum possible rate, I * ( − → e ) and I * ( − → e ), respectively, of information flow over each edge − → e = (u, v) can be computed inductively based on the previously calculated rates for edges originating from nodes u ′ such that u
Then it is fairly clear that the throughput η(s, d) for unicast between nodes s and d is bounded above as given in the following lemma.
Theorem 3: Consider a wired network wherein the maximum entropy rate on every subset of the set of outgoing edges for every node is computed inductively as is described above, i.e., I
*
where the supremum is over the space D is defined as
represents the information rate that can flow from nodes N + (d) to d. However, the cost function has to be optimized over various possible rates of information flow that is allowable in different links in the network. Due to the presence of leakages in nodes, we see that the information rates at various intermediate nodes must satisfy the constraints
However, these constraints do not exhaust all the possible constraints that must be imposed to evaluate the throughput. For example, consider the network in not statistically independent since they originate from the node common to both the paths, namely, a. However, for estimation purposes, the maximum rate over (d, e) that is calculated from Theorem 2 will not take this dependency into consideration. In fact, it would assume the processes over the edges (c, d) and (g, d) to be independent. Thus, we note that while some dependencies are captured in this set-up, some are not, and hence the result of is sub-optimal. In order to get an easily estimable bound, we can ignore non-linear constraints of Theorem 3 when |B| > 1 to obtain the linear optimization set-up. This maximization set-up also allows us to present a max-flow min-cut upper bound on the throughput η(s, d) in the following manner.
Theorem 4: For any set of edges S ⊆ − → E , define capacity
Proof: Follows simply from the problem formulation of Theorem 3 and the max-flow min-cut theorem [17] .
C. Formulation of Lower Bound
In is only natural to use a part of the network in order to estimate a lower bound on the throughput between a pair of nodes. Since bounds are available for wireline networks [16] , unicast via multiple disjoint paths become a natural choice for deriving lower bounds on the throughput. The following lemma presents a lower bound for the throughput between a pair of nodes using internally disjoint paths alone.
Theorem 5: Let C(P ) denote the minimum information rate that can be sent over just the path P = (s, v 1 , ..., v L , d), i.e., C(P ) I * ((v L , d)) where this information is calculated considering only the path subgraph of G. Let Γ be the set of subgraphs of − → G that are generated by finite internally disjoint s − d paths. Then, η(s, d) ≥ max
Pi=S∈Γ n i=1 C(P i ). Proof: Consider a set of internally disjoint paths. Then the processes sent over the disjoint paths are independent and hence the joint entropy rate can be made to match the sum of their individual entropy rates. Thus, using the lower bound provides us with the lower bound for the throughput. Finally, maximizing over all such sets of disjoint paths yields a lower bound for the throughput η(s, d). Before we proceed to present a more sophisticated lower estimate of the throughput, we take a brief detour into a class of subgraphs that we call "cactus" graphs, a typical member of which is illustrated in Fig. 6 . A graph is said to be a cactus if it satisfies all of these criteria.
1. The subgraph is generated by a union of directed paths from a node u ∈ V to another node v ∈ V . 2. Every maximal path 3 has the same starting node u (called the cactus root) and ending node v (called the cactus tip). 3. Every path between u and v has the same non-trivial initial segment. 4. There is exactly one path between u and any node in the graph other than v. Also, the node farthest to the source which lies on all the paths is called as "cactus base". The number of internally disjoint paths between the cactus head and the destination is called the width of the cactus. A lower bound on the throughput of unicast from the cactus root to the cactus tip can be calculated using the following lemma.
