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Neuronal dendritic spines have been speculated to
function as independent computational units, yet ev-
idence for active electrical computation in spines is
scarce.Hereweshow that strictly local voltage-gated
sodium channel (Nav) activation can occur during
excitatory postsynaptic potentials in the spines of
olfactory bulb granule cells, which we mimic and
detect via combined two-photon uncaging of gluta-
mate and calcium imaging in conjunction with
whole-cell recordings. We find that local Nav activa-
tion boosts calcium entry into spines through high-
voltage-activated calcium channels and accelerates
postsynaptic somatic depolarization, without affect-
ing NMDA receptor-mediated signaling. Hence, Nav-
mediated boosting promotes rapid output from the
reciprocal granule cell spine onto the lateral mitral
cell dendrite and thus can speed up recurrent inhibi-
tion. This striking example of electrical compartmen-
talization both adds to the understanding of olfactory
networkprocessing andbroadens thegeneral viewof
spine function.
INTRODUCTION
Dendritic potentials are likely to invade spines with almost no
loss. In the opposite direction, synaptic input is strongly attenu-
ated from the spine toward the dendrite (e.g., Brown et al., 1988;
Palmer and Stuart, 2009; Popovic et al., 2014). However, if the
spine neck resistance is sufficiently high, synaptic spine poten-
tials could become amplified and synapses could directly
recruit high-voltage-activated conductances solely within the
spine without a coincident backpropagating action potential.
This idea, put forward by theorists (e.g., Jack et al., 1975; Miller
et al., 1985; Segev and Rall, 1988), now finds more and more
experimental support (Araya et al., 2007; Grunditz et al., 2008;
Bloodgood et al., 2009; Harnett et al., 2012). Activating590 Neuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc.voltage-dependent conductances could induce synaptic
plasticity, e.g., through local NMDA receptors. As spine neck
morphology governs the resistance, such synaptic plasticity
could be regulated by plastic changes in spine neck length
(Bloodgood and Sabatini, 2005; Grunditz et al., 2008; Harnett
et al., 2012; Tønnesen et al., 2014; Araya et al., 2014). Several
studies, though, have cast doubt on the notion that spine neck
resistances could be sufficiently high to allow for local synaptic
amplification (Koch and Zador, 1993; Svoboda et al., 1996;
Palmer and Stuart, 2009). Here we provide functional evidence
that the postsynaptic activation of voltage-dependent sodium
and calcium conductances can occur exclusively within spines.
At the mitral cell to granule cell (GC) synapse of the olfactory
bulb, postsynaptic calcium directly triggers GABA release from
the reciprocal GC spine (Shepherd et al., 2007). The relevant
DCa2+ most likely involves a contribution from high-voltage-
activated Ca2+ channels (HVACCs) (Isaacson and Strowbridge,
1998; Isaacson, 2001), just as in conventional presynaptic termi-
nals, notwithstanding the fact that their activation would require
a depolarization of the spine head by 20–40 mV. Postsynaptic
Ca2+ signals are strictly localized to reciprocal spine heads and
include substantial contributions of NMDAR- and VACC-medi-
ated Ca2+ entry, while AMPARs are Ca2+ impermeable (Egger
et al., 2003, 2005; Jardemark et al., 1997). These observations
suggest that spines act as electrically isolated compartments to
amplify voltage signals and thereby permit calcium entry, even
though GCs exhibit somatic resting potentials both in vitro and
in vivo of below –70 mV (e.g., Wellis and Scott, 1990; Margrie
and Schaefer, 2003; Egger et al., 2003). The density of voltage-
gated sodium channels (Navs) on GC dendrites is likely to be
high, as indicated by the efficient, Nav-dependent conduction of
action potentials (Egger et al., 2003) and the occurrence of Na+
spikelets in frog and turtle GC dendrites (Pinato and Midtgaard,
2005; Zelles et al., 2006). Moreover, reciprocal GC spines feature
long necks, most of which contain mitochondria (Woolf et al.,
1991; cf. Figures 2A, 3A, and S2D), promoting electrical isolation.
All these findings support the idea that the GC reciprocal spine
acts as a ‘‘mini-neuron’’ that can generate synaptic output on its
own (Egger and Urban, 2006). Thus, we hypothesized that
dendritic Navs boost postsynaptic Ca
2+ entry and help activate
HVACCs during unitary synaptic inputs to GC spines.
Figure 1. TPU-Evoked Ca2+ Spine Signals and Somatic EPSPs Are Equivalent to Synaptically Evoked Signals
(A) Left: spine and dendrite filled with 100 mM OGB-1 with scan line and TPU site. Right: line scan during uncaging. Scale bars: 1 mm, 500 ms.
(B) Left: the individual response from (A), voltage recording at soma (top), Ca2+ transient in spine (red) and dendrite (gray) (bottom). Right: averaged response
(n = 20). Scale bars: 25%, 200 ms, 2 mV.
(C) Distribution of DF/F amplitudes for TPU-evoked and synaptic data (latter from Egger et al., 2005).
(D) Left: response amplitudes over time in the above experiment; arrow: individual response from (B). Right: spine-wise comparison of averaged normalized
(DF/F)TPU amplitudes separated by intervals of 10–25 min (n = 12, bold: average change ± SD to 1.00 ± 0.07 of control).
(E) Relation of (DF/F)TPU to uEPSP amplitude (n = 65).
(F) Left: individual (DF/F)TPU along with later spontaneous response. Scale bars are as in (B). Right: spine-wise comparison of averaged normalized spontaneous
and TPU-evoked amplitudes (n = 8, bold: average spontaneous amplitude ± SD 1.09 ± 0.15 of TPU).
See also Figure S1.RESULTS
To enable postsynaptic pharmacological interference with Navs
and HVACCs, we bypassed release from the mitral cell presy-
napse via two-photon uncaging (TPU) of MNI-caged glutamate
(Matsuzaki et al., 2001) and the novel compound DNI-caged
glutamate (Chiovini et al., 2014) in acute juvenile rat olfactory
bulb slices, in combination with somatic whole-cell current-
clamp recordings. Simultaneous two-photon Ca2+ imaging
allowed for a local readout of changes in spine Ca2+ (Carter
and Sabatini, 2004). GCs were filled with the Ca2+-sensitive
dye OGB-1 at a concentration of 100 mM for comparison with
previously recorded spontaneous and evoked synaptic Ca2+
data (Egger et al., 2003, 2005). Similarly to these studies, we
exclusively investigated GC spines within the external plexiform
layer of the olfactory bulb. These spines are known to predomi-
nantly form reciprocal connections with mitral and tufted cell
dendrites (Price and Powell, 1970).
Uncaging-Evoked Signals Mimic Synaptic Signals
It is crucial to avoid unphysiologically strong uncaging stimuli as
an undue activation of AMPARs might cause an artificial activa-tion of voltage-dependent conductances (Sabatini and Blood-
good, 2008). We therefore investigated whether TPU would yield
stable spine Ca2+ transients (DF/F)TPU and somatic electrical sig-
nals similar to our previous synaptic data (DF/F)syn. Figure 1 sum-
marizes various tests of this requirement. First, we observed that
Ca2+ transients were strictly localized to the spine head and that
properties such as the distribution of (DF/F)TPU amplitudes,
(DF/F)TPU rise time, and decay kinetics agreed with the previ-
ously obtained evoked and spontaneous synaptic data in the
absence of caged compounds (n = 48 spines; Figures 1A–1C;
Table S1). Also, uncaging excitatory postsynaptic potentials
(uEPSPs) recorded at the GC soma closely mimicked previously
recorded spontaneous unitary EPSPs associated with local
spine Ca2+ transients in the absence of caged compounds
with respect to amplitude, rise time, and decay (Egger et al.,
2003; Table S1). uEPSP amplitudes were weakly negatively
correlated with (DF/F)TPU amplitudes (Figure 1E), with several
(DF/F)TPU responses lacking detectable somatic EPSPs (for
15% of all spines). Occasionally, we observed spontaneous
(DF/F)syn along with uncaging-evoked events in the same spine,
again showing a high similarity (Figure 1F). Sufficient stability of
(DF/F)TPU and uEPSP responses was established via long-termNeuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc. 591
Figure 2. Sodium Channels Boost Postsynaptic Spine Ca2+ Signals and Accelerate the Rising Phase of the EPSP in Most Spines
(A) Spine with scan line and TPU site. Scale bar: 2 mm.
(B) Averaged uEPSP recorded at the soma during control and in the presence of TTX. Scale bars: 0.5 mV, 10 ms.
(C) Averaged (DF/F)TPU in spine and dendrite from (A), (B) during control (top), and in the presence of TTX (bottom). Scale bars: 25%, 500 ms.
(D) Effect of TTX on (DF/F)TPU amplitudes (n = 34 spines). Left: averaged absolute amplitudes ± SD (54%± 33% versus 33%± 22%, p < 0.0001). Right: spine-wise
amplitudes normalized to control (bold: average change ± SD to 0.63 ± 0.20 of control).
(E) Effect of TTX on (DF/F)TPU amplitudes at near physiological temperature (n = 5 spines). Spine-wise amplitudes normalized to control (bold: average change ±
SD to 0.51 ± 0.18 of control).
(F–K) Top: spine-wise parameters normalized to control (bold: average change). Bottom: individual data points for (DF/F)TPU amplitude in TTX normalized to their
control values versus the change in the respective parameter. Solid line: linear fit to data.
(F) Spine-wise analysis of uEPSP amplitudes: average ± SD 0.88 ± 0.30 of control, n = 23, p2 < 0.05.
(G) No correlation between TTX effects on (DF/F)TPU and uEPSP amplitude.
(H) Spine-wise analysis of uEPSP rise time change: average ± SD 1.24 ± 0.37 of control, n = 18, p2 < 0.02.
(I) Strong correlation between TTX effects on (DF/F)TPU amplitude and uEPSP rise time (p2 < 0.001).
(J) Spine-wise analysis of uEPSP duration change: average ± SD 1.78 ± 0.98 of control, n = 12, p2 < 0.05.
(K) Strong correlation between TTX effects on (DF/F)TPU amplitude and uEPSP duration (p2 < 0.005).
See also Figure S2.recordings at individual spines over 12–30min (ratios early to late
interval (DF/F)TPU amplitude 0.98 ± 0.08, n = 12, uEPSP ampli-
tude 1.04 ± 0.15, n = 7, uEPSP rise time 1.05 ± 0.13, n = 7, all
not significant, Figure 1D).
As to the influence of morphological parameters, Figure S1A
shows that uEPSP amplitudes did not depend on the distance
of an activated spine from the GC soma, whereas there was a
significant positive correlation for uEPSP rise times as expected
from dendritic filtering. (DF/F)TPU response amplitudes also
tended to increase with distance, reminiscent of a similar
increase in Ca2+ transients elicited by backpropagating action
potentials (Egger et al., 2003). The spine neck length had no in-592 Neuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc.fluence on any of these parameters (Figure S1B). Spontaneous
data in the absence of caged compounds closely overlapped
with these measurements (Figures S1A and S1B).
From all these observations, we infer that the Ca2+ and electri-
cal signals evoked by uncaging are equivalent to synaptic sig-
nals with respect to the parameters investigated here.
Sodium Channel Blockade Decreases Spine Ca2+
Signals and Slows Postsynaptic Potentials
Next, we investigated a possible contribution of Nav activation to
postsynaptic GC signals (Figure 2). After blocking Navs by wash-
in of 500 nM TTX, we observed a substantial reduction of the
(DF/F)TPU amplitude in most spines (n = 33, total p < 0.001, Fig-
ures 2A–2D), which was uncorrelated with the distance of the
spine from the soma (r = 0.07, p1 > 0.5; average distance 123 ±
69 mm) and also not correlated with the initial amplitude of (DF/
F)TPU (r =0.17, p2 = 0.33). (DF/F)TPU rise timeswere also slowed
down by TTX application (Figure S2A, n = 29, p2 < 0.005), indi-
cating a rapid activation of Ca2+ conductances via Navs. Thus,
Navs play a major role in postsynaptic GC spine Ca
2+ entry.
Active mechanisms could increase the reliability of postsyn-
aptic Ca2+ signals, as boosting could produce unitaryDVm depo-
larizations instead of the stochasticity inherent in postsynaptic
AMPA/NMDAR signaling (described by e.g., Franks et al.,
2003). Alternatively, if the number of available Navs within the
spine was low and thus Nav activation was stochastic (e.g.,
Schneidman et al., 1998), Nav blockade should reduce the
variability of postsynaptic Ca2+ signals. Upon analysis of the
coefficient of variation across (DF/F)TPU amplitudes of individual
responses in a subset of experiments (those with sufficient
signal-to-noise ratios in the presence of TTX), we found a consis-
tent increase in variability in TTX (CV ratio TTX versus control
1.64 ± 0.49, n = 15, p2 < 0.001), refuting the second hypothesis.
Thus, Nav activation serves to both increase and homogenize
postsynaptic Ca2+ signals.
The amplitude of somatically recorded uEPSPs was slightly
reduced (p1 < 0.05, Figure 2F), while their rise time was slowed
down more strongly, by 25% on average (p < 0.02, Figure 2G).
The integral of uEPSPs did not change significantly in TTX (0.19 ±
0.15 mV,s versus 0.24 ± 0.16 mV,s, p2 = 0.12), with a consider-
able variance between experiments. However, upon normaliza-
tion of the integral to the uEPSP amplitude the resulting uEPSP
duration increased significantly in TTX, indicating a slower decay
of the uEPSP (Figure 2H).
Similar changes in (DF/F)TPU amplitude and uEPSP amplitude
and rise time were also observed in control experiments con-
ducted at near-physiological temperature (Figure 2E, uEPSP
data not shown, n = 5).
Remarkably, the relative TTX-induced increase in EPSP rise
time was highly correlated with the magnitude of the blocking
effect on (DF/F)TPU (r = 0.72, p < 0.001, n = 18, Figure 2I).
Thus, the more uncaging-evoked local Ca2+ signals were
reduced by TTX, the more the associated uEPSP, as measured
at the soma, was slowed down in its rising phase. A similar effect
was observed for the magnitude of the TTX-induced increase in
uEPSP duration (r =0.78, p2 < 0.005, n = 12, Figure 2K). Such a
substantial correlation was not observed with respect to EPSP
amplitude changes in TTX nor for (DF/F)TPU rise time (Figures
2G and S2B).
The pronounced effect of TTX on uEPSP rise time and duration
did not depend on the respective spines’ distance from the soma
(Figure S2C); there was also no correlation with the mixed effect
of TTX on uEPSP amplitude (data not shown). Occasionally, we
could record the action of TTX on more than one spine of the
same GC. In several instances, TTX affected (DF/F)TPU in imme-
diately adjacent spines in a highly non-uniform manner (n = 3
GCs; Figure S2D).
Since basal spontaneous EPSP rates in GCs are usually high
(e.g., Figure 1B), more global pathways of TTX action could sup-
press network activity and might also cause the observed decel-eration of EPSP rise times, e.g., by changing the electric proper-
ties of the GC dendrite. However, we could replicate increased
rise times via intracellular Nav blockade with 10 mM QX-314
(versus a control group of spines, n = 15 spines each group,
p < 0.001, Figure S2E), whereas the uEPSP amplitude was
similar across groups (p = 0.30). Accordingly, longer rise times
of spontaneous EPSPs (which may originate also from non-
reciprocal spines) resulted after patching with QX (p1 < 0.01,
3.0 ± 0.6 ms < 1 min post whole-cell configuration versus 4.3 ±
2.1 ms > 20 min later, n = 27 EPSPs each condition, from 3
GCs), while there was no significant change in amplitude.
Altogether, we observe that blocking Navs significantly affects
both uncaging-evoked individual spine Ca2+ entry and somatic
EPSP kinetics in a correlated manner, pointing toward a mecha-
nism operating within the activated spine.
High-Voltage-Activated Ca2+ Channels Mediate the
Extra Ca2+ Entry
To test the hypothesis that Navs contribute to extra DCa
2+ via
HVACCs, we blocked N/P/Q-type Ca2+ channels with 1 mM
u-conotoxin MVIIC (CTX; Bloodgood and Sabatini, 2007). Fig-
ures 3A–3E show the resulting substantial decrease of (DF/F)TPU
(p < 0.001, n = 24), similar to the effect of TTX, albeit with no sig-
nificant changes of uEPSP amplitude and rise time. On average,
the CTX effect on DCa2+ was occluded by prior blockade with
TTX (n = 14, Figure 3F); prior CTX also occluded the TTX effect
(n = 8, Figure 3F). Thus, HVACCs are not likely to become acti-
vated without support from Nav-mediated depolarization and
most of the extra DCa2+ that is blocked away in TTX is actually
due to HVACC activation. We conclude that HVACCs are the
main source of postsynaptic Ca2+ entry arising from Nav activa-
tion but that there is no HVACC-mediated electrical contribution
to somatic uEPSPs.
Interaction of Other Sources of Postsynaptic Ca2+ with
Nav Activation
To investigate whether known sources of GC Ca2+ entry other
than HVACCs, in particular T-type Ca2+ channels (T-channels),
release from internal stores and NMDARs (Egger et al.,
2003, 2005), could contribute to increased DCa2+ due to Nav
activation, we performed experiments in which we first blocked
the source of Ca2+ and then applied 500 nM TTX (Figures
4A–4D).
NMDARs are known to prominently contribute to GC post-
synaptic signaling, both electrically and with respect to DCa2+
(Schoppa et al., 1998; Isaacson and Strowbridge, 1998; Egger
et al., 2005). The application of 25 mM D-APV strongly reduced
(DF/F)TPU, to 0.37 ± 0.17 of control (p1 < 0.025, n = 6, Figure 4D).
Subsequent wash-in of TTX further substantially reduced the
remaining Ca2+ signal (p1 < 0.05, n = 5, Figure 4B). Thus, Nav-in-
ducedDCa2+ does not require NMDAR activation. SinceNMDAR
activation depends on postsynaptic depolarization, we also
studied whether prior blockade of Navs could prevent or limit
NMDAR activation. To this end, we added 25 mMD-APV in a sub-
set of the occlusion experiments mentioned above where both
TTX and CTX were already present. In this case, APV substan-
tially reduced the Ca2+ signal even further (p2 < 0.01, n = 8, Fig-
ures 4A and 4B). The total effect of APV and TTX or TTX/CTXNeuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc. 593
Figure3. High-Voltage-ActivatedCa2+Chan-
nels Mediate Most of the Extra Ca2+ Entry
Caused by Nav Activation
(A) Spine with scan line and TPU site. Scale bar:
2 mm.
(B) Averaged uEPSP recorded at the soma of cell in
(A) during control and in the presence of 1 mM
u-conotoxin MVIIC (CTX). Scale bars: 0.5 mV,
10 ms.
(C) Averaged (DF/F)TPU in spine and dendrite from
(A) during control (top) and in the presence of CTX
(bottom). Scale bars: 25%, 500 ms.
(D) Effect of CTX on (DF/F)TPU amplitudes (n = 24
spines). Left: averaged absolute amplitudes ± SD
(42% ± 17% versus 28% ± 13%, p < 0.001). Right:
spine-wise amplitudes normalized to control (bold:
average change ± SD to 0.67 ± 0.19).
(E) Spine-wise effect of CTX on normalized uEPSP
amplitudes (left, n = 20, bold: average change ± SD
1.10 ± 0.42, n.s.) and rise times (right, n = 19,
average ± SD 1.08 ± 0.35, n.s.).
(F) Left: TTX before CTX (n = 14). Average effect of
CTX on individual amplitudes normalized to control
(bold: average change ± SD to 0.88 ± 0.22 of con-
trol). Right: CTX before TTX (n = 8). Average effect
of TTX on individual amplitudes normalized to con-
trol (bold: average change ± SD to 0.94 ± 0.26 of
control).together on (DF/F)TPU was a reduction to 0.18 ± 0.13 of control
without drugs (p2 < 0.001, n = 15, Figure 4D). We conclude
that NMDAR-mediated Ca2+ signaling at the reciprocal spine oc-
curs by and large independently of Nav activation and that
NMDARs andHVACCs are the twomain sources of postsynaptic
Ca2+ in most spines.
To investigate the role of T-channels, we applied 10 mMmibe-
fradil, which has been shown previously to block low-threshold
Ca2+ spikes in GCs (Egger et al., 2005) and also a substantial
fraction of Ca2+ entry mediated by backpropagating action po-
tentials (Egger et al., 2003). Mibefradil slightly reduced (DF/F)TPU
(0.90 ± 0.11 of control, n = 5, n.s., Figure 4D). In the presence of
mibefradil, TTX still substantially reduced (DF/F)TPU (p1 < 0.025,
n = 6, Figure 4C). Thus, T-channels are likely to contribute only
marginally to Nav-mediated Ca
2+ entry.
To interfere with Ca2+ release from internal stores, we applied
10 mM thapsigargin while continuously stimulating GCs, which
has been shown previously to reduce GC postsynaptic Ca2+ sig-
nals (Egger et al., 2005). This treatment reduced (DF/F)TPU in four
out of six spines (total average n.s., 0.81 ± 0.15 of control, n = 6,
Figure 4D). Again, the effect of TTX in the presence of thapsi-
gargin was as strong as without this drug (p1 < 0.05, n = 6,
Figure 4C). Due to the small overall effects of mibefradil and
thapsigargin on (DF/F)TPU, the reverse experiment—i.e., first
TTX and then the blockers—could not be conducted because
small changes in small DF/F signals cannot be reliably deter-
mined in most spines.594 Neuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc.All TTX applications in the presence of
blockers of Ca2+ entry described in this
section reduced (DF/F)TPU in a manner
indistinguishable from the effect of TTXalone shown in Figure 2D, with p2 values ranging from 0.86 to
0.2. In summary, Ca2+ sources other than HVACCs do not sub-
stantially contribute to Nav-mediated Ca
2+ entry.
Role of K+ Channels
Voltage-gated K+ conductances (Kv) are likely to activate during
Nav-mediated depolarization and thus play a role in the observed
effects of Nav blockade on Vm and DF/F. Charge efflux through
Kvs counteracts the additional Nav-mediated charge influx,
which will affect how much remaining charge reaches the
soma. Reduced repolarization might explain why Nav blockade
slows down the somatic EPSP rise and fall but hardly affects
the EPSP amplitude (Figures 2F–2K). Various Kv channels,
ranging from A-type (Kv4) to delayed rectifier K+ channels
(KDR), are present or likely to be expressed in GC dendrites
(Schoppa and Westbrook, 1999; Kv2.1,2.2: Hwang et al., 1993;
Kv1.1,2,3,6: Veh et al., 1995). In addition, Ca2+-activated K+ cur-
rents could bediminished in the course of the observed reduction
of Ca2+ entry in TTX. Candidates for such interactions in GCs
include in particular big conductance Ca2+-activated K+ (BK)
currents (Isaacson and Murphy, 2001). Small conductance
Ca2+-activated K+ channels are locally activated via NMDARs
in hippocampal CA1 neuron spines (Bloodgood and Sabatini,
2007; Wang et al., 2014) but have not been detected in GCs
(Maher and Westbrook, 2005). If K+ channels made a major
contribution to repolarization, pharmacological blockade of
these channels should result in a substantial increase in DCa2+
Figure 4. NMDA Receptors and Other Sources of Ca2+ Aside from HVACCs Are Not Required for Boosting of Ca2+; Big Conductance Ca2+-
Activated-Type and A-Type K+ Currents Do Not Contribute to Repolarization
(A) Top: averaged uEPSP recorded at the soma in the presence of 500 nM TTX and upon addition of 25 mMD-APV. Scale bars 1 mV, 10 ms. Gray trace: EPSP in
APV scaled to the same amplitude as in TTX alone. Note the similar rise time in APV. Bottom: averaged (DF/F)TPU in the corresponding spine in the presence of
500 nM TTX and upon addition of 25 mM D-APV. Scale bars: 25%, 500 ms.
(B) Left: spine-wise effect of 25 mMD-APV on normalized (DF/F)TPU amplitudes in the presence of 500 nM TTX + 1 mMCTX (left, n = 9, bold: average change 0.20 ±
0.09, P2 < 0.01). Right: the reverse experiment: Spine-wise effect of 500 nM TTX on normalized (DF/F)TPU amplitudes in the presence of 25 mM D-APV (n = 5,
average ± SD 0.65 ± 0.16, p1 < 0.05).
(C) Spine-wise effect of TTX on (DF/F)TPU amplitudes in the presence of 10 mM thapsigargin (left; n = 6, bold: average change ± SD 0.61 ± 0.22, p1 < 0.05) and
10 mM mibefradil (right; n = 6; bold: average change ± SD 0.73 ± 0.17, p1 < 0.025).
(D) Cumulative display of the effect of various compounds on (DF/F)TPU amplitude normalized to control, i.e., to (DF/F)TPU amplitude in the absence of any
compound. For TTX and CTX, compare Figures 2D and 3D. Other average values ± SD: APV 0.33 ± 0.19, n = 7, APV and TTX (and CTX for 9 spines) 0.18 ± 0.13,
n = 15, mibefradil 0.90 ± 0.11, n = 5, thapsigargin 0.81 ± 0.17, n = 6.
(E) The BK channel blocker iberiotoxin (100 nM) does not affect (DF/F)TPU amplitude (n = 6, bold: average change ± SD 0.90 ± 0.10, n.s.).
(F) Left: effect of 5 mM 4-AP on (DF/F)TPU amplitude (n = 12, bold: average change ± SD 1.07 ± 0.17, n.s.). Right: effect of 5 mM 4-AP on uEPSP duration (n = 6,
bold: average change 1.00 ± 0.05, n.s.).due to prolonged NMDAR and voltage-activated Ca2+ channel
opening and in an increase in duration of the somatic uEPSP.
We tested the role A-type Kv4 channels play using 5 mM 4-
aminopyridine (4-AP; Schoppa and Westbrook, 1999; Wang
et al., 2014).While a few spines (4 out of 12) showed a substantial
increase in (DF/F)TPU by more than 15% relative to control, this
increase was not significant across all spines (Figure 4F). With
respect to uEPSPs, we observed no significant changes in
amplitude (2.3 ± 2.6 mV control versus 2.0 ± 2.0 mV 4-AP,
n = 8), rise time (2.8 ± 0.8 ms control versus 3.2 ± 1.2 ms 4-AP,
n = 7), or duration (46 ± 15ms control versus 46 ± 14ms 4-AP, n =
6; Figure 4F). 4-AP also did not modulate the effect of subse-
quent wash-in of TTX on (DF/F)TPU amplitudes (p2 < 0.02, n =
7, average change 0.57 ± 0.19; p2 = 0.48 versus effect of TTX
alone, data not shown). While we cannot rule out that A-type
Kv4 channels might limit postsynaptic Ca2+ entry in a subset of
spines, they seem unlikely to play a major role in local reciprocal
spine activation or the time course of the somatic EPSPs.
We also investigated a possible role of BK channels as these
channels were found to mediate GC somatic inhibitory currents
following extrasynaptic NMDAR activation (Isaacson and Mur-
phy, 2001), and NMDAR-mediated Ca2+ entry substantially
contributes to (DF/F)syn/TPU (Egger et al., 2005; see also above
and Figures 4A–4C). Wash-in of iberiotoxin (IbTx, 100 nM, e.g.,Wang et al., 2014) did not significantly change (DF/F)TPU (Fig-
ure 4E) or modify uEPSP shapes, since there were no consistent
changes in amplitude (1.8 ± 1.4 mV control versus 1.7 ± 1.1 mV
IbTx), rise time (3.0 ± 0.6 ms control versus 3.2 ± 1.2 ms IbTx), or
normalized integral (59 ± 30 ms control versus 59 ± 33 ms IbTx,
all n = 4). Thus, BK channels are unlikely to be present on recip-
rocal spines and are probably restricted to perisomatic compart-
ments (Knaus et al., 1996; Isaacson and Murphy, 2001).
As mentioned above, we found that the EPSP duration in-
creases in TTX and that this effect is strongly correlated to the
effect of TTX on (DF/F)TPU (Figures 2J and 2K). These observa-
tions suggest that a voltage-dependent conductance activated
by Nav-mediated depolarization in the spine contributes to
slow repolarization, which would match the properties of KDR
channels.
Simulation of Vm(t) and [Ca
2+](t) within GC Spines
We turned to a minimalist compartmental model in NEURON
(Hines and Carnevale, 1997) to show how the interaction of Kv
and Nav currents and possibly filtering by the spine neck resis-
tance could explain the initially puzzling experimental observa-
tions in Figures 2F–2K. (1) The normalized EPSP integral (or
EPSP duration) increased in TTX, rather than decreasing; in





Figure 5. Simulation of Spine Head Depolarization and Ca2+ Transient
(A) Schematic representation. The granule cell model features a soma and a dendrite of length 200 mm, along which 50 spines are spaced equally. The spine at a
distance of 80 mm receives a pulse of 1 mM glutamate for 1 ms, which causes electrical and diffusive currents. The electrical and diffusive couplings between the
spine head and the dendrite are represented by two independent parameters, the spine neck resistance Rneck and the area ratio a (see Supplemental Experi-
mental Procedures). Three types of molecules diffuse both longitudinally and radially within the spine head and the main dendrite: free Ca2+, the fluorescent dye
OGB-1, and the bound CaOGB; the binding and unbinding of Ca2+ is simulated within each compartment.
(B) Simulated membrane potential Vm(t) in the spine head in control conditions and with Nav blockade (‘‘TTX’’). Scale bars: 20 mV, 10 ms.
(C) Simulated Vm(t) at the soma, as above. Scale bars: 0.5 mV, 10 ms.
(D) Simulated CaOGB transient in the spine head and the corresponding dendritic segment in control conditions and ‘‘in TTX.’’ Scale bars: 10%, 500 ms.
(E) Nav, AMPAR, and KDR current contributions to the postsynaptic event. Left: control conditions. Right: the same experiment with Nav blocked. Scale bars:
20 pA, 5 ms.
(F) NMDAR and HVACC current contributions to the postsynaptic event. Left: control conditions. Right: the same experiment with Nav blocked. Scale bars:
0.5 pA, 5 ms.
See also Figure S3; the parameter set of the simulations shown in (B)–(F) is listed in Table S4.somatic EPSP duration was. (2) While the rise of the EPSP was
decelerated in TTX, the EPSP amplitude barely changed.
The model simulated both the membrane potential Vm(t)
and Ca2+ dynamics, as shown in Figure 5A, with Nav, AMPAR,
HVACC, NMDAR, and KDR conductances in the spine head as
free parameters (see Supplemental Experimental Procedures).
The coupling between spine and dendrite was summarized by
an electrical resistance and a diffusive coupling term for Ca2+,
the last two free parameters of the model.
A high resistance in the spine neck acts as a voltage divider,
so that Nav activation produces a local Na
+ spike that is
restricted to the spine head (Figure 5B). Under TTX, this action
potential is blocked and the stimulus-induced depolarization
is less but decays more gradually. In the absence of TTX, spike596 Neuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc.repolarization by the KDR conductance causes the voltage time
course in the spine to undershoot the voltage time course with
TTX (Figure 5B). The Na+ spike causes the somatic EPSP rise
time to become faster, but the subsequent voltage undershoot
in the spine means that the somatic EPSP also decays faster
(Figure 5C). Indeed, the somatic EPSP under TTX can be larger
than without TTX. Ca2+ entry into the spine is reduced in TTX;
very little Ca2+ reaches the dendrite (Figure 5D). KDR currents
are only substantially activated when a local Na+ spike occurs
(Figure 5E).
We performed a wide-ranging parameter scan to find param-
eter combinations that would match the experimental results
(Figure S3). This analysis yielded predictions for the lower limits
on Rneck, AMPAR, and Nav conductances, such that local Na
+
Figure 6. Summary of the Activation Sequence in Spines Containing Navs
Activated channels are indicated by yellow edges, depolarizing currents by red arrows and Ca2+ entry by green arrows. (1) Schematic spine with conductances
essential for postsynaptic signaling (see legend on the right). (2) Upon binding of glutamate, first AMPARs get activated, leading to depolarization of the spine. (3)
AMPAR-mediated depolarization of the spine activates Navs, which in turn drive additional depolarization. (4) In the strongly depolarized spine HVACCs open,
thus substantially increasing the spine calcium level and possibly promoting release of GABA. The delayed opening of NMDARs via AMPAR-mediated depo-
larization also contributes to the postsynaptic rise in Ca2+.spikes can still occur. In particular, Rneck must be larger than 1
GU. Even though several experimental findings were not built
into the model, such as the decoupling of somatic uEPSP ampli-
tude and spineDCa2+ (Figure 1E) or the dissociation between so-
matic uEPSP amplitude and rise timewith respect to the effect of
Nav blockade (Figures 2F–2I), the model was able to replicate
these findings.
DISCUSSION
Our study provides evidence that Navs can contribute to post-
synaptic Ca2+ entry via HVACC activation as summarized in Fig-
ure 6, with the entire cascade localized in a single spine. The
initial depolarization within this activation sequence is provided
by Ca2+-impermeable AMPARs, since simultaneous blockade
of NMDARs and VACCs was shown to almost entirely block
Ca2+ entry, and NMDAR-mediated synaptic currents in GCs
reach their maximumwell past the peak of the AMPAR-mediated
component (Isaacson and Strowbridge, 1998; Schoppa et al.,
1998; Egger et al., 2005; this study). The pharmacological
blockade of the Nav-mediated Ca
2+ entry by u-conotoxin (Fig-
ure 3), as well as the increase in the rise time of (DF/F)TPU (Fig-
ure S2A) in TTX, strongly indicate that most of the Ca2+ enters
through HVACCs. Similar to classical axonal release of GABA,
GC spine HVACCs are likely to contribute to the release of
GABA onto themitral cell (Isaacson, 2001), further substantiating
the view of the reciprocal synapse as an independent microcir-
cuit (Shepherd et al., 2007).
Activated Navs Are Localized in the Spine
The observed effects do not originate from other neurons, as
transmitters were uncaged locally and as both extra- and intra-
cellular Nav blockade led to the same results. The strong corre-
lation of the TTX-induced uEPSP rise time increase with the
purely local change in (DF/F)TPU and the independence of any
of the observed TTX-mediated effects on the spine’s location
relative to the soma (e.g., Figure S2C), including the differential
action of TTX on neighboring spines, strongly indicate that the
underlying mechanism is localized in the spines, not in the den-
drites. Thus, we conclude that the amplification of Ca2+ entry is
most likely a direct effect of Nav activation within the spine head.The Nav-mediated effects do show a broad variability across
spines (Figures 2D, 2F, 2H, 2J, and S2A). This observation could
result from a variance in the number of Navs across spines, be
they adjacent or not. Different subtypes of GCs with respect to
the level of Nav channel expression or GCs in different matura-
tional stages (Carleton et al., 2003) are a less likely source of vari-
ability because TTX differentially affected nearby spines on the
same cell (Figure S2D)—if some GCs would express consider-
ably less Navs per se, then all their spines should show only mi-
nor TTX effects. Alternatively, the threshold for Nav activation
could not or barely have been met in some spines in our sample.
Interestingly, in experiments with amplitudes sufficiently large
for analysis of individual DF/F responses Nav blockade resulted
in an increase of the coefficient of variation. This finding requires
further elucidation but it seems possible to conclude that spine
spikes are all-or-none events that warrant fairly uniform DVm in
the spine head. A similar proposal with respect to spine function
has been made for the location dependence of EPSPs (Gulledge
et al., 2012).
Passive GC Dendrites during Local Spine Inputs
The local Nav-based amplification mechanism reported here is
different from the perisomatic dendritic boosting of distal EPSPs
known from CA1 and cortical pyramidal neurons, which is typi-
cally promoted by depolarized Vm (reviewed in Spruston et al.,
2007). The latter mechanism is generally unlikely to occur in
GCs because of their characteristically low resting potential of
–80 to –70 mV (Egger et al., 2003) and small unitary EPSPs
whose size is not correlated to the distance relative to the
soma (2 mV at soma, Table S1, Figure S1). Thus, dendrite-
based mechanisms are unlikely to exert any major influence on
unitary signals from GC synapses. Coincident inputs, on the
other hand, are known to activate dendritic conductances in
GCs such as low-threshold VACCs (Pinato and Midtgaard,
2005; Egger et al., 2005).
Role of Kv Channels
A-type K+ channels are known to play important roles in GC
signaling, such as governing the latency of GC global Na+ spikes
(Schoppa andWestbrook, 1999). However, we could not find ev-
idence for a prominent role of A-type channels at the level ofNeuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc. 597
individual reciprocal synapse activation. This observation is in
line with ultrastructural data (Kollo et al., 2008), where Kv4.2
and Kv4.3 channels in GCs were found to be localized in the so-
matic membrane and not observed in the dendrites or reciprocal
spines. Nevertheless, other A-type channels might be present in
GC spines and dendrites, since Schoppa and Westbrook
observed a dendritic expression of IA. Therefore, A-type chan-
nels are more likely to be involved in broader activation of GCs
when large EPSPs or global Na+ spikes could activate IA in den-
drites and/or at the soma.
Local repolarization in spines is thus most probably due to de-
layed-rectifier currents IDR, which have also been detected in GC
dendrites (Schoppa and Westbrook, 1999). Here we have found
indirect evidence for a slowly repolarizing conductance that is
Nav activated, which is supported by the mathematical spine
model (Figures 2J, 2K, and 5E). While current-clamp mode and
the high excitability of bulbar slices have prohibited a general
block of KDR conductances with the current broad-band phar-
macological tools in our preparation, more subtle pharmacolog-
ical tools and more detailed analysis of KDR expression in GC
dendrites could certainly help, in the future, to reveal the molec-
ular identity of the involved KDR family members. For now, there
are several candidatemembers of both the Kv1 andKv2 subfam-
ilies that were found to be expressed in GCs and/or the external
plexiform layer (Hwang et al., 1993; Veh et al., 1995). The active
properties of GC spines reported here seem to suggest the
involvement of a KDR subtype that would otherwise be found in
axons.
NMDA Receptor Activation versus Nav Activation
NMDAR-mediated signaling at the reciprocal spine was found
to occur mostly independently of Nav activation. Obviously,
AMPAR-mediated depolarization in the presence of TTX is
already sufficient to lift the Mg2+ block. Thus, passive amplifica-
tion via the spine input resistance that is dominated by Rneck
can assist in activating NMDARs, confirming similar observa-
tions in CA1 pyramidal neuron spines (Grunditz et al., 2008).
The only noticeable difference between TPU-evoked and syn-
aptic signals in our experiments was a slightly, but significantly
larger contribution of NMDARs to (DF/F)TPU versus (DF/F)syn
(p1 < 0.05, APV blockade of (DF/F)syn to 0.51 ± 0.17 of control,
n = 9, Egger et al., 2005, versus 0.37 ± 0.17 in the data above).
In some cases of large reciprocal spine heads the uncaging
beam may have been positioned suboptimally with respect to
the postsynaptic density, causing the activation of a larger frac-
tion of extrasynaptic NMDARs. However, since we observed
no significant interaction between NMDAR activation and Nav
activation on postsynaptic DCa2+, a potential overestimate of
NMDAR currents results, at most, in an underestimate of the
relative contribution of Nav effects.
While NMDARs can contribute to GABA release from GC
spines (Isaacson and Strowbridge, 1998; Chen et al., 2000), it
is also known that AMPAR-mediated depolarization is sufficient
to mediate GABA release via HVACCs (Isaacson, 2001). Thus,
the Nav-mediated pathway is capable of causing release from
GCs. In summary, our findings on the functional presence of
Nav, HVACC, and KDR in GC reciprocal spines confirm the idea
of these spines as functionally equivalent to ‘‘miniature axonal598 Neuron 85, 590–601, February 4, 2015 ª2015 Elsevier Inc.branches’’ (Price and Powell, 1970), not only on the ultrastruc-
tural but also the molecular and biophysical level. Thus, the
output from GC reciprocal spines is also likely to occur in a
similar manner as output from classical boutons.
Spine Morphology and Filtering
While Araya et al. (2007) have observed a systematic decrease of
neocortical pyramidal cell spine uEPSP amplitudes recorded at
the soma to a fraction of 0.7 of control after wash-in of TTX, in
our case Nav channel blockade had little effect on uEPSP ampli-
tudes but rather delayed their rise times (Figure 2F). We also
observed a dissociation between the effects of Nav blockade on
uEPSP amplitude versus uEPSP rise time with respect to the cor-
relation to the reduction of (DF/F)TPU—only TTX’s effect on (DF/
F)TPU was strongly and negatively correlated to the rise time of
the somatic uEPSP. Our data and simulations show that the local
spine Ca2+ signals themselves and the uEPSP amplitudes re-
corded at the soma are decoupled (cf. also Figure 1E), potentially
allowing for the multiplexing of modes of information transfer be-
tween GC spines. Spine DCa2+ and electrical signals at the soma
are similarly uncorrelated in recordings and simulations of
CA1 pyramidal neuron spines (Sobczyk et al., 2005; Bloodgood
and Sabatini, 2007; Grunditz et al., 2008) and thus the observed
uncoupling might reflect a more general principle of neuronal
design.
The spine neck resistance Rneck and themain dendrite filter the
Na+ spine spike before it reaches the soma. Spine neck length
seems not to be a good indicator of Rneck as we observe no cor-
relation between the estimated spine neck length versus somatic
uEPSP size or (DF/F)TPU in the spine. These observations differ
from observations in L5 pyramidal cells (Araya et al., 2006,
2014) but are in line with a recent STED study in hippocampal
pyramidal cells (Takasaki and Sabatini, 2014). Another similar
STED study has closely investigated possible links between
spine morphology and compartmentalization and proposed a
linear relation between Rneck and diffusive coupling (Tønnesen
et al., 2014). In our simulations therewere no a priori assumptions
on the relation between Rneck and diffusive coupling. In the
case of GC spines, diffusive coupling might depend on the pres-
ence or absence of a mitochondrium (Woolf et al., 1991), which
might be uncorrelated with neck length. Further ultrastructural
investigations will be required to unravel these apparent
discrepancies.
Function of Local Nav Activation in Sensory Processing
Our data suggest that Nav-enhanced synaptic depolarization of
GC reciprocal spines serves to provide temporally precise feed-
back inhibition tomitral cells via acceleratedCa2+entry. Such fast
recurrent feedback could play several important and possibly
interrelated roles in olfactory processing. First, fast feedback
can govern mitral cell spiking latency on the sub-millisecond
timescale, which might be crucial for discriminating between
similar odors (Schaefer andMargrie, 2012). Second, dendroden-
dritic interactions betweenmitral cells and granule cells drive fast
oscillations in the gamma range (Nusser et al., 2001; Neville and
Haberly, 2003; Lepousez and Lledo, 2013). Third, the observed
reduction in somatic/dendritic EPSP rise time due to spine
Nav activation will also serve to accelerate Na
+ or Ca2+ spike
generation at somatic or dendritic spike initiation sites and thus is
likely to speed up lateral inhibition of other mitral cells.
Indeed, a recent publication by Fukunaga et al. (2014) pro-
vides impressive evidence for a role of GCs in fast olfactory pro-
cessing by optogenetic silencing of GCs in vivo. The observed
average hyperpolarization of the GC somatic Vm by >20 mV
during silencing is likely to spread to the dendrite because of
the electrotonic compactness of GCs (Egger et al., 2003) and
thus could reduce both the Nav/HVACC- and NMDAR-mediated
local Ca2+ entry into reciprocal spines we have reported here.
The authors confirm their earlier hypothesis that GC signaling
controls the precise latency of mitral cell responses during
odor perception and further elucidate the major role of GCs in
driving fast gamma oscillations. In this context, it is tempting to
speculate that Nav density might be upregulated in adult-born
GCs compared to early-born GCs, as adult-born GCs have a
stronger impact on gamma oscillations and facilitate learning
of difficult tasks (Alonso et al., 2012).
Interestingly, a similar speed-up of synaptic transmission oc-
curs between rod bipolar and retinal AII amacrine cells—another
type of axonless sensory inhibitory neuron—and this is also
mediated by postsynaptic Nav activation (Nelson, 1982; Tian
et al., 2010). Thus, Nav-mediated dendritic mechanisms may
serve to endow the apparently simple circuitry of early sensory
input modules—such as the olfactory bulb and the retina—with
extra modes of computation that assist in fine-tuning the primary
representation of the sensory stimulus.EXPERIMENTAL PROCEDURES
Animal Handling, Slice Preparation, and Electrophysiology
Olfactory bulb brain slices (thickness 300 mm) were prepared of juvenile rats of
either sex (postnatal days 11–17, Wistar), in accordance with the rules laid
down by the EC Council Directive (86/89/ECC) and German animal welfare
legislation. Slices were incubated in a water bath at 33C for 30 min and
then kept at room temperature (22C) until recordings were performed. Olfac-
tory bulb granule cells were visualized by gradient contrast and recorded in
whole-cell current-clamp mode. Patch pipettes (pipette resistance 6–8 MU)
were filled with an intracellular solution containing the following substances:
130 mM K-methylsulfate, 10 mM HEPES, 4 mM MgCl2, 2.5 mM Na2ATP,
0.4 mM NaGTP, 10 mM Na-phosphocreatine, 2 mM ascorbate, 0.1 mM
OGB-1 (Ca2+ indicator, Invitrogen), at pH 7.3. The extracellular ACSF was
bubbled with carbogen and contained: 125 mM NaCl, 26 mM NaHCO3,
1.25 mM NaH2PO4, 20 mM glucose, 2.5 mM KCl, 1 mM MgCl2, and 2 mM
CaCl2. The following pharmacological agents were bath applied in some ex-
periments: muscimol (10 mM, Tocris Bioscience), u-conotoxin MVIIC (CTX,
1 mM, Alomone), TTX (500 nM, Alomone), D-APV (25 mM, Tocris), mibefradil
(10 mM, Tocris), iberiotoxin (100 nM, Tocris), 4-AP (5 mM, Tocris), and thapsi-
gargin (10 mM, Tocris). To ensure store depletion, we analyzed data in the
presence of thapsigargin no earlier than after a period of >5 min of repeated
stimulation of the spine. QX-314 was added to the intracellular solution in
the experiments that excluded effects of TTX outside of GCs (10 mM, Santa
Cruz Biotechnology). Electrophysiological recordings were made with an
EPC-10 amplifier and Patchmaster v2.60 software (both HEKA Elektronik).
Experiments were performed at room temperature (22C), except for the set
of control experiments at near-physiological temperature (32C–34C; tem-
perature control via TC-324B, Warner Instruments). GCs were held near their
resting potential of below –70mV (Egger et al., 2003); if GCs required >25 pA of
holding current, they were rejected.
In pharmacological experiments, we waited for at least five, respectively,
10 min after wash-in of the drugs TTX, mibefradil, APV, 4-AP resp. CTX,
iberiotoxin, and thapsigargin.Combined Two-Photon Imaging and Uncaging
Imaging and uncaging were performed on a Femto-2D-uncage microscope
(Femtonics). Two tunable, Verdi-pumped Ti:Sa lasers (Chameleon Ultra I
and II, respectively, Coherent) were used in parallel, set to 840 nm for excita-
tion of OGB-1 and to 730–750 nm for uncaging, depending on the compound.
The two laser lines were directly coupled into the pathway of the microscope
with a polarization cube (PBS102, Thorlabs) and two motorized mirrors.
As caged compounds, we used either MNI-caged glutamate trifluoroacetate
(MNI, Femtonics) or DNI-caged glutamate (DNI), respectively. MNI was used
in 2.5 mM concentration and DNI in 0.6 mM in a closed perfusion circuit with
a total volume of 12 ml. Caged compounds were washed in for at least
10 min before starting measurements. The uncaging laser was switched using
an electro-optical modulator (Pockels cell model 350-80, Conoptics). The un-
caging pulse duration was 0.5–1 ms. The spine of interest was moved to the
center of the scanning field and the uncaging pulse power was adjusted to
the depth of the measured spine, corresponding to a laser power of approxi-
mately 15 mW at the uncaging site (Sobczyk et al., 2005). We roughly cali-
brated the attenuation of the uncaging laser beam within the tissue by imaging
fluorescent spheres below thin olfactory bulb slices (50–200 mm thick) with the
transfluorescence PMT detector (Chaigneau et al., 2011). The uncaging beam
was positioned at0.5 mm distance from the outer circumference of the spine
head image. Structures of interest were imaged in free line-scanning mode
(mostly a single spine and its adjacent dendrite) with a temporal resolution of
1 ms. Line scanning was interleaved with short uncaging intervals during
which the focal spot was jumped to the preselected location within 50 ms.
The scan position was checked and readjusted if necessary before each mea-
surement to account for drift. The microscope was equipped with a 603Nikon
Fluor water-immersion objective (NA 1.0; Nikon Instruments). Green fluores-
cence was collected both in the epi- and transfluorescence mode. The micro-
scope was controlled by MES v4.5.613 software (Femtonics).
Uncaging Stability
Experiments with MNI versus DNI application yielded similar results with
respect to (DF/F)TPU and uEPSP amplitudes and kinetics and thus were pooled
(Table S2). In a few GCs, intermittent bouts of depolarizations could be
observed in the recorded cells upon wash-in of the caged compounds. These
bouts are likely due to the caged compounds’ inherent interferences with
GABAA receptor activation and/or dissociated free glutamate and occurred
both in MNI and DNI. If those activity bouts compromised data acquisition,
e.g., by raising the resting fluorescence F0, 10 mM muscimol was added to
the bath solution before recording of control data. For example, there were 2
out of 33 spines recorded in thepresence ofmuscimol in theTTXpharmacology
dataset and 7 out of 24 spines in the CTX pharmacology dataset. We tested for
possible changes in two ways: (1) via comparing uncaging data from the same
spine before and after wash-in of muscimol, with no major changes observed
(n=4expts, TableS3) and (2) via comparing thedatawith andwithoutmuscimol
from the CTX set; again, no significant differences in (DF/F)TPU amplitude and
rise time and uEPSP amplitude and rise time were detected.
Data Analysis and Statistics, Estimate of Spine Neck Length,
and Simulations
See Supplemental Experimental Procedures.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
three figures, and four tables and can be found with this article online at
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