Introduction
Furstenberg, in his book connecting dynamics to Ramsey theory, defined the concept of a central subset of positive integers [5, Definition 8.3] and proved several important properties of central sets using notions from topological dynamics. One such property is that whenever a central set is finitely partitioned, at least one cell of the partition contains a central set [5, Theorem 8.8] . The dynamical definition of a central set also extends naturally to an arbitrary semigroup; the fact that the algebraic and dynamical definitions are equivalent was proved by H. Shi and H. Yang in [14] . Besides this introduction I will usually not emphasize the dynamical point-of-view.
Using the algebraic structure of βS, the Stone-Čech compactification of a discrete semigroup S, and a more sophisticated recursive construction De, Hindman, and Strauss proved the (currently) strongest version of the central sets theorem in [3] . (The central sets theorem is what we shall call the main combinatorial property central sets satisfy.) We first state the central sets theorem for commutative semigroups: the statement of the noncommutative ver-sion is more complicated and forms the main focus of this paper.
In the statement of the commutative central sets theorem, and in the remainder of this paper, we let P f (X) denote the collection of all nonempty finite subsets of a (typically nonempty) set X, and we let A B denote the collection of all functions with domain A and codomain B.
Theorem 1.3 (Commutative central sets theorem)
. Let (S, +) be a commutative semigroup and let A ⊆ S be central. For typographical convenience we let T = N S. Then there exist functions α :
that satisfy the following two statements:
(1) If F and G are both in
(2) Whenever m is a positive integer, G 1 , G 2 , . . . , G m is a finite sequence in P f (T ) with G 1 G 2 · · · G m and for every i ∈ {1, 2, . . . , m} we have
Proof. To better explain this difference in formulation let's first consider a special case of Theorem 1.3.
Corollary 1.4. Let (S, +) be a commutative semigroup and A ⊆ S central. Then for every F ∈ N S there exist a ∈ S and H ∈ P f (N) such that for every f ∈ F we have a + t∈H f (t) ∈ A.
Proof. Pick functions α and H as guaranteed by Theorem 1.3. Let F ∈ N S, put m = 1, and observe from conclusion (2) of Theorem 1.3 we have that for every
To perform the appropriate splitting of the "a" in Corollary 1.4 (or "α(G i )" 
Remark 1.7. To understand this last expression it may be helpful to consider a small representative example. For instance, suppose m = 3, H(1) = {2, 5}, H(2) = {10}, and H(3) = {21, 22, 50}, then
Note that when the underlying semigroup is commutative, by appropriate of positive integers such that for every f ∈ F we have
In Section 2, we will name those sets that satisfy the conlusion of Proposition 1.8 and prove some important combinatorial and algebraic properties of these sets; in Section 3, we state and prove our new and simpler formulation of the noncommutative central sets theorem; and, in the final Section 4, we prove that our formulation of the central sets theorem, while simpler, is equivalent to [3, Corollary 3.10] .
I'll end this introduction by presenting a brief review of the algebraic structure of the Stone-Čech compactification of a discrete semigroup, with references to proofs of these facts.
Given a discrete nonempty space S we take the points of βS to be the collection of all ultrafilters on S. We identify points of S with the principal ultrafil- 
(b) Put T (S) = N S, and if the semigroup is clear from context we will instead write T for T (S).
(c) For all positive integers m, every a ∈ S m+1 , every t ∈ J m , and for all f ∈ T , put
if and only if for every F ∈ P f (T ) there exist m ∈ N, a ∈ S m+1 , and t ∈ J m such that for every f ∈ F we have
Remark 2.2. I must point out that J sets are not named after the author! The term J sets is derived from an earlier term of "J Y set" introduced in [10, Defi-
We start with an easy observation showing that we have some control in dictating the position of the starting t 1 term in x(m, a, t, f ). (We won't use this observation in this section but it will immediately be used in Section 3 for Theorem 3.2.) Lemma 2.3. Let (S, ·) be a semigroup, A ⊆ S a J set, and let N be a positive integer. For every F ∈ P f (T ) there exist m ∈ N, a ∈ S m+1 , and t ∈ J m with
and u ∈ J m such that for every f ∈ F we have x(m, a, u, g f ) ∈ A. Define t ∈ J m by
Our next task, which is more substantial, is to show that J sets are partition regular, that is, whenever a J set is finitely partitioned at least one cell in the partition will be a J set. We start with this result since, although our proof is Observe that to prove that J sets are partition regular it suffices to prove the following theorem.
Theorem 2.5. Let (S, ·) be a semigroup and let A and B both be subsets of S. If A ∪ B is a J set, then either A is a J set or B is a J set.
Proof. If A is a J set, then we are obviously done. So, we may assume that A is not a J set. Under this additional assumption we show, via the Hales-Jewett theorem and (somewhat tedious) rewriting, that B is a J set.
Let F ∈ P f (T ). Since A is not a J set we may pick G ∈ P f (T ) such that for every m ∈ N, every a ∈ S m+1 , and every t ∈ J m there exists g ∈ G such that 
Since, by hypothesis, A ∪ B is a J set and g w w ∈ {1, 2, . . . , k} N ∈ P f (T ) we may pick p ∈ N, b ∈ S p+1 , and s ∈ J p such that for every w ∈ {1, 2, . . . , k} N we have
Now define the function c : {1, 2, . . . , k} N → {1, 2} by We now claim that there exist m ∈ N, a ∈ S m+1 , and t ∈ J m such that for
If this claim is true, then by our assumption that A is not a J set and by our choice of N via the Hales-Jewett theorem it follows that, in particular,
Hence B is a J set, under the additional assumption of our claim.
Therefore we now spend the rest of our proof showing this claim. To this end we need a bit more notation and an additional assumption on our semigroup. Let r be the number of occurrences of the variable letter in w( ). For each i ∈ {1, 2, . . . , r} let v i denote the position of the ith occurrence of the vari-able letter in w( ). Define
for each j ∈ {2, 3, . . . , r} define
(Hence the Λ j 's group the adjacent non-variable letters in w( ).) Since we shall be performing modulo arithmetic (with modulus r) on the index of the v i 's and Λ j 's we also put v 0 = v r and Λ 0 = Λ r . We also assume that our semigroup S has a two-sided identity 1; if our semigroup doesn't have an identity, we can just append an identity to our old semigroup. We do this because in what follows we may consider empty products, and we shall interpret an empty product as multiplication by 1. With this notational setup done we can now give m ∈ N, a ∈ S m+1 , and t ∈ J m that works to prove our claim.
and i ≡ 1 (mod r), and
and we define t ∈ J m for every i ∈ {1, 2, . . . , m} by t i = N ·s i/r +v i mod r , observing
). This proves our claim and so completes the proof of this theorem.
(To see how this complicated formula was derived it may be helpful to con- 
and t 1 = 6 · s 1 + 1; t 2 = 6 · s 1 + 4; t 3 = 6 · s 1 + 5; t 4 = 6 · s 2 + 1; t 5 = 6 · s 2 + 4; and Proof. In particular, S is a J set and so by Corollary 2.7 we have S ∩ J(S) ∅.
To see that J(S) is closed let p J(S) and pick
A ∈ p such that A is not a J set. By definition of J(S) we have A ∩ J(S) = ∅. Since A is a (basic) open neighborhood of p, it
follows that J(S) is topologicaly closed in βS.
Now let p ∈ J(S) and q ∈ βS. To see that J(S) is an ideal, we show that
, and put B = {x ∈ S | x −1 A ∈ q}. Now A ∈ p · q if and only if B ∈ p and hence B is a J set.
Pick m ∈ N, b ∈ S m+1 , and t ∈ J m as guaranteed for B with respect to the collection F. By definition of B for every f ∈ F we have x(m, b, t, f ) −1 A ∈ q and
Therefore for each f ∈ F we have x(m, a, t, f ) ∈ A. Hence A is a J set and we have
, and put
Therefore for each f ∈ F we have x(m, a, t, f ) ∈ A. Hence A is a J set and we have q · p ∈ J(S).

Corollary 2.9. Let (S, ·) be a semigroup. Then K(βS) ⊆ J(S).
Proof. By Theorem 2.8 J(S) is an ideal and the smallest ideal K(βS) is contained in every ideal of βS.
I'll end this section by showing that we can provide a "purely" algebraic proof of Corollary 2.9 by exploiting the relationship between piecewise syndetic sets and the smallest ideal [11, Theorems 4.39 and 4.40].
Definition 2.10. Let (S, ·) be a semigroup and A ⊆ S. We call A a piecewise syndetic set if and only if there exists G ∈ P f (S) such that for all F ∈ P f (S) there exists x ∈ S with Fx ⊆ t∈G t −1 A.
Theorem 2.11. Let (S, ·) be a semigroup and A ⊆ S. If A is piecewise syndetic, then A is a J set.
Proof. To help us prove this theorem we shall use three facts about compact topological semigroups: 
(Fact 3) Given a family of discrete semigroups S i i∈I , if we give Y = i∈I βS i the product topology and coordinatewise multiplication, then Y is a compact Hausdorff right-topological semigroup and for every x ∈ i∈I S i we For now, we will temporarily assume that property (4) is true and prove our theorem under the additional assumption of (4). (We will prove property (4) in the penultimate paragraph of this proof.) Since A is piecwise syndetic, by then (a, a, . . . , a) ∈ U ∩ E N for every positive integer N . Hence p ∈ E. and so p ∈ K(Y ) ∩ E. Again, by (Fact 2) we conclude that K(E) = K(Y ) ∩ E. Since = x(m, a, t, f 1 ), x(m, a, t, f 2 ), . . . , x(m, a, t, f k ) . In this case, put M = t m ; otherwise put M = N .
(Fact 1) we can pick p ∈ A ∩ K(βS). Put p = (p, p, . . . , p) and observe, by (Fact 3), that p ∈ K(Y ). Now, our immediate aim is to show that p ∈ E. (So that E ∩ K(Y ) ∅ and we can apply (Fact 2) to conclude K(E)
= K(Y ) ∩ E.) Let U be a neighborhood of p and pick B 1 , B 2 , . . . , B k ∈ p such that k t=1 B t ⊆ U . Pick a ∈ k t=1 B t ,
K(E) is the smallest ideal in E and by property (4) we have p ∈ K(E)
Since r → x · r is continuous, by (Fact 3), we can pick W a neighborhood of q such that xW ⊆ U . If q ∈ I, then pick y ∈ I M ∩ W ; otherwise pick y ∈ E M ∩ W . Then x y ∈ E N ∩ U , and if p ∈ I or q ∈ I, then x y ∈ I N ∩ U . Hence it follows that E is a subsemigroup of Y and I is an ideal of E. This completes the proof of this theorem. Katznelson ideas in [6] .
Therefore by Theorem 2.11 and (Fact 1) it follows that K(βS) ⊆ J(S); which
gives another proof of Corollary 2.9. We need Corollary 2.9 since we shall be performing a recursive construction on central sets (recall Definition 1.1) using the fact that a central set is a J set.
Simpler Central Sets Theorem
With these preliminaries out of the way for J sets we now focus on deriving the new and simpler central sets theorem. m is a positive integer, G 1 , G 2 , . . . , G m ∈ P f (T ) with G 1 G 2 · · · G m , and for each i ∈ {1, 2, . . . , m} we have
Our goal in this section is to prove the central sets theorem.
Central Sets Theorem. Every central set in a semigroup is a C set.
We now modify the sufficiency proof of [3, Theorem 3.8 ] to show that a every member of an idempotent in a J(S) is a C set.
Proof. Since A ∈ p and p is an idempotent we have, by [11, Lemma 4.14] , that x −1 A ∈ p for all x ∈ A where A = {x ∈ A| x −1 A ∈ p}. We will recursively define our functions m, α, and τ by the size of F ∈ P f (T ) such that for F ∈ P f (T ), the following hypotheses are satisfied:
Let F ∈ P f (T ). First, assume that |F| = 1, that is F = {f } for some sequence
Now assume that |F| > 1 and for all ∅ G F we have defined m(G), α(G),
and τ(G) so that hypotheses (1) and (2) hold. Put
Observe that since F is finite, M is also finite. By hypothesis (2) we have that
Hence hypotheses (1) and (2) are satisfied and this completes the proof for this theorem. I'll finish this section by showing that, in fact C sets can always be found as a member of an idempotent in J(S). To do this we shall need one more powerful algebraic lemma, which we won't prove in this paper.
Lemma 3.4. Let F be a set, (D, ≤) a directed set, and let (S, ·) be a semigroup. Let T i i∈D be a decreasing family of subsets of S such that for each i ∈ D and x ∈ T i , there exists j ∈ D with xT j ⊆ T i . Put Q = i∈D c βS (T i ). Then Q is a compact subsemigroup of βS. Let E i i∈D and I i i∈D be decreasing families of nonempty subsets of f ∈F S with the following properties: 
Proof. This is proved in [11, Lemma 14.9] .
We now modify the necessity proof of [3, Theorem 3.8 ] to show that a C set can always be found as a member of an idempotent in J(S).
Theorem 3.5. Let (S, ·) be a semigroup and let A ⊆ S. If A is a C set, then there exists an idempotent p ∈ J(S) with A ∈ p.
guaranteed by the definition of a C set. For each F ∈ P f (T ) define
Observe that for each F ∈ P f (T ), we have T (F) is a nonempty subset of A, and the collection {T (F) | F ∈ P f (T )} has the finite intersection property since
is a closed nonempty subset of βS.
We show that Q is in fact a subsemigroup of βS. To see that Q is a subsemigroup it suffices, by [11, Theorem 4.20] , to show that for all F ∈ P f (T ) and for
and y ∈ T (F). Pick n ∈ N, for every i ∈ {1, 2, . . . , n} pick F i ∈ P f (T ) with F F 1
For each i ∈ {1, 2, . . . , n + m} define
and define the sequence
Hence Q is a subsemigroup of βS.
We now claim that K(Q) ⊆ A ∩ J(S).
If this claim is true, then we are done since any idempotent in K(Q) will establish the theorem. Now let p ∈ K(Q) and B ∈ p. Using Lemma 3.4 we shall show that B is a J-set. Let F ∈ P f (T ) and put
only if there is some n ∈ N \ {1} such that
(1) there exist disjoint nonempty sets C 1 and C 2 with {1, 2, . .
there exists a strictly increasing sequence G i n i=1 in P f (T ) with G G 1 , and
We claim that E(G) G∈D 
Since f ∈F c βS (B) is a neighborhood of p we can pick w ∈ I(F) ∩ f ∈F c βS (B).
, and σ ∈ i∈C 1 G i as guaranteed by the definition of I(F). Put r = |C 2 | and enumerate C 2 as a strictly increasing sequence h 1 ,
Define c ∈ S u+1 as follows:
For each positive integer j with 1 < j < m(G h 1 ) put c(j) = α(G h 2 )(j), and for each positive integer j with 1
For each s ∈ {1, 2, . . . , u −1} and every positive integer j with
Then for every f ∈ F, x(u, c, t, f ) ∈ B, and so B is a J-set.
We now prove our claim that the families E(G) G∈D 
By definition of E(G) G∈D and I(G) G∈D it is immediate that statements
(a) and (e) are satisfied.
We now show statement (b) which states that for every G ∈ D and each
, and σ ∈ i∈C 1 G i as guaranteed by the definition of I(G).. We show that wE(G n ) ⊆ I(G). Let z ∈ E(G n ). First assume that z = b for some b ∈ T (G n ). Pick m ∈ N, for each i ∈ {1, 2, . . . , m} pick
. . , n + m} and for each i ∈ {1, 2, . . . , n + m} put
, and ρ we have that w · z ∈ I(G).
, and ρ as guaranteed by the definition of I(G n ). Put E 1 = C 1 ∪ {n + i : i ∈ D 1 } and put
, and µ we have that w · z ∈ I(G). We now verify statement (c) which states that for all G ∈ D and every w ∈
E(G) \ I(G), there exists H ∈ D such that wE(H) ⊆ E(G) and wI(H)
Then similar to what we have done above, we have that wE(G n ) ⊆ E(G) and wI(G n ) ⊆ I(G). To help us prove this equivalence we use the following "rewriting" lemma.
Lemma 4.1. Let (S, ·) be a semigroup, let n be a positive integer, let c ∈ S n+1 , let H ∈ I n , and F ∈ P f (T ). Fix b ∈ S and for each f ∈ F define g f ∈ T by g f (t) = f (t) · b for every t ∈ N. Then there exists m ∈ N, a ∈ S n+1 , and t ∈ J m such that for all f ∈ F we have x(m, a, t, f ) = Proof. Assume that A is a J set. Then A obviously satisfies statement (b) by putting H i = {t i } for each i ∈ {1, 2, . . . , m}. Now assume A satisfies the statement (b). Let F ∈ P f (T ) and fix b ∈ S. For each f ∈ F define g f ∈ T by g f (t) = f (t) · b. By assumption we can pick n ∈ N, c ∈ S n+1 , and H ∈ I n such that for every f ∈ F we have 
