To the memory of Peter Steiner
We discuss the following problem, which arises in computer animation and robot motion planning: given are N positions or keyframes Σ(t i ) of a moving body Σ ⊂ R 3 at time instances t i . Compute a smooth rigid body motion Σ(t) that interpolates or approximates the given positions Σ(t i ) such that chosen feature points of the moving system run on smooth paths. We present an algorithm that can be considered as a transfer principle from curve design algorithms to motion design. The algorithm relies on known curve design algorithms and on registration techniques from computer vision. We prove that the motion generated in this way is of the same smoothness as the curve design algorithm employed. Motion design is an important and widely studied problem originating in robotics [11, 25, 36] . Today this active research field is concerned with, e.g., camera motion design in computer animation [26] , designing the motion of digital actors [21] , creating realistic human and animal motions via keyframing and motion capture [1] , motion planning in virtual environments [35] , designing molecular motions for folding and docking of proteins [38] , motion design of deformable objects [3] , and many more [24] . In this paper, we are interested in smooth (and fair) motions of one rigid body with interpolation or approximation constraints. We confine ourselves to differentiable one-parameter motions in Euclidean 3-space; for an investigation of the geometric background we refer the reader to [31] . For applications it is important to be able to control the smoothness level of a motion. Forces (and therefore vibrations) depend on second derivatives, and jumps in the velocity would be visible in applications such as camera motion in virtual environments, computer animated objects, or architectural walkthroughs, thereby giving an unesthetic effect.
Related work
Contributions to the solution of our type of motion design problem originated in computer graphics, where Shoemake [37] was among the first to apply the techniques of computer-aided geometric design for visualizing moving objects in computer animation. In computer graphics, the idea of interpolating rotations with quaternions was further developed by, e.g., [2, 12, 32] . Quaternion techniques separate the translational and rotational part of the motion. Then they can employ a curve design algorithm to the translational part in R 3 , but the rotational part has to be designed on S 3 ⊂ R 4 . However, nonlinear extensions of spline constructions in affine spaces to the sphere S 3 are difficult to deal with for optimization purposes. Dual quaternion curves have also been used for the visualization of moving objects [18] . Affine spline motions with minimal distortion have been studied by [17] . A singular value decomposition projection method for interpolation on the group of Euclidean motions SE (3) has been presented by [4] . Part of our work is closely related to this paper, although it has been developed completely independently. Algorithms for motion fairing using the quaternion representation have been pro-posed by [10, 16] , where the latter are using genetic algorithms for the solution. To describe rigid body motions, it is necessary to use rational rather than polynomial representations ( [33] and references therein). However, rational representations are much less suitable for variational design and efficient optimization techniques than polynomial ones. For smooth motions that interpolate or approximate given positions and that make use of NURBS techniques see [19] . For a recent survey on how techniques from computer-aided geometric design are applied to kinematics and computer animation we refer the reader to [20] . The problem of constrained motion design has been investigated by [41] , who discussed gliding spline motions using an active motion approach resulting in nearEuclidean near-contact spline motions, and [14] , who studied the design of rigid body motions constrained by a contacting surface pair.
Contributions
The present paper provides the following new approach to motion design. We show how to transfer any curve design algorithm to motion design. Our algorithm first chooses feature points that give a good representation of the moving body. In the following steps, we work with this cloud of feature points: we apply the same curve design algorithm to the sequences of homologous positions of those feature points. This yields a smooth path for each of these feature points. They do not yet correspond to a rigid body motion; however, for a linear curve design algorithm they determine an affine motion. To turn the distorted motion into a rigid body motion, we use the so-called registration process from computer vision. The new concept has several advantages over previous approaches:
-Translational and rotational parts of the motion are not separated in the design process. -The properties of the used curve design algorithm are transfered (within certain bounds) to the trajectories of the points of the moving body. -It is possible to perform variational motion design in an approximate way, and to deal with motion fairing and motion optimization.
A rigid body motion is a curve in the Euclidean motion group, and the fairness of that curve can be expressed in an intrinsic way with respect to the motion group [27] . However, for the applications we have in mind, not the motion as such but its action on a certain rigid body is employed in fairness criteria. Therefore, our formulation of "fairness" is based on fair trajectories of chosen feature points. Besides curve design algorithms, our motion design method uses registration (with known correspondences, cf. [15] ). This is a special case of results recently obtained by [40] , who has investigated the L 2 -approximation of deformations by Euclidean motions in d-space. Geometrically, the registration of a rigid body motion to an affine motion corresponds to an orthogonal projection of a curve in the 12-D affine space of affine transformations onto a 6-D manifold, which represents the Euclidean motions. Conditions on the uniqueness of this projection and thus the feasibility of our approach follow from [40] . The paper is organized as follows. In Sect. 2, we summarize a technique from computer vision for the registration of two point clouds with known correspondences. In Sect. 3, we present a motion design algorithm that uses curve design algorithms and registration with known correspondences. In Sect. 4, we discuss motion design using variational subdivision algorithms for curves. We conclude the paper in Sect. 5 with an outlook towards future research.
Registration with known correspondences
Consider two finite sequences ("point clouds") X, Y of corresponding points x k and y k for k = 1, . . . , K . The problem of applying to one cloud, say X, a Euclidean motion m that brings each x k as close as possible to y k is well studied. If the meaning of "as close as possible" is to minimize the sum of squared distances
then the solution amounts to an eigenvalue problem [9, 15, 40] , which we summarize below. A Euclidean motion
consists of a rotational part, described by the orthogonal matrix R with det R = 1, and a translational part, described by the vector t. Letx,ȳ be the barycenters of the point clouds X, Y , i.e.,
If we use the barycenter of each point cloud as the origin of a new coordinate system, we get for k = 1, . . . , K the coordinates
In [15] , it has been shown that the rotation R can be computed in the following way. Let M be the symmetric 4 × 4 matrix 
where S xx , . . . , S zz are the nine entries of the matrix
and so forth. Now compute the maximal eigenvalue λ m of M and a corresponding unit eigenvector (a 0 , a 1 , a 2 , a 3 ). Then the 3 × 3 rotation matrix R is given by
The translation t is the difference between the barycenterȳ of the point cloud Y and the rotated barycenter R ·x of the point cloud X, In a more general setting, registration deals with the problem that partial scans of measurement points of an object have to be aligned or a cloud of measurement points of an object has to be matched to a CAD model of that object. A standard approach to the solution of such problems is the iterative closest point (ICP) algorithm, which was introduced by [6, 8] . It employs the previously discussed registration with known correspondences in each iteration step. A recent summary with new results on the acceleration of the ICP algorithm has been given by [34] . An alternative to the closed-form solution of the registration problem has been presented by [28] . This iterative algorithm linearizes the motion using instantaneous kinematics and can be used for industrial inspection or the simultaneous alignment of more than two geometric objects. For related research on registration of geometry and texture during 3D model acquisition in computer graphics, we refer the reader to the recent survey of [5] .
Dependency of registration on the choice of corresponding points
In this section, we discuss the dependency of registration with known correspondences of two point clouds X, Y on the choice of the involved points x 1 , . . . , x K . We assume that there is an affine transformation such that Y = AX + a. Proof. The registration of X to Y is performed by the Euclidean motion m defined in Eq. 2. The translational part t of m only depends on the barycenterx of X. According to Proposition 1, the rotational part R only depends on the inertia tensor J.
By a well-known result from mechanics, we can replace the points x 1 , . . . , x K by the six special points
without changing the barycenter and the inertia tensor of X. Thus λ 1 , λ 2 , λ 3 and e 1 , e 2 , e 3 are the eigenvalues and eigenvectors of J. This implies that, if we have to perform the registration of X to several point clouds Y i (that result from an affine transformation of X), then we only have to compute Eq. 10 once, and then we can use these six special points for all the individual registration computations of X to Y i .
The motion design algorithm
In the following, we give a detailed discussion of the individual steps of the motion design algorithm and prove that the smoothness of the generated motion is the same as the smoothness of the used curve design algorithm. Examples of motion design are presented in Sect. 4. The first step of the algorithm creates a distorted motion, which is an affine motion in the case of a linear curve scheme. The second step of the algorithm computes a Euclidean motion that best fits the distorted motion. The input to the algorithm is N positions Σ i := Σ(t i ) of a moving body Σ ⊂ R 3 at time instances t i . We want to compute a smooth motion Σ(t) that interpolates (or approximates) the given N positions Σ(t i ) such that chosen feature points of the moving system run on smooth paths.
Distorted motion via the curve design algorithm
Our algorithm starts by choosing a number of K > 4 feature points f k , k = 1, . . . , K on the moving body Σ (Fig. 1 ). We compute their locations To each of the K sequences of homologous points we apply the chosen C k curve design algorithm. An interpolating (approximating, resp.) curve design algorithm will later yield an interpolating (approximating, resp.) motion. We get K curves
, which we refer to as feature curves (Fig 2b) . For each t, the K points f
In fact, the distortion is not determined on all points of the moving body, but only on the feature points. However, it will be convenient to speak of a distorted copy Σ (t) of the moving body. By applying the same curve design algorithm to all feature points we obtain a time-dependent family of distorted copies Σ (t) of the body Σ, a so-called distorted motion (Fig. 2c ). Since we want to design a Euclidean motion, in the second step of the algorithm we use registration to find the best fit, in the least-squares sense, of the rigid moving body Σ to Σ (t) (Fig. 2d) .
Remark 3.
If we use a subdivision algorithm, we can apply several steps of the algorithm to create a sufficiently dense set of discrete positions of the moving body. Those might be sufficient for the application in mind, or they can easily be interpolated with standard motion design techniques with no further regard for desired properties of the motion (interpolating, approximating, smoothness, fairness, . . . ). If we use the same linear curve design algorithm for all feature points, then it is not necessary to apply it to all sequences of homologous points. This is so since we obtain affine copies of the moving body as intermediate positions. A proof of this property relies on the linearity of the used curve design algorithm; it says that each inter-
Here we have already used the fact that the j-th homologous position f k j results from an initial position f k by an affine map. After reordering, we ob-
We see that the inserted position results from the initial one by application of an affine map α(t) with matrix B and translational part b. This property allows us to apply the curve design algorithm to only four sequences of noncoplanar homologous points. Using the affine maps, we then compute intermediate positions also for the remaining feature points. This is necessary since the following registration depends on all feature points. If we use a nonlinear curve design algorithm, we no longer get affine copies and thus have to apply the curve design algorithm to all sequences of homologous points. In the subsequent registration step, it does not matter whether or not the curve design algorithm produces affine copies of the original point cloud.
Euclidean motion via registration
So far we have computed a motion (by distortions) of a moving body, which is an affine motion in the case of a linear curve scheme. Now we discuss how to fit a Euclidean motion to this distorted motion. 
is minimized. In this way, we compute the approximation of a distorted motion by a Euclidean motion. Proof. The first step of our algorithm generates for all t a distorted copy Σ (t) of the moving body Σ. We already know that every feature point runs on a C k path. Then, for all t we register the rigid moving body Σ to Σ (t). We have to prove that the registration, described in Sect. 2, is a C k operation. To find the Euclidean motion that performs the registration, we have to compute the eigenvector x m (t) corresponding to the maximal eigenvalue λ m (t) of the matrix M(t) described by Eq. 5. The eigenvalues of M(t) are the zeros of the quartic polynomial det(M(t) − λ(t) · I), with the identity matrix I. Eigenvectors x m (t) corresponding to the maximal positive eigenvalue λ m (t) are found by solving the homogeneous linear system of equations
we find the rotation matrix R(t) in Eq. 7. We have to show that all these operations are C k , from which we can then conclude that we get a C k motion. The symmetric matrix M(t) consists of entries that are polynomial in the coordinates of the points x i and y i . Thus the function M(t) is clearly C k . Similarly, the computation of R from (a 0 , a 1 , a 2 , a 3 ) is polynomial. The maximal eigenvalue of M(t) is smoothly dependent on M(t) if we can solve the equation
locally for λ m . By the implicit function theorem this is possible if
i.e., if λ m is a single zero of the polynomial p(λ) = det(M(t) − λ · I). Next we have to show the following lemma:
Lemma 1. Suppose that A(t) and λ(t) are C k functions. If, for all t in some interval [a, b], λ(t) is a single eigenvalue of the matrix A(t), then there is a C k function x(t), defined in the same interval, that is a unit eigenvector of A(t) to the eigenvalue λ(t).
This result is well known and easy to show. For the convenience of the reader we include a proof.
Proof. (of Lemma 1) Note that differentiability is a local property. We consider t in a neighborhood of some t 0 . The rank of the matrix (A − λ · I) equals n − 1. Thus by removing one row and one column of this matrix we get a (n − 1) × (n − 1)-matrix B with det(B) = 0. Since det(B(t)) is continuous, it does not vanish in a neighborhood of t 0 . Hence for all t 0 there is a neighborhood where the same submatrix B is regular. Now we use this matrix B to solve the linear system of equations (A− λ · I)x = 0. Without loss of generality, let B consist of the first n − 1 rows and the first n − 1 columns of (A− λ · I) =: (c ij ). We first solve for (x 1 , . . . , x n ) with x n = 1, which means that we have to solve
Hence the solution vector is found to be
This computation did not use the n-th equation of the linear system, but that one is automatically fulfilled since we know that (A − λ · I) has rank n − 1. The cofactor formula for computation of
By normalizing we get a C k unit eigenvector. This was a local construction, and it could happen that the ambiguity in the normalization x → ±x/ x yields locally defined unit vectors x(t) that do not fit together. This is easily remedied by replacing a finite number of locally defined x(t)'s by their opposites −x(t).
This completes the proof that, by using a C k curve design algorithm, our motion design algorithm generates a C k motion.
Smoothness of the resulting motion for linear curve schemes.
By applying the same linear curve design algorithm to all feature points we obtain a time-dependent family of affine copies Σ (t) of the body Σ, a so-called affine motion. This special case allows a nice geometric interpretation and an even simpler derivation of our smoothness result.
To each affine map in 3-space, or equivalently to each affine image of the body Σ, we may associate a point in 12-D affine space A 12 . To get its coordinates, we may simply collect the coordinates of (Fig. 3) . We can measure the distance between two affine maps by means of the sum of squared distances between the images of selected feature points. This is equivalent to the introduction of a Euclidean metric in A 12 (see also [30] ). Thus we have an orthogonality in A 12 . The way in which we compute a rigid body motion Σ(t) from the affine motion Σ (t) via registration corresponds to an orthogonal projection of the curve c to a curve c ⊂ M 6 . Depending on the multiplicity of the eigenvalues of M(t) (and therefore the dimension of the eigenspaces), there are four different footpoints from a point c (t) on the manifold M 6 or infinitely many. In [40] , the following result is shown: consider the matrix A j in the description of the affine map that generates Σ (t) and has c (t) as image point in A 12 ; if this matrix A j has a positive determinant, we can be sure that the conditions of Theorem 1 are fulfilled. Geometrically this means that c (t) is not on the me-dial axis of M 6 and thus possesses a unique closest point c(t) on M 6 .
Remarks on the algorithm
The input data may be subject to measurement errors, which of course depends on the device the data have originally been obtained with. If a CAD model of the moving body is known, then the initial input positions may also be corrected by using registration. If a precise model of the moving body is unknown, the computation of a copy of the moving body via registration of the positions against each other has to be done in a preprocessing step. Note also that the use of feature points may be advantageous for the design of motions where the given positions have been captured by methods of computer vision.
Motion design with variational subdivision
In this section, we give several examples in which the presented algorithm is applied. We base motion design on a variational subdivision scheme for curves that aims at minimizing the change in velocity. This is interesting for applications in computer animation and robotics, where sudden speeding up or slowing down is usually undesirable. Note that the resulting motions are only approximations to the actual energy minimizing motions. First we review a known interpolatory variational subdivision for curves and extend these schemes to approximating ones, where one can control the interpolation or approximation of each input point by a parameter. Then we use these curve design algorithms for the design of interpolating or approximating rigid body motions, which we illustrate through several examples. Finally, we note how to achieve shape modifications such as tension effects and the use of local subdivision schemes.
Interpolatory variational subdivision for curves
Interpolatory variational subdivision has been introduced by [22] and involves the minimization of some quadratic energy functional to control the fairness of the curves that are constructed. Kobbelt and Schröder [23] have extended variational subdivision from the uniform to the nonuniform parameter setting and discussed it in a multiresolution framework. The subdivision scheme requires a sequence of points ( f i ) as input data. In the first step, these points are connected to a piecewise linear curve. Then, by minimizing a quadratic fairness functional, we iteratively insert new points, which results in a smooth limit curve. Let each point f i of our polygon correspond to a parameter value t i . In our application, the t i 's will most likely be given since they are related to the timing of the motion. In case we have to estimate t i , we may take it from a centripetal parametrization, i.e.,
To obtain an estimate of the jump in velocity at a certain time instance, the subdivision scheme we are using is based on the following numerical differentiation rule: given are three values v 0 , v 1 , v 2 . Then the coefficients c 0 , c 1 , c 2 ∈ R of the quadratic interpolating polynomial P 2 (t) = c 0 + c 1 t + c 2 t 2 such that P 2 (t i ) = v i (i = 0, 1, 2) can be computed easily. The second derivative P 2 (t) = 2c 2 is constant and can be used as a numerical estimate for the change in velocity at t 1 . The coefficient c 2 is found to be a linear combination of v 0 , v 1 , v 2 ,
, (19) where ∆ i = t i+1 − t i . If we rearrange these terms, we see that c 2 describes the second divided difference for a nonuniform parametrization. For a uniform parametrization with ∆ i = 1, c 2 corresponds to the second forward difference
By minimizing the function c 2 2 → min (21) we find the variational subdivision scheme in the uniform and nonuniform parameter settings presented in [22, 23] . Let us derive explicit formulae for the uniform setting (the nonuniform case is completely analogous).
In each iteration step, we insert new points q i between the given points f i from the previous iteration step (Fig. 4a) . In the uniform parameter setting for a b
Fig. 4. Uniform a interpolatory and b approximating variational subdivision
open polygons, the position of the new points q i is found by minimizing the objective function
F is quadratic in the unknowns q i ∈ R d . The minimization of F can be computed by letting the partial derivatives of F with respect to the unknowns q i be equal to zero, which leads to a tridiagonal linear system of equations:
42
The matrices A and B are of size (N − 1) × (N − 1) and (N − 1) × N, respectively. Nonbold q i and f i denote one coordinate of q i and f i . In the uniform parameter setting for closed polygons, the position of the new points q i is found by minimizing the objective function
where we identify f N+1 ≡ f 1 and q N+1 ≡ q 1 . Minimizing Eq. 24 leads to solving the following linear system of N equations:
The presented refinement scheme for open and closed curves is global, i.e., every new point depends on all points of the polygon to be refined. Interpolation is guaranteed since the old points belong to the newly calculated finer version. Kobbelt [22] has shown that these schemes generate at least C nonuniform parameter setting also leads to the solution of a linear system of equations.
Approximating variational subdivision for curves
The previously discussed variational subdivision scheme is an interpolating one. The given points f i remain unchanged. However, we can pick some or all of these points and allow a change as well. For those points that may be changed, we add a term
2 to the functional Eq. 22 to be minimized. It may be seen as placing a spring between the given point f i and the new location f n i (Fig. 4b) . The influence of the spring is governed by the real number λ i > 0. The functional to be minimized is again quadratic, namely, a discretization of the functional used for smoothing splines (see, e.g., [39] ). If all f i are allowed to change their position corresponding to a parameter λ i > 0, then the functional to be minimized is given by
The minimization of Eq. 25 leads to a linear system of equations A a x = b, where we collect the unknowns in a 2N − 1 vector x = (q 1 , . . . , q N 
a has a band structure, is sparse, and can be described as a block matrix; b is a 2N − 1 vector:
Nonbold f i denotes one coordinate of the vector f i . The block matrices A and B in Eq. 26 are the (N − 1) × (N − 1) and (N − 1) × N matrices of Eq. 23, and the N × N block matrix L is given by
In the remainder of this section, we denote the N 0 points of the input polygon by f Note that, if a spring is weak, i.e., if we let λ i → 0, then this point is "neglected" and only the remaining points are taken into consideration for the shape of the final curve. Thus if we let λ i → 0 for all i, then the limit curve will just be a straight line approximating the input points (Fig. 5a) . are approximated by the refined polygon. If we let λ i → ∞ for all i, then we get an interpolating curve in the limit (Fig. 5d) . In that case, we recommend using the original interpolatory variational subdivision scheme. Figure 6 illustrates an example where we show the first to fourth subdivision steps of the approximating variational subdivision algorithm for curve design applied to eight input points. The input points f 
Remark 4.
It is straightforward to extend this approximating scheme to closed polygons and to the nonuniform case. All presented algorithms can be employed to input points in R d .
Interpolatory and approximating design of rigid body motions
In this section, we employ in several examples the curve design algorithms of Sects. 
(t).
At every time instance t, the four pointsf 1 (t), . . . , If we want to minimize the change in velocity of our motion, we apply the variational subdivision scheme in the nonuniform parameter setting. The parametrization we use is a centripetal parametrization (Eq. 18) derived with the help of the image points s i in A 12 . Figure 8 presents a nonuniform C 2 rigid body motion of the Utah teapot interpolating five input positions. Figure 9a shows a Euclidean body motion of a rigid body computed with interpolatory variational subdivision in the uniform and nonuniform parameter settings. The acceleration of these two motions has been estimated by the arithmetic mean of the squared acceleration of the feature curves used in the computation. In Fig. 9b , we compare the acceleration of the two motions and see that the acceleration varies less in the nonuniform parameter setting. Using the approximating variational subdivision algorithm for curves introduced in Sect. 4.2, we construct motions that interpolate or approximate the given input positions according to the choice of the parameters λ i . Figure 10 shows four different choices of the smoothing parameters λ i to the same six input positions Σ i of a robot gripper arm. If an Remark 5. The present approach at first constructs feature paths with a variational scheme and then corrects the resulting affine distortions of the moving body to get a rigid body motion. In our geomet-ric model in A 12 , we can say that we are computing via variational subdivision a curve in A 12 that interpolates the given points s i on M 6 . The variational method yields a curve c in A 12 and not in M 6 . Projecting that curve c onto M 6 results in a curve c that is usually not far from c . It is not the minimizer of the chosen functional under the constraint that the curve lies on M 6 . In [29] , an active contour model capable of handling the variational design of c on M 6 was outlined. A closely related subdivision method that simultaneously inserts new positions so that the change of velocity at the feature points is minimized has been presented by [13] .
Numerical results and discussion
All numerical results have been obtained with a prototypic Matlab 6.5 implementation on a 1.8-GHZ PC with 1 GB RAM running under the Windows 2000 operating system. We performed seven subdivision steps of the motion design algorithm described in Sect Table 1 To generate a computer animation of the moving body, five resp. four subdivision steps are sufficient since these already allow us to generate 32 resp. 16 frames per second. All employed curve design algorithms lead to the solution of a linear system of equations. Since in the nonuniform interpolatory and the uniform approximating curve case the coefficient matrix of the linear system is slightly more complicated (but is still sparse and has a band structure), the computation takes slightly longer than in the uniform interpolatory case. Nevertheless, even with our prototypic Matlab implementation our algorithm for uniform or nonuniform, interpolating or approximating motion design is fast enough for interactive design of a rigid body motion.
Local and global shape modifications of the designed motion
The present approach is well suited for modifications of the designed motion since in the last several decades a large variety of shape modification techniques for curves have been developed in CAGD. Too much space would be required to discuss the possibilities in detail. For example, if we would like to increase tension, then we may use splines in tension or any other curve design scheme with tension parameters. The definition of tension for motion based on a set of feature paths is appropriate for our purposes. Another example is motion fairing by employing a curve fairing algorithm. We would like to add another remark. In this paper we mainly discussed a subdivision strategy based on the insertion of new positions (see Fig. 11 for an illustration of the first to sixth subdivision steps of uniform interpolatory variational motion design applied to the rigid body shown in Fig. 1 ). One can combine the presented global variational algorithms with local subdivision schemes [42] . This allows the following strategy. Perform a few iterations with the global variational subdivision algorithm and then switch to a local subdivision scheme in the following steps; this will yield a good result.
Conclusions and future research
We have presented a transfer principle from curve design algorithms to motion design and proved that the motion thus generated is of the same smoothness as the employed curve design algorithm. Using several examples, we have demonstrated the effectiveness of our algorithm for the design of a rigid body motion that interpolates or approximates given input positions. The implementation of the algorithm is straightforward. Since it is a transfer principle from curve design algorithms to motion design, it can be applied to the wide variety of curve design algorithms that have been developed in recent decades to generate a wide variety of rigid body motions in a computationally efficient way. It would be an interesting topic for future research to extend the presented method to the animation of articulated bodies (kinematic chains of rigid bodies linked by certain joints). One idea is to add constraints associated with joints; another method is to animate multiple rigid bodies and coordinate their relative motions. Another direction of our current research is the extension of the present algorithm to the design of smooth rigid body motions in the presence of obstacles. We will also investigate splines on manifolds in more detail. An outline of the idea has recently been given in [29] , but much more work still remains to be done. Our approach is a so-called active contour model [7] and relies on the squared distance function to the manifold M 6 in A 12 . The singular set of this function has been investigated by [40] . We need more work on local quadratic approximants of the squared distance function of M 6 and on the differential geometry of M 6 in A 12 since this governs the active contour models we are dealing with.
