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Figure 1: Processing pipeline of our method: A: Compute the Manifold Harmonic Basis (MHB) of the input triangulated mesh. B: Transform
the geometry into frequency space by computing the Manifold Harmonic Transform (MHT). C: Apply the frequency space filter on the
transformed geometry. D: Transform back into geometric space by computing the inverse MHT.
Abstract
We present a new method to convert the geometry of a mesh into
frequency space. The eigenfunctions of the Laplace-Beltrami op-
erator are used to define Fourier-like function basis and transform.
Since this generalizes the classical Spherical Harmonics to arbitrary
manifolds, the basis functions will be called Manifold Harmonics.
It is well known that the eigenvectors of the discrete Laplacian de-
fine such a function basis. However, important theoretical and prac-
tical problems hinder us from using this idea directly. From the
theoretical point of view, the combinatorial graph Laplacian does
not take the geometry into account. The discrete Laplacian (cotan
weights) does not have this limitation, but its eigenvectors are not
orthogonal. From the practical point of view, computing even just a
few eigenvectors is currently impossible for meshes with more than
a few thousand vertices.
In this paper, we address both issues. On the theoretical side, we
show how the FEM (Finite Element Modeling) formulation defines
a function basis which is both geometry-aware and orthogonal. On
the practical side, we propose a band-by-band spectrum computa-
tion algorithm and an out-of-core implementation that can compute
thousands of eigenvectors for meshes with up to a million vertices.
Finally, we demonstrate some applications of our method to interac-
tive convolution geometry filtering and interactive shading design.
CR Categories: Computational Geometry and Object Modeling
I.3.5 [Computer Graphics]: Computational Geometry and Object
Modeling—Hierarchy and geometric transformations
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Introduction
3D scanning technology easily produces computer representations
from real objects. However, the acquired geometry often presents
some noise that needs to be filtered out. More generally, it may
be suitable to enhance some details while removing other ones, de-
pending on their sizes, i.e. depending on the corresponding spatial
frequencies. In his seminal paper, Taubin [1995] showed that the
formalism of signal processing can be successfully applied to ge-
ometry processing. His approach is based on the similarity between
the eigenvectors of the graph Laplacian and the basis functions used
in the discrete Fourier transform. This Fourier function basis en-
ables a given signal to be decomposed into a sum of sine waves
of increasing frequencies. This analogy was used by Taubin as a
theoretical tool to design and analyse an approximation of a low-
pass filter. Several variants of this approach were then suggested,
as discussed below.
In this paper, instead of using Fourier analysis as a theoretical tool
to analyse approximations of filters, our idea is to fully generalize
it to surfaces of arbitrary topology, and use it to achieve interactive
general convolution filtering. Our processing pipeline is outlined in
Figure 1:
⋄ A: given a triangulated mesh with n vertices, compute a func-
tion basis Hk,k = 1 . . .m that we call the Manifold Harmonics
Basis (MHB). The kth element of the MHB is a piecewise linear
function given by its values Hki at vertices i of the surface;
⋄ B: once the MHB is computed, transform the geometry into fre-
quency space by computing the Manifold Harmonic Transform
(MHT) of the geometry, that is to say three vectors of coefficients
[x̃1, x̃2, . . . x̃m], [ỹ1, ỹ2, . . . ỹm], and [z̃1, z̃2, . . . z̃m].
⋄ C: apply a frequency space filter F(ω) by multiplying each
(x̃k, ỹk, z̃k) by F(ωk), where ωk denotes the frequency associated
with Hk;
⋄ D: finally, transform the object back into geometric space by ap-
plying the inverse MHT.
Note that this pipeline is similar to signal processing with the dis-
crete cosine transform or with spherical harmonics. The main
difference is that in our case, the MHB function basis, specially
adapted to the surface, is not known in closed form. Therefore it
requires additional computations to be constructed (step A). How-
ever, note that the MHB is directly attached to the input mesh, thus
no resampling is needed. Once the MHB is known, the subsequent
stages of the pipeline can be very efficiently computed. This al-
lows the solution to be interactively updated when the F(ω) filter
is modified by the user.
Contributions
⋄ based on Finite Element Modeling, we give the complete deriva-
tion of a discrete Laplace-Beltrami operator which is both
geometry-aware and orthogonal, and that generalizes the clas-
sical cotan weights;
⋄ to compute the eigenfunctions, we propose a numerical solu-
tion mechanism that overcomes the current limits (thousands ver-
tices) by several orders of magnitude (up to a million vertices).
This makes spectral analysis directly usable in practice, besides
its common use as a theoretical tool;
⋄ our method can interactively filter functions defined over meshes.
We demonstrate it applied to geometry and shading.
Previous Work
Approximated low-pass filters Spectral analysis was first used
as a theoretical tool to characterize the classical approximations of
low-pass filters [Taubin 1995]. The stability of Taubin’s method
was later improved by using an implicit formulation in [Desbrun
et al. 1999], that replaces the uniform discrete Laplacian with a
more elaborate one, similar to Pinkall and Polthier’s discrete Lapla-
cian [1993] (cotan weights). More recently, an extension was pro-
posed in [Kim and Rossignac 2005], that can compute a wider class
of filters (e.g. band-exaggeration), by combining the explicit and
implicit schemes to reach the different frequency bands involved in
the filter. Our method can use an arbitrary user-defined filter, and
offers in addition the possibility of interactively changing the filter
(at the expense of storing the MHB).
Energy minimization Spectral analysis can also be used to
characterize the approaches based on an energy minimization
(e.g. [Mallet 1992]). These methods are called discrete fair-
ing in [Kobbelt 1997; Kobbelt et al. 1998], in reference to their
continuous-setting counterparts [Bloor and Wilson 1990]. Re-
cently, a method was proposed [Nealen et al. 2006] to optimize
both inner fairness (triangle shapes) and outer fairness (surface
smoothness), by using a combination of the combinatorial Lapla-
cian and the discrete Laplace-Beltrami operator. Both variations of
the Laplace operators are discussed below.
Geometry Filtering This is the most natural application of spec-
tral analysis to geometry processing. To implement this idea, sev-
eral methods consist in putting the input surface in one-to-one cor-
respondence with a simpler domain [Zhou et al. 2004], or to par-
tition it into a set of simpler domains [Lee et al. 1998; Pauly and
Gross 2001] on which it is easier to define a frequency space. Note
that these methods generally need to resample the geometry, with
the exception of Mousa et al. [2006] who directly compute the
Spherical Harmonic Transform of a star-shaped mesh. It is also
possible to extract the frequencies from a progressive mesh [Lee
et al. 1998] and avoid resampling the geometry by using irregular
subdivision [Guskov et al. 1999]. Our method directly computes the
frequency-space for a surface of arbitrary topology, without need-
ing any resampling nor segmentation.
Figure 2: Comparison of the iso-contours of the fourth eigenfunc-
tion on an irregularly sampled sphere. Left: combinatorial Lapla-
cian. Right: geometry-aware discrete Laplacian (cotan weights).
Combinatorial graph Laplacians It is well known that the
eigenvectors of the combinatorial graph Laplacian define a Fourier-
like function basis. Karni et al. [2000] proposed to use this idea
for geometry compression. Since the eigenvectors of the combina-
torial Laplacian are orthogonal, it is easy to project the geometry
on them. To overcome the high computational cost associated with
the eigenvectors computation, they partition the mesh into smaller
charts and apply the method to each chart. Zhang [2004] stud-
ies several variants of the combinatorial graph Laplacian and their
properties for spectral geometry processing and JPEG-like mesh
compression. However, as pointed-out in [Meyer et al. 2003], the
analogy between the graph Laplacian and the discrete cosine trans-
form supposes a uniform sampling of the mesh. As a consequence,
to make the eigenfunctions independent of the quality of the mesh-
ing, it is better to replace the combinatorial graph Laplacian with
the discrete Laplacian operator.
Discrete Laplacian operator The combinatorial graph Lapla-
cian solely depends on the connections between the vertices. As
a consequence, two different embeddings of the same graph yield
the same eigenfunctions (it does not take the geometry into ac-
count), and two different meshings of the same object yield differ-
ent eigenfunctions (it is not independent of the mesh). Figure 2-Left
shows the problem on an irregularly sampled sphere. The discrete
Laplacian operator, i.e. the celebrated cotan weights [Pinkall and
Polthier 1993; Meyer et al. 2003] does not suffer from this lim-
itation (Figure 2-Right). It was recently used [Dong et al. 2006]
to compute an eigenfunction and use it to steer a quad-remeshing
process. In our setting, to separate the different frequencies of the
shape we need to compute multiple eigenfunctions. In this con-
text, the discrete Laplacian operator seemingly loses an important
property of its continuous counterparts: since its coefficients are
non-symmetric1, the eigenvectors are no longer orthogonal. This
makes the transform in frequency space difficult to compute (dense
matrix invert instead of projection). A solution is to “symmetrize”
the matrix [Levy 2006] at the expense of partially losing mesh inde-
pendence. More general theoretical foundations are used by Reuter
et al. [2005], who use FEM (Finite Element Modeling) to compute
the spectrum (i.e. the eigenvalues), and use it as a signature for
shape classification. Other works [Kim and Rossignac 2005; Kim
and Rossignac 2006] also mention the possibility of using FEM. In
this paper, we present a complete, standalone and simpler derivation
of the FEM formulation for the eigenfunctions. We show how this
generalizes the cotan weights in a way that preserves the two prop-
erties required by our spectral analysis (mesh independence and or-
thogonality).
1The denominator of coefficient ai, j is the area of vertex i’s neighbor-
hood, which may differ from the area of vertex j’s neighborhood
The rest of the paper is organized as follows. We will first recall
some notions on the Fourier Analysis and show how the Laplace
operator and its eigenfunctions allow to generalize it to a spectral
analysis on manifold (Section 1). A Manifold Harmonics Basis
(MHB) will be built through a Finite Elements Discretization, and
its relations with the classical discrete Laplacian will be explained
in (Section 2). Equipped with this new tool, it is then simple to
define the Manifold Harmonics Transform (MHT) that transforms
from geometric space into frequency space, and the inverse MHT
(Section 3). We will then explain how to compute the MHB effi-
ciently in practice, and implement scalable spectral geometry pro-
cessing (Section 4). We conclude by presenting some applications
and results.
Before entering the heart of the matter, we introduce the Laplace
operator, its generalizations, and its links with spectral analysis.
1 Spectral Analysis on Manifolds
Manifold harmonics (also called shape harmonics) are defined as
the eigenfunctions of the Laplace operator. This section starts by
defining the Laplace operator and gives some intuition on its mean-
ing and importance. We first recall the more familiar Fourier analy-
sis, and then show how the eigenfunctions of the Laplace-Beltrami
operator generalize this setting to arbitrary manifolds. Then, sec-
tion 2 will explain how to compute them.
1.1 Fourier Analysis
As in Taubin’s article [1995], we start by studying the case of a
closed curve, but staying in the continuous setting. Given a square-
integrable periodic function f : x ∈ [0,1] 7→ f (x), or a function f
defined on a closed curve parameterized by normalized arclength,
it is well known that f can be expanded into an infinite series of
sines and cosines of increasing frequencies:
f (x) =
∞
∑
k=0
f̃kH
k(x) ;



H0 = 1
H2k+1 = cos(2kπx)
H2k+2 = sin(2kπx)
(1)
where the coefficients f̃k of the decomposition are given by:
f̃k =< f ,H
k >=
∫ 1
0
f (x)Hk(x)dx (2)
and where < ., . > denotes the inner product (i.e. the “dot product”
for functions defined on [0,1]). See [Arvo 1995] or [Levy 2006]
for an introduction to functional analysis. The ”Circle harmonics”
basis Hk is orthonormal with respect to < ., . >: < Hk,Hk >= 1,
< Hk,H l >= 0 if k 6= l.
The set of coefficients f̃k (Equation 2) is called the Fourier Trans-
form (FT) of the function f . Given the coefficients f̃k, the function
f can be reconstructed by applying the inverse Fourier Transform
FT−1 (Equation 1). Our goal is now to generalize these notions to
arbitrary manifolds. To do so, we can consider the functions Hk
of the Fourier basis as the eigenfunctions of −∂ 2/∂x2: the eigen-
functions H2k+1 (resp. H2k+2) are associated with the eigenvalues
(2kπ)2:
−∂
2H2k+1(x)
∂x2
= (2kπ)2 cos(2kπx) = (2kπ)2H2k+1(x)
This construction can be extended to arbitrary manifolds by consid-
ering the generalization of the second derivative to arbitrary mani-
folds, i.e. the Laplace operator and its variants, introduced below.
1.2 The Laplace operator and its generalizations
The Laplace operator (or Laplacian) plays a fundamental role in
physics and mathematics. In Rn, it is defined as the divergence of
the gradient:
∆ = div grad = ∇.∇ = ∑
i
∂ 2
∂x2i
Intuitively, the Laplacian generalizes the second order derivative to
higher dimensions, and is a characteristic of the irregularity of a
function as ∆ f (P) measures the difference between f (P) and its
average in a small neighborhood of P.
Generalizing the Laplacian to curved surfaces require complex cal-
culations. These calculations can be simplified by a mathematical
tool named exterior calculus (EC) 2. EC is a coordinate free geo-
metric calculus where functions are considered as abstract mathe-
matical objects on which operators act. To use these functions, we
cannot avoid instantiating them in some coordinate frames. How-
ever, most calculations are simplified thanks to higher-level consid-
erations. For instance, the divergence and gradient are known to be
coordinate free operators, but are usually defined through coordi-
nates. EC generalizes the gradient by d and divergence by δ , which
are built independently of any coordinate frame (see Appendix A).
Using EC, the definition of the Laplacian can be generalized to
functions defined over a manifold S with metric g, and is then
called the Laplace-Beltrami operator:
∆ = div grad = δd = ∑
i
1
√
|g|
∂
∂xi
√
|g| ∂
∂xi
where |g| denotes the determinant of g. The additional term
√
|g|
can be interpreted as a local ”scale” factor since the local area ele-
ment dA on S is given by dA =
√
|g|dx1∧dx2.
Finally, for the sake of completeness, we can mention that the
Laplacian can be extended to k-forms and is then called the
Laplace-de Rham operator defined by ∆ = δd + dδ . Note that for
functions (i.e. 0-forms), the second term dδ vanishes and the first
term δd corresponds to the previous definition.
We will now define the eigenfunctions of the Laplacian, and ex-
plain how they allow to generalize important concepts to arbitrary
manifolds and triangulated meshes.
1.3 Laplacian Eigenfunctions
The eigenfunctions and eigenvalues of the Laplacian on a (mani-
fold) surface S , are all the pairs (Hk,λk) that satisfy:
−∆Hk = λkHk (3)
The “−” sign is here required for the eigenvalues to be positive. On
a closed curve, the eigenfunctions of the Laplace operator define the
function basis (sines and cosines) of Fourier analysis, as recalled in
Section 1.1. On a square, they correspond to the function basis
of the DCT (Discrete Cosine Transform), used for instance by the
JPEG image format. Finally, the eigenfunctions of the Laplace-
Beltrami operator on a sphere define the Spherical Harmonics basis.
2To our knowledge, besides Hodge duality used to compute minimal
surfaces [Pinkall and Polthier 1993], one of the first uses of EC in geome-
try processing [Gu and Yau 2002] applied some of the fundamental notions
involved in the proof of Poincaré’s conjecture to global conformal param-
eterization. More recently, a Siggraph course was given by Schroeder et
al. [2005], making these notions usable by a wider community.
Figure 3: Some functions of the Manifold Harmonic Basis (MHB) on the Gargoyle dataset
In these three simple cases, two reasons make the eigenfunctions a
function basis suitable for spectral analysis of manifolds:
1. Because the Laplacian is symmetric (< ∆ f ,g >=< f ,∆g >),
its eigenfunctions are orthogonal, so it is extremely simple to
project a function onto this basis, i.e. to apply a Fourier-like
transform to the function.
2. For physicists, the eigenproblem (Equation 3) is called the
Helmoltz equation, and its solutions Hk are stationary waves.
This means that the Hk are functions of constant wavelength
(or spatial frequency) ωk =
√
λk.
Hence, using the eigenfunctions of the Laplacian to construct a
function basis on a manifold is a natural way to extend the usual
spectral analysis to this manifold. In our case, the manifold is a
mesh, so we need to port this construction to the discrete setting.
The first idea that may come to the mind is to apply spectral analy-
sis to a discrete Laplacian matrix (e.g. the cotan weights). However,
the discrete Laplacian is not a symmetric matrix (the denominator
of the ai, j coefficient is the area of vertex i
′s neighborhood, that
does not necessarily correspond to the area of vertex j’s neighbor-
hood). Therefore, we lose the symmetry of the Laplacian and the
orthogonality of its eigenvectors. This makes it difficult to project
functions onto the basis. For this reason, we will clarify the rela-
tions between the continuous setting (with functions and operators),
and the discrete one (with vectors and matrices) in the next section.
2 The Manifold Harmonic Basis
To be able to project onto the eigenfunctions, we need to solve our
eigenproblem (Equation 3) numerically in a way that preserves their
orthogonality. Since it is based on the theory of Hilbert spaces,
structured by the inner product < ., . >, Finite Element Modeling
(FEM) gives a solid theoretical foundation that meets this require-
ment. We call Manifold Harmonics Basis (MHB) the solutions of
the FEM formulation. We show how this relates with the classical
discrete Laplacian and how orthogonality can be recovered.
2.1 Finite element formulation
To setup our finite element formulation, we first need to define a
set of basis functions used to express the solutions, and a set of test
functions onto which the eigenproblem (Equation 3) will be pro-
jected. As it is often done in FEM, we choose for both basis and
test functions the same set Φi(i = 1 . . .n). We use the “hat” func-
tions (also called P1), that are piecewise-linear on the triangles, and
that are such that Φi(i) = 1 and Φi( j) = 0 if i 6= j. Geometrically,
Φi corresponds to the barycentric coordinate associated with vertex
i on each triangle containing i. Solving the finite element formula-
tion of Equation 3 relative to the Φi’s means looking for functions
of the form: Hk = ∑ni=1 H
k
i Φ
i which satisfy Equation 3 in projection
on the Φ j’s:
∀ j,<−∆Hk,Φ j >= λk < Hk,Φ j >
or in matrix form:
−Qhk = λBhk (4)
where Qi, j =< ∆Φ
i,Φ j >, Bi, j =< Φ
i,Φ j > and where hk denotes
the vector [Hk1 , . . .H
k
n ]. The matrix Q is called the stiffness matrix,
and B the mass matrix. The detailed derivations are provided in
Appendix B and lead to:
{
Qi, j =
(
cotan(βi, j)+ cotan(β
′
i, j)
)
/2
Qi,i = −∑ j Qi, j
{
Bi, j = (|t|+ |t ′|)/12
Bi,i = (∑t∈St(i) |t|)/6
(5)
where t, t ′ are the two triangles that share the edge (i, j), |t| and |t ′|
denote their areas, βi, j , β
′
i, j denote the two angles opposite to the
edge (i, j) in t and t ′, and St(i) denotes the set of triangles incident
to i (see also Figure 12 in the Appendix).
To simplify the computations, a common practice of FEM consists
in replacing this equation with an approximation:
−Qhk = λDhk
(
or −D−1Qhk = λhk
)
(6)
where the mass matrix B is replaced with a diagonal matrix D called
the lumped mass matrix, and defined by:
Di,i = ∑
j
Bi, j = ( ∑
t∈St(i)
|t|)/3. (7)
Note that D is non-degenerate (as long as mesh triangles have non-
zero areas). FEM researchers [Prathap 1999] explain that besides
simplifying the computations this approximation fortuitously im-
proves the accuracy of the result, due to a cancellation of errors, as
pointed out in [Dyer 2006]. The practical solution mechanism to
solve Equation 6 will be explained further in Section 4, and Figure
3 shows some of its solutions on the Gargoyle dataset.
Remark: The matrix D−1Q in (Equation 6) exactly corresponds
to the usual discrete Laplacian (cotan weights). Hence, in addi-
tion to direct derivation of triangle energies [Pinkall and Polthier
1993] or averaged differential values [Meyer et al. 2003], the dis-
crete Laplacian can be derived from a lumped-mass FEM formu-
lation. As will be seen in the next section, the FEM formulation
and associated inner product will help us understand why the or-
thogonality of the eigenvectors seems to be lost (since D−1Q is not
symmetric), and how to retrieve it.
Figure 4: Reconstructions obtained with an increasing number of MH functions.
2.2 Orthogonality of the MHB
The Manifold Harmonic Transform is based on a projection onto
the MHB, for which we need the basis to be orthonormal. Thus we
need to clarify how the orthogonality of the continuous Laplacian
∆ is preserved by the discretization. In fact, we just have to make
the distinction between the (discrete) vector dot product g⊤h and
the (continuous) function inner product < G,H >:
< G,H >=<
n
∑
i=1
GiΦ
i,
n
∑
j=1
H jΦ
j >
=
n
∑
i=1
n
∑
j=1
GiH j < Φ
i,Φ j >=
n
∑
i=1
n
∑
j=1
GiH jBi, j = g
⊤Bh
The vector dot product and function inner product coincide only if
B = Id, that is if the basis of test functions (Φi) is orthonormal.
This is not true in our case (the “hat functions” are not orthogonal),
therefore we need to use the inner product g⊤Bh.
With the lumped-mass approximation, the inner product is given
by g⊤Dh, and two eigenvectors g and h associated with different
eigenvalues satisfy g⊤Dh = 0. In addition to D−orthogonality, it
is easy to ensure that the MHB is orthonormal, by dividing each
vector hk by its D-relative norm ‖hk‖D = (hk⊤Dhk)1/2.
To summarize, solving for the eigenfunctions of the Laplacian
using the Finite Element Approximation and the lumped-mass
approximation reduces to the matricial eigenproblem (Equation
6). The practical solution mechanism for this eigenproblem is
provided in Section 4 and yields a series of eigenpairs (hk =
[Hk1 ,H
k
2 , . . .H
k
n ],λk) called the Manifold Harmonics Basis (MHB).
The MHB along with the adequate inner product will now allow
us to define a Manifold Harmonic Transform (MHT) and inverse
MHT.
3 The Manifold Harmonic Transform
Now that we have computed the MHB by solving equation 6, and
that we have understood the difference between dot and inner prod-
ucts, we can give the expressions of the MHT (from geometric
space to frequency space) and inverse MHT (from frequency space
to geometric space). We will also explain how they can be used to
implement geometric filtering.
3.1 Computing the MHT
The geometry x (resp. y,z) of the triangulated surface S can be seen
as a piecewise linear function defined as a linear combination of the
basis functions Φi: x = ∑ni=1 xiΦ
i where xi denotes the x coordinate
at vertex i.
Computing the MHT of the function x means converting x from the
“hat functions” (Φi) basis (geometric space) into the MHB (Hk)
(frequency space). Since the MHB is orthonormal, this can be done
by projecting x onto the MHB through the inner product. The MHT
of x is a vector [x̃1, x̃2, . . . x̃m], given by:
x̃k =< x,H
k >= x⊤Dhk =
n
∑
i=1
xiDi,iH
k
i (8)
where x denotes the vector x1,x2, . . .xn.
3.2 Computing the inverse MHT
The inverse MHT, that maps from frequency space into geometric
space, is given by the expression of x in the MHB (Hk). The recon-
structed coordinate x at a vertex i is then given by :
xi =
m
∑
k=1
x̃kH
k
i (9)
Figure 4 shows the geometry reconstructed from the MHT of a sur-
face using a different number m of MHT coefficients. As Figure 4
shows, the first Hk functions capture the general shape of the func-
tions without any shrinking effect and the next ones correspond to
the details. Geometric filtering can then be implemented by modi-
fying the inverse MHT.
3.3 Filtering
Once the geometry is converted in the MHB, each component
(x̃k, ỹk, z̃k) of the MHT correspond to an individual spatial fre-
quency ωk. In the case of a closed curve (Section 1.1), we have
−∂ 2 sin(ωx)/∂x2 = ω2 sin(ωx), therefore the relation between the
spatial frequency ωk and the associated eigenvalue λk is ωk =
√
λk.
This still holds for the eigenfunctions of the Laplace operator on a
surface (Section 1.3).
A frequency-space filter is a function F(ω) that gives the amplifi-
cation to apply to each spatial frequency ω . Since all frequencies
are separated by the MHT, applying a filter F(ω) to the geometry
becomes a simple product in frequency space, such that the filtered
coordinate xFi (resp y
F
i , z
F
i ) of vertex i is given by:
xFi =
m
∑
k=1
F(ωk)x̃kH
k
i =
m
∑
k=1
F(
√
λk)x̃kH
k
i
Figure 5: Low-pass, enhancement and band-exaggeration filters. The filter can be changed by the user, the surface is updated interactively.
In practice, since the MHB stops at frequency ωm =
√
λm, smaller
geometric details are not represented in the MHT. However, it is
possible to keep track of all the high-frequency information, by
storing in each vertex the difference x
h f
i (resp. y
h f
i ,z
h f
i ) between
the original geometry and the projection onto the MHB given by:
x
h f
i =
∞
∑
k=m+1
x̃kH
k
i = xi−
m
∑
k=1
x̃kH
k
i
The frequency space filter can be applied to the high-frequency
components of the signal, by re-injecting them into the inverse
MHT, as follows:
xFi =
m
∑
k=1
F(ωk)x̃kH
k
i + f
h f xh f where f h f =
1
ωM−ωm
ωM
∫
ωm
F(ω)dω
(10)
In this equation, the term f h f denotes the average value of the fil-
ter F on [ωm,ωM ], where ωM denotes the maximum (Nyquist) fre-
quency of the mesh (twice the edge length). The high-frequency
component behaves like a wave packet that can be filtered as a
whole, but that cannot be considered as independent frequencies.
In our experiments, we used 10 times the average edge length to
define the cutoff frequency ωm.
Figure 5 demonstrates low-pass, enhancement and band-
exaggeration filters. Note that arbitrary frequencies can be filtered
without any shrinking effect. Moreover, only the filtered inverse
MHT (Equation 10) depends on the filter F . As a consequence,
by storing the MHB and the MHT, the solution can be updated
interactively when the user changes the filter F .
We now proceed to explain how to compute the coefficients Hki of
the MHB and the associated eigenvalues λk.
4 Numerical Solution Mechanism
Computing the MHB means solving for the eigenvalues λk and
eigenvectors hk for the matrix −D−1Q:
−D−1Qhk = λkhk
However, eigenvalues and eigenvectors computations are known to
be extremely computationally intensive. To reduce the computa-
tion time, Karni et al. [2000] partition the mesh into smaller charts,
and [Dong et al. 2006] use multiresolution techniques. In our case,
we need to compute multiple eigenvectors (typically a few thou-
sands). This is known to be currently impossible for meshes with
more than a few thousand vertices [Wu and Kobbelt 2005]. In this
section, we show how this limit can be overcome by several order
of magnitudes.
To compute the solutions of a large sparse eigenproblems, sev-
eral iterative algorithms exist. The publically available library
ARPACK (used in [Dong et al. 2006]) provides an efficient imple-
mentation of the Arnoldi method. Yet, two characteristics of eigen-
problem solvers hinder us from using them directly to compute the
MHB for surfaces with more than a few thousand vertices:
⋄ first of all, we are interested in the lower frequencies, i.e. eigen-
vectors with associated eigenvalues lower than ω2m. Unfortu-
nately, the iterative solver performs much better for the other
end of the spectrum. This contradicts intuition as in mechani-
cal simulations for instance, it is difficult to ensure the stability
of numerical schemes in high frequencies. However, this can be
explained in terms of filtering as lower frequencies correspond to
higher powers of the smoothing kernel, which may have a poor
condition number;
⋄ secondly, we need to compute a large number of eigenvectors
(typically a thousand), and it is well known that computation
time is superlinear in the number of requested eigenpairs. In
addition, if the surface is large (millions vertices), the MHB does
not fit in system RAM.
We address both issues by applying spectral transforms to the eigen-
problem. To get the eigenvectors of a spectral band centered around
a value λS, we start by shifting the spectrum by λS, by replac-
ing −D−1Q with −D−1Q− λSId = −D−1(Q + λSD). Then, we
can swap the spectrum by inverting this matrix. This is called the
shift-invert spectral transform, and the new eigenproblem to solve
is given by:
−(Q+λSD)−1Dhk = µkhk
It is easy to check that its eigenvectors are the same as the original
ones, and that the eigenvalues are given by λk = λS + 1/µk. This
gives a band centered around λS as iterative solvers return the high
end of the spectrum (largest µ’s). It is then possible to split the
MHB computation into multiple bands, and obtain a computation
time that is linear in the number of computed eigenpairs. In addi-
tion, if the MHB does not fit in RAM, each band can be streamed
into a file.
Figure 6: Toward scalable spectral geometry processing: the MHB computed on 1M vertices (XYZ dragon) and OOC convolution filtering.
The band-by-band algorithm can then be detailed:
(1) λS ← 0 ; λlast ← 0
(2) while(λlast < ω
2
m)
(3) compute an inverse M of (Q+λSD)
(4) find the 50 first eigenpairs (hk ,µk) of −MD
(5) for k = 1 to 50
(6) λk ← λS +1/µk
(7) if (λk > λlast ) write(h
k ,λk)
(8) end // f or
(9) λS ← λ50 +0.4(λ50−λ1)
(10) λlast ← λ50
(11) end //while
Before calling the eigen solver, we pre-compute the inverse M of
Q+λSD with a sparse direct solver (Line 3). The fact that Q+λSD
may be singular (for instance, if λS = 0, the vector [1,1, . . .1] is
in its kernel) is not a problem since the spectral transform is still
valid when using an indefinite factorization. The factorized Q+λS
is used in the inner loop of the eigen solver (Line 4). To factorize
Q+λS, we used the sparse OOC (out-of-core) symmetric indefinite
factorization [Meshar et al. 2006] implemented in the future release
of TAUCS, kindly provided by S. Toledo. We then recover the λ ’s
from the µ’s (Line 6) and stream-write the new eigenpairs into a
file (Line 7). Since the eigenvalues are centered around the shift λS,
the shift for the next band is given by the last computed eigenvalue
plus slightly less than half the bandwidth to ensure that the bands
overlap and that we are not missing any eigenvalue (Line 9).
Note that ARPACK implements the shift-invert spectral transform.
However, since we use a direct solver, it is more efficient to use our
own implementation of the spectral transform as recommended in
ARPACK’s user guide.
We have experimented the OOC factorization combined with the
streamed band-by-band eigenvectors algorithm for computing up
to a thousand eigenvectors on a mesh with one million vertices.
We have also implemented an OOC version of the MHT, filtering
and inverse MHT, that reads one frequency band at a time and ac-
cumulates its contribution (Figure 6). For smaller meshes (hun-
dreds thousands vertices), a faster in-core sparse factorization can
be used. Note that before the next release of TAUCS is available,
the reader who wants to reproduce our results may use SuperLU
instead (at the expense of losing scalability).
n m MHB MHT MHT−1
gargoyle (Fig. 5) 25K 1340 175 s. 0.38 s. 0.51 s.
dino (Fig. 8) 56K 447 137 s. 0.34 s. 0.53 s.
dragon (Fig. 1) 150K 315 370 s. 0.65 s. 1.02 s.
XYZ dragon 1 (*) 244K 667 17 m. 12 s. 18 s. 4 s.
XYZ dragon 2 (**) 500K 800 4 h. 12 m. 32 s. 48 s.
XYZ dragon 3 (**) 1M 1331 10 h. 35 m. 76 s. 85 s.
Table 1: Timings for the different phases of the algorithm. For each
data set, we give the number of vertices n, the number of computed
eigenfunctions m, and the timings for the MHB, MHT and inverse
MHT with filtering (Intel T7600 2.33 GHz). The symbol (*) indi-
cates that the OOC MHT is used, and (**) indicates that both OOC
factorization and OOC MHT are used.
Figure 7: Left: a sphere and a genus-4 model with random noise
added. Right: the low-pass filtered result.
Results and Conclusions
We have experimented our filtering method with object of different
sizes. The timings are reported in table 1. Our MH-based filtering
can be applied to objects of arbitrary topology. Figure 7 shows a
low-pass filter used to remove high-frequency noise from a sphere
and from a genus 4 object. The low-pass filter nearly preserves
the symmetry of the sphere. Figure 8 and the video show how
our method implements an interactive version of geofilter [Kim and
Rossignac 2005]. In addition, since we are not using any approxi-
mation, our filter does not introduce any shrinking effect.
Figure 8: Filtering Stanford’s bunny and Cyberware’s dinosaur. Results similar to geofilter are obtained, with the addition of interactivity.
Figure 9: Filtering the colors attached to the vertices of an object
of arbitrary topology.
Figure 10: Signal processing approach to shading design. A: high
scattering; B: moderate scattering; C: exaggerated shading
Figure 11: Sharp creases yield harmonics of many different fre-
quencies, and are therefore difficult to preserve when filtering.
We demonstrate the versatility of our method, by applying it to var-
ious attributes attached to the vertices of surfaces. Figure 9 demon-
strates our method applied to colors attached to the vertices of the
mesh (enhancement and low-pass filters). Figure 10 shows how
our framework applied to the normal vector can simulate various
lighting effects. Applying a low-pass filter to the normal vector is
approximatively equivalent to filtering light intensity. This yields a
very simple approximation of subsurface scattering, that the user
can easily tune by adjusting the filter (as shown in the video).
Once the user is pleased with the result, only an additional nor-
mal vector is required to display the effect. The effect is simply
obtained by replacing the normal vector with the filtered vector in
the shader. Conversely, applying an enhancement filter to the nor-
mal vector yields a result very similar to the exaggerated shading
method [Rusinkiewicz et al. 2006]. Note that the user can interac-
tively generate any intermediate shading style between these two
extremes.
Conclusions
In this paper, we have presented new methods for filtering func-
tions defined on manifolds. We have given hindsight on the sym-
metry and orthogonality of discrete Laplace operators by separating
the mass matrix from the stiffness matrix. We used our theoretical
framework to define an orthonormal function basis localized in fre-
quency space. On the practical side, we have overcome the current
size limits of spectral geometry processing by several order of mag-
nitudes, by making it usable for meshes with up to 105− 106 ver-
tices. However, the main limitation of our method is that the stor-
age space and pre-processing time for the MHB start to be expen-
sive (hours) beyond 106 vertices. This will be optimized in future
works, by introducing multiresolution in our solution mechanism.
Our implementation of MH-based geometry filtering computes the
MHT of the x, y and z coordinates, that are dependent on the global
orientation of the object. Therefore, we think that better results may
be obtained by computing the MHT of some invariant local differ-
ential coordinates instead of using the absolute (x,y,z) coordinates.
Another limitation of our method concerns objects with creases. It
is well known that low-pass filters based on Fourier-like methods
cannot preserve the creases (Figure 11). Using the eigenfunctions
of an anisotropic version of the Laplace operator may improve the
frequency localization of the creases and therefore better preserve
them when filtering.
Our method and associated numerical solution mechanism may find
applications in various contexts, e.g. segmentation, mesh water-
marking or reconstruction. Since our solver can process meshes
with up to one million vertices, we have also experimented Karni
et al.’s Spectral Mesh Compression [2000] without partitioning the
object. It turned out that because the MHB is not spatially localized,
many MHT coefficients (several thousands) were required to accu-
rately reconstruct the geometry. Besides Karni et al.’s initial con-
cern of reducing computation time, we think that partitioning also
partially fixes the problem of spatial localization 3 at the expense
of losing continuity. This leads to forecast that defining Manifold
Wavelets localized in both frequency and spatial domains [Grinspun
et al. 2002] will be an exciting research avenue in the future.
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A Exterior calculus on Manifolds
A.1 Chains and forms
We call ∧k(Rn) and ∧k(Rn) the spaces of k-chains and k-forms,
which are defined as the skew symmetric (0,k) and (k,0) tensors
(respectively). Intuitively, k-chains are oriented volume elements
of dimension k: 0-chains are scalars, 1-chains are oriented lengths
(vectors), 2-chains are oriented surface elements, 3-chains oriented
volumes... k-forms are dual to k-chains in the sense that they are
functions from k-chains to a field (usually R). If we call ∂i = ∂/∂xi
the canonic basis of Rn, and ∂ i the dual basis, then a k-chain αk and
a k-form αk write:
αk = ∑
I
α Ik∂I α
k = ∑
I
αkI ∂
I
where I = {i1...ik}i1<...<ik and ∂I = ∂i1 ∧ ...∧∂ik , ∂ I = ∂ i1 ∧ ...∧∂ ik .
∂I and ∂
I form basis of ∧k(Rn) and ∧k(Rn) which are vector spaces
of dimension (n,k). Notations ∂i and ∂
i come from differential
geometry and are required to apply Einstein notation 4. Moreover,
it conveys the idea of duality between forms and chains.
A.2 Basic operators on forms
We recall here the definitions of the basic operators on k-forms. The
expressions are exactly the same on k-chains by changing indices in
exposants and vice versa. For each operator we will give the formal
definition, and expression on coordinates using Einstein notation.
The wedge product ∧ is defined as the only antisymmetric commu-
tative linear operator from ∧k(Rn)×∧l(Rn) to ∧k+l(Rn):
αk ∧αl = α IkαJl ∂I ∧∂J
The exterior derivative d :∧k(Rn)→∧k+1(Rn) has an abstract def-
inition through 4 properties which makes it unique: dα0 = ∂iα
0∂ i
(Einstein notation), d(αk ∧β l) = dαk ∧β l +(−1)kαk ∧ dβ l , and
d ◦d = 0. In coordinates, it writes:
dα = ∂iαI∂
i∧∂ I
From this definition, it can be proven that the exterior derivative
satisfies:
∫
Ω
dα =
∫
∂Ω
α
As ∧k(Rn) and ∧n−k(Rn) have the same dimension there exists
some isomorphisms between them. One of them is the Hodge star
∗ given by:
α(∂1, ...,∂k) = (∗α)(∂k+1, ...,∂n)
when ∂1, ...,∂n is an oriented orthonormal basis of R
n. The Hodge
star simply transforms the basis ∂ I into ∂ Ī where Ī = {1≤ i≤ n|i /∈
I}. On any n-dimensional manifold without border S , the Hodge
star implies an inner product on k-forms:
< α,β >=
∫
S
α ∧∗β
Hodge star and exterior derivative allow to define the codifferential
δ = ∗d∗ :∧k+1(Rn)→∧k(Rn) which is the adjoint of d for < ., . >:
< dα,β >=< α,δβ >
B The Mass and the Stiffness matrix
This appendix derives the expressions for the coefficients of the
stiffness matrix Q and the mass matrix B. To do so, we start by
parameterizing a triangle t = (i, j,k) by the barycentric coordinates
(or hat functions) Φi and Φ j of a point P∈ t relative to vertices i and
j. This allows to write P = k+Φie j−Φ jei (Figure 12). This yields
an area element dA(P) = ei∧e jdΦidΦ j = 2|t|dΦidΦ j, where |t| is
the area of t, so we get the integral:
∫
P∈t
ΦiΦ jdA = 2|t|
∫ 1
Φi=0
∫ 1−Φi
Φ j=0
ΦiΦ jdΦidΦ j =
4In Einstein notation, an expression is implicitly summed over an index
when it appears both on index and exposant
Figure 12: Notations for matrix coefficients computation. Vectors
are typed in bold letters (ei)
|t|
∫ 1
Φi=0
Φi(1−Φi)2dΦi = |t|
(
1
2
− 2
3
+
1
4
)
=
|t|
12
which we sum up on the 2 triangles sharing (i, j) to get Bi, j = (|t|+
|t ′|/12. We get the diagonal terms by:
∫
P∈t
Φ2i dA = 2|t|
∫ 1
Φi=0
∫ 1−Φi
Φ j=0
Φ2i dΦ j =
2|t|
∫ 1
Φi=0
Φ2i (1−Φi)dΦi = 2|t|
(
1
3
− 1
4
)
=
|t|
6
which are summed up over the set St(i) of triangles containing i to
get Bi,i = (∑t∈St(i) |t|)/6.
To compute the coefficients of the stiffness matrix Q, we use the
fact that d and δ are adjoint to get the more symmetric expression:
Qi, j =< ∆Φ
i,Φ j >=< δdΦi,Φ j >=< dΦi,dΦ j >=
∫
S
∇Φi.∇Φ j
In t, the gradients of barycentric coordinates are the constants :
∇Φi =
−e⊥i
2|t| ∇Φ
i.∇Φ j =
ei.e j
4|t|2
Where e⊥i denotes ei rotated by π/2 around t’s normal. By inte-
grating on t we get:
∫
t
∇Φi.∇Φ jdA =
ei.e j
4|t| =
||ei||.||e j||cos(βi j)
2||ei||.||e j||sin(βi j)
=
cot(βi j)
2
Summing these expressions, the coefficients of the stiffness matrix
Q are given by:
Qi,i = ∑
t∈St(i)
∇Φi.∇Φi = ∑
t∈St(i)
e2i
4|t|
Qi, j =
∫
t∪t ′
∇Φi.∇Φ j =
1
2
(
cot(βi j)+ cot(β
′
i j
)
Note that this expression is equivalent to the numerator of the clas-
sical cotan weights.
