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A bstract
This thesis investigates the performance of the distributed antenna system (DAS) radio 
architecture and also two more flexible implementations of this, namely Zoning and Switching, in 
order to provide coverage and capacity for in-building hot spot areas. The research is first 
focused on the theoretical analysis of DAS and their impact on the propagation channel. Fading 
analysis and the impact of multiple antennas on the radio channel are discussed by using available 
measured data. Analytical techniques for outage probability calculations are investigated and 
compared with Monte Carlo simulations to verify the applicability o f the methods. Shadowing 
correlations are considered and the regions of good consistency are identified. However, during 
outage probability calculations in the presence of multiple wanted and interfering lognormal 
components, it is observed that inaccuracies are present, and a new method is proposed to 
maintain the consistency of the analytical techniques.
The modelling approach and the characterisation of the investigated DAS architectures in terms of 
coverage and capacity are discussed. It is found that the conventional DAS architecture is very 
efficient in meeting the high coverage and capacity requirements of the W-CDMA system as well 
as minimising the transmit power levels in both the uplink and the downlink. Capacity limitations, 
however, are present as this is limited by the pole capacity of the W-CMDA system. In order to 
overcome these limitations the deployment of Zoning and Switching are investigated. Zoning 
performs a similar function to sectorisation in outdoor systems but is achieved by selecting 
appropriate antenna elements (AE’s) rather than by shaping antenna radiation patterns. Switching, 
on the other hand, uses only one AE to communicate with the user that is in a nearby location. It 
is observed that the capacity with Zoning is doubled compared with the conventional DAS 
implementation. However, it is seen that additional antenna elements do not result in significantly 
higher number of users, due to the fact that pole capacity limitations are again present in a 
common 3-sector Node B system. Implementing Switching to the closest antenna element, 
overcomes these limitations and a linear increase of capacity with the number of AE’s is obtained.
Key words: Distributed Antenna Systems (DAS), coverage, capacity, diversity, outage 
probabilities, fading, shadowing correlation, power sums, noise and interference limited systems
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 Motivation and objectives
The need for ubiquitous indoor coverage of current and future wireless communication systems 
has motivated research on radio propagation and architectures in small cell environments, also 
known as picocells. There is a great interest in efficiently meeting high coverage and capacity 
targets in hot spot areas such as airports; high-rise office buildings; convention centres; railway 
stations and shopping centres. Due to the specific layout of each of these environments, a large 
amount of research has been undertaken, on the propagation characteristics and on the 
interference from the picocell to the outdoor cells (i.e. macro- and micro- cells) and vice versa, 
and a wide range of propagation parameters that characterise the indoor environment have been 
published in the literature.- Of particular interest are radio architectures that are suitable for 
covering the picocell environment, in order to avoid disturbing the existing micro- and macro­
cells and at the same time meet the aforementioned coverage and capacity targets.
The Distributed Antenna System (DAS) is a very useful architecture for providing coverage in 
indoor environments. This is because it offers the advantage of illuminating the required area by 
using many widely separated antenna elements providing coverage over the same area as a single 
antenna cell (or centralised antenna system), with reduced transmitted power levels and greater 
reliability. This is in accordance with the stringent control of regulatory bodies over the 
transmission power levels, which should be reduced, compared to outdoor cells, so that the 
interference to co-channel cells and electromagnetic exposure to the users are minimal.
The main aims of the research described in this thesis are to investigate the techniques and 
develop the necessary tools for the simulation of DAS and analyse their performance considering 
the system parameters of the thud generation (3G) mobile communication system, which is based 
on the Wideband Code Division Multiple Access (W-CDMA) air interface. The advantages of the 
conventional DAS are first investigated, and then a number of more flexible techniques are 
pursued, in order to overcome the limitations of this system. These are based on Zoning (or 
Grouping) together a number of antenna elements (AE’s) -  instead of using all the available AE’s 
-  and communicating with the user, and also switching to the AE with the highest signal. In
1
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addition, a number of more advanced techniques are proposed for investigation for further 
capacity enhancements of the DAS architecture.
The focus of the research is to adequately characterise the DAS architecture with regard to a 
number of issues:
• Coexistence of small cells (picocells) with outdoor cells and theoretical analysis of the 
impact of DAS on the transmit power and far-field interference by using propagation 
models applicable to micro- and pico- cells.
• Path loss and shadowing modelling of the indoor environment and impact of the 
distributed antenna system on the fading characteristics, by analysing available 
narrowband measurements.
• Impact of the shadowing correlation on the outage probability calculations by deploying 
analytical methods and comparisons of those with extended Monte Carlo simulations for 
greater confidence in the analysis.
• Evaluation of the intra- and inter- cell interference within the DAS architecture.
• Determining the number of antenna elements and required transmitted power levels to 
meet specific coverage and capacity targets indoors.
• Outage probability calculations and quantification of the performance of the basic DAS 
architecture and also more flexible implementations, in terms of coverage and capacity.
• Provide proposals for other DAS based techniques for further capacity enhancements.
Particular attention has been given to performing the analysis using analytical methods in order to 
be able to perform efficient and accurate outage calculations and also developing new techniques 
needed to support this modelling approach. This was perceived as necessary, since the 
deployment of DAS is required to be quick and time should not be wasted in planning and 
optimising such a system, as is the case with extensive Monte Carlo (MC) simulations. However, 
comparisons with MC simulations were performed in order to verify the approach and improve 
the confidence in the final results. It is noted at this stage that the analytical approach is concerned 
only with the outage probability calculations and not with the placement of the users in the cell, 
which, as commonly modelled in the literature, is assumed to follow a uniform distribution and is 
repeated again for a number of times until a point of convergence is reached.
The ideas and performance analysis of the DAS architecture were developed for particular 
application to the imminent third generation (3G) mobile communication system. However, the 
propagation characteristics of the DAS are applicable to other systems (e.g. 2G, W-LAN and 4G)
2
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as well. Specific coverage and capacity performance will, however, depend on the particular 
system characteristics.
1.2 Novel Work Undertaken
The main achievements of the work undertaken are as follows:
• Theoretical analysis of DAS in terms of path loss and transmitted power in micro- and 
pico- cells. The original work of [Cho941 was extended to smaller cells and the use of 
DAS indicated very promising performance and increased the motivation for further 
research.
• Analysis of the fading characteristics of the DAS by using measurements taken within 
CCSR during a measurement campaign for the Mobile VCE Core 1 project.
• Analysis of the impact of the shadowing cross-correlation on the outage probabilities. A 
novel technique of correction factors (CF) was developed, since the available analytical 
methods returned inconsistent outage results when multiple correlated lognormal 
components at both the wanted and interfering parts of the signal were considered. The 
use of CF reduced the outage errors significantly, and therefore, more accurate coverage 
and capacity results were obtained.
• Performance analyses in terms of coverage and capacity of the analysed architectures for 
the W-CDMA air interface in two representative indoor environments, a multi-floor office 
building and an airport-like building.
• Deployment proposals of DAS for greater performance of this architecture led to the 
filing of two patents, one on the deselection of antenna elements for avoiding blocking 
effects in the downlink, and one on the placement of the time delays for minimising self 
generated interference, in a time delay distributed antenna system.
• Performance results on the patent of the deselection of DA elements were obtained, 
illustrating the problem and showing great resilience of the proposed scheme.
1.3 Publications, technical reports and patents
Theoretical analysis of the impact of DAS on the transmitted power, path loss and far-field 
interference in micro- and pico- cells was reported to the Mobile VCE, [NikOla], as well as the 
work on the power sums and the outage probabilities of multiple correlated wanted and interfering 
lognormal components, [NikOlb]. The new technique was presented and the impact on the outage 
probabilities shown. The deployment of the analytical methods for outage calculations made this
3
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necessary in order to obtain consistent results as returned by extended Monte Carlo simulations. 
These results have recently been submitted to the IEEE Transactions on Communications journal
m m -
The performance of the DAS in single cells was first reported in a Mobile VCE deliverable 
[Nik02a]. This work was further extended and published in the General Assembly of the 
International Union of Radio Science (URSI-GA 2002), [Nik02e], whereas more results with 
Zoning and Switching, with power control errors and for both uplink and downlink analyses were 
presented in the IEEE Vehicular Technology Conference (VTC-fall 2002), [Nik02h].
A technical report for the Mobile VCE on the shadowing and fading characteristics of DAS was 
the outcome of the analyses of the measured data taken during a campaign for the MVCE Core 1 
project [Nik02b]. These were briefly described in the 6th meeting of the Wireless World Research 
Forum (WWRF), [Nik02d], and a journal paper has been submitted to the IEEE Antennas and 
Wireless Propagation Letters (AWPL) with more details on these results and a quantification of 
the impact of DAS on the Rice K factor is presented, [Nik02i].
An interim report with an outline of the proposals based on advanced DAS-based architectures, as 
these have been presented in the literature, was reported to Mobile VCE [Nik02c]. The most 
important techniques were selection combining, time delay diversity and RAKE combining, 
synergies of DAS with adaptive antennas, and also implementation of MIMO systems with DAS.
Two patents were filed during the final stages of this research. The first one was on the 
deselection of antenna element(s) for avoiding blocking effects in the uplink in a conventional 
DAS implementation. This deals with the problem that a mobile user may lie very close to one 
AE producing very high signal levels masking the distant users [Nik02f]. A conference paper with 
the performance of the proposed system will appeal* in the International Conference on Antennas 
and Propagation (ICAP 2003), [Nik03].
The other patent was on the placement of the time delays, in a time delay implementation of a 
DAS in order to minimise the self-interference generated by such a system, due to the limiting 
number of RAKE fingers at the user equipment (UE) in the downlink, [Nik02g].
1.4 Structure of Thesis
The thesis is composed of seven chapters, the first of which is the introduction, where the 
motivation and the main objective of the research are presented, together with the main 
achievements and the publications and patents produced.
Chapter 2 presents the need for indoor wireless communication systems and the different 
technologies based on DAS that have been considered or are currently being investigated. It is
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seen that, although the DAS architecture has received a considerable amount of interest and in 
many cases is already in practical use, it has never been adequately characterised. A review of the 
work that has been performed by previous authors, on indoor propagation modelling and on the 
technologies that make use of the DAS architecture and are able to provide greater capacity 
requirements for high bit rate services, is presented.
Extension of the main characteristics of DAS from macrocells to micro- and pico- cells, and their 
impact on the reduced path loss, transmitted power levels and far-field interference are presented 
in Chapter 3. Analyses of the fading characteristics of DAS by using measurements taken in two 
indoor environments -  LOS and NLOS -  are performed. The parameters that best describe the 
propagation losses (path loss and shadowing), within the environment are derived in order to 
verify the available path loss propagation models. Moreover, a quantification of the Rice K factor 
is performed, in order to observe if there is any significant degradation of the fading 
characteristics when multiple antennas are used and incoherent signal combining takes place.
Chapter 4 presents multiple-component shadowing analysis. Since the DAS architecture makes 
use of multiple antenna elements to illuminate the environment, each signal arriving at an element 
is modelled as a lognormal random variable. The final statistics of the combined component are of 
interest, as this will determine the received field strength statistics and consequently the outage 
probability of such a system. The main purpose is to use analytical methods to calculate outages, 
thus avoiding the use of extensive Monte Carlo simulations, which are inefficient in terms of 
simulation time.
The methods derived in Chapter 4 are applied to the modelling and analysis of DAS, and 
extension to more flexible architectures, namely Zoning and Switching, in Chapter 5. The 
mathematical expressions for all the three investigated architectures are presented, and 
comparisons with Monte Carlo simulations to validate the approach are given.
In Chapter 6 the performance of the DAS based architectures, for both the uplink and the 
downlink, are presented, by using the approaches described in the previous chapters. Coverage 
and capacity analyses are performed in two reference scenarios, one multi-floor office building 
and one low-rise, wide building to simulate an airport environment. System comparisons and 
limitations are presented and some conclusions on the impact of the DAS on the other zones (or 
AE’s) interference are drawn. Proposals for further capacity enhancements, based on more 
intelligent system implementations, are presented.
Finally, Chapter 7 concludes the work described in this thesis and specifies the most important 
areas for further research.
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Chapter 2
2 In-Building Wireless Systems
2.1 Introduction
This chapter gives an overview of the in-building environment and of the radio propagation 
models (i.e. path loss, slow and fast fading), applicable indoors. The main path loss models that 
describe the indoor environment are presented, together with the parameters that affect the 
propagation, mainly wall and floor attenuations. Slow fading (or shadowing) is modelled as a 
lognormal distribution with zero mean and a standard deviation of a few decibels depending on 
the shadowing in the environment that is being investigated. The DAS concept is then introduced, 
outlining the most important research and deployment proposals based on active and passive 
DAS. A basic analysis of the impact of DAS on the transmitted power levels and attenuations, as 
has been examined in the literature, is also presented. Extension of the DAS to more efficient 
radio architectures as proposed in the literature follows, in order to obtain a more comprehensive 
overview of the research currently performed on this area. These are based on the synergies of 
DAS with other available technologies ranging from grouping and selection combining to more 
sophisticated architectures involving adaptive antenna technology and Multiple-Input-Multiple- 
Output (MIMO) systems.
An outline of research on availability calculation methods follows. Due to the fact that frequency 
reuse is deployed to increase the capacity of the mobile systems, the effects of the co-channel 
interference need to be carefully investigated. Analytical techniques for final shadowing statistics, 
and consequently outage probability calculations, are identified and the main references 
presented. Finally, the focus of the research undertaken in this thesis is presented, which mainly 
involves the characterisation of the DAS in its simplest form and extension to more flexible 
solutions to better understand and deploy this architecture for the imminent 3G systems.
2.2 Indoor radio propagation
The demand for in-building wireless services arises from the fact that most of the time users are 
within buildings and the outside wall penetration attenuations are usually too high for reliable
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communications with low transmit powers. In addition, the high power consumption and 
consequently high interference levels will prohibit the deployment of macrocells or even 
microcells, especially for high data rate applications.
Therefore, it is necessary that in-building cells, or picocells, be carefully designed for both high 
capacity, reaching high numbers of users in a limited amount of space and spectrum and almost 
ubiquitous coverage, reaching them almost everywhere they are. Picocells should be regarded as 
an extension of the existing outdoor cells, for providing coverage inside the buildings, and 
seamless operation occurs, without switching into a different band or needing another handset 
compatible with the indoor band.
Indoor radio propagation is dominated by the same mechanisms as outdoor, namely reflection, 
transmission, diffraction and scattering [Rap96], whereas path loss, shadowing and fast fading are 
the main time-varying multiplicative processes of the channel fading [Sau99]. However, the 
variability of this environment is greater, since the obstacles (mainly walls and floors) between 
the transmitter and the receiver produce high variations of the signal strength with high potential 
transmit power requirements and cpnsequently increased interference effects.
Signal propagation in buildings has been studied by many different authors. Characterisation of 
the parameters which describe the path loss propagation models, such as path loss exponent, wall 
and floor attenuation factors, have been carried out by [Cox83][Rap91][Sei92b][And94], and an 
overview of these factors is reported in [Rap96]. A study on the effects of floor attenuations was 
presented by [Hon93] where it was proposed that the floor attenuation effects become less 
significant after high floor separations, although the signal strength at high floor separation cannot 
be considered adequate especially for high data rate communications.
An indoor propagation model, which depends on the path loss exponent of a specific building, 
was described in [Sei92b]. Reductions in terms of standard deviation between measured and 
predicted path loss to around 4 dB were found, compared to 13 dB when only the log-distance 
models were used. This model is described by:
where jiSf  represents the exponent value for the same floor measurement, and FAF [dB] is the 
appropriate value for the total floor attenuation taken from a look-up table. An extension to the
space plus an additional loss factor, which increases exponentially with distance as given by:
A
L[dB] = L(d0 ) +10 • • log10 —  + FAF[dB]
V ^ O  J
(2.1)
above model is that presented in [Dev90] where it was found that in-building path loss obeys free
(2.2)
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where a is the attenuation constant for the channel with units in dB per metre (dB/m). Its value 
was found to depend mainly on the frequency and on the number of the stories of the building. 
Another model that has received considerable interest was proposed by Keenan and Motley 
[Kee90], where all the wall and floor attenuations are explicitly accounted for1. This produced a 
significant improvement on the standard deviation of the data about a best-fit straight line. The 
proposed model is described by:
L[dB] = L(d0) + 20-log10 + p-W[dB] + k-F[dB] (2.3)
where W and F are the wall and floor attenuation factors in dB, and p and k are the number of 
walls and floors that have been traversed by the direct line between the transmitter and the 
receiver. L(d0) is the path loss in dB at 1 metre distance away from the transmitter, which depends 
on the frequency of transmission. Proposed values are 32 dB at 900 MHz and 38 dB in the 1800 
MHz band. The standard deviation of the shadowing was 3 dB and 4 dB respectively for the two 
bands. Similar values were reported by Greenstein [Gre92] where values of just a few decibels 
were suggested and less than 6-12 dB used in the outdoor environment. A verification of the 
above results is also presented in Chapter 3 of this thesis by using measurements taken in an 
office environment.
An alternative to the Keenan and Motley model is the Ericsson model, [Ake88], which was 
obtained by measurements in a multiple floor office building. The model has four breakpoints and 
considers both an upper and lower bound on the path loss. The Ericsson model provides a 
deterministic limit on the range of path loss at a particular distance. Tornevik, [Tor93], presents 
propagation measurement results and three-dimensional path loss prediction models for a number 
of typical indoor environments.
Statistical indoor radio channel impulse response models, for the analysis of different in-building 
communication systems, have been proposed by Rappaport, [Rap89]. These models are based on 
propagation measurements from different factory buildings and quantify the number of multipath 
components within a defined time internal, the probability of receiving multipath components, 
and the correlation between multipath component amplitudes. [Sal87] reported the results from 
three ways of distributing signals in the same environment: one by using a central antenna serving 
a large area, (single antenna cell), another by dividing the area into smaller cells, each with its 
own antenna; and the third by using a distributed antenna architecture. The findings were that the 
DAS architecture provides reduced rms delay spread to any subscriber due to the fact that each 
user is always closer to at least one antenna element.
1 Also known as Multi-Wall Model (MWM)
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2.3 The distributed antenna concept
Frequency reuse is the main technique that has been deployed so far for the implementation of the 
wireless communication systems to increase the number of users that can be supported with a 
given bandwidth allocation. Depending on the air interface used, different reuse factors are 
deployed based on the carrier-to-interference ratio (CIR) requirements of the particular system. 
The higher the degree of interference immunity of a particular- network, the higher the capacity 
supported.
Distributed Antenna Systems (DAS) are a relatively new proposal for indoor wireless systems, 
and as the need to use wireless communication in buildings increases, their application is of great 
interest. The idea behind DAS is to split the transmitted power among several antenna elements, 
separated in space so as to provide coverage over the same area as a single antenna but with 
reduced total power and improved reliability, [Pot95j. An alternate deployment is to use active 
DAS in which active implementation is used to overcome cable losses in both transmit and 
receive directions, which provides opportunities for coverage in bigger buildings and with 
reduced installation cost.
Figure 2-1 illustrates the proposed architecture, with four distributed antenna elements, replacing 
the single antenna (or centralised antenna system).
Figure 2-1: (i) Single Antenna Cell, and (ii) One representation of the DA system, deploying four
antenna elements (i.e. N = 4)
As noted in the literature [Gre92] [Sor02] [Sch02], in order for this concept to succeed, the base 
units (or the antenna elements, AE’s) should be made simple and small, and easily connected to 
the rest of the cellular system infrastructure. One attractive option is to exploit existing fibre optic 
technology and overcome the inconvenient cables and also their propagation losses as described 
by e.g. LGC Wireless2. The principal idea is to use sub-carrier multiplexing of laser sources, and
2 LGC Wireless, www.lgcwireless.com
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optical fibre to carry the radio frequency signal between the picocell site and its serving station as 
seen in Figure 2-2. hi the uplink (UL) the received signals from the distributed antenna elements 
(DAE) are amplified by their adjacent low noise amplifier (LNA) and applied directly to the fibre 
optic transceiver (FOT). At the central node a similar transceiver retrieves the aggregate UL 
signal and applies it to the central node processor (RF out). In the downlink (DL), the combined 
sub-carrier multiplexed DL signal is similarly carried on the fibre and power amplified (PA 
instead of LNA) before it is radiated from the antenna element. It is also possible to perform 
simultaneous transport of UL and DL signals to and from the DAE by using an optical 
wavelength division multiplexer (WDM) at the FOT unit, so that only one optic fibre is used for 
connecting the central node to the distant AE unit3.
The design of a fibre connection between the DAE and the central location requires detailed 
examination of transmission quality of both radio links (UL and DL) and also both optical links 
from the DAE to the central node and vice versa [Gre92]. Impairments such as the relative 
intensity noise of the lasers, shot noise at the photodiodes, inter-modulation distortion caused by 
non-linearities of the laser modulation characteristic and thermal noise of the radio receivers have 
been considered in [Chu91]. These non-linearities of the laser diodes result in distortion and limit 
the dynamic range of the receiver but are not taken into consideration in the research described in 
this thesis.
Figure 2-2: Block diagram for a typical fibre optic system
Separate power amplification and subsequent combining of several carriers in the BS can be 
replaced by a complex switch/combiner matrix and wideband power amplifiers at the DAE. In 
case of GSM and W-CDMA systems the wideband power amplifier needs to operate considerably 
below its maximum output power capability to minimise distortion of the signals. As will be 
shown later in this thesis, the actual DAS transmit power requirements can be reduced to very low 
levels and therefore, this should not be regarded as a problem in the context of the DAS 
architectures. However, since the scope of this thesis is to characterise the radio part of the DAS,
3 Anacom Systems, www.anacomsvstems.com
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the problems associated with the hardware implementation of the radio-on-fibre part of the system 
are not investigated further here.
2.3.1 Basic principles of DAS
As proposed in the literature, [Cho94][Sal87][Ker96], the main advantage of DAS is that the total 
path loss attenuation of the signal is much reduced compared to single antenna cells (or 
centralised antenna systems), because the distance between one or more antenna elements and the 
user is reduced, compared to the distance of the single antenna system, resulting in reduced 
required total transmit powers from both the mobile and the base station and consequently the 
interference to other cells or networks. This is of great importance in interference-limited systems 
(W-CDMA, W-LAN etc.) where it is expected that the overall system capacity will increase.
In addition, because Line-of-Sight (LOS) situations are more frequently present, small fades are 
now observed leading to increased system performance. Reduced delay spread is also another 
advantage, resulting also from the increased number of LOS situations, [Sal87]. When DAS are 
deployed the same frequency is used by the different antenna elements to transmit (DL) and 
receive (UL) the same modulating information. This technique is called simulcasting. Simulation 
results and measurement campaigns propose that when simulcasting is used, deep fades are 
avoided, whereas higher signal levels are obtained, [Arr96][Har92][Che96a]. Further analysis of 
the fading characteristics of DAS are presented in Chapter 3.
The basic analysis of the advantages of the DA architecture was performed by [Cho94] and is 
outlined here. For the case of macrocells, which are designed to provide mobile, voice and data, 
services in outdoor environments with medium traffic densities, the cell radius can vary from 1 
km up to 10 km, and the heights of the base stations are greater than the surrounding buildings 
[Sau99].
The simplest form of path loss model is given by:
L  =  —  =  k - d n (2.4)
Pr
Where, PT and PR are the effective isotropic transmitted and received powers in watts, L is the 
path loss, d is the distance between the base station and the mobile in metres, and n is the path 
loss exponent, whose value varies between 3 and 5, depending on parameters such as heights of 
the transmitting and receiving antennas, and frequency of transmission, k is the propagation loss 
experienced at one metre distance (d = 1 m).
The attenuation experienced by a signal at the edge of the single cell of Figure 2-1 (i) is given by:
Ls = k • R n (2.5)
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When a iV-element DAS architecture is used, the radius of the area covered by each element 
becomes R / -//V , [Cho94], Therefore, the total path loss for the distributed antenna case 
becomes:
Ld — k (2.6)
The ratio between the total path loss of the distributed antenna system and the single antenna 
system finally becomes:
L - -  
¿2- = N  2 (2.7)
It is observed that the path loss decreases when the DA system is used, and also the factor of 
reduced path loss increases with the number of the elements employed.
The power of the DA system is equally divided among the N elements. If we define P® and P,s , 
as the transmitted powers from the distribute antenna and from the single antenna system, 
respectively, then from equations (2.4) and (2.7) we obtain the factor of reduced power as given 
by (2.8). PR in equation (2.4) is the received power, which is required to be the same in both 
systems. So:
P D /  N  - -  p D 1-"
T - = N  2 or - jt  = N  2p?> p j (2 .8)
Figure 2-3 illustrates these results with 4 antenna elements (i.e. N = 4). It is observed that the 
above factors do not depend on the radius of the cell, R, but only on the number of antenna 
elements (AE) N, and on the path loss exponent, n. The higher the number of N and the bigger the 
value of the exponent, the higher the improvements the DAS architecture yields.
(i) (ii)
Figure 2-3: (i) Factor of reduced path loss in dB, and (ii) factor of reduced total power also in dB,
obtained with 4 antenna elements (i.e. N  = 4)
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The interference, Is, at a reference point A , due to a single cell at distance D, equals the total 
transmitted power of this cell over the path loss. The interference, ID, received at the same point, 
A, due to a distributed antenna cell, equals the total transmitted power of the DA cell at 
approximately the same distance, D. Comparison of the above interferences and considering 
equation (2.8), results in:
I n  1——
—  = N  2 (2.9)
Is
It should be mentioned here that the above equation is only true if the interfering cells considered, 
are far apart from the reference point, so the distances between each distributed element and the 
reference point, are approximately the same -  far-field interference. For small frequency reuse 
distances, however, equation (2.9) does not hold, since the interference caused by nearby co­
channel cells will be different than that caused by co-channel cells farther apart. In addition, the 
above equations regarding the investigated factors of path loss, Tx power and far-field 
interference, will not hold for shorter distances, as n will vary. Later work in this thesis will not 
use these models, as they are inappropriate for small cell applications.
However, these results show the great potential of the DAS architecture, since the transmitted 
power and consequently the generated interference are the main drawbacks in the deployment of a 
wireless network. The former due to the limitations of the battery lifetime of the handsets, and the 
latter due to the excessive interference effects to adjacent cells, which limits network capacity.
2.4 Proposals with DAS
There are a number of different studies on the CIR improvements of the DAS architecture, and 
also on the different implementation aspects involving intelligent combination of the signals at the 
base station, and introduction of time delays between the antenna elements in order to be able to 
perform RAKE combining at both the user equipment (UE) or the base station site (or Node B).
Distributed antennas have received considerable interest from various authors. In references 
[Ker94][Ker96], it was shown that DAS could increase the CIR by 12 dB at the 1 % cumulative 
probability level compared to a single antenna cell system. The propagation model was based 
only on the distance and a path loss exponent of 4 was assumed, whereas the standard deviation of 
the shadowing was 10 dB. The impact of the cable losses of a passive DAS was also studied in 
[Che96b], where the effects of different cable losses on the signal strength statistics were 
investigated. Smaller propagation losses of the distributed antenna system compared to the 
centralised antenna system were observed, indicating larger coverage capability of the DAS 
architecture. In addition, it was observed that the received CIR of the distributed system is 
insensitive to the cable loss values of a passive DAS system. Recently [Sch02] presented an
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analysis with passive DAS as well by using a multi-wall path loss attenuation model. Cable losses 
were taken into consideration and the differences from the active DAS were also addressed. In 
most cases it was seen that the active systems provide better cell coverage with reduced 
transmitted power as well. In addition, it was suggested that the limiting direction in terms of 
coverage is the uplink.
Performance analyses of simulcasting were presented in [Ari98]. It was shown that CIR 
improvements were significant and overcome the noise rise of the active DA system in the uplink. 
The idea of grouping a number of antenna elements was also introduced, Figure 2-4(i). In the 
downlink, the signal from each Tx/Rx port is received by all the antenna elements in a group and 
simulcasting is performed by all elements. In the uplink, the radio signals from different radio 
ports (groups) share the same medium and are delivered back to the central location. In both cases 
incoherent summation of signals takes place.
(i) (ii)
Figure 2-4: (i) Concept of Zoning (or Grouping) a number of DA elements [Ari98], and (ii) Extension 
of the same approach to the implementation of Switching
Lee [Lee94] introduced the concept of the intelligent cell, which involves the use of only one 
antenna element to communicate with the user, implying that many antennas will cover the same 
area and only one will be active at a time for the specific user. With this technique, selection of 
the antenna element with the highest mean signal level is used for communication with each user. 
The system is able to intelligently monitor where the mobile unit is and finds a way to deliver 
power to that mobile, Figure 2-4(ii). The advantages of this implementation are reduced uplink 
and downlink interference between widely separated users, reduced uplink noise in an active 
system due to reduction in effective number of elements and increased capacity as less 
interference is now generated in both links. However, monitoring of all the individual elements 
causes extra complexity and may lead to selection errors. The cost for the implementation of such 
a system is expected to increase. A controlled DAS system was proposed by [Lee98b], by 
assigning two or more ports to each mobile in both links and observing significant improvements 
in terms of E//Nq for both links, UL and DL. [Spi99] also presented results from a simulation 
study with selection of one element of the DA system but with no specific air interface in mind. 
The interference of the adjacent antennas was implicitly addressed as an other-cell to home-cell
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interference factor. It was also mentioned that due to the reduced powers the inter-cell 
interference of the other AE’s is significantly suppressed. Additional results on the selection of 
antenna elements in DAS architecture were presented in [ClaOl], where selection combining was 
seen to provide a three-fold increase in terms of capacity over centralised cells.
Introduction of time delays between the antenna elements in order to be able to perform RAKE 
combining in both the uplink and downlink has been proposed and investigated for DAS, [Wit91] 
[Sal91][Vit92][Xia96][Yan98][Yan99][Oba02]. The delays experienced by indoor DAS due to 
propagation path lengths are typically smaller than one chip duration, and it is not otherwise 
possible to have different versions of the same signal that will allow the use of the RAKE 
combiner, Figure 2-5. Significant path and time diversity advantages were reported in [Xia96]. 
However, more radiators than the RAKE fingers of the receiver may result in considerable 
increase of self-interference due to the uncaptured energy. Using the same time delay 
implementation in a CDMA system [Yan98] proposed that DAS is an optimum solution for 
hostile propagation environments. A capacity increase of approximately 30% compared to single 
cells was found, although the complexity of the distributed antenna architecture increases rapidly 
with the number of the AE’s. Performance analyses with DAS were also presented in [Oba02] 
where power-gain advantages, CIR increases and outage probability reductions of the system were 
observed.
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Figure 2-5: Block diagram of time delay diversity and RAKE combining within the DAS architecture
In a DAS architecture the signals received by the AE’s can be used as an input to an adaptive 
antenna system [FiaOl]. The basic concept of adaptive antennas is that antenna beams deliver 
power in the area around the wanted mobile user, while the antenna pattern can be used to null the 
effect of the interferers. Therefore, the signals received by multiple antennas are weighted and 
combined to maximize the CINR. The antenna array provides a means of sampling the received 
signal in space, analogous to sampling a continuous waveform at discrete points in time. 
Therefore, signals which are correlated in time/frequency/code channel, but which are spatially 
separated, can be separated using adaptive antennas, Figure 2-6.
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In the same work, a more advanced form of interference cancellation was proposed by introducing 
the concept of the intelligent picocell (IP), [Fia02]. This tries to exploit adaptive antennas, Space 
Division Multiple Access (SDMA), Dynamic Channel Allocation (DCA), and macro-diversity 
provided by the DAS architecture. In addition, polarisation diversity is provided by using two or 
three, orthogonally polarised elements at each site of the DAS architecture, hi order to make best 
use of the signals from each element, the intelligent picocell employs statistical optimum 
combining to calculate the weights.
Figure 2-6: Concept of the adaptive antenna system as given by [Win98]. In a DAS implementation 
the AE’s could be considered as the different branches used as an input to the adaptive antenna 
system and appropriate weighting is taking place
Separation of the antenna elements is crucial for the performance of optimum combining as 
uncorrelated fading reduces the number of the interferers, which require nulling. This is inherent 
in a DA system due to the distance between the antenna elements and it is therefore exploited by 
the IP. Adaptive arrays have the advantages of an M-fold diversity gain with sufficiently low 
fading correlation [Win98]. These arrays can theoretically cancel M  interferers with N antennas 
(N>M) and achieve a (N-M) fold diversity gain. Significant suppression of M (>N) interferers is 
also possible.
Another effective approach to increase the data rate over wireless channels is to deploy coding 
techniques appropriate to multiple transmit antennas, defined as Space-Time Coding (STC) 
[Tar98][Fos98][Dri99]. Space-time codes introduce temporal and spatial correlation into signals 
transmitted from different antennas, in order to provide diversity at the receiver, and coding gain 
over an uncoded system. The spatial-temporal structure of these codes can be exploited to further 
increase the capacity of wireless systems with a relatively simple receiver structure [NagOl].
As shown in Figure 2-7, the information symbol s(k) at time k is encoded by the ST Encoder as N 
code symbols c1(k),c2(k),..., cN(k). Each symbol is transmitted simultaneously from a different 
antenna. The encoder chooses the N code symbols to transmit, so that the coding gain and the 
diversity gain at the receiver are maximised. At the receiver, the signals received at different
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antennas undergo independent fading. The signal at each receive antenna is a noisy superposition 
of the faded versions of the N transmitted signals.
Direct application of STC can be found on Multiple-Input-Multiple-Output (MIMO) systems 
where multiple antennas at both ends of the link are present. An (N, M) system is a multiple 
antenna system in which the transmitter has N transmitting antennas and the receiver has M 
receiving antennas. The encoder applies the space-time code to the input information bits to 
generate an vV-row matrix. Each element in the receive array receives signals from each element of 
the transmit array and thus for each receive antenna, the transfer function from the transmit array 
is a vector.
Figure 2-7: Concept diagram of Space-Time Coding [NagOl]
Since DAS incorporate multiple antennas, widely separated in space, they can also find 
applications in MIMO systems and these are proposed for further investigation. In addition, the 
fact that the AE’s are distant from each other may be exploited to mitigate the fading correlation 
problems, presented in a conventional MIMO implementation where the TX/RX antennas are 
located at the same site, usually separated by a distance equal to half the wavelength of the 
transmission. A recent simulation study on DAS with MIMO systems was presented in [Roh02] 
where it was found, that for the same number of total antennas involved, the multiple ports 
approach of the DAS always yielded more capacity than multiple co-located antennas, due to the 
averaging effects of the shadowing.
2.5 Review on availability calculation techniques
The effects of availability, co-channel interference and also the impact of shadowing and fast 
fading statistics on the channel reuse and also on the outage probabilities have been studied by 
different authors. Due to the multipath propagation of the signal, its amplitude at any given 
location can only be expressed in statistical terms, so the grade of service (GoS) is always 
expressed in terms of service reliability, which is the probability of achieving satisfactory 
reception, or as an outage probability, the probability of unsatisfactory reception, 
[Par89][Sau99][Rap96]. Co-channel interference exists due to the frequency reuse in mobile
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communications. Satisfactory reception requires that at the receiving point, this signal received 
from the wanted transmitter exceeds that from the unwanted transmitters by a specific factor 
known as the protection ratio, the required value of which depends on the service requirements 
and also on the specific air interface being used, [Fre79][Cox82], It was seen that fading and 
shadowing result in a high probability of co-channel interference even with large spacing between 
co-channel users. However, fast fading is usually excluded from the co-channel interference 
analysis, since the protection ratio is specified in terms of the local mean signal ratio acceptable in 
the presence of fast fading of both the wanted and interfering signals, [Fre79], In addition, it is 
frequently assumed that the systems will use different methods of micro-diversity techniques, 
which greatly reduce fading, leaving the effect of the shadowing be the most important parameter 
for outage probability studies.
In cases where multiple interfering signals exist, as is the case in mobile communication systems, 
it is of particular interest to calculate the statistics of the final combined component. However, the 
treatment of multiple lognormal interferers is complicated by the fact that there is no closed-form 
expression for the sum of lognormal variables. An accurate approach was presented by [Fen60], 
also known as the Wilkinson’s approximation (WA), who approximated the sum of several 
lognormal components by another lognormal distribution with a mean equal to the sum of the 
means of the components and a variance equal to the sum of the variances, of the component 
distributions. Another approach was followed by Schwartz and Yeh (SY) [Sch82] who used their 
method also for outage probability studies [Yeh84a][Yeh84b]. This method was further developed 
by [Saf93] in order to accommodate shadowing correlations in the analysis, from now on referred 
to as the Extended SY.
Subsequently, other studies have been undertaken challenging the accuracy of these techniques in 
the context of outage probability calculations. The most representative works with the WA 
approach were by [Abu94][Ho95], whereas for the SY method the accuracy was further tested by 
[Saf92][Saf93][Abu94][Car01]. Most of the findings agreed on the fact that the WA approach 
works better for small standard deviations of the shadowing components (up to 4 dB), whereas the 
Extended SY method was more consistent for greater values of the standard deviation. Most 
authors, however, pointed out the high computational efficiency of the WA. In addition, the 
correlation coefficient between the wanted and interfering components was recently investigated 
by [LigOO], in order to calculate the outage probabilities in a multiple antenna element case in the 
presence of shadowing correlation between all the summands.
Due to the nature of the shadowing statistics indoors which, as in macro- and micro- cells, is 
modelled as a zero mean lognormal variable, the above methods are further investigated in this 
thesis, since the performance analysis of the DAS architecture is carried out by using these 
techniques. In addition, due to the multiple C and I situations arising from the nature of the
18
Chapter 2. In-Building Wireless Systems
distributed antenna system, further comparisons are presented between the two methods and 
Monte Carlo (MC) simulations before deploying the appropriate one for the evaluation of the 
architecture under investigation.
2.6 Focus of the research
It is seen that, although a large amount of research has been performed with DAS and also with 
more advanced implementations including e.g. MRC or adaptive antenna techniques, it is still not 
clear what the real advantages are, in terms of coverage and capacity in realistic indoor scenario 
deployments. Therefore, the main scope of this research is to characterise the DAS system and a 
number of more flexible implementations, considering parameters applicable to a W-CDMA air 
interface and with more realistic propagation loss models, which take into account such 
parameters as wall and floor attenuations. The advantages and limitations of the simple (or 
conventional) DAS architecture are identified, and an investigation of Zoning (or Grouping) of 
AE’s and switching to the AE with the highest signal is carried out. Moreover, two other 
intelligent implementations of DAS are proposed, namely Interlaced Macro-Diversity (and Micro- 
Diversity) and also grouping of antenna elements in a time delay diversity distributed antenna 
system, in order to further enhance the performance of the DAS architecture.
As mentioned in section 2.5, in order to be able to analyse the effect of the DAS it is necessary 
that efficient methods be followed instead of extensive Monte Carlo simulations, which are very 
time consuming, especially if the environment that is investigated is quite large (i.e. multiple 
floors, wide areas etc.). The analysis presented here is based on the deployment of analytical 
methods for the investigation of the distributed antenna based systems. The applicability and 
limitations of these methods are also addressed.
The results presented in this thesis are expected to provide a sound theoretical background for the 
advantages of distributed antennas and also to facilitate the in-building deployment of DAS based 
architectures for UMTS services. Figure 2-8 presents an overview of the research undertaken.
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Figure 2-8: Overview of the research for analysing the DAS architecture
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2.7 Conclusions
An overview of the indoor environment was presented in this chapter, together with the 
propagation models applicable for this environment as have been proposed in the literature. The 
distributed antenna architecture was introduced and the analyses that have been performed with 
this system were outlined. The advantages of the DAS architecture in terms of path loss, 
transmitted power and far-field interference, as these have been previously studied, were 
presented.
In addition, an outline of the techniques that are possible to implement with DAS as found in the 
literature was given. Availability issues and analytical approaches related to final shadowing 
statistics (and consequently outage probability) calculations in multiple interfering lognormal 
components were addressed and the main methods identified. Finally, the scope and the focus of 
the work presented in this thesis were outlined in order to give a better view of the research that 
has been carried out.
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Chapter 3
3 Impact of Distributed Antennas on the 
Propagation Channel
3.1 Introduction
The basic analysis of the impact of the DAS on the path loss, transmitted power and far-field 
interference presented in Chapter 2, is extended here to micro- and pico- cell environments since 
this is where the DAS architecture is most likely to be deployed due to the limited installation cost 
of antenna elements (AE’s), which prohibits the deployment of such a system outdoors. It is seen 
that the mitigation of the shadowing of the environment is even greater in small cells, especially 
indoors where significant wall and floor attenuation is present and it is not possible to use 
centralised antenna cells. The user is now closer to at least one AE, receiving higher power levels 
and extending the coverage of the cell to high levels.
The impact of DAS on the received signal strengths, shadowing and fast fading characteristics is 
also investigated in this chapter. Measurements taken within a modern office building are 
analysed and the results are discussed. Comparisons are made of the statistics of the signals 
received from individual elements and also from multiple antennas (representing an indoor DAS 
implementation). It is found that DAS slightly increase the fading depth. This is more apparent in 
Line-of-Sight (LOS) environments where the separation distance of the transmitters is small and 
the received signal strengths are of around the same levels. However, the Non-LOS (NLOS) ' 
analysis showed that in most cases the distribution of both single and simulcast signals are subject 
to almost equally fading due to the rich scattering present in the indoor environment. Therefore, it 
is concluded that the dominant effect of DAS is to provide macro-diversity gain.
3.2 Analysis of DAS in microcells
Microcells are designed for high traffic densities in urban and suburban areas serving users both 
outdoors and within buildings. The coverage area is defined by street layouts with cell radius 
usually up to 1000 m.
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In order to model the path loss in microcells, it is suggested that a dual-slope propagation model 
be used. Two separate path loss exponents are used to characterise the propagation, together with 
a breakpoint distance at around 100m. Modelling of the path loss is given by [Sau99][Rap96]:
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am Lf  +10- nY • log(rf) for d < db Lf  +10 • n{ • log(d6) +10 ■ (n2 -  nx) ■ log(d) for d > dh (3.1)
where, db is the breakpoint distance, ii\ is the path loss exponent for d < db, and n2 is the path loss
exponent for d>db- Lf is the path loss in dB at distance 1 m away from the transmitter. In order to
avoid the sharp transition, however, the following equation has been suggested by Harley, 
[Hai-89]:
L = k -d ' 1 +
f  r W 2“"1d
\ d b JJ
(3.2)
Therefore, there are two regions that can be considered; one for d «  dbi where the path loss 
follows the free space propagation loss with path loss exponent (ui = 2), and a second for d » d b, 
where the propagation loss exponent is n2 taking values greater than 2 usually between 3 and 5. 
Figure 3-1 illustrates the micro-cell loss propagation as given by the discussed models.
Distance, [m]
Figure 3-1: Dual-slope model for microcells as described by equations (3.1) and (3.2). Path loss 
exponents of ii\ = 2 and n2 = 4 and a breakpoint distance of 100 m have been assumed [Sau99]
For microcell system planning it is crucial that co-channel cells have coverage areas that do not 
overlap within the breakpoint distance. The high signal attenuations, beyond the breakpoint 
distance, may improve the performance of the wireless systems due to the fact that the inter-cell 
interference levels are now reduced leading to an increase of the total CINR [Sau99],
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3.2.1 Impact of DAS on path loss, Tx power, and far-field interference in 
microcells
Applying the dual-slope model in a system that deploys distributed antenna elements to deliver 
information to the mobile users, the path loss experienced at the edge of the cell becomes:
Ld k
d v "
V N .
1 + d (3.3)
b j
Where, N is the number of the distributed elements. It is noted that (3.3) is not constrained in 
distances, compared with single slope models presented in Chapter 2 (i.e. equations (2.7)-(2.9)). 
Depending on the radius of the cell the path loss calculations are more accurate due to the fact that 
the appropriate path loss exponents are deployed. This may be particularly applicable for the cases 
where although the radius of the single antenna cell is high, the radius of the individual antenna 
elements of the DAS architecture may be small.
Using equations (3.2) and (3.3) the factor of reduced path loss becomes:
"i
( - Ï *[ n j
/ i d 1 1+ . _
dN  d,
1 + d_
du
(3.4)
Following similar analysis as with the macrocell case in Chapter 2, the factors of reduced 
transmitted power and far-field interference is finally obtained by:
P D 1 i- lJT  = hL = N  2
p,s i .
«1
f  d 11H----------
4 n  dt
1 + d_
du
«2-«l
(3.5)
Figure 3-2 presents the results of the factors of reduced path loss and transmitted power compared 
with single antenna cells, for m = 2, and n2 = 4. It is observed that the distributed antenna system 
becomes more effective for distances (i.e. single cell radius) greater than the breakpoint distance 
db, (100 m in these simulations), although the separation distance of the antenna elements may be 
smaller than db.
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Distributed Antennas -  Path Loss
Distributed Antennas -  Power
Figure 3-2: Factors of (i) reduced path Loss, and (ii) reduced power against the cell radius of the single 
antenna system, and with the number of the AE’s as a parameter, obtained with the dual-slope path 
loss model and with exponents ii\ = 2, n2= 4, and breakpoint distance (h = 100 m
3.3 Analysis of DAS in picocells
As the use of smaller cells to provide more reliable systems, and also for in-building wireless 
communications systems increases, the impact of distributed antenna systems should be 
investigated for these environments. Therefore, indoor propagation models should be considered 
for characterising the DAS indoors. As mentioned in Chapter 2 there are a number of different 
models that have been developed [Kee90] [Dev90] [Tor93].
The theoretical picocell DAS analysis for multi-wall (same floor) environments is based here on 
the model proposed by [Dev90], according to which, the in-building attenuation follows the free- 
space path loss plus an additional loss factor, which increases exponentially with distance .as given 
by:
Lp[dB] = 32.4 + 20 • log(FCfft) + 20 • log(d,„) + a  • d m (3.6)
24
Chapter 3. Impact o f  Distributed Antennas on the Propagation Channel
where, F is the carrier frequency in GHz, dm is the distance between the transmitter and receiver in 
metres, and a  is the attenuation per metre (e.g. 0.62 dB/m for large buildings & 0.48 dB/m for 
office environments). The results were obtained assuming an average wall separation of 6.4 
metres.
3.3.1 Impact of DAS on path loss, Tx power, and far-field interference 
picocells
Based on (3.6), the final expression for the factor of reduced path loss becomes:
Ld —
— = 1010, where B — 20 ■ log 
L p
+ (X'd
1
J n
- l (3.7)
After some manipulation, the factors of reduced power and far-field interference are given by:
oD j  A
= N  • 10i°
Rr L
(3.8)
Figure 3-3 presents the factor of reduced power. It can be seen that the improvements in the 
indoor environment are now much greater than they were before, in macro- or micro- cells. This 
happens as the obstacles between the transmitter and the receiver cause big attenuations, and the 
transmitted signal attenuates rapidly with distance. If the transmitted power from a single antenna 
cell was increased to overcome these obstacles, the resulting levels of interference would be very 
high, and the overall system performance would decrease. It is noted that the above results are 
obtained assuming that the antenna elements of the DAS system are uniformly distributed, so that 
similar assumptions can be made, as those presented in [Cho94].
Figure 3-3: Factor of reduced power against maximum cell distance (single cell radius), with the 
number of the DA elements as a parameter in an indoor environment
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For multi-floor analysis with the DAS architecture, a path loss propagation model proposed by 
[Tor93] is deployed, developed after a number of narrowband measurement campaigns at 900 
MHz in a number of typical indoor cellular environments. This takes into account floor and wall 
factors as given by:
Lp[dB] = LF+LG+ L ,+ k '  F{k) +  p  • W{k) (3.9)
where, LF[dB], is the free space path loss, LG [dB], is the difference between the theoretical and 
effective gains of the two antennas (3 dB is suggested), and Lt [dB], is a linear attenuation factor 
similar to that proposed by [Dev90], as given by:
Lt = T • max(0, d - d t ) (3.10)
where, F is the linear attenuation factor in dB/m, and di is the separation between the transmitter 
and the receiver where the linear attenuation starts, as given by Table 3-1, [Tor93].
In multi-storey office buildings, the wall and floor attenuation factors were found to be dependent 
on the number of floors separating the transmitter and the receiver. Both factors decrease as the 
number of floors, k, increases. The mathematical expressions are given by:
k 2
= Wq • 10 a , F(k) -  ^ b_G{l+k) (3.11)
where, Wo is the wall attenuation factor for k = 0, a and b are constants determined by fitting, and 
Fi is the floor attenuation for the 1st floor. Suggested values for an investigated building were Wo 
= 2.1 dB & Fi=22 dB and a=  3.0 & b = 0.78.
Table 3-1: Parameters that describe the multi-floor path loss model as proposed by [Tor93]
Building Type r, [dB/m] dh [m] W, [dB] F, [dB]
Office 0.2 65 2.1 15-25
Airport 0.2 65 4.0 15
Convention Centre 0.2 65 3.7 31
Hospital 0.2 65 3.6 11
Casino 0.5 25 3.0 -
By deploying this model in a multi-storey building, to derive the factors of reduced path loss and 
transmitted power, it is seen that the advantages of the DAS architecture are even higher, as is 
illustrated in Figure 3-4. The final equation that gives the factor of reduced power is given by:
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D LD[dB]-Ls [dD]
- V  = W-10 10 (3.12)
PT
where LD and Ls are the path losses of the distributed and single antenna systems respectively, in 
dB. The suggested values for the parameters a, b, Wo and Fu were used for this analysis. It is 
noted that the distance in Figure 3-4 refers to the radius of the single antenna cell in a given 
direction (e.g. 45 degrees from the vertical direction in this case), where an average floor 
separation distance of 5 metres, and an average wall separation distance of 6.4 metres were 
assumed.
The ramped curve showing the power gain improvements of the DAS is due to the fact that 
different number of floors are met at a specific distance, which may be different for the single and 
the DA system. It is seen that the power gains of the distributed system, inside buildings are 
greater than those observed outdoors. Four antenna elements were used for this analysis.
Multi-Floor Building
Figure 3-4: Factor of reduced power against maximum cell distance (single cell radius) for a given
direction, in a multi-floor building scenario
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3.4 Impact of DAS on the capacity of cellular systems
Cellular system planning is based on channel reuse, where a set of cells, each of which operates 
on a different frequency, is grouped together and forms a cluster. A typical omni-directional 
cellular system requires a cluster size of 7, while a three-sector directional system requires a 
cluster size of 4, and a six-sector system requires a cluster size of 3 [Lee86][Cha92]. Two co­
channel cells are separated by a distance (reuse distance, D), depending on the carrier signal-to- 
interference (CIR) requirements and also on the type of the antennas used (directional or omni, 
antenna tilting, etc.). For simulation analysis it is commonly assumed that the reuse distance, is 
the same for all the interfering cells, as they are widely separated.
Figure 3-5 gives an illustration of how the system layout will change with distributed antennas 
replacing the single antenna cells, underlying a cluster-size of seven.
Figure 3-5: A configuration of a system layout based on distributed antennas, with the home cell and
the interfering co-channel cells at distance D
From a hexagonal geometry, used in the literature in order to derive the relationship between the 
cluster size, Nc, and the reuse distance, D, of the single antenna cells with radius R, it is proved 
that for a cluster-size of 7 and with a path loss exponent of 4 (i.e. n -  4) the following relations 
hold [Rap96] [Nix99] [Sau99]:
= ^3 'N c , and also ClR = ~  ( ^ ]  13)
The carrier-to-interference ratio (CIR) of the DA system depends on the number of antenna 
elements deployed. By using x and y coordinates, as shown in Figure 3-6 for 4 AE’s, and relating 
the individual distance separation between each element and the worst case mobile location (T), to 
the radius of the single cell, R, we get:
f ______ 1___________ ) 16.7
[(£ T )4 + (jLT)4 + (M r)4 + (ivr)4 J ~ R4
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Assuming that the distance of each co-channel antenna element is the same as previously and 
equal to the reuse distance D, then the total co-channel interference can be approximated as:
I ~ k - 6 ‘N
D4
(3.15)
where N  is the number of antenna elements. Therefore, for the case of 4 elements we can write:
CIR 16.7 f
24 \ R j
(3.16)
whereas for a 7-element DAS architecture we obtain:
54.7 ( D YCIR =
42 I R
(3.17)
Therefore, a significant enhancement of the carrier to interference ratio can be obtained enabling 
smaller reuse distances of the co-channel cells, and consequently, increasing the overall capacity 
of the system.
Figure 3-6: A 4-element DA system deployed for the calculation of the CIR
It is seen from Figure 3-7 that for a required CIR of 18 dB, the D/R ratio of the single antenna 
system is 4.6, whereas for the DAS becomes approximately 3.4 when 4 elements are used, and 
less than 3 when 7 elements are deployed.
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Number of DA, N=4
(i)
Number of DA, N=7
00
Figure 3-7: CIR comparisons between single antenna and distributed antennas with (i) 4 Elements
and (ii) 7 Elements
Table 3-2 presents the impact of the DAS deployment on the cluster size (Nc), which is directly 
related to the capacity of the cellular- system. It is seen that the cluster size decreases with the 
number of distributed antenna elements, as a result of the reduced distance separation between the 
user and the home cell, resulting in increased carrier-to-interference ratio.
Table 3-2: Cluster size variations with distributed antennas
Cluster Size, Nc
CIR = 18 dB Single Antenna Cells
4-Element
DAS
7-Element
DAS
D/R 4.6 3.3 2.7
Nc 7 4 3
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However, the above analysis is obtained with single slope path loss models for both the single and 
distributed antenna configurations, which may not always be the case especially for small cell 
scenarios, or when the distances between the user and the distributed antenna elements are small. 
Therefore, the above analysis is also performed with the dual-slope model as well to obtain a 
better representation of the final C1R obtained with both the single and DAS configurations.
Figure 3-8 presents the results of the CIR when the microcell dual-slope path loss model is 
deployed, as described by equation (3.2), and with the same parameters as those used in section 
3.2. The CIR is now slightly decreased, because the attenuations in microcells are less than those 
in macrocells due to the use of two path loss exponents on the propagation models.
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Figure 3-8: CIR results for the dual-slope path loss model, with exponents ii\ = 2, n2= 4, and
breakpoint distance, db = 100 m
Similar analysis can be performed in picocell environments using appropriate path loss models 
taking into account the high attenuations caused by the walls and the floors of the buildings. 
However, the analysis with indoor path loss models is extremely complicated and therefore is not 
earned out. The advantages of the DAS architecture, however, are expected to be even greater 
than those obtained above in macro- and micro- cells.
Sectorised Antennas is another planning technique, widely deployed in order to reduce the 
interference levels of the reused frequencies. The effects of sectorisation on the CIR, were derived 
by [Lee86], when both 3 and 6 sectorised antennas were deployed. The CIR was found to be 
approximately 25 dB for 3 sector cells, and 29 dB for 6 sector cells, when the D/R ratio is 
considered to be 4.6. However, as observed from Figure 3-7 similar values of CIR are obtained
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with DAS. Specifically, with 4 elements the CIR becomes 24.9 dB, whereas when the number of 
the elements is 7 the CIR increases to 27.6 dB.
Sectorised antennas, however, present the disadvantage of increased number of handoffs, as the 
mobiles have to change channels more often when travelling from one sector to another. In 
addition, the trunking efficiency of the system decreases, as the available pool of channels has to 
be reduced by a number of 3 or 6 depending on the number of sectorised antennas employed. For 
instance, if we assume that the available number of channels in a cell is 90, then from Erlang B 
tables it is given that they represent a capacity of 78.3 Erlangs when all of them are used in a 
single or a DAS cell. When sectorised cells are used the available channels in each sector 
becomes 30 for a three-sector cell and 15 for a six-sector cell. For a blocking probability of 2% 
this corresponds to a capacity of [Taf99]:
3x 21.9 Erlangs — 65.7 Erlangs, for the 3-sector cells, 
or 6 X  9.0 Erlangs — 54.0 Erlangs, for the 6-sector cells.
In both cases a decrease in terms of traffic is observed with sectorised antennas. Distributed 
antennas, on the other hand, do not present this drawback, as all of the channels are now available 
to the mobile users within the cell. This comes, however, at the expense of needing a larger 
number of individual antenna locations, compared with sectorisation. This may be enabled, 
however, by active RF-on-fibre DA systems, which enable several base stations to be housed in a 
single location with the DA elements deployed discreetly on street furniture, such as lampposts.
Cell splitting has also been considered in the design of mobile systems, where the existing 
congested cells are subdivided into smaller cells, each with its own base station and a 
corresponding reduction in antenna height and transmitted power. The number of handoffs, 
however, also increases and the usefulness of this technique is restricted to outdoor environments. 
However, the capacity enhancements should be increased since more resources are now available 
to the system at the expense of increased cost and complexity for implementing such a system 
indoors.
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3.5 Narrowband measurements with distributed antennas
For the investigation of the fading characteristics of the indoor environment, previously measured 
data, obtained within the Centre for Communication Systems Research (CCSR) building, during a 
campaign for the Mobile Virtual Centre of Excellence (Mobile VCE) core 1 project, were used 
[FiaOl].
A transmitter was moving from point A towards point B on the same floor of the building, 
whereas the transmitted power levels were 30 dBm. Antennas gains both of the transmitter and 
the receiving antenna elements were 0 dBd (2.15 dBi), whereas the carrier frequency was 2.4 
GHz. Six omni-directional distributed antenna elements (AE’s) were located around the second 
floor of CCSR. The predicted field strengths of the DAS architecture, obtained by a simulation 
tool developed within the centre using the Keenan and Motley path loss model, are displayed in 
Figure 3-9, after a linear power sum of the individual signals of the AE’s.
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Figure 3-9: Predicted field strength and transmitter path from point A to B
In a linear propagation channel, such as that experienced in indoor mobile systems, propagation is 
reciprocal. Conventional DAS implementations simply sum the uplink signals from all antenna 
elements incoherently in a passive combiner. Since the fast fading experienced at antenna 
elements separated by many wavelengths may be assumed independent, the local mean power 
experienced at the combiner output is equivalent to a simple power sum of the local mean powers 
from each element individually. However, using distributed antennas with an active LNA at each 
AE, the signals from N  elements are summed in the uplink, causing an increase of the noise levels 
by an amount equal to 101og(7V), in dB, [Ker96]. A similar argument may be made in the 
downlink, where the mobile receives an incoherent summation of the signals from all the AE’s. 
However, the fast fading distribution of the combined signal will depend in a complex fashion on 
the distributions and relative means of the signals at each of the individual elements. For an active 
DAS, where each antenna element is able to transmit at the maximum allowed transmit power, 
there is no degradation due to noise levels, since only one mobile receiver is capturing the 
simulcast signal of the distributed base station (DBS).
Best Power Plot (no slow lading), floor n.1
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The signal variations for each distributed element are shown in Figure 3-10. It has been suggested 
by [Lee85] that a window-size of 40 wavelengths, X, be used for extracting the local average 
power in macrocells. However, it was proposed by [Ste99] that for small cells a window-size of 
about 4X-10Xbe used, since the local RMS received signal level undergoes significant fluctuations 
in such wide windows. This is particularly likely in indoor environments due to the small 
distances between adjacent features in-buildings. A 1 OX window was also proposed by [Val97] for 
removing fast fading information of indoor measured data without affecting the shadowing 
characteristics significantly. Therefore, a window size of 10X was used for this analysis, which 
corresponds to a shadowing correlation distance of approximately 1.25m, and translating to a 
number of samples within each bin index of approximately 200.
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Figure 3-10:Signai strength variations for each antenna element together with the linear averaging 
effects (local mean) obtained with a lOX-filtering window
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Figure 3-11 (i) shows the local mean signal variations of both, the individual AE’s and also of the 
combined component, whereas the cumulative density functions (CDF) of the instantaneous field 
strengths are shown in Figure 3-1 l(ii). An approximately 10 to 20 dB improvement on the mean 
value of the received signal is obtained depending on which single antenna is used as a reference, 
showing the advantages of the DAS architecture.
It should be mentioned that this increase in mean signal levels comes at the expense of increased 
total transmitted power since this is an active DA system. This however, should not be considered
(¡i) Signal Strength, [dBW]
(i) Local mean comparisons, between single and distributed antennas, and (ii) 
Cumulative Distribution Function (CDF) comparisons
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as a big drawback since the maximum transmitted power by one source is kept within the required 
standards. It would be seen later in Chapter 6 that the power gains offered by the DAS are very 
high, so the powering each AE individually should not be a concern.
It should be noted that most of the measured data were obtained at distances within a range of 5 to 
25 metres from each AE, where few obstacles were present to justify the use of a DA system. 
However, even at these small distances the potential for increased signal levels is high, and the 
improvements will be even higher when DAS is employed in bigger areas and especially in multi­
storey buildings.
3.5.1 Path loss propagation model and slow fading statistics
In order to follow a consistent path loss propagation model for the environment under 
investigation, an analysis of the parameters that best describe the path loss attenuations due to the 
presence of walls and path loss exponent are investigated, similar to the approach presented by 
Keenan and Motley, [Kee90]. For this purpose a best-fit routine is built where both the wall 
attenuation factor and the path loss exponent are varied simultaneously and the combination that 
gives the least standard deviation of the error, between measured and predicted local mean signal, 
is selected. Figure 3-12 displays the results. No floor attenuations are considered in this analysis, 
since the measured data were taken whilst on the same floor.
3 5 ^ 7  18 exponent, n
Figure 3-12: Variation of the standard deviation of the shadowing against wall factor and path loss
exponent
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The minimum standard deviation of the shadowing (i.e. predicted -  measured) is 4.22 dB, and is 
obtained for path loss exponent, n — 1.9, and wall attenuation factor, w.f = 3.4 dB/wall. This value 
of path loss exponent is roughly consistent with the Keenan and Motley model, which uses the 
free space loss exponent as a basis. The path loss propagation model is, therefore, given by:
Lp[dB] = Lf +10 • n * log(rfm) + P *3-4 (3-18)
Where Lp is the free space path loss in dB, dm is the distance in metres, and p  is the number of 
walls between the transmitter and the receiver.
Applying the derived model to the measured data and subtracting, the shadowing of the 
environment is obtained. The PDF and the CDF of the shadowing distribution is plotted in Figure 
3-13, where a first-approximation as a Gaussian distribution can be assumed, with standard 
deviation of 4.2 dB. This is in agreement with other path loss modelling studies for indoor 
environments e.g. [Gre92][Kee90][Rap96], although this highly depends on the environment, 
since in a range of different buildings it was found that the standard deviation might be higher.
The final model that describes the path loss for the analysed environment, including shadowing, is 
given by (3.19). Using additional measurements taken in the same building and with the 
transmitter on an adjacent floor it was found that the floor attenuation factor was 15 dB/floor, 
agreeing with values presented in the literature, [Rap96][Sau99]. Therefore, for the final path loss 
model becomes:
L [dB] = LF + 10-n-log{dm)+ p -W  + k*F  + G(0,cr) (3.19)
Where, n is the path loss exponent, (1.9 in this case), W is the wall attenuation factor (3.4 dB/wall 
in this case), F  is the floor attenuation factor (15 dB/floor),/? and k are the number of walls and 
floors between the transmitter and the receiver. G(0,cf) represents the Gaussian (in dB) distribution 
of the shadowing component with standard deviation a.
Figure 3-13: PDF and CDF profiles of the shadowing using the factors obtained by optimisation
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3.5.2 K factor analysis of the DAS architecture
The effects of the distributed antenna system on the Rice K factor and hence on the distribution of 
the received signal fading using the available measured data, is presented in this section. The K 
factor values of the individual antenna elements and also of the combined signal are calculated 
within the same filtering window used to extract the path loss plus shadowing component, and the 
results are presented. It is noted that the signal of the DAS architecture is obtained by summing 
the individual complex samples of the individual antennas. The signal is then converted in volts 
and the K value for each bin index is calculated. Goodness-of-fit analysis is performed and it is 
seen that there is no strong indication of any need to consider distributions other than Rayleigh or 
Rice.
3.5.3 The Rice distribution
The PDF of the Rice distribution is given by [Sau99]:
P(r) = —  -exp
C7
r 2 + s 2 
2cr2
V' S
\<7‘
(3.20)
where o2 is the variance of either the real or imaginary components of the multipath part alone, s 
is the magnitude of the LOS component and r is the received signal in voltage. It is noted that if s 
is set to zero the distribution becomes Rayleigh. The function I0 is the modified Bessel function of 
the first kind and zeroth-order.
The Rice PDF is often expressed in terms of the K factor, which is defined as the ratio between 
the direct or strong component power of the signal and the variance of the multipath. In order to 
calculate the K factor from a set of measurements, the method of moments is used, which takes 
advantage of the fact that the even order moments have closed form. Any arbitrary moment of the 
Rice pdf can be written as [FiaOl]:
£ r J = f  ? • > ( # = [  - ^ r exP
r 2 + s2 
2a 2
rs
(3.21)
The second and fourth moments are calculated as:
E\r2'\-2 cr2 + s2 
£ [ r4] = 8<74 + 8 c rV + .s4 
From which the closed solutions of s2 and o2 are derived as:
s2 =yj2E2[r2] -E [ fA]
(3.22)
(3.23)
(3.24)
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<72 =E[r2] - s 2 (3.25)
Finally the K factor is calculated by:
K  = ~ j  (3.26)
2'<J
3.5.4 K factor results
Two sets of measurements are used for the analysis. The first scenario uses the NLOS 
measurements, presented above for the path loss and shadowing investigation, on the same floor 
and with different number of walls between the AE’s and the transmitter, whereas the second
scenario uses LOS measurements taken with 3 AE’s in a meeting room. The frequency of
transmission was 2.4 GHz.
3.5.4.1 NLOS measurements
The K factor values of the individual antenna elements and the combined signal were calculated 
within the filtering window used to remove path loss and shadowing effects, which as explained 
in the previous section had a size of 10X, corresponding to approximately 200 samples of the 
measured data. Table 3-3 presents the Rice K factors of the individual elements and also of the 
combined component for a representative number of bin indexes (1 to 10 of a total of 33 bins). 
The mean K values of this sample of factors and also for all available bins are also shown at the 
bottom of the table. It is seen that they represent a severe fading channel, since, in most cases, K 
is within the interval 0-2. Similar K values were obtained for the remaining bins. Figure 3-14 
presents a graphical illustration of the K factor results.
It is observed that the K factor of the combined component is maintained at approximately the 
same levels as that of the individual components, although in most cases a small degradation is 
observed (i.e. 1 to 3 dB), due to the fact that incoherent combination of signals is taking place. 
This degradation is observed to be higher when the K factor of the individual components is 
greater than 3 (approx. 5 dB), where the K of the DAS component drops to values less than 1. 
However, the cases of high K factors in NLOS scenarios are not many. Therefore, due to the fact 
that the mean signal strength of the combined component is much higher compared with that of 
the individual AE’s (i.e. 10 to 20 dB improvement of mean signal strength for the same scenario, 
as shown in the previous sections), it can be said that macro-diversity will be the dominant effect 
of DAS when deployed in NLOS environments (especially multi-floor building scenarios), where 
the main target is to overcome path loss and shadowing losses and meet high coverage and 
capacity requirements.
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Table 3-3: K factors of the individual elements and of the combined component for the NLOS
scenario
Bin
Index
Elem.
1
Elem.
2
Elem.
3
Elem.
4
Elem.
5
Elem.
6 Combined
1 2.11 1.21 3.86 0.00 0.00 2.02 0.84
2 1.28 1.18 0.77 1.00 2.41 1.05 0.55
3 0.53 1.55 4.42 0.64 3.39 1.29 1.27
4 2.51 2.79 1.46 0.24 2.65 1.21 2.00
5 1.17 2.10 1.10 0.99 2.13 0.44 1.03
6 1.00 1.33 2.85 1.77 0.00 0.10 1.11
7 1.98 1.04 2.24 2.69 2.11 2.19 1.32
8 0.18 7.28 1.38 0.83 3.10 2.29 0.22
9 1.10 0.92 1.97 0.00 2.32 0.00 0.55
10 0.00 1.55 0.84 1.88 1.48 0.95 1.00
Mean K values for Bin Indexes 1-10
1.19 2.10 2.09 1.00 1.96 1.15 0.99
Mean K values for all Bin Indexes (1-33)
2.81 2.29 1.40 1.17 1.34 1.27 0.89
8.00
7.00
6.00
5.00
4.00
3.00
2.00
1.1 
0.
Bin Indexes, 10*lamda 
Figure 3-14: Graphical representation of the K factors for the NLOS scenario
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Elem. 1 -  Bin Index 1 Elem. 3 -  Bin Index 5
signal strength relative to mean, [dB]
signal strength relative to mean, [dB] signal strength relative to mean, [dB]
Figure 3-15: A sample of comparisons between the theoretical and measured distributions together 
with their significance levels for individual elements and also for the combined component -  NLOS
scenario
Figure 3-15 displays the theoretical Rice and measured distribution for the single and DA case. 
By performing a Kolmogorov-Smirnov goodness-of-fit test for a number of different bins it is 
seen that a given distribution (measured) is not significantly different from the theoretical, as the 
significance levels indicate reasonable degree of confidence in the fit (i.e. significance levels > 
0.1, [Ste99]). For low values of K (<1) the distribution becomes Rayleigh, as the multipath 
component is stronger than the LOS component.
3.S.4.2 LOS measurements
Additional measurements were performed in an unfurnished room of the CCSR building with 
dimensions 7m-by-13m. The first two antenna elements were located at the two opposite comers 
on the same, 13m side of the room, whereas the third antenna was located in the middle of the 
opposite side, as shown in Figure 3-16. The transmitter moved inside the room following a 
predefined regular pattern, and the total number of bins collected for this scenario was 26.
Table 3-3 presents the K factor values of the individual elements and of the combined component 
for the first 10 bin indexes together with their mean values for the bins shown and also for the 
total number of bins. Low K values for LOS situations are present due to the fact that the indoor
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environment is rich in scattering resulting in severe fading conditions. The effect of the distributed 
antenna system on the fast fading degradation now becomes more apparent compared to the 
NLOS scenario.
Best Power P lot (no s low  fad ing ), floo r n.1
r
■ I
1*
B
Figure 3-16: Predicted field strength in the meeting room deploying 3 AE’s together with the path of
the transmitter
This happens because the received signal strength is approximately the same for all the elements 
due to small distances between the moving transmitter and the individual elements and none is 
dominating resulting in more frequent destructive interference events during the incoherent 
combining of the signals. Figure 3-17 illustrates the K factor results, and it can be observed that 
approximately 2 to 5 dB degradation of K occurs with simulcasting in this LOS scenario, where 
the mean signal levels are of the same strength. This degradation of the fading characteristics is 
more apparent in the cases where the K value of the individual element is high (>4, or 6 dB), as 
can be observed from e.g. bin indexes 8-10, agreeing with results of other authors [Che96a]. 
However, from the mean K values obtained considering all bin indexes, not many bins did return 
high K values, indicating a rich scattering LOS indoor environment. Goodness-of-fit analysis 
shows that the measured distribution is not considerably different from the theoretical Rice 
distribution, since the significance levels are high.
Therefore, care should be taken so that the effects of the distributed antennas on the fast fading 
are minimal if an intelligent combination technique is to be avoided. This could be achieved by 
placing the antennas in a way to ensure that one element is always closer to the user location. In 
order to overcome the increased fading of the channel a form of intelligent combining should be 
performed (e.g. selection combining, MRC, RAKE).
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Table 3-4: K factors of the individual elements and of the combined component for the LOS scenario
Bin
Index Elem. 1 Elem. 2 Elem. 3 Combined
1 5.26 3.15 1.52 1.40
2 2.19 3.25 4.51 1.78
3 2.28 4.08 2.61 1.00
4 3.27 1.12 5.59 1.55
5 5.37 0.89 2.47 1.07
6 2.68 1.18 0.69 2.50
7 2.77 2.12 1.17 1.58
8 4.60 0.65 2.71 0.90
9 5.92 4.58 2.26 0.73
10 8.59 1.63 5.18 0.78
Mean K values for bin indexes 1-10
4.29 2.27 2.87 1.33
Mean K values for all bin indexes (1-26)
3.08 1.85 3.27 1.21
3 4 5 6 7
Bin Indexes, 10*lamda
Figure 3-17: Graphical representation of the K factors for the LOS scenario
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Elem. 1 -  Bin Index 3 Elem. 3 -  Bin Index 5
Combined -  Bin Index 3
Signal strength relative to mean, [dB]
Combined -  Bin Index 510“
10"
10"
10"
Sig. Level = 0.95
s / 
s  /  
/ /
/
—  Measured 
-----Theoretical
-2 0  -10  0 10 
Signal strength relative to mean, [dB]
Figure 3-18: A sample of comparisons between the theoretical and measured distributions together 
with their significance levels for individual elements and also for the combined component -  LOS
scenario
3.6 Conclusions
In this chapter the path loss and power gain advantages of DAS were extended into micro- and 
pico- cell environments. It was seen that the advantages are larger when DAS are deployed in 
highly shadowed environments were availability is not possible with single antennas due to the 
high attenuations and also due to the high transmitted power requirements. Reduced far field 
interference effects of DAS were also addressed. In addition, a capacity analysis based on GSM 
deployment of DAS in macro- and micro- cells was presented, showing a high potential for 
increased number of users that can be supported with distributed antenna systems. Simple 
comparisons with such techniques as sectorisation and cell splitting showed that DAS is a 
potentially attractive architecture, which should receive greater interest for future wireless 
communication systems.
Shadowing and fast fading analyses of the VCE core 1 data with DAS, were also presented. It was 
seen that the derived path loss model for the CCSR environment follows the widely used Keenan- 
Motley model where the number of walls and floors is explicitly taken into account, and a path 
loss exponent close to the ffee-space one is obtained. Shadowing also follows lognormal statistics, 
with zero mean and a standard deviation of approximately 4 to 5 dB.
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Fast fading analysis of measured data, taken in NLOS and LOS environments, was performed and 
it was found that in most cases the DAS architecture reduces the K factor. The decrease in K was 
more apparent in LOS scenarios where a degradation of approximately 2 to 5 dB occurs because 
of the similar signal strengths of the AE’s and incoherent summation increases the fading depth of 
the combined component. In NLOS scenarios the K factors of the combined component were 
similar to those of the individual AE’s although a small degradation was again obtained of the 
order of 1 to 3 dB. The macro-diversity effects of the DAS, however, were seen to overcome this 
slightly worse fast fading performance of the distributed systems. In addition, as DAS are 
deployed to lessen the effect of shadowing, their performance is expected to be much better than 
that of single antennas, especially in multi-floor buildings or other hot spot environments (e.g. 
airports, train stations etc.) where the main aims aie to provide ubiquitous services for future 
wireless communication systems.
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Chapter 4
4 Multiple Component Shadowing Analysis
4.1 Introduction
The purpose of this chapter is to introduce the available methods used for the calculation of the 
final statistics of a power sum of multiple correlated lognormal components, and also for the 
outage probability calculations by using those analytical techniques rather than extended Monte 
Carlo (MC) simulations. However, due to the fact that these techniques present limitations 
depending on the standard deviation of the individual components and also on the shadowing 
correlation among them, comparisons with extended Monte Carlo simulations are carried out to 
ensure that the appropriate method is deployed for the analysis with DAS. It is found that for the 
cases where both the wanted and the interfering components of the received signal are a 
superposition of multiple lognormal random variables (RV’s), the available techniques result in 
errors. A new method is developed to account for these inaccuracies, and it is observed that the 
consistency of the analytical techniques increases when used in conjunction with the proposed 
method.
An outline of the cases where these situations may arise is presented first. The main points of the 
procedure that is followed for the calculation of the final mean and standard deviation of multiple 
components by using the available methods -  namely the Extended Schwartz and Yeh (Extended 
SY) method and the Wilkinson’s Approximation (WA) -  is presented next. Comparisons of the 
methods with extended MC simulations follow, whereas the outage probability comparisons for 
noise and interference limited systems, in the presence of multiple components are presented. The 
areas where these methods should be deployed are identified and presented, together with the 
proposed technique of correction factors (CF) to account for the inaccuracies occurred during 
power sum and subsequent outage probability calculations.
4.2 Outages with multiple antennas
In many cases the received signal at the UE or at the central location may be a superposition of 
multiple components. Examples where these cases may occur are the digital audio or video 
broadcasting (DAB, DVB) systems, which operate in single frequency network (SFN)
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architectures and also in soft handover situations in CDMA. This, however, is also the case when 
the DAS architecture is deployed (conventional and Zoning) to provide coverage in a cell, since 
the signal comes from different antenna elements.
A SFN deploys a number of transmission sites operating on the same frequency without causing 
interference. This has the potential to increase coverage whilst minimising extra spectrum 
requirements [LigOO]. During soft handover in CDMA, a mobile station is in the overlapping cell 
coverage area of two or more sectors belonging to different base stations. Communication 
between the mobile and base station take place concurrently via two or more air interference 
channels, and the received signals are processed by appropriate techniques (MRC, RAKE), 
[HolOO]. Conventional DAS implementation can also be considered as a SFN, since simulcasting 
is deployed and the same information is transmitted (and received) from all the elements, which 
make up the distributed base station (DBS), to provide coverage in a cell. In all cases, the final 
signal is a combination of multiple components, whose statistics have to be determined
In order to analyse the performance of a wireless communication system where the wanted and 
interfering signals are coming from multiple co-channel transmitters, it is important that 
appropriate techniques are available for calculating the statistics of the combined components and 
also the outage probabilities of such a system. In addition, since the shadowing experienced by 
nearby paths may be related, the correlation properties between each pair of AE’s and the user 
location are also of interest.
The individual wanted, Cf [W], and interfering, Ij [W] signals are commonly modelled as random 
variables (RVs), log-normally distributed. However, because no exact closed-form solution exists 
for the distribution of C=(Ci+C2+...+Q), and /=(/i+/2+...+/,„), several approximation methods 
have been proposed, which assume that C [W] and I [W] can also be modelled as lognormal RVs, 
[Fen60][Sch82][Sch77]. In such situations, it is of particular interest to efficiently calculate the 
probability that the carrier signal-to-interference-plus-noise ratio, SINR, - or the signal-to-noise 
ratio, SNR, for noise-limited systems is above (coverage), or below (outage), a specific protection 
threshold, Rh depending on the specific air interface being in use:
Pout = Pr[SINR < Rt ] (4.1)
Correlation among the summands has been considered in [Saf93] [CarO 1 ] [Abu94]. In [LigOO] a 
method was proposed for the calculation of the correlation coefficient between the total useful and 
total interfering signals, as a function of the correlations between the individual components.
However, it is not clear from these works which method should be deployed, for specific standard 
deviation values of the summands, in order to accurately calculate the outage probabilities when 
multiple components are present at both ends of the communication link. Comparisons between
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the WA and Extended SY methods are presented this chapter for calculating both the statistics of 
a power sum and also the outage probabilities when uncorrelated and correlated multiple wanted 
and interfering components are present.
4.3 Methods for calculating the final statistics of a sum of multiple 
correlated lognormal components
A lognormal RV is characterised by the property that the logarithm of the RV has a Gaussian 
distribution. Therefore, if L, is a lognormal RV then:
X, = 10 • logl0 [i, ] (4.2)
is normally distributed with PDF:
fx , (*) =
1 r — exp
V2 ft'CrXi
(x -  mXi )2 ^
2 ' <tJ iV Xi J
(4.3)
where, mx_ and crXj are the mean and standard deviation of Xh often measured in dB.
In previous analyses [Sch82][Abu94], it was mentioned that it is more convenient to use the 
natural logarithm of L,- for the estimation of final means and standard deviations of the sum of 
multiple components. Therefore, a Gaussian RV Tf is defined as:
y , = ln[z,] (4.4)
with PDF
ft, iy ) = exp
f
\ y ~ m Y,n
V
2'(Ty
/
(4.5)
and with mean mYh and standard deviation aYi. It is noted that the Gaussian RVs Yt and X( are
_ ln[l0]
10
related by Yi = X • X (, mY_ -  X • mXj and aY. ~ A. • crx_, with X
We are interested in finding the statistics of the sum of N correlated lognormal RVs (L i,^,.. .,L^). 
If we let L=L\+L2+..,+Ln, we have:
L — eYì + eYn- H h eY" = ez — e i0 (4.6)
where Z represents a RV, which, following central limit theorem approximations, can also be 
considered as Gaussian, and Z-XX.
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Shadowing correlation is also considered, as the different components may experience similar 
obstacles before reaching the receiver [Sau99]. Therefore, the correlation coefficients 
p XjXj, p yjyj , p x,y , between wanted-wanted, interfering-interfering and wanted-interfering signal pairs
are defined as:
A brief outline of both the above methods is presented in the following sections.
4.3.1 W ilkinson’s Approxim ation (WA)
The Wilkinson’s Approximation [Abu94][Car01] determines the mean and the standard deviation 
of Zin (4.6), by matching the first and second moments of L with those of Li+L2+...+Ln.
Matching the first moment we have:
n 2
E[l ] = E[ez ] = E[er' + er' +■• ■• + er" }= e " ' ^  = £  =«, (4.8)
(=1
Matching the second moment returns
e [l 2]= E[e22]= E[(er' + <^ + ■ ■ ■ + eYN ? ]  = e*"'2™*
E 4 ( ^ ' ) 2] + 2 - Z i 4 ^ +1'2] (4-9)
n *m,j _
1=1 1=1 j-i+l
f  if o o ^
mYi
e
v j
N  2 my- N - l  N
= 2 >  * x' + 2 - E Z
t= i ¿=1 j - i + i
=  Ur
solving (4.8), (4.9) for mz and <rz we, get:
mz - 2 ' ln(wj) -  — • ln(w2) (4.10)
crz = ln(w2) -  2 • ln(wj) (4.11)
Dividing by X, the wanted values of mx and <jx are obtained.
4.3.2 Extended Schwartz and Yeh method (Extended SY)
With this method exact expressions for the moments with two components are developed and 
used in a nested fashion to obtain the moments of the desired sum, [Sch82]. The original work
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(SY) was extended by [Saf93] to take into account the case of correlated lognormal RV’s 
(Extended SY).
Assume that Lf = eY' ,(i = 1,..., N) are coirelated lognormal RVs such that Yt, (i=l,...,/V), are
jointly correlated Gaussian RVs each with mean, mYi, and standard deviation, To find the
distribution of L  = ln(L, + L2 H + LN), the expression Zk = l n ^  + L2 H----- hLk) is used
and following the analysis of [Sch82] [Saf93] it is seen that the mean and standard deviation of Z2 
are given by:
mz2 = m Yl + G 1(cra),mC0),
0 9 2 2 ' \ P n  - C ' y ,  ) ' ° V ,  / \ ( 4 . 1 2 )
<?z2 ~ Gi + ----------------------V ” 2 --------- L 'G^crmtmm) + G2((rmtmn)
C^O
where, m0J and aa are the mean and standai'd deviation of m=Y2 -  Y{. The parameters ma and aw 
are given by:
m co = m r2 ~ m Yx ( 4 . 1 3 )
<*1 =  ~2  • p a  ■ c r n  ■ o > 2 ( 4 . 1 4 )
Pn is the correlation coefficient of the jointly Gaussian RVs Y\ and Y2. Similarly for k > 3  the 
mean and standard deviation of Zk = \r\{eZk~l + Lk ) are given by:
mzk ~ mYk~l + G i
™ x , 2 '{Pzk-\*k ,(JYk ~ a zk-\ ) '  a zk_y ^    \  , (A 1^
,ma) + ---------------------------- 2--------------------------------- 3 (<7 cok » m a k )  +  * "  ^ L:>)
«*
• • • + G 2 (crmk, ftiak )
Where,
W k = Y k ~ Z k - V
mwk = mYk mzk—\ » (4-16)
The correlation coefficient p Zk_$K is defined by:
_  g lXz r- 1  ~  mzk. x ) • (^  ~  mYk )]
zjfe-i ‘ °V*
Pzk-\Yk ~ <t7, . • cr
/ _  \ (4 -17>
Pzk- 2Yf( . \P(*-l)fc * P Zk- 2Yk ' a Zk_2J ^  ... \a z,_2 — —  + ----------- -------3  G3 (£ 7 ^ , )
^ Z *-! Z^_j • co -^!
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The parameters G\, Gz, G3 are given in [Sch82][Saf93]. Schwartz and Yeh also presented a 
method to calculate these factors by using polynomials. It is seen in section 4.4 that, although this 
technique works satisfactorily for uncorrelated components, it does not return accurate final mean 
results if the components are correlated.
4.3.3 Monte Carlo (MC) simulations
The Monte Carlo technique is based on the generation of multiple samples of N  log-normally 
distributed components, L,- with mean and standard deviation values [Ho95]:
}, a  = {ak + ...+ 0^ }  (4.18)
In order to cross correlate those sequences, it is assumed that they are variables of zero means and 
1 dB standard deviations. Depending on the cross-correlation between each pah* of the summands, 
the covariance matrix C is built using:
P\N
(4.19)
.Pm ...........  1
where Py are the correlation coefficients of each pah* of the components. Since C is symmetrical, 
if it is also positive definite we can factorise it by using Cholesky decomposition as C = H  ■ H r , 
where H is a lower triangular matrixN x N . We first generate the k"‘ sample of the uncorrelated 
sequence:
Lk =[L\ L\ ... LkJ  
which is then converted into the correlated vector using:
(4.20)
Rt = H -L k (4.21)
Finally, the correlated sequences are obtained by multiplying Rt with the actual standard deviation 
value and adding its mean:
A =  m L, + ° ' l ì ' A ’ i = h - - ,N (4.22)
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Cholesky factorisation, however, does not always work when the correlations among the 
components are not the same as is the case in real environments. The use of Schur decomposition 
is proposed in [FiaOl] in which C = U ■ D 'U T with D being a diagonal matrix of eigenvalues 
and U being a matrix with the eigenvector as columns. The cross-correlated shadowing can then 
be generated using:
Rt =U --Jd  ■ Lk (4.23)
With this method some of the drawbacks of the Cholesky decomposition (i.e. zero eigenvalues) 
are overcome but there are still some problems when negative eigenvalues exist. In order to 
compute the square root of D, the negative values are replaced by zero thus approximating a semi­
positive definite matrix.
4.4 Mean and Standard deviation of a power sum of lognormal 
components
In this section the methods discussed above are compared in terms of returned final mean and 
standard deviation when multiple components are combined together.
It has been seen that the Wilkinson approach tends to break down for standard deviations greater 
than 4 dB, whereas the SY method works satisfactorily for higher standard deviation values and 
up to 12dB, [Sch82][Saf93]. Cardieri, [CarOl], presented some comparisons between the two 
methods and it was observed that the SY method was consistent with MC results when summands 
with same and different means and standard deviations were considered. In this analysis the mean 
and the standard deviation of all the summands is considered to be the same.
Table 4-1 presents the final mean, me, and standard deviation, ac, of a sum of N correlated 
lognormal random variables each with mean, m = 0 dB and standard deviation, a -  4 dB. Table 4- 
2 presents the comparisons for standard deviation, cr- 10 dB. The correlation coefficient, p, is 
assumed to be the same between all the components. 105 samples were used for the Monte Carlo 
simulations.
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Table 4-1: Mean and standard deviation comparisons (m = 0 dB, a -  4 dB)
(N,p)
Monte Carlo Extended SY Wilkinson
ttlMC <?MC nisY <?SY niwA OWA
(2,0.0) 3.80 3.00 3.79 3.01 3.74 3.10
(2,0.2) 3.66 3.21 3.66 3.20 3.63 3.27
(2,0.4) 3.49 3.41 3.51 3.42 3.50 3.44
(2,0.8) 3.15 3.80 3.19 3.80 3.19 3.80
(5,0.0) 8.35 2.02 8.35 2.06 8.32 2.11
(5,0.2) 8.08 2.51 8.10 2.54 8.08 2.56
(5,0.4) 7.82 2.95 7.84 2.96 7.83 2.96
(5,0.8) 7.28 3.66 7.27 3.64 7.29 3.67
(10,0.0) 11.59 1.48 11.59 1.53 11.58 1.54
(10,0.2) 11.28 2.21 11.29 2.23 11.28 2.22
(10,0.4) 10.96 2.76 10.97 2.76 10.98 2.76
(10,0.8) 10.34 3.61 10.29 3.60 10.34 3.63
Table 4-2: Mean and standard deviation comparisons (/« = 0 dB, <j = 10 dB)
(N,p)
Monte Carlo Extended SY Wilkinson
Mmc Omc JIlsY ösr ttlwA 0\VA
(2,0.0) 6.42 7.96 6.51 7.89 4.51 9.33
(2,0.2) 5.92 8.38 5.89 8.38 4.49 9.34
(2,0.4) 5.36 8.73 5.27 8.82 4.43 9.36
(2,0.8) 3.99 9.55 3.95 9.57 3.87 9.62
(5,0.0) 13.49 5.60 13.46 5.79 10.45 8.36
(5,0.2) 12.40 6.90 12.38 6.82 10.37 8.40
(5,0.4) 11.31 7.74 11.27 7.69 10.16 8.51
(5,0.8) 8.63 9.26 8.66 9.24 8.60 9.28
(10,0.0) 18.00 4.85 18.03 4.60 14.92 7.57
(10,0.2) 16.70 6.17 16.68 6.03 14.75 7.67
(10,0.4) 15.30 7.22 15.21 7.18 14.32 7.91
(10,0.8) 11.97 9.09 11.96 9.11 11.94 9.12
A clearer picture is given in Figure 4-1 where 10 zero-mean, correlated lognormal components are 
considered with different values of correlation, as a function of the standard deviation of each 
component and for the interval 4-12 dB.
Two approaches have been followed for the estimation of the values obtained using the SY 
method. The first uses the polynomials as given in [Sch82], whereas the second follows the 
analysis presented by [Saf93] for the estimation of the factor Gi, and the SY polynomials for 
factors Gz G3.
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It is observed that the mixed Extended SY approach results in the most accurate approximations. 
The final mean values obtained with the Extended SY method agree perfectly with Monte Carlo 
simulations, whereas, the final values of the standard deviation present some inconsistencies for 
individual standard deviations greater than 8 dB. This error was seen to be less when all the G, 
factors were obtained by using the analytical expressions, [Saf93]. However, as it is very difficult 
for these expressions to converge and the computation time highly increases, it is proposed to use 
the polynomials for the calculation of the factors G2, G2 and the analytical expression for factor 
Gi.
Figure 4-1: (i) Mean and (ii) Standard deviation comparisons for 10 zero-mean lognormal 
components as a function of the standard deviations of the individual summands
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Similar results were observed for different numbers of summands. Specifically, the Extended SY 
method was seen to work accurately for all the cases no matter what the standard deviation of the 
individual summands was. On the other hand, WA is very accurate when high correlation exists 
between the components but as the correlation decreases, the accuracy degrades, as shown in 
Figure 4-2.
Figure 4-2: (i) Mean
std dev = 7 dB
  Monte Carlo
-  -  Extended SY 
 Wilkinson
10 15 20 25 30
Number of components, N
and (ii) Standard deviation comparisons as a function of the number of elements
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4.5 Outage probability calculations in single cell scenarios (Noise- 
limited cases)
In order to calculate outages in CDMA systems, the other cell interference is frequently replaced 
by the inter-cell interference factor given by:
from 0.1 to 0.6 depending on the environment, [SipOO][Oja98]. The interference caused by the 
home cell users gives rise to the thermal noise of the receiver and is accounted for by the 
interference margin, RIM, which also takes into account the inter-cell interference factor, /. These 
issues are further discussed in Chapter 5.
Consequently, the power of the required user has to overcome the path losses and thermal noise 
plus noise rise as given by Rim- Outage is then considered to occur when the signal to noise ratio 
of the required user is less than a predefined threshold, Rt, and is given by:
where NT [dB] is the thermal noise, and Rm [dB] is the interference margin, as will be explained 
in more detail in Chapter 5. mc and crc are the mean value and the standard deviation of the final 
component of the combined signal of the DA system, both in dB. It is noted that for the sake of 
comparisons only the SNR is considered, whereas the interference margin, R[M, can be neglected, 
since it affects only the mean values and not the standard deviation of the shadowing, which is the 
main parameter the investigated methods depend on. Parameter aEFF [dB] is the effective standard 
deviation of the power control error, which is considered to be small compared to ac [dB], and it 
is also not considered in this analysis.
[Sch82][Ho95][Abu94] also presented some simulations for noise limited cases and it was found 
that the SY method should be used for the range 0.1-99 percent of the CCDF. The outage 
comparisons were concentrated at SNR threshold values in the range 10 to 50 dB and it was 
mentioned that SY presents better consistency for lower thresholds, [Ho95], Here, however, the 
comparisons are presented for SNR thresholds of -20 to 10 dB, since the processing gain of the 
W-CDMA system allows the signal of the required user to be lower than the noise plus 
interference levels of the receiver. Therefore, these results can be seen as an extension to the 
investigated in the literature threshold values.
(4.24)
where Ioc and IHC are the other cell and home cell interference respectively. The value of/ranges
C
POUT=i>,:[SNR<R,] = l - Q Rt mc + N T + R im (4.25)
V
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It can be seen from Figure 4-3 that the WA method presents low consistency for high standard 
deviation values and uncorrelated components, whereas for high values of correlation, (>0.7), 
both methods result in approximately same outages. The Extended SY method did not present any 
significant inaccuracies for standard deviations higher than 4 dB. It is also noted that the outage 
increases with /?, as the existence of correlated components results in smaller mean and higher 
standard deviations, when compared to those obtained when the components are considered to be 
uncorrelated.
Figure 4-3: Outage probabilities in noise-limited systems and with shadowing correlation among the
summands
4.6 Outage probability comparisons in multiple cell scenarios 
(Interference-limited cases)
As mentioned in the introduction, when multiple wanted and interfering components coexist, we 
are interested in finding the probability that the total carrier signal-to-interference-plus-noise ratio 
SINR, in watts, is below a specific protection threshold, R,:
POUT = ?t[SINR < R, ] (4.26)
The SINR is expressed as:
C, +C7 H 1- CNSINR = --------  *-------- -—  (4.27)
A + A + + Nt
where, C„ /={1,2,...^V), and Ij9 y-{l,2,...,M}, are the individual useful and interfering 
components respectively (also in watts), frequently assumed to be log-normally distributed 
random variables.
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The sum of both the wanted and interfering signals is also approximated as another lognormal 
random variable, and can be calculated by using one of the available methods discussed 
previously. As mentioned in the introduction the effects of shadowing correlation between the 
summands were investigated in [Lig00][Saf93][Car01][Abu94].
After the required mean and standard deviation of the sum of the multiple log-normal components 
have been calculated by using one of the above methods, the distribution of the SINR should be 
obtained in order to estimate the outage probability of the system as given by:
Pom =Pt[SINR<R,] = Rf mc + (N t + iTij ) + RjM
RRRrfRpR, ■irc -<T( + cri (4.28)E F F  J
where, as for the noise-limited case the interference margin (Rim) accounts for the home cell 
power controlled interferers and also for inter-cell interference (/). nic, etc and mh 07 are the final 
mean and standard deviation of the wanted and the interfering components respectively all in dB. 
The interference margin, and the effective standard deviation of the power control error, crEFF 
[dB], can be neglected again for the sake of comparisons, as in the noise-limited case.
4.6.1 Correlation coefficient between multiple C and I  components (Ligeti’s 
method)
The correlation coefficient pC/> in equation (4.28) is the only parameter that is as yet unknown. 
[LigOO], introduced a method for calculating the correlation coefficient between multiple useful 
(£/), and multiple interfering (R), components.
Let U i  = e Xi and Rt —  eY‘ .  U = Ul + U2 + — f*UN and R = Rl + R2 -\—  + RM are approximated
as lognormal RV’s, and the means mc and mh and the standard deviations <7C and <7/ of their 
Gaussian equivalent C = ln(U) and I = ln(i?), are determined by using the WA or the Extended 
SY method.
The correlation coefficient, pa , is then calculated by introducing the RV, 0  = C + 7, which is also 
considered to be Gaussian, and matching the first moment of e® with the first moment of 
(ex> + -  + ex« ) - ( / ‘ +••• + / " ) .
We have:
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£ [ i« ]  = E[ece' ] = E[(ex' + -  + eXf> y / '  + • • • + e1u )]
= £ 1 4 ^ ) ' (4.29)
M  j= l
+mYj +1/ 2{ 4 , + a Yj + 2 p X iYj ° X i °Y j ) _
= U
1=1 J m  1
and
ma+cri/2 (4.30)
In addition from m ,^ =mc + rrij and = CF2c +<JJ + 2 • p a  • crc • C7Z, solving for we 
finally get:
^ 2 [ \n [u ]  -  ( m c  + nt j  )] ■- ( a 2c  + a )  )
r e i  ~  02 • <7C • <7Z
(4.31)
4.6.2 Outage results in interference limited systems
In single carrier -  multiple interference systems, it was seen that both the WA and the Extended 
SY method were consistent for standard deviations less than 8 dB, whereas the latter could be 
extended to higher standard deviations, agreeing with results presented by other works found in 
the literature, e.g. [Abu94][Ho95][Sch82].
*  Monte Carlo
  Extended SY
• —- Wilkinson
p = 0.4 
N = 5
= 4 dB
•  Monte Carlo
—  Extended SY
—  Wilkinson
-10  -5  o
SINR Threshold, [dB]
5 -1 0  - 5  0  5
SINR Threshold, [dB]
std dev = 8
tr
z  lo­
co
std dev = 6
= 4 dB
Figure 4-4: Outages obtained with 5 components in both C and /  signals using Ligeti’s algorithm for 
correlations 0.2 and 0.4 and for different standard deviations of the individual components
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However, in systems where the wanted and the interfering signals are a combination of multiple 
components it was also observed that the WA returned consistent results for standard deviations 
up to 4 dB, and it could be used for higher standard deviation values if the correlation of the 
components increased beyond 0.4. The Extended SY method also presented inconsistencies in the 
outage calculations when low-correlated components were considered, as the outage results 
obtained by the Q-function are derived under the assumption that the statistics of a sum of 
multiple components are log-normally distributed, which is not the case when the number of the 
summands is low, Figure 4-4. It is noted here that when no correlations are considered between C 
and 7, the Extended SY method (and the SY polynomials) is accurate for cr> 4 dB.
In order to observe the limitations of each method, the regions where the outage error - which in 
this case is the difference between the outage returned by each method and by MC simulations, 
expressed as a percentage - is greater than a specific threshold (e.g. 2%) are presented for different 
correlation values among the components. This outage error better illustrates the differences in the 
top right hand regions of the outage graphs, since the error obtained in the tail regions is given as 
a low value, which is not the case since the outages obtained for those regions were not always 
consistent.
Figure 4-5 presents contours of the outage error for equal correlation values py = 0, 0.4 and 0.7. 
The WA technique is accurate for standard deviations up to 4 dB when the components are 
considered to be uncorrelated, and this limit could be extended to higher standard deviations of 
the individual components when correlation is present. The Extended SY approach is very 
consistent in the interval 4-6 dB standard deviations when uncorrelated components exist, 
whereas as the correlation increases it could be deployed for up to 10 dB standard deviations. 5 
wanted and interfering components were considered in these simulations.
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Wilkinson’s Approximation Extended SY
Wilkinson's Approximation
Wilkinson's Approximation
Extended SY
Extended SY
Figure 4-5: Contours of outage error obtained using the WA and the Extended SY method for 
different values of correlation among the components
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4.7 Correction factors (CF)
It is observed from the above graphs that the outage errors for both methods increase with the 
individual component standard deviations, as the returned final mean and standard deviation 
values are not consistent with MC simulations. As a consequence, the C-7 correlation coefficient 
obtained using Ligeti’s algorithm was also presenting errors, and a correction factor is required to 
account for these inaccuracies. For the WA it was seen that a correction factor that should be 
applied in equation (4.31), is required to increase the value of the C-7 correlation coefficient, 
whereas, for the Extended SY method the correlation has to be decreased. Therefore, for the WA 
we use:
where CFWA, CFSY are the correction factors that depend mainly on the standard deviations of the 
individual components, on the numbers of the summands and also on the average correlation 
among the wanted and interfering components. Simulations showed that a greater correction is 
needed for small number of summands and as N increases the correction has to be reduced. 
[LigOO] also presented some results using the WA and it was mentioned that better results were 
obtained for high number of components.
We can store these factors in a look-up table and use them according to the number of the 
components, N. However, because of the smoothness of these factors it is possible to fit a function 
so that it could be extended for higher values of N and a  Therefore for the WA method we have:
and for the Extended SY method:
(4.33)
(4-34)
and for the Extended SY method:
(4.35)
Where F is given by (4.36) -  (4.38) and shown graphically in Figure 4-6.
F(<t, W) = Fj (cr) • F2 (N) (4.36)
with
tru -15
Fi (cr) = 0.45 • e 0,85 °' -0 .1 (4.37)
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and
F2(A0=1.2
—N
1 - e  5 -0.0016• -0 .25 (4.38)
As the error returned by applying the WA or the Extended SY method decreases with correlation, 
the required corrections also have to be reduced by multiplying its value with a constant Swa, SSy, 
depending on the average correlation between C and I as shown in Table 4-3. It is observed that 
the underlining shape of those constants was very close to Gaussian and, therefore, they could 
also be replaced by a function. After some experimenting (4.39) is chosen, and illustrated 
graphically in Figure 4-7.
S m  = - M L . . e (-»è'2'«î) _ o 01 a = 0 24 
■jTM-a
S,y = - 9 £ L . e(-'"«'M*) _0.02, b =  0.32 
V S t -b
(4.39)
with mci being the average correlation between C and I of the covariance matrix.
Figure 4-6: Correction function to account for the inaccuracies of the C-I correlation, as a function of
number of RV’s, N and standard deviations, a
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Table 4-3: Correction Constants S Wa , S s y
Average C-I 
Correlation SfYA Ssy
0.00 < p^o.io 1.10 0.42
O.lOcp^O.15 1.00 0.40
0.15<p <0.20 0.80 0.38
0.20< ¿><¡0.25 0.70 0.34
0.25< ^ <0.30 0.60 0.30
0 .30< ^ 0.35 0.50 0.25
0.35 0.40 0.40 0.20
0.40</3<0.45 0.25 0.16
0.45 < p < 0.50 0.18 0.13
0.50< p <0.55 0.13 0.10
0.55 <p<, 0.60 0.09 0.09
0.60<yC>^0.65 0.06 0.08
0.65 < p <0.70 0.04 0.06
0.70<yO<0.75 0.02 0.04
0.75< ¿,<0.80 0.01 0.02
-----  Wilkinson, Sw
-  -  Extended SY, Ssy
X/
/
V N....N
It
/
/
/
/
V 
\  \
\ \  
\ \  
\
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. . . .
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Average C -l Correlation
Figure 4-7: Correction constants required to account for the slope of the correction function 
depending on the average value of the C-l correlation
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It is seen that when the average C-I correlation becomes negative the factor has to be reduced in 
the same way as when it is positive. Negative correlation could be obtained by MC simulations by 
treating the C-I part of the covariance matrix, as positive values in order to implement the 
factorisation, and multiplying the final product by vector Y to induce the required negative 
correlation between C and /:
R-neg — R ' Y (4.40)
where R is given by (3.21) and Y is of the form:
Y  =
~]T
1 1 -1  -1 (4.41)
In oui* simulations the number of the components was considered to be the same in both C and /. 
In section 4.8 the consistency of the methods for different number of wanted and interfering 
components is investigated by using the corrections based on the average number of components 
as given by:
N  =
2
(4.42)
Where Nc, NI} are the number of the summands in the wanted and interfering components 
respectively.
Figure 4-8 displays the outage probabilities with the use of the correction factors as given by 
(4.32) to (4.39) for equal correlation coefficients and for the same number of wanted and 
interfering components, N= 5.
Figure 4-8: Outage probabilities with the Wilkinson Approximation for’/ty= 0 and 0.4, and 'with the
use of correction, CF
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The same analysis was performed with the Extended SY method and the results are presented in 
Figure 4-9.
Figure 4-9: Outage probabilities with the Extended SY method for py=  0 and 0.4, and with the use of
corrections, CF
As mentioned above, in order to compare the investigated methods with negative correlations in 
the C-/part of the covariance matrix the procedure described in (4.40) and (4.41) is followed. The 
covariance matrix is of the form:
P =
1 P c .C j P c ti{
P c jC , 1 P c 2It
A , c , A , c2 •• 1 P i *
: P h il 1 .
(4.43)
where p cc , p LI is the correlation between each pair of the wanted and interfering components 
respectively, and p CI is the correlation between each pair of C and /.
With N -  4 components at both C and /  parts of the signal, equal correlations among all pairs (e.g. 
Pÿ=0.4), and negative correlations between C, and /,, the covariance matrix becomes:
P =
1 0.4 0.4 0.4 -0 .4 -0 .4 -0 .4 -0 .4
0.4 1 0.4 0.4 -0 .4 -0 .4 -0 .4 -0 .4
0.4 0.4 1 0.4 -0 .4 -0 .4 -0 .4 -0 .4
0.4 0.4 0.4 1 -0 .4 -0 .4 -0 .4 -0 .4
-0 .4 -0 .4 -0 .4 -0 .4 1 0.4 0.4 0.4
-0 .4 -0 .4 -0 .4 -0 .4 0.4 1 0.4 0.4
-0 .4 -0 .4 -0 .4 -0 .4 0.4 0.4 1 0.4
-0 .4 -0 .4 -0 .4 -0 .4 0.4 0.4 0.4 1
(4.44)
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Following the procedure that is described above, we treat the C-I part of the matrix as positive 
values and when the decomposition is complete negative correlation is induced by using equation
(4.39). Figure 4-10 illustrates the comparisons where both methods are seen to be very accurate.
Figure 4-10: Outage probabilities with negative correlations in the C-/part of the matrix, with N = 4
components and with the use of CF
4.7.1 Outages with unequal correlation coefficients
In the previous sections it was seen that the WA and Extended SY methods, when used with the 
correction factors, return consistent results for the cases when all the correlation coefficients 
among the summands was assumed to be the same. However, this is an unrealistic assumption, as 
different correlations exist in real environments depending mainly on the angle difference 
between each pair of components and on the distance ratio between each transmitting antenna and 
the receiving location, [Sau99]. In addition, unlike the outdoor case where the correlation tends to 
zero for large angles, the correlation for angles greater than 90° is found to have a negative trend 
[Gud91][Fia00][But00]. This suggests that the shadowing in one path increases as the other 
decreases. We examine in this section the performance of the investigated methods in the 
presence of unequal correlation coefficients and the impact of using the correction factors for the 
calculation of the outage probabilities in such environments.
Figure 4-11 gives the areas of outage error when unequal correlations exist randomly chosen 
between the interval 0-0.8, and when no correction of the C-I correlation coefficient is performed. 
It is seen that both methods return inconsistent results for high standard deviations of the 
individual components. Specifically, the WA is seen to present good consistency for standard 
deviations up to 4 dB, whereas the Extended SY method degrades considerably and only works 
for standard deviations in the range 4-5 dB.
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Wilkinson’s Approximation Extended SY
Figure 4-11: Areas of outage error obtained for unequal correlation coefficients and with no
correction
The outage probabilities in this case become as shown in Figure 4-12 where poor agreement exists 
for high standard deviation values for both methods when compared to MC simulations, although 
the mean value of the correlation matrix is greater than zero (e.g. 0.3-0.4). 105 samples were used 
for the MC analysis.
Figure 4-12: Outage probabilities comparisons in the presence of unequal correlation coefficients 
among the wanted and interfering components and with no correction
The effect of applying the correction factors introduced in the previous section is observed in 
Figure 4-13 for both methods, for N -  5 summands in the wanted and interfering parts. The errors 
returned by both methods are now decreased compared to that when no correction was performed.
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Figure 4-13: Outage probabilities with the WA and the Extended SY method for unequal correlation 
coefficients and for 5 wanted and interfering components {N -  5)
With the existence of both positive and negative correlation we apply the procedure outlined in
(3.39) and (3.40) with unequal, random values for the correlations p cc ,p rI and with negative,
unequal p CI correlations, Figure 4-14. The consistency is again maintained for both the WA and 
the Extended SY method.
Figure 4-14: Outage probabilities with unequal positive p acp Puij and negative p Cuj correlations, with 
7V= 5 summands and with the use of correction factors
It is also mentioned that negative correlation between C and /  increases the outages compared to 
that obtained with positive values.
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4.8 Outage comparisons with unequal number of wanted and 
interfering components
111 the previous sections the analysis was based on an equal numbers of wanted and interfering 
components, N. If the number of the summands in C and I is unequal, deployment of their average 
value is proposed for the calculation of the correction factor.
„  N c +Nr
N  = —^ — L (4.45)
However, high numbers of summands will result in negative correction factors, which then will 
degrade the performance of either the WA or the Extended SY method. If this is the case then the 
correction should be set to zero and essentially no impact to the final outages, as given by the 
investigated methods, will occur. However, as N increases the distribution of the combined 
component approaches the Gaussian distribution, and the returned outages are consistent. 
Therefore, no correction of the C-I correlation (calculated by the Ligeti method) is required.
Figure 4-15(i) presents the impact of the correction factor on WA for different number of 
interfering components with the number of wanted components as a parameter and for correlation 
value 0.2. It is observed that the returned outages are inconsistent for small number of summands 
when the CF method is not used and the consistency increases as N  becomes high. With the 
introduction of corrections it is observed that the outages are more consistent for all cases. For 
higher standard deviation values, however, and when the number of the components is high (so no 
correction is applied), the errors returned by this method will become more apparent.
The outages obtained by the Extended SY method are shown in Figure 4-15(ii). Better 
consistency with MC simulations is obtained, as the errors are now smaller than those obtained 
with the Wilkinson’s method. Therefore, lower correction is applied when the number of the 
interfering summands is small, whereas, for higher numbers of N no correction is needed.
In order to compare the number of operations performed by each method, the floating-point 
operations (Flops) can be seen in Table 4-4, for 6 carriers and 30 interferers. The WA-Ligeti- 
CFwa approach is seen to be very efficient in calculating the statistics of multiple components and 
consequently outage probabilities, as it requires a small number of operations to perform the 
analysis. The Extended SY-Ligeti-CFSY approach on the other hand, is very time consuming but 
more accurate compared to the WA method.
70
Chapter 4. Multiple Component Shadowing Analysis
(i)
(ii)
Figure 4-15: Impact of the correction factors on the (i) WA and (ii) Extended SY method, for 
different number of interfering components with the number of wanted components as a parameter
Table 4-4: Total number of flops of the investigated methods
Number of 
Carriers / 
Interferers
Number of floating point operations (flops), 
Pa = 0, <7= 6 dB
Monte Carlo 
Simulations
Extended SY- 
Ligeti-CF WA-Ligeti-CF
6C /307 281,521,245 14,602,173 14,580
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4.9 Summary of the outage calculation of both noise and interference 
limited systems
In order to obtain a clearer picture of the procedure that should be followed, in order to calculate 
the outages of a noise or an interference-limited system where both C and I parts are a 
superposition of multiple components, an overview is presented in Figure 4-15.
For noise-limited cases (single cell analysis), the WA could be deployed to calculate the statistics 
of the final component for standard deviations up to 4 dB. The Extended SY method should be 
used for higher standard deviation values, as the outage results were very consistent with MC 
simulations for SNR threshold values less than 10 dB. For higher thresholds the WA has been 
proved to be more accurate [Abu94][Ho95].
For systems when both the wanted and interfering signals are a superposition of multiple 
components, it was observed that none of the investigated methods was returning consistent 
outage results when the standard deviations of the individual components was greater than 4 dB, 
as the approximation of the distribution of the sum of lognormal components as Gaussian leads in 
inaccuracies. Therefore, the correlation coefficient between C and I as calculated by the Ligeti 
algorithm presents errors, which had to be corrected by the use of a function that is found to 
depend on the standard deviations of the individual components, the number of the summands and 
also on the average C-I correlation. The derivation of this function was based on equal numbers of 
summands in both C and I parts of the signal, but it resulted in reduced outage errors when 
unequal numbers of summands were considered. However, when the number of the summands is 
increasing, the effect of the correction is small and should be stopped before worsening the 
outages when the value of the correction becomes negative. In these cases, however, the accuracy 
of both methods increases, with the Extended SY-Ligeti-CFSY combination being more consistent 
than the WA-Ligeti-CFWA approach. However, due to the fact that the SY method is highly 
inefficient in terms of simulation time and also since it also results in inaccuracies for high 
standard deviations, it is recommended to follow the WA for outage probability calculations.
It is noted at this stage that the results are without the presence of thermal noise. In realistic 
simulation scenarios where interference levels might be well below noise the accuracy of the 
methods should be verified again.
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Figure 4-16: Flow chart for outage probabilities calculations of noise and interference limited systems 
with multiple correlated components in both C and I
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4.10 Conclusions
In this chapter two of the most widely deployed techniques, namely the WA and the Extended SY 
method, were investigated and compared with extended Monte Carlo simulations for the 
calculation of the statistics of the power sum of multiple correlated lognormal components, and 
also of the outage probabilities in noise and interfering limited systems, where both C and I are a 
superposition of multiple components. It was observed that the Extended SY method yields better 
results in calculating the final mean and standard deviations for individual component standard 
deviations greater than 4 dB, and also in calculating the outage probabilities in noise-limited 
systems. For standard deviations less than 4 dB the WA should be deployed in uncorrelated cases, 
and as the correlation increases this method could be used for higher standard deviations of the 
individual components.
In interference-limited systems an algorithm introduced by Ligeti was used to calculate the C-I 
correlation coefficient. However, it was found that the results are not very consistent when both of 
the above methods are deployed, and with standard deviations greater than 4 dB for the WA and 
for values outside the interval 4-5 dB for the Extended SY method. In order to account for these 
inaccuracies, a method of collection factors (CF) was introduced, which is a function of the 
individual component standard deviations, the number of the summands, and on the average C-I 
correlation of the covariance matrix. With the use of CF it was seen that the errors are much 
reduced compared to those with no correction, when either equal or mixed correlations were 
considered. Therefore, it is recommended to use this technique when multiple components are 
considered during the outage probabilities estimations, with either the Extended SY or the WA 
methods.
When the number of the components in C and I is not equal, the Extended SY method -  together 
with the proposed corrections for small number of summands -  outperforms the WA and should 
be the recommended technique for calculating the statistics of multiple correlated lognormal 
components, although it is very time consuming compared to the WA. However, for small cell 
analysis with variances up to 5-6 dB, the WA-Ligeti-CFWA combination returns accurate results. 
In addition, as it is much more efficient than the Extended SY method, it should be the preferred 
one for small-cell analysis. Finally, since the proposed correction functions were developed based 
on equal number of carriers and interferers, it might be possible to develop even better functions, 
based on the actual number of the wanted components and optimise the outages obtained with the 
Wilkinson Approximation.
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Chapter 5
5 Coverage and Capacity Modelling of DAS 
Architectures
5.1 Introduction
This chapter presents the approach investigated for modelling the distributed antenna system and 
also the extension of this to two more flexible architectures namely Zoning and Switching. This 
modelling has been performed using the third generation (3G) system as example, but the main 
ideas are the same for any interference-limited system; where the received signal is a 
superposition of both wanted and interfering components.
The modelling is based on two main sources of interference; one that comes from the home-cell 
users (intra-cell interference) and one that comes from users in adjacent cells (inter-cell 
interference). From the system’s point of view, the information that is required is the amount of 
the interference that the home cell users produce translated into the noise rise over thermal noise. 
In addition, the amount of the inter-cell interference should also be taken into account. In the 
analysis presented here with conventional DAS and with Zoning and Switching, the inter-cell 
interference (due to macro- and micro-cells), is accounted for by the inter-cell interference factor, 
which is similar to the approach followed by different authors [Sip00][Lee98c][Dim01]. This 
seems appropriate since the scope of this research is to concentrate mainly on the picocell 
environment. However, with Zoning and Switching, the interference that is originated by the 
other-zone (or other AE) users, is explicitly calculated. Knowing the statistics of the total noise- 
plus-interference power, the required transmitted power levels by the user equipment (HE) in the 
uplink and the Base Station (or Node B) in the downlink, can be calculated. Depending on these 
requirements the availability (coverage) for a number of users is derived.
Since the analytical methods of Chapter 4 are followed for the outage probability calculations, it 
is necessary that comparisons of the results with Monte Carlo simulations be performed to verify 
the consistency of the approach. This is presented at the end of this chapter in a small 
environment where MC simulations could be carried out in a reasonable simulation time.
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5.2 W -  CDMA analysis with conventional DAS, Zoning and Switching
In a W-CDMA system, signals from other users, in home and adjacent cells, act as thermal noise 
like interference, which raises the noise floor of the receiver. This noise rise over thermal noise 
depends on the power control errors and on the loading of the cell. Power control is a necessity in 
the CDMA system, as many users simultaneously transmit to a Node B with the same frequency 
spectral allocation [Vit93]. Without power control a single overpowered user could block a vast 
majority of distant users giving rise to the near-far problem of CDMA, [HolOO]. Its purpose, 
therefore, is to guarantee a particular level of performance, which is a function of the bit-energy- 
to-noise-plus-interference density, Et/N0t which varies according to the channel propagation 
characteristics.
In a conventional DAS implementation all the signals from the users are received by the AE’s and 
delivered back to the central location where all the signal related information, including the power 
control, is implemented, Figure 5-1. With Zoning, a number of AE’s is grouped together and the 
signal is delivered back at the same port, whereas the implementation of Switching involves only 
one AE receiving the wanted component, whereas all the other signals at adjacent AE’s act as 
interference. It can be assumed that interference from other users can be regarded as noise, giving 
rise to the thermal noise levels of the receiver [Oja98][Lee98][HolOO]. The resultant noise rise 
over thermal noise depends on the number of simultaneously transmitting users and on the power 
control errors calculated as explained in detail in the following sections.
Figure 5-1: Simple DAS concept in multi-storey building in (i) Uplink, and (ii) Downlink
5.2.1 Coverage and capacity analysis with DAS -  noise limited system
Depending on the service (voice, video, etc.) and on the required Ef/N0 to maintain the quality of 
the link in acceptable levels, the required received power (receiver sensitivity) can be calculated 
in watts as [Oja98]:
Chapter 5. Coverage and Capacity Modelling o f  DAS Architectures
or in dB:
PREQ[dB] = ^ [ d B ]  + R[dB] + lOlog (kT) + F[dB] + Rm (5.2)
where R is the bit rate of the service in dB, F is the noise figure of the receiver in dB, and Rm is 
the interference margin depending on the loading of the system, also in dB. For dimensioning 
purposes it is frequently assumed that the value of the interference margin is 3 dB corresponding 
to a load of 0.5, [HolOO][Oja98]. Generally, the load may take a value between 0.4-0.8, since a 
fully loaded system (i.e. load value, x = 1) might get into an unstable state and drive the powers of 
all users to a maximum, hi the analysis presented here the interference margin is calculated 
explicitly by considering the number of power-controlled users experiencing power control errors 
(PCE).
The maximum supportable path loss, L p EFF [dB] of a wireless communication system is given by 
(5.3) taking the various gains and losses in the path of the communication link into account:
LpEFF ~ £\ x ,u e  ^  Gnb — Lnb + Gue — Lue — P REq  — (7(0, O'EFF ) (5.3)
where P t x , u e  is the maximum transmit power of the user equipment (UE) in dBW, GNB and Gue 
are the antenna gains of the Node B and the UE in dB, L NB is the receiver cable and connector 
losses, whereas LUE is the body loss, also in dB. G(0,geff) is the lognormal shadowing of the 
investigated environment with zero mean and standard deviation, oEFF [dB], which for the DAS 
case is reduced due to the macro-diversity effects of this architecture.
Solving (5.3) for Ptx,ue the required power to maintain good quality is obtained in dBW.
^T X ,U E  =  ^ P  EFF ~  & N B  ^ N B  ~  G U E  ^ U E  +  ^R E Q  +  (7(0, CFEFF )  (5.4)
Outage is considered to occur when the power required to maintain the quality of the link is 
greater than the maximum power the mobile can deliver.
P o u t  =  P r \P T X ,U E  — P t x ,u e ,m a x  j  =
r (5.5)
— Pi \ L p EFF — G nb — Gue +  Lnb +  Lue +  PREQ +  (7(0, <JE F F )  >  P t x ,u e ,m a x  j
which can be solved by the complementary cumulative normal distribution (^-function) as:
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P O U T = Q
TX ,UE,MAX L p  EFF G To t  P }REQ
4 °
2
EFF
Q
P t x ,u e ,m a x  L P eff^G to t Eb /  N  0 R I0 '\og (k-T ) F RIM
4 o 2 + o 2EFF PCE,EFF
(5.6)
where P Tx , u e ,m a x  [dBW] is the maximum power of the UE, LpEFF [dB] is the effective path loss 
experienced by the signal, and G To t  [dB] has replaced the antenna gains and losses. The required 
Ei/No depends on the investigated service (e.g. 3.3 dB for voice, 2,4 dB for video in microcells for 
the uplink, [3GPP]). Parameter o P c e ,e f f  [dB] is the effective standard deviation of the power 
control errors, calculated as explained next.
5.2.1.1 Uplink noise rise calculation
Interference in a multiple cell scenario consists of home cell plus other cell interference. The total 
thermal noise-plus-interference that a user has to overcome is given in watts as [Lee98c][Dim01]:
Nt +7 N  + IHC + Ioc — N t + l HC + f  * IHC — N t + 1HC • (14- f ) (5.7)
where NT [W] is the thermal noise of the receiver and 7 [W] is the total intra- and inter- cell 
interference. The home cell interference IHC [W] generated by (M-l) perfectly power-controlled 
users can be expressed in watts as:
(5.8)
Therefore, (5-7) becomes:
NT + 1 = NT + (Ì+ f )  ■ (M - 1 ) ‘U‘S (5.9)
where, M is the number of users in a cell, /  is the inter-cell interference factor (i.e. home-cell to 
other-cell interference), S [W] is the received by the BS power, and u is the activity factor of the 
user, which usually takes values between 0.375 [Rap96] and 0.67 [HolOO] for speech, and 1 for 
data service.
The carrier signal-to-interference-plus-noise-ratio (ClNR), can be expressed in watts as:
CINR - u ' S
N T +u- S  • (M - ! ) • ( !  + / )
M  =1 + iVT
(5.10)
(! + / ) •  CINR u- S- ( l  + f )
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The maximum number of users can be derived if the noise is neglected [Dim01][Lee98c] as:
m amx= 1 + -------   = --------- ---------= ---------------------- 1- (5.11)“ “  (1 + f ) - CI NR  (1 + n -C IN R  «■ (1 + / )  • [fij / Al0 ],1REQ
From the definition of the cell loading and from (5.10), (5.11) we get:
Number of Active Users M  M
x =
Max Allowable Number of Users M MAX ^  N T
u- S- ( l  + f )  (5.12)
u- S- M- ( X + f )  m « -S - (M-1) - (1  + / )  _ I
N T +u- S ■ M  '(1 + f ) ~  N t + U-S - (M -1 ) • (1 + / )  ~ N T +1
Therefore, the noise rise in dB, due to perfectly controlled home cell interference (plus inter-cell 
interference) is calculated by:
N t [dB] + /[dB] = 10 log
with ^  taking values between 0 and 1.
Air [W] 
1 — x
= A^r [dB ]-101og(l-x), x < l  (5.13)
However, in realistic scenarios power control errors (PCE) need to be considered and the above 
loading equation has to account for those errors. Since the relative received power of each user 
can be modeled as a lognormal random variable with zero mean and standard deviation equal to 
the PCE [Vit93][Vit94], their power sum can be approximated as another lognormal, following 
central limit theorem assumptions. The final statistics can be calculated by either MC simulations 
or more efficiently by the Wilkinson Approximation (WA), which as shown in Chapter 4 is very 
accurate for PCE up to 4-5 dB.
The above loading equation now becomes:
Power Sum of M Power -  Controlled Users
X - -
Mean of Max number of Perfectly Controlled Users
(5.1.4)
M  M MAX  K-/10
=>* = ¿ l O ^ 10/ £  10 J
i=1 7=1
where L(- [dB] represents a lognormal random variable (RV) of zero mean and standard deviation 
equal to the PCE, whereas Yj [dB] represents a of zero mean and zero standard deviation RV, of a 
perfectly controlled W-CDMA system of a total of M Ma x  users as given by (5.11). The effective 
standard deviation of the power sum of the lognormal components is the required standard
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deviation for the outage calculations, (Jp c e .e f f  [dB]. The noise rise of these power-controlled users 
is given as previously by the noise-rise equation (5.13).
Figure 5-2 presents the noise rise against the number of users for both speech and video service, 
with the PCE as a parameter. Ef/No of 3.3 dB for speech (12.2 kbps) and 2.4 dB for video (144 
kbps) were considered, whereas inter-cell interference factor of 0.4 [SipOO], and voice activity of 
0.5 for speech and 1 for video, were assumed.
As expected, with higher values of the PCE the noise rise curve is steeper compared to perfect PC 
situation, with the subsequent effect of limiting the number of users that can be supported, 
agreeing with results presented by other authors e.g. [Pra98]. For perfect power control (PPC) the 
followed approach results in the same noise rise as when dividing the active user power by the 
power from the maximum number of users, that could be supported by a W-CDMA system as 
explained in [HolOO][SipOO][Lee98c].
Figure 5-2: Impact of power control errors on the noise rise for (i) speech and (ii) video services
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5.2.1.2 Downlink outage calculation
For downlink dimensioning it is important that the total transmission power required by the Node
B is calculated. The minimum required transmit power for each user is determined by the total 
path loss (including antenna gains) between Node B transmitter and user, L, and the mobile 
receiver sensitivity, in the absence of multiple access interference. Then the effect of noise rise 
due to the home cell interference is added to this minimum power and the total represents the 
transmission power required for a user in the cell.
From the user point of view, the received power at each location depends on the number of home 
ceil users requiring power to be transmitted according to their location, as well as the location of 
the required user. In addition, loss of the downlink orthogonality would result in noise rise, which 
has to be accounted for by the interference margin. So:
where, the sum term is a sum of lognormal components due to the home cell users, each with 
mean depending on receiver sensitivity levels (i.e. thermal noise plus CINR requirements) and on 
the Gaussian RV with mean equal to the path losses including antenna gains, L e f f j  [dB], and 
standard deviations equal to the effective standard deviation of the shadowing of the environment, 
cteffj [dB]. L EFFiUE [dB] and <JEFFiUE [dB] are total path losses and standard deviation of the 
required user also modelled as another lognormal. The ^subscripts in the above parameters refer 
to the macro-diversity effects of the DAS architecture. Rm [dB] is the interference margin 
generated by M home cell users, due to the loss of orthogonality of the codes in the downlink, and 
also due to other cell interference in multiple cell networks, as given by (5.13). As 
previously,cTp c e .e f f  [dB] is the final PCE standard deviation, due to other home-cell users.
Following the similar assumptions as the uplink case, the noise rise in the downlink can be 
calculated by:
(5.15)
Power Sum of M Power -  Controlled Users
Mean of Max number of Perfectly Controlled Users
(5.16)
and finally the noise rise over the thermal noise can be calculated again in dB as:
n  rwi
Ar [dB] +7[dB] = lOlog —— —- = iVr [dB ]-101og(l-x), jc < 1 (5.17)
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The max number of users however, depends on the orthogonality factor, a, the Et/No requirements 
and the service that is under consideration, and is given by:
M  MAX — 1 +
1
(1 -< x+ f)(C IN R )
(5.18)
THR
with/being the inter-cell interference factor. Figure 5-3 displays the impact of the PCE errors on 
the noise rise for speech and video service with a  = 0.6, [Hun02]. Et/No of 6.1 dB for speech and 
4 dB for video services have been assumed for the downlink analysis [3GPP]. It is noted that due 
to higher Et/No requirements in the downlink, the maximum number of users is now slightly 
decreased compared to the uplink and for speech services (194 users in DL instead of 211 in UL). 
However, this is not true for higher values of orthogonality, since with a  = 0.8 and keeping the 
other parameters the same as previously, the maximum number of users in the DL becomes 
approximately 258. For video services the maximum number of users in the DL is still greater 
than those in the UL, due to lower DL Et/No requirements compared with the speech service.
The impact of the orthogonality factor is presented in Figure 5-4(i). The number of the users 
decreases significantly as the orthogonality decreases. It is observed that up to 50% capacity 
decrease is obtained (for noise rise of 10 dB), as the orthogonality factor reduces from 1 to 0.6. 
Similar effects are caused due to the inter-cell interference factor, Figure 5-4(ii). For 
orthogonality, a -  0.6 and for a PCE of 1 dB (which can be justified due to the low mobile speed 
and also on reduced delay spread applicable in indoor environments), the number of users for 10 
dB noise rise, reduces from approximately 25 users with/ =  0, to 13 users with/  = 0.4.
(0 («)
Figure 5-3: Impact of power control errors on thè noise rise in thè DL for (i) voice and (ii) video
Services
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10 15 20 25 10 15 20 25
Number of Home Cell Users (Excl. Wanted) Number of Home Cell Users (Excl. Wanted)
(i) (ii)
Figure 5-4: Effects of the (i) DL orthogonality factor and (ii) Inter-cell interference factor on the noise
rise for PCE = 1 dB
Outage occurs when the received power at each location is less than the sensitivity of the receiver 
(P sen s) depending the noise figure and on the investigated service. By deploying the (9-function 
we finally get:
where Pa v a i l  [dBW] is the maximum available NB transmit power after subtracted with the power 
required by the other users, as calculated by the sum term of (5.15) with final standard deviation 
a sum [dB]. Leff.ue [dB] is the total path loss of the required user, RIM is the interference margin as 
calculated by (5.15), with effective power control standard deviation (Jpce,eff [dB]. PSens [dBW] is 
the sensitivity of the UE, which depends on the thermal noise plus the CINR requirements of the 
system.
As mentioned above, the impact of the DAS on the outage of the cell would be to increase the 
signal strength and reduce the path loss and the standard deviation of the shadowing of the 
environment. Obviously, no capacity increase is obtained since the same channel is distributed 
within each AE. However, since the single antenna system is very sensitive to the loading of the 
cell and it may not be able to provide adequate coverage in a highly shadowed environment, the 
DAS might prove to be the ideal solution for extending the coverage and improving the capacity 
of an in-building W-CDMA system.
(5.19)
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5.2.2 Coverage and capacity analysis with DAS-based architectures -  Zoning 
and Switching
The conventional distributed antenna implementation should be regarded as the basic architecture 
for providing coverage and capacity indoors. However, greater capacity requirements may be
elements that do not contribute significantly to the signal of the required user.
Zoning (or grouping) and Switching, are the two architectures that need to be characterised as a 
first step for enhancing capacity. Zoning performs a similar function to sectorisation in outdoor
AE (or AE’s) is much attenuated compared to the signal of the users that are closer to those AE’s. 
Therefore, the interference contribution is much greater than the wanted signal strength. The AE’s 
of the same zone or the single element of the Switching implementation, are connected to the 
same port at the central location were further processing of the signal is performed. The major 
drawback of those techniques, however, is that the expected capacity increase comes at the 
expense of having more Node B units, each of which needs to control a number of users that are 
closer to the zone or AE, Figure 5-5.
lognormal components. From the user’s point of view the transmitted signal power should now be 
adequate to overcome the following sources of interference that occur at the receiver:
• Home-cell power-controlled interferers
• Adjacent zone interferers power controlled by then DA elements
• Inter-cell interference caused by the outdoor environment (adjacent micro- and macro 
cells)
• Thermal noise of the receiver
Considering the outage equation for the interference-limited system we now have:
where, (C IN R )REq [dB] is the required carrier signal-to-interference-plus-noise ratio of the 
investigated system, C [dBW] is the carrier signal strength of the required user, RM [dBW] is the 
received total interference (It) plus thermal noise (N t), and <rc> &i are the standard deviations of
available through more sophisticated architectures. These should be based on minimising the 
noise plus interference effects caused by distant users whose signal is received by antenna
systems but is achieved by selecting appropriate AE’s rather than by shaping antenna radiation 
patterns. The advantage of these techniques is that the signal of a required UE received by distant
5.2.2.1 Uplink analysis
At the central location both the wanted and the interfering signals are a superposition of multiple
(CINR)req -  C + R1M
\
(5.20)
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the wanted and interfering signals in dB. pa  is the final correlation between C and 7, which for the 
modelling presented here is considered to be zero.
-► Wanted 
“► Interference
Figure 5-5: Zoning of DA Elements and interference caused by users belonging to adjacent zones
For the W-CDMA air interface, the required CINR depends on the E//N0 requirements of the 
service under investigation and also on the processing gain of the system as given by [Pra98]:
CINRjxq = 10 log Eh/N 0 (5.21)
W /R
where W is the chip rate of the W-CDMA system and R is the bit rate of the required service.
The interference term, IT, can be expressed in watts by the following equation:
I T = I $2 "1” ^oz ^oc (5-22)
where ISz [W] is the interference caused by the users served by the same zone of antenna elements 
(or element), Ioz [W]is the interference caused by users in adjacent zones (or AE’s) and Ioc [W] is 
the inter-cell interference caused by users in adjacent micro- and macro- cells. Assuming that the 
same zone interference (ISz) and the interference caused by the micro- and macro- cells (Ioc), 
both contribute to the noise rise, as was the case with simple antenna or with conventional DAS 
implementation, then we can write in watts:
N t + / sz + I qq — N T /(I — ) (5.23)
with xul calculated similarly as described in the previous section and given by (5.24), whereas 
both sums can be calculated by the Wilkinson Approximation:
Power Sum of M Power -  Controlled Users in the Same Zonex =
Power Sum of Max number of Perfectly Controlled Users
* = i y " io/ T i o r' ' i° <5,24)
«=i j= i
The other zone interference is a superposition of multiple components, which can be modelled as 
lognormal random variables (RV’s). Final statistics calculations may be carried out depending on
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the standard deviation of the shadowing. For standard deviations up to 4-5 dB the Wilkinson’s 
Approximation returns accurate results, whereas the Extended SY method is appropriate for 
higher standard deviations.
Figure 5-6: Uplink interference received by an adjacent zone
Considering the simple configuration of Figure 5-6 the UE in zone 2 has to transmit power 
according to the power control requirements:
^TX,UE,Z2 =  f*REQ  G ( L Z 2 'EFF ’ ® Z 2 ,E F F  )  (5.25)
where P r e q  [dBW] is the required power levels depending on the sensitivity of the receiver and 
the loading of the zone. GO represents a Gaussian RV with mean equal to the effective path loss 
between the UE and the zone 2, L z i .e f f  [dB], and standard deviation equal to the effective 
standard deviation of the lognormal shadowing of the environment O z i .e f f  [dB], which is 
decreased compared to when single antennas are deployed, due to the macro-diversity gain 
provided by the zoning of the AE’s.
The effective interference received in zone 1 due to the user in zone 2 is then given in dB, by:
^Z2,UE =  PlX,UE,Z2 ~  G ( L Z i e FF Z\,EFF )
=  ^SENS L Z 2,EFF + ^ IM ,Z 2  ~  ^Z \,EFF  + **’ (5.26)
• • • +  g ( ( ) ,  +  ®Z2,EFF  " I"  GPCE,EFF,Z2  )
where L Z \ ,e f f [ ^ P > ]  and (JZ \ ,e f f  [dB], are the path loss and standard deviation between the user and 
zone 1.
The total interference caused by the users in adjacent zones, to the zone of reference (i.e. zone 1), 
will be a superposition of log-normally distributed RV’s whose statistics can be calculated either 
by the WA or the Extended SY method depending on the standard deviation of the individual 
components.
The outage equation finally becomes:
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Pour — Q
Ptxjue ^ue,eff C IN R thr 10, log(W;r[W] + / QZ[W]) R IM,zi
2 . _ 2 , _ 2  
C Iq Z  a PCE,EFF,Z  1
(5.27)
where P t x u e  [dBW] is the maximum transmitted power of the UE, Lue,eff [dB] is the effective 
path loss between the zone and the user, NT [W] and I0z [W] are the thermal noise and the other 
zone interference respectively, and Rm,z\ [dB] is the noise rise caused by the users in the home 
zone due to power control errors. Inter-cell interference factor, f  due to outdoor cells is also 
considered in this margin. Parameters oc [dB] and aIOz [dB] are the standard deviations of the 
wanted and interfering components, whereas <Jpce,eff„z\ [dB] is the effective power control 
standard deviation within the zone of reference (i.e. zone 1).
§.2.2.2 Downlink analysis
When Zoning or Switching is performed in the downlink, each user receives interfering signals 
from the adjacent zones or AE’s respectively. The transmitted power from each zone (or AE) 
depends on the number of users served by that zone (or AE). For the configuration of Figure 5-7 
the transmitted power required for zone 2 is obtained as:
i=l
(5.28)
where P r e q  [dBW] is the required power levels depending on the sensitivity of the receiver and 
the loading of the zone (i.e. interference margin), and G{LEFFi,aEFF^  is the effective path loss 
between the zone 2 and the users, up to Mzi users that are served by that zone. The final statistics 
of the sum can be approximated as another Gaussian RV with mean Ln  [dB], and standard 
deviation CFzi [dB].
The interference that is caused to a user in an adjacent zone (zone 1 in Figure 5-7), due to the 
transmitted power of zone 2 is given by:
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^ Z 2  ^ T X ,Z 2  G ( L z l  EFF ’  ^ Z \,E F F  )
—  ( L Z2 L Z i e f f )  g (o , J ( T z 2 "*~ a.Zl,EFF
(5.29)
where L Z \ , e f f  [dB] and <Jz \.,e f f  [dB] are the effective path loss and standard deviation between the 
zone 2, and the user in zone 1. In general, when multiple zones or AE’s exist (N), the total 
interference is a superposition of multiple lognormal components, each corresponding to a zone 
(or AE’s), and is given by:
f  N-1
I oz = 10 ■ log £ i o V 10 (5.30)
where hi [dB] is the interference of each adjacent zone, as given by (5.29).
Considering now the home zone (or AE) and without other zone interference, the transmitted 
power of the Node B, and consequently the received power at the UE, depends on the loading of 
that zone (or AE) and the effective path loss between the zone (or AE) and the required user. 
Therefore, for the received power of the required user we have:
RX,UE = 10 • log
WATT _  1 ^  q  {PsENS + l EFFJ V  L0
TX,NB i=1
G(L'EFF,UE » & EFF,UE:) (5.31)
IM ,Z \  ’ PCE,EFF,Z\
However, considering the interference that is caused by the other zones (or AE’s) the carrier 
signal to interference plus noise ratio becomes in dB:
CINR = /> -1 0  • log(ÀL [W] + I oz [W]) -  G(0, (Toz ) (5.32)
where G(0,aoz) represents the shadowing statistics of the other zone(s). Outage occurs when the 
achieved CINR is less than the CINR threshold of the system (due to transmit power constraints), 
and is solved again by the ^ -fu n c tio n .
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5.3 Verification of the approach for analysis of DAS architectures
Following the analysis presented in the previous sections, which is based on the use of the Q~ 
function for outage probability calculations, the outline of the procedure that has been followed, is 
presented in this section.
Figure 5-8(i) presents the flowchart for the uplink analysis for the Zoning configuration. A similar 
procedure is followed for the other arrangements. For the analysed environment the path loss 
statistics between the zone and the pixels is calculated first. Placement of the users follows, based 
on a uniform user distribution. The statistics calculations based on the analytical method (the WA 
method has been followed for the investigated standard deviation values of the shadowing), 
between each user and the zones then follows depending on the required transmitted power, and 
the noise rise due to home-cell power-controlled interferers is calculated as explained in the 
previous sections. The outage for each zone with the use of the Q-function and the calculation of 
the minimum outage probabilities throughout the environment for the specific user configuration 
is performed. This is repeated for a number of user location arrangements, which depend on the 
specific building scenario, so that good convergence is obtained. An approximate number of user 
location arrangements can be assumed as the point where a smooth underlying outage curve is 
formed, as the number of users increases.
With a simple DAS configuration, only home cell interference is present, whereas the inter-cell 
interference is accounted for by the interference margin. Therefore, the outage depends on the 
ability of the required user to overcome the noise rise over thermal noise of the other home cell 
users. On the other hand, when Zoning or Switching is performed, all the users belonging to 
adjacent zones or AE’s contribute to the inter-cell interference, which is explicitly calculated. 
Macro-diversity effects are present with simple DAS and Zoning and final statistics calculations 
need to be performed. However, this is not the case with Switching, since only one AE is 
considered to communicate with the UE.
The downlink flow chart is seen in Figure 5-8(ii). The main difference compared to the uplink is 
that the AE’s transmit power depends on the loading of the cell and the user locations. The 
available power is then calculated and consequently the outage probabilities are found for that 
Zone or AE for Switching. It is noted that, due to the fact that the required transmit power levels 
change according to the user placement (for each MC run), the calculation of the final statistics 
for each pixel has also to be repeated before the outage calculation takes place. Therefore, the 
computation time increases significantly compared to the uplink case.
The extended Monte Carlo simulation approach is shown in Figure 5-9 for the uplink analysis. All 
the final statistics calculations are based on MC simulations, whereas the outage probabilities are 
calculated based on the number of CINR samples lying below the CINR threshold. It is noted that,
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since the analysis is based on pixel locations, the final statistics and consequently the outage 
calculations have to be repeated for each pixel, as indicated by the internal loop of the flowchart, 
making this approach extremely time consuming compared to the analytical method.
Initialize
Parameters
Calculate statistics between 
zones & pixels - G(fv,ar)
I -
Locate Users
Calculate Lp statistics 
between each Zone & Users
Calculate HC Interferers 
Noise Rise - G (^ rR,oprF)
Find req. TX Power based 
on Lp, Load & RX sens
Calculate total interference 
Statistics - G([Xr>qt)
Calculate outage for 
each Zone (Q-function)
Calculate min outage "
/''Calculate Outage inside's. 
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Figure 5-8: Flow chart for (i) Uplink and (ii) Downlink analyses, with the analytical method for final 
statistics calculations and with M C  placement of the users uniformly distributed around the cell
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Figure 5-9: Flow Chart of the uplink analysis based on Monte Carlo simulations for both the final 
statistics calculations and also for outage probabilities
5.3.1 Comparisons between analytical and MC simulations
In order to investigate the accuracy of the analytical approach (or semi-analytical since outage 
calculation is repeated for different user location placement), comparisons with MC simulations 
are performed in a small building environment, shown in Figure 5-10, together with the path 
losses of the individual antenna elements. The dimensions of this building scenario are 30x50 
metres, whereas walls are assumed at distances of 5 metres in both horizontal and vertical 
configurations forming a grid.
As was seen from the analyses of the measured data in Chapter 2, a standard deviation of 
approximately 4 dB was applicable for the single-floor case. Similar standard deviation values 
have also been proposed in the literature [Rap96][Gre92], although in some cases has been 
suggested that even higher standard deviation values might be more appropriate [Sei92], Based on 
these assumptions a standard deviation value of 5 dB has been assumed in the analyses presented 
here.
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Figure 5-10: Single floor environment with six antenna elements together with their path loss for
comparisons with MC simulations
For the comparisons of the investigated approach with MC simulations and following the analyses 
presented in the previous sections for simple DA, Zoning and Switching, the following Figure
5-11 is obtained by keeping the transmit power levels to very low levels (approximately -30 
dBm), so that a better representation in terms of outage probabilities, is obtained. For 5 dB 
standard deviation of the shadowing, it is seen that with Zoning and Switching there are some 
inconsistencies in terms of outage. This is due to the fact that the WA starts to break down for 
standard deviations greater than 4-5 dB as shown by the previous analyses of Chapter 4. However, 
the final statistics of the standard deviation of the wanted and interfering components becomes 
greater than 5 dB as can be seen from the above analysis, where the standard deviation of either C 
or I are a sum of individual standard deviations. The outage errors are greater in the tail region of 
the outage graph, whereas as the load increases, the error decreases, since the interference margin 
is the dominant parameter that determines the outages. No significant differences were observed 
when the simple DAS architecture was deployed.
By applying the correction factors for zero shadowing correlations, the final C and I correlation 
coefficient as presented in Chapter 4 is found, and the consistency increases, as the outages are 
closer to the MC results. It is also noted that, although the method was developed for multiple C 
and I cases, it also works for the case of Switching. This is now required because the previous 
outage comparisons were based only on carriers and interferers and the thermal noise of the 
receiver was neglected. However, when one is calculating outage probabilities in a realistic 
situation, then the noise has to be considered. In the environment analysed, in most cases the 
inter-cell interference levels appear to be less than the thermal noise of the receiver plus intra-cell 
interference. Therefore, in most cases only the standard deviation of the interference statistics is 
considered in the outage equation (^-function) and not the mean. Consequently the outages
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obtained with the ^-function also need correction. It is also noted that as the number of the 
interferers increases, the noise rise due to home cell interferers also increases, and it becomes the 
dominant factor that results in outage, making the errors less significant for high number of users 
although this is an already problematic situation. By applying the proposed method of corrections 
the results are more accurate for both low and high number of interferers. In both Zoning and 
Switching, the correction is calculated based on the average number of users in C and I  parts of 
the signal as given by:
xr N c + N ,
N  = —^ — L (5.33)
where Nc is now the number of the antenna elements in the zone, and Nj is the number of the 
interfering components. Since each interfering user in a zone or AE is contributing to the 
interference statistics of this zone or AE, Nj is essentially the number of the adjacent zones or 
AE’s. It is also noted that the standard deviation value, used for the correction factor calculation 
was based on the maximum standard deviation of the interfering components, since this returned 
more accurate results.
Number of Users
Figure 5-11: Performance of the WA method in calculating outage probabilities with DAS based 
architectures and impact of the developed method of corrections CF, for zero correlation coefficient 
The standard deviation of the shadowing is 5 dB. However, the final standard deviations of the C  and 
I  components are greater than this value (g c j > 5 dB)
The capacity comparisons for the three investigated implementations of the DAS architecture are 
also seen in Figure 5-11. Zoning shows a significant capacity enhancement compared to the
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conventional DA system, as the number of the users has more than doubled for this scenario. 
However, switching to the closest antenna element supports even more users, thus showing great 
advantages of this implementation. Moreover, the slope of the outage curves decreases, as the 
number of the elements in the same zone decreases.
The simulation time comparisons between the investigated approaches are shown in Table 5-1. It 
is apparent that the analytical approach (WA-Ligeti-CF) is very efficient compared to MC 
simulations. The analytical approach needs only a few seconds to implement the analysis 
compared to minutes that are required by the MC approach, which also depends on the number of 
the iterations to return consistent results. Small number of runs is needed for simple DAS 
architecture, but this increases, when Zoning or Switching is implemented since there are 
additional loops to calculate the outages for each zone or AE. The above analysis was earned out 
using a Pentium III PC at 650 MHz, with 192 MB RAM.
The small simulation time of the analytical methods helps in obtaining accurate and efficient 
outage probabilities in more realistic environments, as will be presented in the following chapter, 
which include a multi-floor environment and also a low-rise wide building (i.e. airport 
environment). Due to the fact that this has to be repeated for different number of user locations, in 
order for the underlying outage curve between adjacent points to converge (smooth line), the MC 
approach will result in very time consuming simulations, especially in the investigated 
environments.
Table 5-1: Simulation times for each curve-point for the investigated methods
Method DA Zoning Switching
WA ~1 sec -26 sec -1.3 min
MC -20 sec -5 min -10.8 min
5.4 Conclusions
The approach of modelling of the DAS and also extension in the two more flexible architectures 
namely Zoning and Switching was presented in this chapter, for the third generation (3G) system 
implementations. The modelling is based on two main sources of interference; one that comes 
from the home-cell users (intra-cell interference) and one that comes from users in adjacent cells 
(inter-cell interference). The inter-cell interference factor was deployed to account for the 
interference coming from the users outside of the investigated building. However, when Zoning 
and Switching were performed, the other zone (or other AE) interference was explicitly calculated 
by using appropriate path loss models. The approach for calculating the intra-cell interference in a 
power controlled DAS system and for single service scenarios was also presented. This was based
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on the calculation of the amount of the noise rise over thermal noise that is caused by the home 
cell users. Knowing the statistics of the total noise-plus-interference the required transmitted 
power levels by the UE, in the uplink, and the Node B, in the downlink, could be calculated. 
Depending on these requirements the availability (coverage) against the number of users could be 
derived.
Comparisons of the analytical methods with MC simulations in a small grid scenario were 
performed with the three DAS implementations, and it was seen that is more appropriate to 
deploy the developed method of CF, in order to obtain more consistent results with the analytical 
approach. The advantages of the approach in terms of simulation time were also addressed.
Moreover, significant capacity enhancements were observed with Zoning and Switching in the 
analysed environment showing a great potential of the DAS architectures. Further investigation in 
more realistic building scenarios and with appropriate simulation parameters applicable to W- 
CDMA air interface, is carried out in the following chapter.
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Chapter 6
6 Performance of Distributed Antenna 
Architectures and Proposals for Further 
Capacity Enhancements
6.1 Introduction
Quantification of the performance advantages of the DAS architectures, following the modelling 
approach of Chapter 5, is presented in this chapter. The impact of the DAS on the outage 
probabilities and consequently on the capacity of the system is discussed by using W-CDMA 
system parameters. It is seen that capacity limitations are present, since the maximum number of 
users that could be supported are the same as given by the conventional CDMA capacity equation. 
The impact of introducing more antenna elements on the transmit power levels of the system is 
also addressed, as is the impact of different values of the downlink orthogonality.
The capacity advantages of the two other investigated techniques, namely Zoning and Switching 
are also presented. It is seen that that the capacity limitations of the simple DAS implementation 
can be overcome, and depending on the requirements of the system the number of high data rate 
users can be highly increased. Two different scenarios of environments have been investigated 
and presented. One is based on a multi-floor office environment and the other is a low-rise wide 
building similar to an airport environment. Following this analysis, some conclusions on the 
impact of the DAS architectures on the inter-cell interference characteristics are drawn. Finally, 
two more advanced implementations are proposed at the end of this chapter, for further capacity 
enhancements of the distributed antenna architecture.
6.2 Multi-floor building environment
The propagation environments deployed were a multi-floor office building with a floor layout 
similar to the CCSR building, and also a low-rise, wide area with a floor layout similar to an 
airport environment.
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For the CCSR scenario, 13 floors were used with average floor distances of 4 metres, and 
attenuations of 3.4dB/wall and 15dB/floor, as shown in Chapter 3, and also in references 
[Rap96][Kee90]. The propagation model is presented again for convenience:
Lp = 32.4 + 20 • log(FGHz ) + 20 ■ log(Rm) + p  • W  + k ■ F  (6.1)
where FGHz is the frequency in GHz, Rm is the separation distance in metres, W, F are the wall and 
floor attenuation factors respectively, and p, k are the number of walls and floors between the 
transmitter and the receiving location.
Table 6-1: Link budget parameters for the simulation analysis of DAS
Carrier Frequency 1.9 GHz U L /2.2 GHz DL
W /R 3.840 M cps/144 Kbps
KT -174 dBm/Hz
Lognormal Shadowing cr= 5 dB
PCE 1 dB
Noise Rise of DAS in UL lOlog (AO
Cable Losses 0 dB -  Balanced active DAS
Max TX Power of AE 0.5 W att/27 dBm
Max TX Power of UE 21 dBm [3GPP]
UE Antenna Gain 0 dBd (2.15 dBi)
Body Loss 0 dB for data services [HolOO]
Noise Figure 5 dB UL / 9 dB DL
AEgain 2 dBi
E M o 2.4dB UL / 4 dB DL [3GPP]
Downlink Orthogonality, a 0.6 [Hun02]
Table 6-1 presents the parameters of the scenario investigated. The frequency of transmission is 
set at 1.9 GHz for the UL and at 2.2 GHz for the DL [3GPP]. Video service has been assumed 
with a bit rate of 144 kbps. However, the impact of DAS will follow similar behaviour when 
services with higher data rates are assumed or when mixed services (voice and data) are 
considered in a multi-media CDMA system.
Using multiple antennas, the signals from N active elements are individually amplified by a low 
noise amplifier (LNA) in the uplink, causing an increase of the noise levels by an amount equal to 
101og(A0. Power control errors of approximately 2.5 dB have been suggested in the literature 
[Doh98] for macrocells with mobile speed of 30 Km/h. However, this is expected to be much 
lower when in-buildings, where the mobile speed and the delay spread are reduced. Therefore, 
PCE values of 1 dB have been assumed. Maximum transmit power levels of 0.5 Watts/AE have 
been used here due to the fact that EMC and health and safety requirements may be even stringent 
than outdoors (e.g. 33 dBm for microcells [3GPP]).
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It has been proposed in [Che96] that, with passive DAS, additional cable losses of up to 0.3 
dB/metre attenuations may be considered depending on the cable type. However, in most cases 
active DAS systems are deployed, where each antenna element has at least an LNA next to it, 
whereas fibre optic transceivers are used to connect the AE to the central location and avoid high 
attenuations.
Following the analysis of the narrowband measurements of Chapter 3, low standard deviation 
values should be considered due to the explicit account of the walls between the transmitter and 
the receiver. However, because more than one floor is considered, it is expected that the 
variability of the shadowing would increase. Shadowing standard deviation (i.e. location 
variability) values of 5 dB are considered in here, and deployment of the WA technique as 
presented in Chapters 4 and 5, is followed. However, as shown in Chapter 5, the standard 
deviation of the interfering components is greater than the location variability, and therefore the 
developed technique of correction factors (CF) is necessary for greater accuracy. Extension to 
higher location variability values is also possible, although this would require further development 
of the CF technique for more consistent results. Otherwise, extended Monte Carlo simulations 
should be undertaken.
±180 
Azimuth [deg]
±180 
Elevation [deg]
Figure 6-1: Azimuth and Elevation patterns of the antenna elements used for the simulation analyses
The radiation pattern of the antennas is a typical omni-directional ceiling-mounted antenna, which 
provides coverage mainly downwards but with significant upward pointing lobes as well, Figure
6-1. Antenna gains of the AE’s are 2 dBi, whereas the antenna gain of the MS was 0 dBd with 
maximum transmitted power of 21 dBm. Power control dynamic range of 65 dB has been 
considered, providing a minimum transmit power of -44 dBm (i.e. 21 dBm -  65 dB).
Reference [ButOO] proposed a non-aligned configuration of the antennas in the vertical direction 
so that better coverage be obtained. However, this depends on the building under investigation
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and the number of the antennas deployed to illuminate the building. It was seen that, for the 
building scenario investigated and for small number of AE’s, the outage obtained with aligned 
configuration provided better results than when the antennas were located in a non-aligned 
pattern. This is due to the fact that the wall attenuations between the user locations and the 
antenna elements were not high enough to justify the location of the antenna elements in a non- 
aligned form. The main cause of shadowing in the specific environment were the floor 
attenuations, and therefore, the antennas had to be deployed in a way to provide coverage on the 
floor they were located, and also to maximise coverage on adjacent floors. With less than 6 AE’s 
only point A was used for the location of the antennas, Figure 6-2. However, when more than 6 
AE’s were deployed, it was possible to locate the additional elements at point B, on different 
floors of the building to obtain better coverage.
Figure 6-2: Floor layout of the investigated scenario
The maximum number of video (R = 144 Kbps) users, Mmax that could be accommodated by the 
W-CDMA system is approximately 13, as calculated by the pole capacity equation, which as seen 
in Chapter 5, is given by:
W / R
M m x  = ------------------------------- + 1 (6.2)
where, W is the W-CDMA chip rate, R is the bit rate of the service, v is the voice activity factor (v 
= 1 for video users),/is the inter-cell interference factor (other cell to home cell interference), and 
[E i/N o]min is the minimum signal energy per bit over the noise spectral density that is required to 
meet a predefined quality of service (QoS).
Inter-cell interference factor values,/, between the interval 0.4-0.6 have been proposed. However, 
due to better isolation of the buildings to the outdoor environment the inter-cell interference factor 
was assumed to be 0.2 [SipOO], and is used here.
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6.3 Performance of the conventional DAS implementation
By deploying a conventional DAS architecture in the environment described above and with the 
outage equations presented in the previous sections, the impact of the additional antenna elements 
can be observed in Figure 6-3. In the uplink more than four antenna elements are required for 
adequate coverage (e.g. greater than 95%) of the investigated scenario. However, due to the 
loading of the cell, the outage increases with the number of users and soon the coverage and 
capacity requirements might become unobtainable. It is seen that when the number of AE’s 
increases from 3 to 4, the improvements in terms of both coverage and capacity are important. 
This happens because the additional element solves the availability problem, since one floor, 
previously out of coverage, enhances the overall outage probability significantly. The addition of 
one more AE increases the coverage throughout the building, and consequently the outage 
probability is reduced. The resilience of the DAS architecture to the loading of the cell highly 
increases with high number of AE’s, allowing high user capacity. It is noted that due to the fact 
that the indoor coverage requirements may be even higher, this can only be achieved by using 
high number of antenna elements, depending on the environment. For the investigated scenario 
and for a coverage requirement of 98% and for 80% loading (i.e. approximately 10 users in the 
UL and 14 users in the DL), it is seen that an 8 AE distributed antenna system is required.
The downlink comparisons are shown in Figure 6-3 (ii). Similar behaviour of the DA system is 
observed with the number of the AE’s as is the case in the uplink. For the maximum DL transmit 
power used here (27 dBm), and with 4 AE’s, it is not possible to obtain adequate coverage and 
capacity due to the fact that the power is shared among the active users and also due to high 
attenuations. However, with higher number of active AE’s (i.e. equal or greater than 5 in this 
scenario for 95% availability and 80% loading), more power is now available to the users rather 
than overcoming high path losses and consequently the outage decreases considerably. As was the 
case for the UL, 8 AE’s are also required in the DL for stringent coverage requirements (e.g. 98% 
availability).
The maximum number of the users that can now be supported is increased compared with that in 
the uplink, as a result of the downlink orthogonality factor. High orthogonality values have been 
proposed in the literature and more than 0.8 [3GPP][Sch02], However, a recent quantification of 
the DL orthogonality proposed by [Hun02] showed that more pessimistic values should be 
considered. Measurements in micro- cells suggested that orthogonality values of around 0.6 are 
more appropriate. This value has also been used here, although higher values might be justified, 
since indoor cases are explored. The effects of orthogonality, however, on the power gain are 
explained in the next section for a better understanding of the DAS architecture. The maximum 
number of home-cell video users in the downlink becomes:
100
Chapter 6. Performance o f  Distributed Antenna Architectures
W /R
M max — ~Z r- M l Hl = 18 Users (6.3)
u -Q .-a  + f) - [ E b/N 0\lJ REQ
compared to approximately 13 users of the uplink.
(i)
Figure 6-3: Outage versus number of users with the number of the distributed antenna elements as a
parameter in (i) Uplink and (ii) Downlink
Number of Users (Excl. Required User)
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6.3.1 Power gain quantification
If the coverage and capacity requirements have been met with a given number of antenna 
elements (i.e. 5 AE’s for 80% loading and 5% outage for both the UL and DL in the above 
analysis), it is still wise to use more elements so that power gain improvements are obtained for 
meeting possible EMC, and health and safety requirements, which are of great concern especially 
indoors where the distances between the AE’s and the users may be very small compared when in 
macro- or micro- cells.
Therefore, for the above analysis, in order to meet the targets of 0.8 loading, which corresponds to 
10 users in the uplink and approximately 14 users in the downlink, and also for an outage 
probability of 5%, it is possible to reduce the transmitted power of both the UE and the AE’s by 
an amount that is as high as 18 dB in the UL and up to 17 dB in the DL with 10 antenna elements, 
Figure 6-4.
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Figure 6-4: Power gain quantification of the simple DAS architecture in UL and DL for 5% outage 
and 80% loading. The gain refers to the maximum transmit power levels required by the UE or NB
This translates to a maximum required DL transmit power of approximately 10 dBm (i.e. 10 mW) 
per AE instead of 27 dBm/AE (i.e. 0.5 Watt) used originally for obtaining the outage results of 
Figure 6-3. Consequently this would result in better isolation of the in-building cell and reduced 
interference levels received by the adjacent micro- or macro- cells, resulting in an overall network 
capacity increase.
As mentioned above, higher orthogonality values may be applicable indoors. The impact on the 
power gain is shown in Figure 6-5. As expected the power gain is now decreased since more users 
can now be supported and more power is required from the distributed base station (DBS). For the 
case where 10 AE’s are deployed the power gain has dropped from 17 dB to approximately 11
7 8 9
Number of Antenna Elements
10
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dB, which is still significant. With seven AE’s there is no power gain for orthogonality values 
greater than 0.9. However, the capacity has increased considerably, since for orthogonality values 
of 0.9 the maximum number of users in the downlink becomes 36, whereas at 80% loading this 
corresponds to approximately 28 users.
Orthogonality Factor
Figure 6-5: Impact of the DL orthogonality factor on the power gain of the DAS architecture for 80%
loading and 5% outage probability
6.3.2 Impact of shadowing correlation on the outage probability of the 
conventional DAS architecture
The effect of shadowing correlation is presented here for the noise limited case or otherwise when 
the simple DA implementation is investigated. Correlated shadowing indoors has been found to 
depend mainly on the angle difference, 6\ between two pairs of antenna elements and the 
receiving location reference. It has been seen that as the angle increases the correlation decreases, 
due to the fact that for small angles the path profiles share many common elements leading to a 
high correlation. However, unlike the outdoor case where the correlation tends to zero for large 
angles, it is found that it becomes negative for angles larger than 90°. This suggests that the 
shadowing in one path increases as the other decreases. Therefore, the shadowing analysis when 
more than one antenna is deployed, is based on the correlation model, as given by [FiaOl]:
p = p  • cos(#) (6.4)
where P is a constant factor, which depends on the environment and frequency. Proposed values 
are 0.66 at 2.4 GHz, and 0.54 at 5.2 GHz. In the analysis the above model is deployed, whereas 
comparisons with totally uncorrelated {p = 0) and equally correlated components with p -  0.8 are 
presented.
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(0 (ii)
Figure 6-6: Outage comparisons with and without shadowing correlation for the conventional DAS 
architecture with (i) 4 Elements and (ii) 5 Elements
It is observed that the impact of the shadowing correlation on the outage probabilities of the 
investigated system is not significant, since the outage is changed by only a small fraction of 
percentage. Even with a fixed 0.8 correlation, the outage probabilities are not significantly 
affected. This can be attributed to the fact that the statistics of the final component of a sum of 
multiple correlated lognormal signals, are mainly dominated by the strongest one. Therefore, only 
for the cases where the UE is situated in between adjacent AE’s, will the correlation affect the 
final statistics considerably. However, since the number of the locations that this happens is small 
compared to the total number of locations throughout the cell that the outage is calculated; the 
shadowing correlations do not affect the total outage probability of the cell significantly. In 
addition, since the antennas are located on different storeys in the building, providing high 
isolation between adjacent AE’s, and also because positive and negative correlations exist indoors 
enhancing the averaging effects during final statistics calculations, the effects of shadowing 
correlation on the outage probability are small.
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6.4 Blocking effects due to high signal levels of close distance UE
In a W-CDMA system the transmitted power levels by the mobile users are under constant power 
control (PC) by their closest base station. However, the PC dynamic range limits the minimum 
power that the mobile user can transmit. If a user has reached the lowest PC step and is close to 
the BS, the received signal will be very strong and much higher than the receiver sensitivity. If 
another user is lying close to the boundary of the cell then, even at the highest power, the 
difference between the received signals of both users at the base station may exceed the base 
station’s linear dynamic range. This results in either distortion of the stronger signal, which may 
degrade the performance for all users in the cell, or the dynamic range has to be adjusted to 
provide linear operation for the stronger user. The noise floor of the receiver is then increased and 
the weaker users at the cell edge will be lost from coverage. Consequently this results in cell 
shrinkage plus potential system capacity degradation. The same issue can also occur from users 
operating in adjacent channels; although these users are somewhat protected by the receiver’s 
adjacent channel rejection ratio, they will not be power controlled with respect to the receiving 
system so the blocking levels produced may be correspondingly larger. The likelihood of both co- 
and adjacent-channel effects is highest for in-building scenarios, since there may be users that lie 
very close to an indoor AE and their signal masks distant users. For the sake of numerical 
illustration the following example is presented.
Under normal conditions the noise floor, NT of the receiver is calculated in dB by:
Nt = 10 • log(kTB) + F (6.5)
where k is Boltzmann’s constant (1.379xl0‘23 W/Hz/K), T is the absolute temperature of the input 
noise source in K, B is the effective noise bandwidth of the system in Hz and F is the noise figure 
of the receiver in dB. Different values of F for the UE and the Node B are proposed in the 
literature, with 5 dB being a commonly used value in the uplink (Node B). However, due to the 
used of active distributed antenna system, the noise figure is expected to further increase by an 
amount of 101og(A0, where N is the number of antenna elements. Therefore, for a 6 element DAS 
architecture the noise floor of the receiver (thermal noise) as given by (6.5) is approximately -  
95.3 dBm.
In a W-CDMA system with uplink power control dynamic range of 65 dB, the minimum transmit 
power of the UE is -44 dBm (i.e. 21 dBm - 65 dB). At a distance 4 m from a nearby antenna 
element the free space path loss, L [dB] at 2 GHz is given by the Friis formula, which is based on 
the free space path loss, [Sau99]:
L = 32.4 + 201og(d„,) + 201og(FGi/z) = 50.5 dB (6.6)
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Assuming an indoor DAE effective gain of 2.5 dBi, and effective MS gain of 0 dBd (= 2.15 dBi) 
and also that the cable loss attenuation connecting the DAE with the central location are overcome 
by a LNA, the received signal strength at Node B becomes:
Prx,nb = ^tx,ue [dBm] — L[dB] + GVENB [dBi]
= -44  dBm -  50.5 dB + 2.5 dBi + 2.15 dBi (6.7)
= -90.3 dBm
Decreasing the gain of the amplifier of the Node B to operate in the linear region of the amplifier, 
the maximum level of the Rx has now to be adjusted at -90.3 dBm instead of the previously lower 
receiver noise levels of approximately -95.3 dBm. Therefore, shrinkage of the coverage area is 
expected similar to the situation presented in a high load factor, giving rise to the thermal noise 
levels, with the potential of losing the users lying at distances far from the AE and operating at 
their maximum available transmitted power.
6.4.1 Deselection of AE’s for avoiding blocking effects
When a DAS architecture system is deployed to provide coverage in an indoor environment, the 
signal of each user is received by many antenna elements (AE), which are distributed around the 
building. It is proposed in [Nik02f]4, [Nik03] that the use of DAS can provide an effective means 
of avoiding blocking effects by deselecting any antenna, which encounters a signal, which is too 
strong to provide the required dynamic range. Although this reduces the effectiveness of the 
overall distributed antenna system when operating in normal conditions, it avoids the catastrophic 
impact of receiver blocking and only compromises coverage in the local region around the 
antenna, Figure 6-7.
The system operation would differ for active and passive DA systems, thus for active systems a 
receiver (or at least a low noise amplifier) exists at each DA element. The system would monitor 
this level at each DA element and would deselect those, which exceed a preset threshold.
For a passive system the base station only has access to the combined signal from all elements. If 
the resultant signal exceeds a preset threshold level the Node B would deselect antenna elements 
sequentially, one-by-one, until the resultant signal is sufficiently small.
This can be accomplished faster by subdividing the elements into two groups, examining the 
combined signal in one group, then subdividing the group with the higher combined signal and 
repeating the process until a single element is obtained. This reduces the number of steps from N, 
where N is the number of elements, to less than or equal to:
4 U K  P aten t A pplication  N um ber: 0219170.8 , 16 A ugust 2002
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1 + ce//[log2(W)] 
where ceil[.] represents the next highest integer.
6.4.2 Performance o f deselection
Quantification of the performance of the proposed scheme is presented in this section. Two 
distributed antenna arrangements with 8 and 6 antenna elements have been deployed to provide 
coverage in the same multi-floor environment and with the same parameters used for the above 
DAS.
The outage probabilities of the deployed DA arrangement with the 8 AE’s are shown in Figure 6-8 
with the dashed blue-starred line. It is seen that for a coverage requirement of 95% (or 5% outage) 
the maximum number of users has been reached. The effect of the nearby user is shown by the red 
lines at different distances 1.5, 2, 3 and 4 metres away from the closest AE. It is observed that 
capacity reductions may be significant for distances up to 4 metres away from the AE. With a user 
standing at 1.5 metres away from the AE, the capacity has more than halved (6 users instead of 
13) compared to when no blocking effects are present, whereas the capacity increases as the user 
moves away from the affected AE.
The performance of applying the deselection of the AE, which receives the strongest signal, can 
be seen with the solid blue-starred lines. Each line corresponds to a different scenario where one 
AE is deselected each time. Based on a uniform user distribution it is seen that the differences 
regarding which antenna element is deselected are not important, provided that the deselected AE 
is the one that receives the strong signal. The degradation in terms of coverage and capacity is 
small, since it is still possible to accommodate 12 users instead of 13, as is the case when no 
blocking effects are present.
The performance of the deselection is also presented in Figure 6-9 where now 6 antenna elements 
are deployed to provide coverage in the investigated scenario. The effect of a user being very
107
Chapter 6. Performance o f  Distributed Antenna Architectures
close to one AE can be detrimental, since at distances less than 2 metres it is not possible to 
provide coverage to any user at 95% of the locations. By de-selecting the AE, which receives a 
very strong signal, the detrimental effects are avoided.
Figure 6-8: Performance of the proposed deselection in a DA arrangement with 8 antenna elements, 
for overcoming coverage and capacity reductions due to a user very close to one AE
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Figure 6-9: Performance of the proposed deselection in a DA arrangement with 6 antenna elements, 
for overcoming coverage and capacity reductions due to a user very close to one AE
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6.5 Performance of flexible DAS based architectures - Zoning and 
Switching
In order to overcome the capacity limitations shown earlier with a conventional DAS 
implementation, more flexible solutions should be followed in order to reduce the interference 
caused by home-cell users. In the uplink this happens as their signal captured by distant antenna 
elements contributes to the interference, since the signal of the required user may be highly 
attenuated before it reaches those elements. In the downlink, distant AE’s transmit unnecessarily 
and therefore they contribute to the interference received by other home cell users.
As shown in the analysis of Chapter 5, it is possible to zone together two or more AE’s and form a 
basic infrastructure of a 3-sector Node B DAS system. In the investigated scenario a predefined 
set of adjacent antenna elements is grouped and forms a zone, rather than zoning the AE’s with 
the strongest signal to the user location. The signal received by distant AE’s now acts as 
interference to the users around this zone. However, since this will be highly attenuated and also, 
because it is power controlled by the distant AE’s, it will not increase the noise levels 
significantly. The same implementation can be extended to simple Switching, where only one 
element is selected each time to communicate with the user. Although this may increase the 
complexity and the cost of such a system it can, however, achieve high capacity targets indoors.
Figure 6-10(i) presents the uplink outage comparisons for the two architectures discussed here, 
whereas the downlink comparisons are shown in Figure 6-10(ii). Due to the higher transmit power 
levels in the downlink that are available at each access point (active DAS), and also due to the 
orthogonality factor, the number of the users that can be supported highly increases compared 
with the uplink number of users. It is observed that the Zoning implementation does not enhance 
the capacity significantly, when additional elements are used for obtaining an outage of 5%. This 
happens because the limitations in terms of capacity still exist, since with a 3-sector Node B 
system the maximum number of users is reached, in the similar way as with the conventional 
DAS implementation. However, additional elements could still be used to further reduce outage 
levels or required transmit power. By switching to the AE with the strongest signal the increase in 
terms of number of users is important. A linear increase with the number of the AE’s is obtained, 
whereby no saturation effects are present. In addition, due to the power control and the high floor 
attenuations, which provide a significant isolation of the reference AE from the interfering AE’s, 
it can be inferred that the inter-cell interference reductions are important, leaving the home cell 
interference to become the dominant source giving rise over the thermal noise of the receiver. An 
investigation on the DAS architectures in a low-rise wide building is attempted in the following 
section in order to explore further the inter-cell interference effects.
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Number of Users (Excl. Required User)
Figure 6-10: Outage probabilities with Zoning and Switching for the multi-floor office environment
(i) Uplink and (ii) Downlink
Number of Users (Excl. Required User)
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Figure 6-11: Capacity comparisons among the three DA implementations for 5% Outage for the
multi-floor building scenario
A clearer picture is given in Figure 6-11, where the performance comparisons of all the 
investigated DAS architectures are shown. The capacity saturation effects are present for both the 
simple DAS implementation and Zoning, although the number of the users with Zoning has 
doubled. Switching to the closest AE is seen to overcome the capacity limitations and a linear 
capacity increase is obtained for both links. In addition, the limiting direction is the UL for all the 
cases where the number of AE’s is high and that the coverage problems of the system have been 
solved (i.e. greater than 4 for this scenario).
It is inferred that for high number of AE’s the path loss reductions are significant and 
consequently more power is available to provide coverage to more users outperforming the 
capacity provided by the uplink. However, this is true only for active DAS systems. For passive 
DAS the additional path losses have to be taken into account since this may result in worse 
performance for the DL. Reference [Sch02] showed that the passive DAS was slightly 
outperformed by the active systems. However, different input power levels were used for the two 
configurations with higher power levels compensating for the high cable losses of the passive 
DAS architecture. If the power levels for both systems are the same, significant capacity 
degradation is expected to occur in the DL.
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6.6 DAS analysis in a low-rise wide building (airport environment)
In order to characterise the DAS architecture in greater depth, its performance is also investigated 
in a low-rise wide area similar to an airport environment. In this case, the high attenuations due to 
the floors are not present anymore, but the dimensions are much greater than those of a multi­
floor building. The layout one floor of this environment is shown in Figure 6-125. Two floors 
were used in this scenario, with maximum dimensions of 100-by-500 m. The same path loss 
propagation model, as that of the office environment was deployed. However, higher wall 
attenuation factors have been assumed, since these are mainly made by concrete (heavy walls). 
Following the recommendation of COST 231 [Cos99], wall attenuations of 7 dB/wall and floor 
attenuation of 18 dB/floor are considered.
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Figure 6-12: Field strength of an antenna element located at a central location of a low-rise wide 
building similar to an airport environment, with maximum dimensions 100m-by-500m
By deploying a conventional distributed antenna system it is seen that the number of antenna 
elements now required, to meet the targets of 5% outage and reach the pole capacity of the 
system, is smaller than the multi-floor case, where the high floor attenuations made the 
deployment of more AE’s necessary. From the uplink outage probability graph of Figure 6-13, it 
is observed that for the conventional DAS implementation, 4 AE’s are adequate for meeting UL 
coverage and capacity requirements, whereas the additional elements can be used for reducing the 
transmit power levels, as was the case for the multi-floor building scenario. For the DL however, 
and as was the case for the high-rise building scenario investigated previously, and with transmit 
power levels of 27 dBm/AE, it is seen that the outage increases significantly with the number of 
users. However, with one additional AE the outage decreases considerably even with high user
Field Strength,module n:1 at floor:2
5 Floor layout similar to the Athens International airport, http://www.athensairport-2001.gr/en/index.shtm
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numbers. Therefore, for a target of 5% outage and 80% loading of the cell (i.e. approximately 10 
users in the UL and 14 in the DL), 5 AE’s are also required for this environment. It is seen that the 
addition of the fifth element greatly reduces the outage of the system and less than that obtained in 
the multi-floor building, where high floor attenuations were present and higher number of AE’s 
was necessary for achieving low outage probability.
Figure 6-13: Uplink and downlink outage comparisons of the conventional DAS implementation with 
4 and 5 AE’s and for the low rise wide building scenario
Figure 6-14: Uplink outage probabilities with Zoning and Switching, with up to 10 AE’s for the low-
rise building scenario
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As expected the capacity limitations are again present once the pole capacity of the system has 
been reached. Implementing Zoning and Switching the capacity can increase considerably. With 
Zoning the capacity has almost doubled and, as expected, saturation effects are present with high 
number of antenna elements. Switching extends the capacity linearly, with the number of AE’s 
overcoming the limitations of both previous implementations. Figure 6-14 presents the UL 
capacity results with Zoning and Switching.
For the downlink analysis, saturation points also exist for the conventional DAS implementation 
and Zoning with the number of the antenna elements, since the maximum number of users of the 
W-CDMA system has been reached, Figure 6-15. Switching to the closest AE results in a 
substantial capacity increase with high number of AE!s, since the available power levels are 
adequate to overcome the path loss attenuations and allocate more power to the users. This is 
observed to happen when the number of the elements is greater than 5 (i.e. N > 5) for most cases. 
With the addition of more elements a linear capacity increase is obtained and much higher than 
that offered by the uplink (approx. 80 users in the DL instead of approx. 60 users in the UL with 8 
AE’s). Therefore, the limiting direction for high number of AE’s is the UL due to the fact that 
more power is available from the AE’s to be allocated to the users. For small number of elements 
however, the DL is the limiting direction, Figure 6-16.
In addition, it is observed that, since the path losses are dramatically reduced with the use of DAS, 
the interference to the adjacent zones or AE’s (inter-cell interference) will also be reduced, 
resulting in better overall system performance, agreeing with findings of other researchers e.g. 
[Lee98bl[Spi99]. A three- to four- fold increase of capacity is obtained with Switching compared 
to the conventional DAS implementation and Zoning respectively, with up to 8 AE’s, and this 
becomes even higher with more elements.
Therefore, it can be concluded that, in a highly loaded system, the home-cell users produce much 
more interference compared to that of the adjacent AE users for the cases where the reuse distance 
is high. Having each antenna element power controlling its own users, the interference levels to 
the adjacent AE’s seem to be small, making the thermal noise plus home-cell interference the 
dominant factors, especially in a highly loaded system. This is also the case for low-rise wide 
building scenarios where it is observed that the capacity saturation effects with switching are 
insignificant even though no floor isolation between the antenna elements exists. Further capacity 
enhancements are obtained with the number of the AE’s, which due to the very low signal 
attenuations, are greater than those of the multi-floor environment, indicating considerable inter­
cell interference reductions of the DAS architecture. This will have the advantage of reducing also 
the interference to the outdoor cells with the potential of increasing the overall capacity of the 
network.
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Figure 6-15: Outage probabilities in the DL with Zoning and Switching with up to 10 antenna 
elements for the low-rise building scenario
Figure 6-16: Capacity comparisons among the three DAS implementations for 5% Outage for the
low-rise wide building scenario
The uplink is the limiting direction in terms of capacity when the number of AE’s is high, due to 
active distributed antenna elements and also due to the orthogonality factor, which increases the 
pole capacity of the system. However, for small number of antenna elements (e.g. N = 4), it is 
seen that more users can be supported in the uplink, since the power of each AE has to be shared 
among the users and also to overcome high propagation losses. It is noted, however, that the 
analysis presented here is based on active AE’s with a maximum transmit power of 27 dBm. If 
lower transmit power levels indoors are required, care should be taken during the system design, 
since the DL may become the limiting direction even with a higher number of AE’s.
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6.7 Proposals for further capacity enhancements
Having completed the analysis of the DAS architectures and observed the advantages on the 
coverage, transmitter power gain, and capacity on next generation 3G systems it would be 
interesting to see the capacity enhancements that would be possible with more advanced 
combining techniques and their synergies with distributed antennas. Such techniques should 
include maximum ratio combining (MRC), time delay placement and RAKE combining, adaptive 
antennas, and MIMO systems. Two proposals for better implementation of the DAS architecture 
with MRC and time delay diversity are presented next, in order to avoid any degradation of the 
fading characteristics of the signal.
6.7.1 Interlaced macro-diversity and MRC
Since the DA system makes use of multiple antenna elements to provide macro-diversity gain, 
their signal is incoherently combined in both the uplink and the downlink if not an intelligent 
technique is deployed. However, it has been seen that a small degradation in terms of fast fading 
occurs due to this incoherent combination of the signals, which results in self-interference. By 
implementing MRC the signal from each antenna element can be co-phased to provide coherent 
voltage addition and weighted to provide optimal carrier signal-to-interference-plus-noise ratio 
(CINR) at the output of the receiver.
A concept of implementing maximum ratio combining (MRC) with distributed antenna 
technology is Interlaced Macro-Diversity introduced in [Nik02c]. This configuration involves 
antenna placement in a way to ensure that the two antennas closest to the user belong to different 
groups, Figure 6-17. Each group is connected to a separate port in the central location where 
MRC is performed. This will also provide diversity in the overlapping areas of the two antennas 
and also enables coherent combination of the antenna elements with the strongest signal. 
Therefore, no fast fading performance degradation will occur with signal combination, as is the 
case when simple summation is performed with simulcasting.
The antenna elements with signal strength higher than a predetermined threshold are selected for 
Tx/Rx operation in order to maintain the advantages of reduced noise plus interference levels to 
distant elements (in the uplink) or users (in the downlink). In addition, the drawback presented 
with single element selection is overcome, since the increased CINR of the combined component 
may be above the threshold for providing adequate coverage.
This could be extended to exploit the diversity that may be provided at the same site by an 
additional antenna element at the same location and implement MRC of two signals received by 
these two antenna elements, thus providing micro-diversity gain.
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Figure 6-17: Concept of interlaced macro-diversity where the signals of adjacent antenna elements 
are driven at different ports at the central location. MRC of the final component of each port is then
implemented
6.7.2 RAKE combining with time delay diversity
In order to enhance the capacity of an in-building distributed antenna system it has been proposed 
that time delay elements be inserted between two adjacent nodes as initially proposed in [Vit92]. 
This delay has to be equal to or greater than reciprocal of the W-CDMA chip rate, so that coherent 
combination of more than one version of the same signal can be implemented by the RAKE 
receiver, which is available to both the user equipment (UE) and Node B. Good coverage 
performance is expected, as is the case with the simple DAS architecture, however, the time 
diversity enables coherent combining of signals belonging to different antenna elements by means 
of RAKE processing. In addition, by providing an additional antenna element at the same location 
it is possible to obtain path diversity within the coverage area of each node and not only in the 
overlapping coverage area of two adjacent antenna elements. No signal processing at the nodes is 
performed but only transmitting and receiving operation and also no switching equipment is 
required to perform selection of the antenna element with the strongest signal. It has been 
addressed [Yan99][Xia96] that due to the limiting number of antenna elements at the UE, it may 
be impossible to capture all the energy that is available for that mobile. This may result in 
increased levels of self-interference.
6.7.2.1 Placement of time delays for minimising self-interference due to 
limited number of RAKE fingers6
As mentioned above the time delay introduced between two adjacent nodes has to be greater than 
the RAKE resolution (i.e. 1/VP, where W is the chip rate of the CDMA system), so that coherent
6 U K  P aten t A pplication  N um ber: 0218906.6 , 14 A ugust 2002
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combination of more than one version of the same signal can be implemented by the RAKE 
receiver. However, since the number of fingers of the mobile RAKE receiver is limited to a small 
number (e.g. 3), the presence of more distributed antenna elements will create self-interference 
instead of contributing to the desired signal.
It is proposed in [Nik02g] to deploy time delays in an ordered fashion to minimise this effect of 
uncaptured energy. For the case where 3 RAKE fingers are available at the mobile, the antennas 
are divided into 3 groups, with all antennas within each group sharing the same delay. Antennas 
are assigned to groups so that the strongest 3 signals received at all points across the coverage 
area have a maximised probability of being received from three antennas belonging to differing 
groups, Figure 6-18. Typically, this will imply that the three antennas, which have the smallest 
path loss to mobile locations in any region, are assigned to different groups.
Figure 6-18: Placement of time delays for minimising self interference effects due to limited number
of RAKE fingers in the user equipment
The effect of self-interference is now minimised due to the fact that the distance between two 
antenna elements belonging to the same group (between the 1st and 4th or between the 2nd and 5th 
in Figure 6-18) is expected to be high. The signal of the distant element would be much attenuated 
compared to the closest element and therefore it has no considerable impact on the coherent 
summation.
6.8 Conclusions
Performance analyses of DAS architectures were presented in this chapter. Characterisation of 
two representative indoor environments -  one multi-floor and one low rise wide building -  was 
carried out and it was seen that DAS are necessary to meet high coverage and capacity 
requirements of 3G systems. With conventional DAS, where all the antenna elements transmit and
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receive simultaneously, it was seen that capacity limitations exist due to the fact that the hard 
boundary of the maximum number of users cannot be overcome with the addition of more 
elements, since this is limited by the pole capacity of the W-CDMA system. However, the 
addition of more AE’s resulted in great power gain improvements in both the uplink and the 
downlink and for specific requirements of 5% outage and 0.8 pole capacity, the power gains with 
10 AE’s were 18 dB for the Uplink and 17 dB for the downlink. This would have the effect of 
reducing the interference levels to the outdoor environment and also meet possible transmit power 
limitations.
Zoning and Switching showed a great degree of flexibility in terms of capacity. The frequency 
reuse within the same area extends the capacity of the system and this resulted in doubling the 
number of users with Zoning, compared with conventional DAS implementation. Saturation 
effects, however, were still present due to the limited degree of flexibility of a basic 3 Node B 
system deployment. This was overcome with Switching to the AE with the highest signal 
strength, where a linear capacity increase with the number of the antenna elements was obtained 
in both investigated environments. Significant inter-cell interference reductions of both the UL 
and DL were observed, due to the fact that power control is implemented separately for each 
antenna element. This will also impact the inter-cell interference levels to the outdoor 
environment with the potential of overall system capacity improvements.
Proposals for further capacity enhancements were presented next as these have been investigated 
in the literature, whereas two more advanced techniques, namely interlaced macro (and micro) 
diversity, and Grouped Delay diversity, were presented.
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Chapter 7
7 Conclusions and Further Research
7.1 Conclusions
This thesis presented a comprehensive analysis of the performance of indoor distributed antenna 
systems (DAS). The research was concentrated on the evaluation of key points of the impact of 
DAS from the systems point of view, and also on the propagation channel. The methodology and 
the characterisation of DAS architectures -  conventional DAS and Zoning, Switching -  were then 
presented and quantification of coverage, capacity and power gain was performed.
Theoretical investigation on the impact of the DAS on the attenuations, and on the transmitted 
power by deploying path loss propagation models was first implemented. It was concluded that 
the greater the shadowing of the environment, the greater the advantages of using the discussed 
architecture. In addition, a simple capacity analysis based on GSM deployment of DAS in macro­
cells was also performed, showing a potential for increased number of users that could be 
supported with DAS. Simple comparisons with techniques such as sectorisation and cell splitting 
showed that DAS is a particularly attractive architecture, which should receive greater interest for 
future wireless communication systems.
Shadowing and fast fading analyses of the VCE core 1 data with DAS, were presented. It was 
seen that the derived path loss model for the CCSR environment follows the widely used Keenan- 
Motley, model (or multi-wall model, MWM) were the number of walls and floors is explicitly 
taken into account, whereas path loss exponent close to the free-space one is obtained. Shadowing 
also follows lognormal statistics, with zero mean and standard deviation of approximately 4-5 dB. 
Fast fading analysis of measured data, taken in NLOS and LOS environments, was performed and 
it was found that in most cases the DAS architecture reduces the K factor. The degradation was 
more apparent in LOS scenarios where the signal strengths of the individual antennas were of 
similar levels and a 2 to 5 dB decrease in terms of K was observed, hi NLOS scenarios, however, 
the K factors of the combined component were similar to those of the individual AE’s, although a 
small degradation was again obtained between 1 and 3 dB. However, since the DAS advantages in 
terms of mean signal strength enhancements are much greater than the small degradation in terms 
of K, it was concluded that the macro-diversity gain would be the dominant effect of the DAS 
architecture, especially in highly attenuated environments, such as multi-floor buildings.
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The deployment of analytical techniques followed and their performance was compared to Monte 
Carlo simulations to verify the accuracy when used for power summing of multiple lognormal 
components. Shadowing correlations were considered and the regions of good consistency were 
obtained. However, during outage probability calculations in the presence of multiple wanted and 
interfering lognormal components, it was observed that inaccuracies are present, and a new 
method had to be developed to maintain the consistency of the analytical techniques. 
Recommendations were given on the deployment of the methods depending on the standard 
deviation of the shadowing and also on the number of the individual components.
The approach for modelling the DAS and also extension to two more flexible architectures 
namely Zoning and Switching was also presented, for third generation (3G) system 
implementations. Comparisons of the analytical methods with MC simulations in a more realistic 
scenario were performed and it was seen that is more appropriate to deploy the developed method 
of in order to obtain more consistent results. The advantages of the approach in terms of 
simulation time were also addressed.
Performance of the DAS architectures was presented following the modelling approach, 
previously discussed. Characterisation of two representative indoor environments -  one multi­
floor and one low rise wide building -  was carried out and it was seen that DAS are necessary to 
meet high coverage and capacity requirements of 3G systems. It was seen that the addition of 
more AE’s did not result in capacity enhancements, but only in coverage and power gain 
improvements as high as 18 dB for the uplink and 17 dB for the downlink with 10 AE’s, reducing 
consequently the interference levels to the outdoor environment.
Zoning and Switching showed a great degree of flexibility in terms of capacity. The frequency 
reuse within the same area extends the capacity of the system and this resulted in doubling the 
number of users with Zoning, compared to the conventional DAS architecture. Saturation effects, 
however, were still present in a basic 3-sector Node B system implementation. This was 
overcome with Switching to the AE with the highest signal strength, where a linear increase of the 
number of users with the number of the antenna elements was observed in both indoor 
environments.
Finally, proposals for further capacity enhancements were presented mainly as they have been 
outlined in the literature. Two more advanced techniques, namely interlaced macro (and micro) 
diversity, and Grouped Delay diversity were introduced for further capacity enhancements for 
indoor wireless systems.
The following points better describe the achievements of the research:
• Theoretical analysis of DAS systems with propagation models appropriate for indoor 
(picocell) environments.
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• Analyses of measured data with DAS and investigation of the parameters that better 
describe the path loss and shadowing of the indoor case.
• Fast fading characteristics of the DAS system was analysed and the impact of the 
incoherent combining on the Rice K factor was discussed.
• Investigation of analytical techniques for final statistics calculations of multiple 
lognormal components and identification of the appropriate methods for specific standard 
deviation values of the wanted and interfering components. Deployment of those 
techniques for outage probability calculations lead to some inaccuracies, which had to be 
accounted for by a new technique, based on the correction of the final correlation 
coefficient between the final wanted and interfering components, also modelled as 
another lognormal RV. Comparisons of the floating-point operations (flops) were also 
presented and the efficiency of the analytical methods was observed.
• Modelling of DAS architectures -  conventional and zoning -  was then performed and the 
verification of the approach for calculating outage probabilities, with extended MC 
simulations was performed. The simulation time improvements were also addressed in 
order to give an idea on the applicability and efficiency of the analytical approach.
• Performance of the investigated techniques in terms of coverage and capacity was earned 
out and the limitations in terms of number of users of conventional DAS and Zoning were 
addressed. Switching showed greater degree of flexibility in terms of capacity.
• Performance of a method of deselection of the antenna element that is very close to a user 
location showed that the detrimental effects on the capacity of the system due to the near- 
far problem inherent to the CDMA system are avoided.
• A method based on the grouping of AE’s in a way to ensure that the self-generated 
interference effects of a time-delay DAS are avoided, was proposed for further 
investigation.
7.2 Further Research
This research investigated the performance of the DAS architecture and also a number of more 
flexible implementations in order to overcome the limitations in terms of capacity present in a W- 
CDMA system. However, a number of issues have arisen and need to be further investigated in 
greater depth in order to obtain a clearer picture of this system and fully exploit its advantages 
together with other techniques that are available to the radio engineer:
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• The proposed technique of the correction factor (CF) used for accurate outage probability 
calculations should be further investigated and improved in order to obtain even more 
accurate results and with higher standard deviation values of the shadowing.
• The effects of explicitly address the impact of the shadowing correlation on the outage 
probabilities of a system should be further investigated in interference limited cases, not 
only with equal correlation coefficients but using the corresponding correlation value 
depending 011 the location of the UE or the AE.
• Transmit diversity (TD): Multiple antennas can improve the performance of a wireless 
communication system. The most common solution is the deployment of multiple 
antennas at the Node B site, since the mounting of multiple elements on the mobile 
station (UE) is inefficient. The spacing of the antennas is frequently addressed, since the 
degree of correlation between the channels from the antennas of the BS to the MS may 
degrade the performance. Focus on the synergies of DAS with TD technologies to further 
enhance the quality of the communications link will be of particular interest.
• Maximum Ratio Combining (MRC); Time delay diversity and coherent combination of 
the signals by exploiting the receiver’s RAKE combiner; which allows the receiver to 
coherently add two independent fading channels together to aid in demodulation.
• The performance of the interlaced macro-diversity technique proposed in this thesis 
should be further investigated and the capacity and quality of the system should be 
quantified.
• The performance of the time delay diversity and the technique of grouping antenna 
elements in a way to ensure that the self-interference is kept at minimum levels should be 
further pursued.
• Techniques that have been proposed for further 3G developments, such as adaptive 
antennas; space-time coding and MEMO systems are proposed for investigation in the 
context of DAS. The idea of transmit adaptive array is based on the optimised weight 
calculation based on the estimates sent by the UE, so that maximum power is delivered to 
the user location. Space-time coding (STC), enhances capacity by allocating different 
symbols to different transmit antennas, whereas further applications of STC on MIMO 
systems where both the transmitter and the receiver are consisted of multiple antenna 
elements for further capacity enhancements are of great interest.
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