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Disontinuous Galerkin methods for the time-harmoniMaxwell equations: numerial uxes and multigridalgorithmsAbstrat: This report deals with the solution of time-harmoni Maxwell's equations by adisontinuous Galerkin method. First, the formulation of the problem is introdued and afew elements are disussed for the hoie of the numerial ux whih is used in the disreti-sation. Then, some ideas for solving the resulting linear systems are presented. In partiular,a preliminary study is onduted for solving these linear systems by algebrai multilevel al-gorithms and preliminary results are obtained in the ase of the two-dimensional Maxwell'sequations.Key-words: omputational eletromagnetism, time-harmoni Maxwell's equations, Dis-ontinuous Galerkin method, multilevel method.
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4 V. Dolean, S. Lanteri et R. Perrussel1 IntrodutionCe rapport traite de la résolution numérique des équations de Maxwell en régime harmo-nique par une méthode de type Galerkin disontinu. Il vient ompléter le rapport [DFLP06℄notamment en présentant diérents hoix de ux numérique et en proposant des approhespour une résolution eae des systèmes linéaires obtenus. Ce doument ne ontient pasde démonstration théorique mais disute prinipalement de résultats présents dans la lit-térature et d'exemples numériques à aratère illustratif en deux dimension d'espae. Lesquelques idées qui sont développées s'appuient pour l'instant uniquement sur une démarheheuristique.Les points suivants sont abordés : présentation de la disrétisation des équations de Maxwell en régime harmoniquepar des méthodes de type Galerkin disontinu. Certaines éritures du problème sontredondantes mais elles failitent la omparaison ave d'autres travaux où la desriptiondu problème peut diérer. Disussion autour de plusieurs hoix possibles pour les ux numériques et dequelques propriétés pour es diérents hoix. Présentation de la forme générale des systèmes algébrique résultant de la disrétisationdes équations de Maxwell en régime harmonique par des méthodes de type Galerkindisontinu  nous verrons que l'on obtient des systèmes de type point-selle etde quelques règles générales pour la résolution de ette atégorie de système. Plusieurspistes sont alors envisagées pour mettre en ÷uvre les énonés généraux et on s'inté-resse plus partiulièrement à la possibilité de onstruire des algorithmes de résolutionmultigrille algébriques pour es systèmes.2 Formulation et disrétisation2.1 Problème onsidéré2.1.1 Équations de Maxwell et onditions aux limitesLe système des équations de Maxwell adimensionnées en régime harmonique peut s'ériresous la forme suivante :
{
iωεE− rotH = −J,
iωµH + rotE = 0.
(1)Les hamps életrique et magnétique E et H sont les inonnues à déterminer et le veteur
J désigne une soure de ourant imposée. Les paramètres ε et µ sont respetivement lapermittivité diéletrique relative (inluant les données sur la ondutivité életrique) et laperméabilité magnétique relative ; on onsidère ii des matériaux linéaires et isotropes. Lafréquene angulaire du problème est donnée par le paramètre ω. INRIA
Méthode GD pour les équations de Maxwell harmoniques 5Considéré sur un domaine Ω de frontière ∂Ω = Γa ∪ Γm, on adjoint au système (1) lesonditions aux limites :
{
n×E = 0 sur Γm,
n×E− n× (H× n) = n× Einc − n× (Hinc × n) sur Γa. (2)La première est rattahée à la notion de onduteur parfait (on parle aussi souvent deondition métallique). La seonde est une ondition absorbante approhée où les hamps
Einc et Hinc représentent les omposantes d'une possible onde inidente.2.1.2 Notations pour la présentation du problèmePrésenter sous une autre forme, on herhe à résoudre le problème de formulation fortesuivante (pour simplier, on onsidère un problème de diration où le terme J est nul) :








Trouver le hamp de veteurs W tel que :
iωG0W +Gx∂xW +Gy∂yW +Gz∂zW = 0 dans Ω,
(MΓm −Gn)W = 0 sur Γm,
(MΓa −Gn)(W −Winc) = 0 sur Γa. (3)Les notations utilisées ont alors la signiation suivante : le hamp de veteurs inonnu W représente le hamp életromagnétique, soit :
W =
(
E
H
)
. la matrie G0 rassemble les propriétés des milieux et s'érit :
G0 =
(
ε Id3 03×3
03×3 µ Id3
)
.où Idk désigne une matrie identité à k lignes et k olonnes et 0l×m une matrie dezéros à l lignes et m olonnes. la matrie Gn représente matriiellement le produit vetoriel par le veteur n (quidésigne ii la normale unitaire sortante du domaine) pour les deux omposantes duhamp életromagnétique :
Gn =
(
03×3 Nn
N tn 03×3
) ave Nn =  0 nz −ny−nz 0 nx
ny −nx 0

 .
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6 V. Dolean, S. Lanteri et R. PerrusselLa notation N t désigne la transposée de N . Les matries G+n et G−n représententrespetivement les parties positive et négative de la matrie1. On dénit aussi |Gn|=
G+n − G−n . On peut ainsi déduire es diérentes matries de l'expression de Gn et deelle de |Gn| donnée par :
|Gn|=
(
NnN
t
n
03×3
03×3 N
t
nNn
)
. les matriesGl ave l dans {x, y, z} représentent les produits vetoriels ave les veteursde base el et s'érivent :
Gl =
(
03×3 Nel
N tel 03×3
)
. les matries MΓm et MΓa sont utilisées pour la prise en ompte des onditions auxlimites, respetivement métallique imposée sur Γm et absorbante imposée sur Γa :
MΓm =
(
03×3 Nn
−N tn 03×3
) et MΓa = |Gn|.Les détails pour relier l'ériture de (3) à la formulation (1) + (2) sont donnés dans[DFLP06℄.2.1.3 Cas bidimensionnel utilisé pour les exemples numériquesPour le as bidimensionnel, on onsidère le problème transverse életrique dans le plan
(O, x, y). Il n'y a don plus de dépendane suivant z et les omposantes Ez, Hx et Hy sontnulles. Le problème obtenu est formellement identique au as tridimensionnel si l'on admetles abus de notation suivants : le veteur W est désormais égal à (Ex Ey Hz)t. la matrie G0 prend la forme réduite :
G0 =
(
ε Id2 02×1
01×2 µ
)
. la matrie Nn prend aussi une forme réduite :
Nn =
(
−ny
nx
)
.1Si Gn = TΛT−1 ave Λ une matrie diagonale ontenant les valeurs propres de Gn alors G±n = TΛ±T−1où Λ+ (respetivement Λ−) regroupe les valeurs propres positives (respetivement négatives) de la matrie
Gn.
INRIA
Méthode GD pour les équations de Maxwell harmoniques 7 les matries Gx et Gy sont égales à :
Gx =
(
02×2 Nex
N t
ex
0
) et Gy = (02×2 NeyN tey 0 ) . les matries Gn et G+n sont égales pour un veteur n donné à :
Gn =
(
02×2 Nn
N t
n
0
) et Gn+ = 12 (NnN tn NnN tn 1 ) . les matries MΓm et MΓa s'érivent toujours :
MΓm =
(
02×2 Nn
−N t
n
0
) et MΓa = |Gn| soit MΓa = (NnFN tnF 02×101×2 1 ) .2.2 Disrétisation2.2.1 Problème loalSi l'on eetue le produit salaire de l'équation aux dérivées partielles de (3) par un hampde veteurs régulier V et on intègre formellement sur un sous-ensemble K du domaine Ω,on obtient :
∫
K
(iωG0W)
t
Vdv +
∫
K


∑
l∈{x,y,z}
Gl∂l(W)


t
Vdv = 0.En passant à l'opérateur adjoint, un terme de bord apparaît et l'équation devient :
∫
K
(iωG0W)
t
Vdv −
∫
K
Wt


∑
l∈{x,y,z}
Gl∂l(V)

 dv +
∫
∂K
(GnW)
t
Vds = 0. (4)Cette formulation faible de l'équation aux dérivées partielles sur le sous-ensemble K estle point de départ de la méthode de type Galerkin disontinu. Supposons maintenant quele domaine de alul est déoupé en un ensemble d'éléments (tétraèdres ou hexaèdres) ; ononsidère ii uniquement des maillages onformes. Ce maillage du domaine de alul Ω estnoté Th et on a :
⋃
K∈Th
K = Ωh.
RR n° 6805
8 V. Dolean, S. Lanteri et R. PerrusselL'approximation numérique Wh = (Eh
Hh
) de la solution du problème (3) est reherhéedans l'espae Vh × Vh où Vh est déni par :
Vh =
{
V ∈ [L2(Ω)]3 | ∀K ∈ Th, V e|K ∈ P(K)
}
. (5)Le terme P(K) désigne un espae de hamps à omposantes polynomiales sur l'élément
K. Les hamps de veteurs tests appartiennent aussi à Vh × Vh.Flux prinipal. On part de l'équation (4) onsidérée sur un élément K de Th mais désor-mais l'approximation numérique Wh remplae W et le terme de bord est une appliation àdénir Φ∂K , appelée ux prinipal pour reprendre les termes employés par Ern et Guermonddans [EG06a, EG06b℄. On souhaite alors vérier :
∫
K
(iωG0Wh)
tVdv −
∫
K
Wth


∑
l∈{x,y,z}
Gl∂l(V)

 dv +
∫
∂K
(Φ∂K(Wh))
t
Vds = 0,
∀V ∈ Vh × Vh.
(6a)La dénition de Φ∂K doit permettre d'assurer la onsistene asymptotique et la stabilitéde la méthode d'approximation utilisée. Pour respeter es ontraintes, le ux peut être alorsdéni sur une fae F de ∂K par :
Φ∂K(Wh) =











IFKSF JWhKF + IFKGnF {Wh} si F ∈ Γ0,
1
2
(MF,K + IFKGnF )Wh si F ∈ Γm,
1
2
(MF,K + IFKGnF )Wh −
1
2
(MF,K − IFKGnF )Winc si F ∈ Γa. (6b)Pour omprendre l'expression de e ux prinipal, voii les éléments manquants : on introduit une matrie I pour prendre en ompte les onventions d'orientation entreles faes et les éléments ; on l'appelle généralement matrie d'inidene fae-élément.Le nombre de lignes de I est égal au nombre de faes du maillage et son nombre deolonnes au nombre d'éléments. La normale nK sortante de l'élément K induit uneorientation pour la frontière de et élément et haque fae F a une orientation proprequi détermine la diretion de sa normale nF . Les entrées de I sont alors dénies lamanière suivante :
IFK =





0 si la fae F n'appartient pas à l'élément K,
1 si F ∈ K et les orientations oïnident (signe(ntF nK) = 1),
−1 si F ∈ K et les orientations ne oïnident pas (signe(ntF nK) = −1).INRIA
Méthode GD pour les équations de Maxwell harmoniques 9 pour la fae F intersetion de K et K̃, on dénit respetivement le saut du hamp deveteurs V et sa moyenne sur la fae F :
JVKF = IFKV|K + IFK̃V|K̃ et {V} = 12(V|K + V|K̃).La notation V|K désigne la restrition du hamp de veteurs V à l'élément K. la matrie SF est une matrie permettant de pénaliser le saut du hamp ou de er-taines de ses omposantes sur la fae F séparant deux éléments. La matrie MF,Kest une matrie qui assure la onsistene asymptotique ave les onditions aux limitesdu problème ontinu. Des dénitions possibles de es matries sont donnés en sous-setion 2.2.2. les ensembles Γ0, Γm et Γa désignent respetivement l'ensemble des faes internes, desfaes appartenant à Γa et des faes appartenant à Γm.Flux adjoint. Si l'on revient à l'opérateur initial, on peut aussi introduire la notion deux adjoint Φ̃∂K (voir [EG06a, EG06b℄) et dans e as on souhaite vérier :
∫
K
(iωG0Wh)
tVdv +
∫
K


∑
l∈{x,y,z}
Gl∂l(Wh)


t
Vdv +
∫
∂K
(
Φ̃∂K(Wh)
)t
V = 0,
∀V ∈ Vh × Vh.
(7a)Le ux adjoint est déni sur une fae F de ∂K par :
Φ̃∂K(Wh) =













IFKSF JWhKF −
1
2
GnF JWhKF si F ∈ Γ0
1
2
(MF,K − IFKGnF )Wh si F ∈ Γm,
1
2
(MF,K − IFKGnF )(Wh −Winc) si F ∈ Γa. (7b)2.2.2 Quelques ux numériques possiblesOn rappelle ii quelques ux numériques simples dont l'utilisation est omparée dans lasuite pour approher la solution du problème (3) : le ux entré [FLLP05℄ orrespond au hoix pour toutes faes F :
SF = 0, (8a)
RR n° 6805
10 V. Dolean, S. Lanteri et R. Perrusselet au hoix pour les faes F appartenant à Γm ou à Γa :
MF,K =





IFK
(
03×3 NnF
−N t
nF
03×3
) si F appartient à Γm,
|GnF | si F appartient à Γa. (8b) le ux déentré du premier ordre [EG06a, Pip00℄ orrespond au hoix :
SF =
(
αEFNnFN
t
nF
03×3
03×3 α
H
F N
t
nF
NnF
)
, (9a)ave αEF = 1/2 et αHF = 1/2 si le matériau est homogène (sinon la forme donnée iin'est qu'une variante simpliée du ux déentré du premier ordre), et au hangementde MF,K sur Γm pour prendre la forme suivante :
MF,K =
(
ηFNnFN
t
nF
IFKNnF
−IFKN tnF 03×3
)
. (9b) on peut hoisir de déentrer uniquement suivant l'une des variables (as partiulier dela méthode Galerkin disontinue loale [CS98℄). L'amplitude du oeient de pénali-sation utilisé est alors beauoup plus importante, généralement proportionnelle à h−1Foù hF désigne la mesure de la fae F . On a ainsi :
SF = τFh
−1
F
(
NnFN
t
nF
03×3
03×3 03×3
)
, (10a)et pour F sur Γm on eetue aussi le hangement :
MF,K =
(
τFh
−1
F NnFN
t
nF
IFKNnF
−IFKN tnF 03×3
)
. (10b)
INRIA
Méthode GD pour les équations de Maxwell harmoniques 112.2.3 Problème globalFormulation ave l'opérateur prinipal. À partir de la formulation du ux adjoint (7),on eetue la somme sur tous les éléments K de T h et la formulation faible du problèmes'érit alors :





































Trouver Wh dans Vh × Vh tel que :
∫
Ωh
(iωG0Wh)
t
Vdv +
∑
K∈Th
∫
K


∑
l∈{x,y,z}
Gl∂l(Wh)


t
Vdv
+
∑
F∈Γm∪Γa
∫
F
(
1
2
(MF,K − IFKGnF )Wh
)t
Vds
−
∑
F∈Γ0
∫
F
(GnF JWhKF )
t {V}ds+
∑
F∈Γ0
∫
F
(SF JWhKF )
t
JVKF ds
=
∑
F∈Γa
∫
F
(
1
2
(MF,K − IFKGnF )Winc
)t
Vds, ∀V ∈ Vh × Vh.
(11)
Cette formulation est la reformulation de [EG06a, Équation (4.12)℄ pour le problème (3).Formulation ave l'opérateur adjoint. À partir de la formulation du ux prinipal (6),on eetue la somme sur tous les éléments K du Th et la formulation faible du problèmes'érit alors aussi :





































Trouver Wh dans Vh × Vh tel que :
∫
Ωh
(iωG0Wh)
t
Vdv −
∑
K∈Th
∫
K
Wth


∑
l∈{x,y,z}
Gl∂l(V)

 dv
+
∑
F∈Γm∪Γa
∫
F
(
1
2
(MF,K + IFKGnF )Wh
)t
Vds
+
∑
F∈Γ0
∫
F
(GnF {Wh})t JVKF ds+
∑
F∈Γ0
∫
F
(SF JWhKF )
t
JVKF ds
=
∑
F∈Γa
∫
F
(
1
2
(MF,K − IFKGnF )Winc
)t
Vds, ∀V ∈ Vh × Vh.
(12)
Cette formulation est la reformulation de [EG06a, Équation (4.26)℄ pour le problème (3).
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12 V. Dolean, S. Lanteri et R. Perrussel2.2.4 Formulation mixte du problèmeÉriture direte depuis (11) et (12). An d'énoner les tehniques envisagées pour larésolution du problème et s'appuyant sur les résultats existants pour des systèmes de typepoint-selle, on présente la formulation mixte du problème à résoudre. Pour érire elle-i, onpeut utiliser des équations de la formulation ave l'opérateur prinipal et ave l'opérateuradjoint. Si l'on onsidère tout d'abord tous les hamps tests de la forme (03×1
G
) dans laformulation ave l'opérateur prinipal (11), les hamps solutions (Eh,Hh) doivent vérier :
a(Hh,G) + b(G,Eh) =
∑
F∈Γa
∫
F
1
2
(
N tnFNnF H
inc −N tnF Einc
)t
Gds, ∀G ∈ Vh, (13)ave les formes sesquilinéaires a et b dénies pour (F,G) ∈ Vh × Vh par :
a(F,G) =
∫
Ωh
iωµFtGdv +
∑
F∈Γ0
∫
F
(
αHF N
t
nF
NnF JFKF
)t
JGKFds
+
∑
F∈Γa
∫
F
(
1
2
N tnFNnF F
)t
Gds,
(14)et aussi :
b(F,G) =
∑
K∈Th
∫
K
Ft


∑
l∈{x,y,z}
N tel∂l(G)

 dv −
∑
F∈Γ0
∫
F
(NnF {F})t JGKF ds
−
∑
F∈Γm
∫
F
(IKFNnF F)
t
Gds−
∑
F∈Γa
∫
F
(
1
2
IKFNnF F
)t
Gds.
(15)Ensuite, si l'on onsidère toutes les fontions tests de la forme ( F
03×1
) dans la formulationave l'opérateur adjoint (12), les solutions (Eh,Hh) doivent vérier :
c(Eh,F)− b(Hh,F) =
∑
F∈Γa
∫
F
1
2
(
NnFN
t
nF
Einc −NnF Hinc
)t
Fds, ∀F ∈ Vh, (16)ave la forme sesquilinéaire c dénie pour (F,G) ∈ Vh × Vh par :
c(F,G) =
∫
Ωh
iωεFtGdv +
∑
F∈Γ0
∫
F
(
αEFNnFN
t
nF
JFKF
)t
JGKF ds
+
∑
F∈Γm
∫
F
(
1
2
ηFNnFN
t
nF
F
)t
Gds+
∑
F∈Γa
∫
F
(
1
2
NnFN
t
nF
F
)t
Gds.
(17)INRIA
Méthode GD pour les équations de Maxwell harmoniques 13Le problème peut don s'érire sous la forme du problème mixte suivant :Trouver (Eh,Hh) ∈ Vh × Vh tel que :









a(Hh,G) + b(G,Eh) =
∑
F∈Γa
∫
F
1
2
(
N tnFNnF H
inc −N tnF Einc
)t
Gds, ∀G ∈ Vh,
−b(Hh,F) + c(Eh,F) =
∑
F∈Γa
∫
F
1
2
(
NnFN
t
nF
Einc −NnF Hinc
)t
Fds, ∀E ∈ Vh.C'est autour de ette ériture du problème que nous allons travailler dans la setion 4.Notations lassiques. Pour failiter l'analogie ave les résultats des artiles tels que[BP06, BHI07℄, on érit aussi le problème ave des notations vetorielles plus usuelles. Soitun hamp G dénit sur le domaine Ω. Pour la fae interne F séparant deux éléments K et
K̃ de Th, on dénit le saut de la omposante tangentielle de G sur la fae F :
JGKT = G|K × nK + G|K̃ × nK̃ = NnF JGKF = −N tnF JGKF .Pour les faes situées sur la frontière du domaine, ette grandeur est aussi dénie etdevient : JGKT = G × n. De même, on prolonge la dénition de la valeur moyenne duhamp pour les faes F de la frontière : {G} = G. Les diérentes formes bilinéaires déniespréédemment admettent don aussi l'ériture suivante :
a(F,G) =
∫
Ωh
iωµFtGdv +
∑
F∈Γ0
∫
F
αHF JFK
t
T JGKT ds
+
∑
F∈Γa
∫
F
1
2
JFKtT JGKT ds,
(18)
b(F,G) =
∑
K∈Th
∫
K
Ft rot(G)dv +
∑
F∈Γ0
∫
F
{F}tJGKT ds
+
∑
F∈Γm
∫
F
{F}tJGKT ds+
∑
F∈Γa
∫
F
1
2
{F}tJGKTds,
(19)et enn :
c(F,G) =
∫
Ωh
iωεFtGdv +
∑
F∈Γ0
∫
F
αEF JFK
t
T JGKTds
+
∑
F∈Γm
1
2
∫
F
ηF JFK
t
T JGKTds+
∑
F∈Γa
∫
F
1
2
JFKtT JGKT ds.
(20)
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14 V. Dolean, S. Lanteri et R. Perrussel3 Éléments de disussion pour le hoix du ux numériquePour le hoix des ux numériques lors de la disrétisation du problème (3), on va privi-légier les méthodes qui garantissent sur un maillage non struturé : le meilleur ordre de onvergene asymptotique de l'erreur en norme L2 pour le hampéletrique et/ou le hamp magnétique (ave un ordre d'approximation polynomialexe), une dispersion numérique minimale.L'ordre de onvergene semble être le ritère prépondérant, l'étude de la dispersion nu-mérique venant dans un seond temps pour optimiser l'approximation. Conernant la disper-sion numérique pour les méthodes de type Galerkin disontinu, on pourra onsulter [Ain04℄.L'ordre de onvergene asymptotique de l'erreur en norme L2 entre la solution exate (E,H)et son approximation numérique (Eh,Hh) orrespond à onnaître les oeients réels δ et
γ les plus grands possibles tels que :
∃C1, C2 > 0, ∃h0 > 0, ∀h > h0, ‖E−Eh‖L2(Ω) ≤ C1hδ et ‖H−Hh‖L2(Ω) ≤ C2hγ . (21)Le paramètre h désigne le pas du maillage T h utilisé pour le alul. Les oeients δ et
γ dérivent don à quelle vitesse on onverge vers la solution exate.3.1 Résultats onernant l'ordre de onvergene3.1.1 Résultats existants pour la onvergeneOn hoisit P(K) = [Pk(K)]3 où l'entier k orrespond à l'ordre de l'espae polynomialutilisé. Cet ordre k est onstant sur l'ensemble des éléments du maillage. On donne iiquelques résultats liés à l'ordre de onvergene et aux équations de Maxwell (mais pasnééssairement en régime harmonique). On rappelle en partiulier dans le tableau 1 les ordresde onvergene asymptotiques théoriques pour le système de Maxwell elliptique [EG06a,EG06b℄ quand la solution reherhée est susament régulière.ux entré (8) deentré (9) pénalisation de E (10)hamp E k k + 1/2 k + 1hamp H k k + 1/2 kTab. 1  Ordre de onvergene théorique en norme L2 pour haque hamp ave la disré-tisation du système de Maxwell elliptique par une méthode de type Galerkin disontinu etles ux numériques de la sous-setion 2.2.2.Les résultats atuels pour le problème harmonique se limitent à des problèmes de avité(une onditions métallique est appliquée à toute la frontière du domaine de alul). Danse as, les ordres de onvergene sont identiques au as elliptique pour des méthodes deINRIA
Méthode GD pour les équations de Maxwell harmoniques 15pénalisation intérieure et de pénalisation du hamp E sur la formulation mixte (ux (10)) ;voir [HPSS05, BP06℄. Les résultats donnés dans le tableau 1 sont valables en deux et troisdimensions.3.1.2 Estimation de l'ordre de onvergene asymptotique sur un as simpleOn souhaite valider numériquement les résultats de onvergene théoriques ou, si esrésultats n'existent pas, estimer les ordres de onvergene que l'on peut s'attendre à trouver.Le problème. On eetue un alul pour simuler la propagation d'une onde plane dansle vide. L'onde plane inidente retenue est de la forme :


Eincx
Eincy
Hincz

 = exp(−iωx)


0
1
1

 . (22)Le domaine est le arré unité, 'est-à-dire Ω =]0; 1[2 et des onditions de Silver-Müllersont imposées sur l'ensemble de la frontière, 'est-à-dire Γa = ∂Ω et Γm = ∅. Comme on s'estplaé dans le vide, les paramètres ε et µ valent 1 sur l'ensemble du domaine et la ondutivitéest nulle. Enn, pour les essais eetués, on hoisit ω = 2π et la longueur d'onde est donégale au té du domaine.La méthode. On estime numériquement les taux de onvergene asymptotique dans l'ex-emple évoqué i-dessus. On suppose pour l'évolution de l'erreur en norme L2 un omporte-ment asymptotique en CEhδ pour le hamp E et en CHhγ pour le hamp H. Les oeients
CE et CH sont des onstantes et δ et γ sont les ordres de onvergene asymptotiques reher-hés. Numériquement il s'agit don de faire varier le paramètre h et d'estimer es oeients
δ et γ à partir de l'évolution de l'erreur en norme L2.Remarque : au lieu d'observer l'évolution suivant le paramètre h, on peut, pour desmaillages quasi-uniformes, regarder de manière équivalente l'évolution suivant la raine arrédu nombre de degrés de liberté en deux dimensions. Ce hoix a été fait pour les résultatsnumériques dans la suite.On va réaliser ette démarhe pour deux séries de maillages :Cas 1. On utilise pour le premier alul le maillage initial non struturé présenté àla gure 1(a). Ce maillage va être ensuite rané de manière uniforme ; les premiersranements sont donnés aux gures 1(b) et 1(). Notons déjà qu'ave ette taille demaille initial, le problème sera sous-résolu pour les ordres polynomiaux les plus faibles(partiulièrement pour le as P0 en fait). Néanmoins, ei est sans onséquene puisque'est le omportement asymptotique qui nous intéresse.
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(a) Maillage initial.
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(b) Premier ranement.
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1
() Seond ranement.Fig. 1  Maillage initial du arré unité et les deux premiers ranements uniformes.
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Méthode GD pour les équations de Maxwell harmoniques 17Cas 2. On utilise quatre maillages non struturés quasi-uniformes dont on a imposé lepas maximal hmax ; es quatre maillages sont présentés à la gure 2. Ce paramètre hmaxest divisé par deux pour passer d'un maillage à l'autre. Ces maillages sont notés T ihpour i allant de 1 à 4 ave hmax déroissant. Ainsi auun maillage T i+1h ne orrespondau ranement du maillage T ih .
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(a) Maillage T 1
h
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 hmax = 1/8. 0 0.2 0.4 0.6 0.8 100.10.2
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(b) Maillage T 2
h
ave hmax = 1/16.
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() Maillage T 3
h
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(d) Maillage T 4
h
ave hmax = 1/64.Fig. 2  Quatre maillages non struturés utilisés pour le alul.Remarque : pour des questions d'intégration numérique onernant la prise en ompte del'onde inidente, les résultats obtenus pour le as P3 sont sujets à aution ; il sont néanmoinsohérents ave le reste des résultats.
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e ave les maillages obtenus par ranement uniformeRésultats ave l'utilisation de ux entrés. Les ourbes des résultats obtenus avel'utilisation des ux entrés sont données à la gure 3. Elles représentent l'évolution del'erreur en norme L2 pour les aluls des hamps E et H en fontion de la raine arrée dunombre de degrés de liberté (ddl). À partir de la gure 3, on perçoit l'intérêt de l'ordre élevé :on onstate ainsi qu'une augmentation de l'ordre permet une rédution drastique du nombrede degrés de liberté pour atteindre une même préision. Partant ainsi d'un même maillage,la onvergene vers la solution est beauoup plus rapide (onvergene exponentielle) enaugmentant l'ordre qu'en ranant le maillage (onvergene polynomiale à degré xe). Bienévidemment, ela n'est vrai que si la solution reherhée présente une régularité susante.En outre, on ne débat pas non plus ii de l'impat de l'ordre d'approximation sur la matriedu problème (matrie moins reuse, de onditionnement diérent mais de bien plus petitedimension aussi). Une régression linéaire nous permet d'estimer numériquement l'ordre deonvergene asymptotique pour les diérents ordres polynomiaux ; les résultats sont donnésdans le tableau 2.
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uls pour les diérents ordres polynomiaux. Les ourbes enpointillés reprennent l'ordre de onvergene alulé par une régression linéaire (voir le ta-bleau 2).
P0 P1 P2 P3
E 1 1 2 3
H 1 2 3 3.6Tab. 2  Estimation numérique de l'ordre de onvergene asymptotique. Cas ux entré.
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as P0 est un peu partiulier : l'ordre de onvergene est optimal pour les hamps
E et H, 'est-à-dire égal à k + 1. Cela est sans doute dû à l'utilisation d'une série demaillages partiulière obtenue par ranement uniforme (ette armation est orroboréepar les résultats obtenus dans la sous-setion 3.1.4).Pour les ordres polynomiaux d'approximation stritement positifs, l'ordre de onvergenepour la norme L2 de l'erreur sur E oïnide ave l'ordre de onvergene annoné pour lesystème de Maxwell elliptique, 'est-à-dire k. L'ordre de onvergene pour H est par ontreoptimal. Pour et exemple partiulier et ave le hoix des ux entrés, le hamp magnétiqueest don mieux approhé numériquement que le hamp életrique.Résultats ave l'utilisation de ux déentrés. On a utilisé dans (9) les paramètres
αHF = α
E
F = ηF = 1 pour toutes les faes F . Les ourbes des résultats obtenus ave l'utilisa-tion des ux déentrés sont donnés à la gure 4. On peut faire des remarques similaires auas des ux entrés. On note en outre que les propriétés de onvergene pour les interpo-lations P0 et P1 sont ette fois lairement distintes ontrairement au as des ux entrés.Une régression linéaire permet d'estimer numériquement l'ordre de onvergene asympto-tique pour les diérents ordres polynomiaux ; les résultats sont donnés dans le tableau 3.L'ordre de onvergene est ette fois similaire pour les deux hamps ; ela oïnide ave lesrésultats théoriques pour le système de Maxwell elliptique et orrespond à la symétrie dela démarhe. Les ordres de onvergene sont optimaux pour les deux variables (dans e aspartiulier) sauf pour le as P0 où l'on est néanmoins au-dessus des estimations théoriques.
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ux déentrés. Les 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ontinu orrespondent aux aluls pour les diérents ordres polynomiaux. Les ourbes enpointillés reprennent l'ordre de onvergene alulé par une régression linéaire (voir le ta-bleau 3).
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P0 P1 P2 P3
E 0.9 1.9 3 3.9
H 0.9 1.9 3 3.9Tab. 3  Estimation numérique de l'ordre de onvergene asymptotique. Cas ux déentré.Résultats ave l'utilisation de ux ave pénalisation sur E. On a utilisé dans (10)les paramètres τF = ηF = 1 pour toutes les faes F . Les ourbes des résultats obtenusave l'utilisation des ux ave pénalisation sur E sont donnés à la gure 5. On note enpartiulier l'absene de onvergene pour le as P0. Une régression linéaire permet d'estimernumériquement l'ordre de onvergene asymptotique pour les diérents ordres polynomiaux ;les résultats sont donnés dans le tableau 4. Outre la non-onvergene (attendue) pour le as
P0, on note pour les (Pk)k>0, un omportement omplémentaire du as ave ux entréspuisque ette fois l'ordre de onvergene est optimal pour le hamp E mais plus pour lehamp H.
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e ave l'utilisation de ux pénalisés sur E. Les ourbes enligne ontinu orrespondent aux aluls pour les diérents ordres polynomiaux. Les ourbesen pointillés reprennent l'ordre de onvergene alulé par une régression linéaire (voir letableau 4).3.1.4 Convergene ave la série de maillages distintsOn ondense l'étude de l'ordre de onvergene pour ette série de maillages. Soit errEil'erreur en norme L2 pour le alul du hamp E sur la maillage T ih . De même, errHi désignele même type d'erreur pour le hamp H. On propose deux tableaux donnant une estimation
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P0 P1 P2 P3
E X 2 3.1 3.9
H X 1 2.02 2.9Tab. 4  Estimation numérique de l'ordre de onvergene asymptotique. Cas ux pénalisésur E. X signie que la méthode ne onverge pas.de l'ordre de onvergene à partir des aluls sur deux maillages onséutifs, 'est-à-dire laquantité :
log
(
errEi+1
errEi
)
log(0.5)
pour le hamp E et log (errHi+1errHi )
log(0.5)
pour le hamp H.Les résultats dans le as de l'utilisation de ux déentrés sont donnés dans les tableaux 5.Ils oïnident ave eux obtenus ave les maillages ranés uniformément. Le omportementsemble don non lié au ranement uniforme utilisé préédemment. Les résultats pour les uxentrés sont donnés dans les tableaux 6. On note l'absene de onvergene pour le as P0.Pour les autres as, ela orrespond à e que l'on avait obtenu ave le ranement uniforme.(a) Champ E
T 1h → T 2h T 2h → T 3h T 3h → T 4h
P0 0.78 0.87 0.94
P1 1.92 1.97 1.99
P2 3.00 3.0 3.04 (b) Champ HT 1h → T 2h T 2h → T 3h T 3h → T 4hP0 0.78 0.86 0.94P1 1.90 1.95 1.98P2 2.92 3.00 3.02Tab. 5  Ordre de onvergene de T ih à T i+1h . Flux déentré.(a) Champ E
T 1h → T 2h T 2h → T 3h T 3h → T 4h
P0 0.37 0.08 0
P1 1.02 0.98 0.99
P2 2.03 2.02 2.03 (b) Champ HT 1h → T 2h T 2h → T 3h T 3h → T 4hP0 1.27 0.37 -0.06P1 2.00 1.96 2.00P2 2.97 3.02 3.02Tab. 6  Ordre de onvergene de T ih à T i+1h . Flux entré.3.2 Résultats onernant le problème spetral3.2.1 Passage en revue de l'existantPlusieurs artiles traitent de l'utilisation des méthodes de type Galerkin disontinu pourla résolution numérique de problèmes de modes propres, notamment dans le as des équationsRR n° 6805
22 V. Dolean, S. Lanteri et R. Perrusselde Maxwell. Dans le as de es équations, le problème spetral ontinu peut s'érire sous laforme suivante :









Trouver les triplets (E,H, ω) dans H(rot,Ω)×H(rot,Ω)× R∗ tels que :
iωεE− rotH = 0,
iωµH + rotE = 0,
E× n = 0 sur ∂Ω. (23)Le premier des artiles onernant la résolution du problème (23) par une méthode detype Galerkin disontinu est dû à Hesthaven et Warburton [HW04℄. Leur étude est baséeessentiellement sur une série de tests numériques et montre les diultés pour résoudre (23)lorsque l'on utilise des ux entrés. Pour omprendre es diultés, nous donnons brièvementquelques ompléments sur l'approximation numérique du problème (23). Une méthode dedisrétisation orrete de e problème doit, selon [BP06, Introdution℄, vérier les propriétéssuivantes :1. Isolement du noyau disret, 'est-à-dire que les valeurs propres disrètes appro-hant le spetre essentiel σess = {0} sont séparées des autres valeurs propres.2. Non-pollution du spetre, 'est-à-dire qu'il n'y a pas de valeurs propres disrètesnon-physiques.3. Complétude du spetre, 'est-à-dire que toutes les valeurs propres physiques pluspetites qu'un nombre arbitraire xé sont approhées, pour un maillage susament n.4. Non-pollution et omplétude des sous-espaes propres, 'est-à-dire qu'il n'y apas fontions propres non-physiques et que l'approximation des sous-espaes propresdont les valeurs propres n'approhent pas le spetre essentiel ont la bonne dimension.L'utilisation des ux entrés pour approher (23) onduit à ertains résultats dans[HW04℄ qui ne vérient pas les onditions 2 ou 4. Les auteurs de [HW04℄ proposent omme al-ternative de pénaliser plus fortement le saut des omposantes tangentielles des hamps sur lesinterfaes entre éléments voisins et dans e as les résultats montrent que les modes propresdisrets non-physiques disparaissent. Une étude plus étendue sur l'utilisation de ette péna-lisation est présentée dans [WE06℄. En partiulier, les auteurs de [WE06℄ montrent les ana-logies entre l'approximation du spetre par une méthode de Galerkin disontinu ave la pé-nalisation et l'approximation de e même spetre par une famille d'éléments nis onformesdans H(rot,Ω), la deuxième famille de Nédéle [N86℄.Des résultats théoriques sont présentés dans [BP06, CN06℄ et expliquent pourquoi er-taines méthodes de de type Galerkin disontinu fontionnent orretement pour approhernumériquement le problème (23). Les résultats numériques illustrant es démonstrationsthéoriques sont montrés dans [BHI07℄ où l'on onsidère aussi des exemples ave des maillagesnon onformes, qui ne sont pas pris en ompte dans la théorie développée en [BP06℄. Notonsau passage que l'artile des mêmes auteurs orrespondant au alul du spetre du Laplaienà l'aide de méthodes de type Galerkin disontinu [ABP06℄ traite indistintement des as de
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onformes et non-onformes ; il y a don une diulté supplémentaire à traiter leas des équations de Maxwell.3.2.2 Illustration numériqueNous avons repris ertains de es aluls ar il semble que es résultats aient un lien étroitave le hoix d'une bonne méthode pour disrétiser les équations de Maxwell en régime har-monique (voir [Buf05℄ pour des résultats théoriques et [Dur06℄ pour des résultats numériquesave plusieurs méthodes de disrétisation onformes ou de type Galerkin disontinu sur desmaillages quadrangulaires et hexaédriques). Dans l'exemple numérique onsidéré ii, le do-maine Ω orrespond au arré unité et on hoisit µ = ε = 1. On peut alors déterminer lesvaleurs propres et veteurs propres qui sont de la forme :
ω±m,n = ±
√
m2 + n2π et (E±m,n)x(E±m,n)y
(H±m,n)z

 =




− m√
m2 + n2
cos(nπx) sin(mπy)
[0.35cm]
n√
m2 + n2
sin(nπx) cos(mπy)
[0.35cm]± i cos(nπx) cos(mπy)




,
∀m,n ∈ N ave (m 6= 0 ou n 6= 0). (24)On va utiliser une suite de maillage en drapeau anglais (voir la gure 6) et disrétisé leproblème en utilisant une approximation polynomiale P1 et des ux entrés. Nous utilisonses maillages en drapeau anglais ar ils ont été étudiés à plusieurs reprises pour mettreen évidene la présene de modes propres disrets non-physiques lorsque la méthode dedisrétisation n'était pas adaptée à l'approximation du problème spetral [BDG99, BFGP99,BBG00℄.Les résultats obtenus pour l'approximation numérique des valeurs propres sont rassem-blés dans le tableau 7. On onstate l'existene de deux modes propres non-physiques qui sontmis en valeur dans le tableau (ligne en gras). On s'attend à e que es modes disparaissentave le ranement du maillage mais ils demeurent présents même lorsque l'approximationdes modes propres physiques de fréquene angulaire plus élevée est déjà de bonne préisionomme ela est le as ii pour les maillages les plus ns. Des représentations graphiquesdu hamp életrique E du mode propre orrespondant à ω2m,n = 8π2 et d'un des modespropres orrespondant à ω2m,n = 9π2 sont montrées aux gures 7(a) et 7(b). On peut lesomparer aux omposantes Ex et Ey orrespondant au premier mode propre non-physiqueet présentées à la gure 7. C'est un mode propre spatialement très osillant ontrairementaux modes physiques.Dans [HW04℄, la résolution du même problème bidimensionnel est réalisée ave des ap-proximations polynomiales à partir de l'ordre 2 et les auteurs ne mettent pas en évidenedes modes propres disrets non-physiques. Ils en onluent que l'utilisation de ux entrésonvient sans doute pour des problèmes bidimensionnels e que semblent démentir les aluls
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Fig. 6  Maillage en drapeau anglais le plus grossier.64 256 1024 19361 1.0085 1.0021 1.0005 1.00031 1.0085 1.0021 1.0005 1.00032 2.0429 2.0109 2.0027 2.00144 4.1295 4.0338 4.0085 4.00454 4.1295 4.0338 4.0085 4.00455 5.2364 5.0619 5.0157 5.00835 5.2364 5.0619 5.0157 5.00838 7.9372 8.1715 8.0434 8.02308.5857 8.3390 8.4378 8.45329 9.5992 9.1682 9.0430 9.02289 9.5992 9.1682 9.0430 9.02288.6581 9.0057 9.1087 9.124810 10.8060 10.2270 10.0583 10.031010 10.8060 10.2270 10.0583 10.0310Tab. 7  Approximation numérique des plus petites valeurs propres non nulles sur le arréunité. Utilisation d'une méthode de Galerkin disontinu P1 ave ux entrés. Le tableauontient les valeurs de ω2m,n/π2 pour diérents maillages et de petites valeurs de m et n.La première olonne reprend les valeurs analytiques et les suivantes les valeurs alulées. Lapremière ligne reprend le nombre d'éléments sur haque maillage.
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(a) ω2m,n = 8π2 (b) ω2m,n = 9π2Fig. 7  Représentation de deux modes propres physiques.
(a) Ex (b) EyFig. 8  Représentation des omposantes du mode non-physique orrespondant à ω2m,n ≈
8.5π2.
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26 V. Dolean, S. Lanteri et R. Perrusselréalisés ave une approximation polynomiale P1. Les aluls réalisés ii orroborent néan-moins la onlusion des résultats tridimensionnels fournis dans [HW04, WE06℄ et indiqueque si on onsidère un problème de avité en utilisant une disrétisation de type Galerkindisontinu et des ux entrés, il est a priori impossible de montrer que le problème estbien posé. Cela ne présage par ontre en rien de e qui peut se passer ave l'utilisation deonditions aux limites absorbantes mais ela soulève des interrogations sur l'approximationnumérique des équations de Maxwell en régime harmonique ave l'utilisation de ux entrés.4 Résolution et préonditionnement du système linéaireOn présente dans ette setion des tehniques existantes pour la résolution des systèmeslinéaires de type point-selle et ertaines spéiités dont il faut tenir ompte pour les équa-tions de Maxwell. Les stratégies proposées peuvent être onsidérées omme des points dedépart pour mettre en plae des méthodes de résolution plus eaes dans une perspe-tive de alul séquentiel ou à titre de solveur loal dans une méthode de déomposition dedomaine.4.1 Résultats génériques pour les systèmes de type point-sellePour obtenir une ériture matriielle, prenons (Vi)1≤i≤Nh une base de Vh. Les veteurs
E et H, ontenant les oeients de Eh et de Hh dans ette base, sont alors solution dusystème :
(
A B
t
−B C
) (
H
E
)
=
(
Q
H
Q
E
)
, (25)où les matries et veteurs sont dénis de la manière suivante :
∀i, j ∈ J1;NhK, (A)ij = a(Vj ,Vi), (B)ij = b(Vj ,Vi), (C)ij = c(Vj ,Vi),
∀i ∈ J1;NhK, (QH)i =
∑
F∈Γa
∫
F
1
2
(
N tnFNnF H
inc −N tnF Einc
)t
Vids.
(QE)i =
∑
F∈Γa
∫
F
1
2
(
NnFN
t
nF
Einc −NnF Hinc
)t
Vids.Dans le as qui nous intéresse, on utilise des veteurs de base à valeurs réelles et auunoeient omplexe n'apparaît dans la dénition de b en (15), on a don B = B. Cettestruture est bien entendu valable que le problème soit bi- ou tridimensionnel. On se trouveainsi fae à un système de type point-selle, 'est-à-dire de la forme suivante :
M
(
H
E
)
=
(
A Bt
−B C
) (
H
E
)
=
(
QH
Q
E
)
. (26)
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onsidéré sous une forme symétrique :
Ms
(
H
E
)
=
(
A Bt
B −C
) (
H
E
)
=
(
Q
H
−QE
)
. (27)Pour résoudre e type de systèmes, des approhes ouplée ou déouplée peuvent êtreenvisagées ; l'artile [BGL05℄ présente un inventaire des méthodes qui ont été utilisées pourrésoudre e type de système. On en rappelle quelques éléments généraux qui pourraient êtreutilisés pour notre as.4.1.1 Approhe déoupléeDans le as d'une approhe déouplée, on réalise une élimination de Gauss par blospour résoudre d'abord un système d'inonnue E et ensuite un système d'inonnue H (ouinversement). L'élimination par blos onduit ainsi à un système de la forme :
(
A Bt
0 S
) (
H
E
)
=
(
Q
H
Q
E +BA−1QH
) (28)où S désigne le omplément de Shur et est égal à C + BA−1Bt. On résout ainsi par uneméthode itérative le système :
iωSE = iω(QE +BA−1QH). (29)La multipliation par le salaire iω est réalisée ii pour que le système puisse être vueomme une disrétisation partiulière du problème du seond ordre :
rot
1
µ
rotE− ω2εE =< source >, (30)ave les onditions aux limites adéquates. Une fois l'inonnue E alulée, l'inonnue H estla solution du système :
AH = QH −BtE. (31)Un avantage dans le as des méthodes de type Galerkin disontinu est que la matrie
A−1 est reuse, diagonale par blos et peut se aluler de manière expliite lors d'une phasede pré-traitement (e n'est pas le as néanmoins pour les ux déentrés présentés en (9)) ;la matrie du omplément de Shur peut don être omplètement assemblée et la résolutiond'un système de matrie A orrespond juste à un produit matrie-veteur.On peut aussi envisager de ne pas assembler la matrie du omplément de Shur, l'essen-tiel étant de savoir tout de même eetuer eaement un produit matrie-veteur ave Bet Bt et des résolutions de systèmes de matrie A. L'inonvénient majeur de ne pas disposerexpliitement de la matrie est la diulté ensuite pour la onstrution d'un préondition-neur.
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28 V. Dolean, S. Lanteri et R. PerrusselLe hoix de la méthode par sous-espaes de Krylov peut s'orienter soient vers des mé-thodes génériques telles GMRES [SS86℄ ou vers des méthodes prenant en ompte le aratèresymétrique de la matrie telles COCG [VdVM90℄ ou QMR symétrique [FN94℄ (ela imposeaussi d'utiliser un préonditionnement symétrique). Un préonditionnement eae demeurenéanmoins nééssaire pour résoudre le problème restreint au omplément de Shur.4.1.2 Approhe oupléePréonditionnement déouplé. La plupart des préonditionnements pour des systèmesde type point-selle s'appuie sur une vision par blos et amène aussi à une résolution déoupléemais uniquement dans l'étape de préonditionnement. Des résultats de Murphy et ollab.[MGW00℄, généralisés par Ipsen [Ips01℄ dans le as où C 6= 0, ont permis de dénir des stra-tégies pour de bons préonditionnements par blos. Ces auteurs ont en partiulier montrerles deux résultats suivants : si Pd est la matrie diagonale par blos dénie par :
Pd =
(
A 0
0 −S
)
, (32)alors le polynme (λ − 1)(λ2 − λ − 1) est un polynme annulateur pour les matries
P−1d M et MP−1d , M étant le matrie dénie en (26). si Pt est la matrie triangulaire inférieure par blos dénie par :
Pt =
(
A 0
−B S
)
. (33)alors le polynme (λ − 1)2 est un polynme annulateur pour les matries P−1t M et
MP−1t .Ces résultats impliquent qu'une méthode telle que GMRES onvergera en au plus 3itérations dans le as d'un préonditionnement à droite ou à gauhe ave Pd et en 2 itérationsave Pt. Cependant, omme il est souligné dans [MGW00℄, on peut onstater que si un telpréonditionneur fontionne 'est pare que les matries préonditionnées ont un nombrelimité de valeurs propres, 3 en utilisant (32) et 1 en utilisant (33), et que es valeurs propressont lairement séparées de l'origine.Pour mettre en oeuvre es résultats, on remplae don généralement A par une approxi-mation Â et S par une approximation Ŝ de façon à e qu'une itération de préonditionnementait un oût numérique raisonnable2 tout en s'assurant que les valeurs propres de P̃−1d M ou
P̃−1t M restent regroupées et à distane susante de l'origine (par exemple ave P̃−1t M , ons'attend à e que les valeurs propres soient toutes distintes mais restent très prohes de
1). Cela ne prouve pas nééssairement que la méthode itérative va onverger rapidement[BGL05, Chapitre 9℄ mais ela est souvent susant en pratique.2Le terme raisonnable signie ii que le oût de alul reste proportionnel aux nombre de degrés de libertémême si l'on rane la disrétisation du problème. INRIA
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as de matries issues de méthodes de type Galerkin disontinu (exepté le asdes ux déentrés (9)), on peut raisonnablement prendre Â = A et dans e as la diultéest de déterminer une matrie de préonditionnement pour S. Par ailleurs, dans le as del'utilisation d'un préonditionnement triangulaire de la forme :
P̂t =
(
A 0
−B Ŝ
)
, (34)il est montré par Kanshat dans [Kan03, Lemme 5.1℄ que le spetre de MP̂−1t est égal à laréunion de 1 et du spetre de Ŝ−1S. Connaître une bonne approximation Ŝ de S permetdon d'envisager une onvergene rapide. Des résultats numériques sont ainsi donnés dans[Kan03℄ dans le as du Laplaien et du problème de Stokes disrétisés par des méthodesGalerkin disontinu loalisé [CS98℄.Multigrille ave lisseur ouplé. Des méthodes multigrille ont aussi été proposées,onservant la struture partiulière de type point-selle du niveau le plus n au niveau leplus grossier. Les lisseurs sont alors quelque peu diérents des lisseurs usuels pour les mé-thodes multigrille. On propose ii de présenter le lisseur de type Vanka [Van86℄ qui est parmiles plus utilisés pour les algorithmes multigrille appliqués au système de type point-selle.On onsidèreNs ensembles formant une partition des indies de E : (Ei)i=1,...,Ns . Partantde ette partition, on onstruit des ensembles (Hi)i=1,...,Ns des indies de H de la manièresuivante :
∀i ∈ {1, . . . , Ns}, ∀j ∈ {1, . . .Nh}, (j ∈ Hi)⇔ (∃k ∈ Ei, Bjk 6= 0).L'ensemble Hi ontient ainsi tous les indies de H qui interviennent dans une équationonernant l'un des indies de E dans Ei. La notation |E| désigne le ardinal de E. Soit idans {1, . . . , Ns} ave Ei = {i1, . . . iEi}, on introduit l'opérateur de projetion qui onserveuniquement les omposantes indexées par Ei :
Pi : R
Nh → R|Ei|,
(Pix)k = xik , ∀x ∈ RNh , ∀k ∈ {1, . . . , |Ei|}.La notation xik désigne la ik-ième omposante de x. Il est évident alors que l'opérationtransposée P ti est dénie par :
P ti : R
|Ei| → RNh ,
(P ti y)i =
{
0 if i /∈ Ei
yk if i = ik ∈ Ei , ∀y ∈ R|Ei|.De la même manière, on peut dénir l'opérateur de projetion Qi : RNh → R|Hi| et satransposée.
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30 V. Dolean, S. Lanteri et R. PerrusselLes matries des problèmes loaux pour i dans {1, . . . , Ns} ont une forme identique auproblème initial (27), 'est-à-dire de type point-selle, mais sont de plus petite taille. Cesmatries prennent ainsi la forme suivante :
Mi =
(
Ai B
t
i
Bi −Ci
)
, (35)où Ai = P tiAPi, Bi = QtiBPi et Ci = QtiCQi. Dans des versions plus avanées, les matriesloales sont généralement des versions approhées de elle dérite en (35) [SZ03℄.Une itération du lisseur de de type Vanka onsiste à eetuer une itération d'un algo-rithme de Shwarz multipliatif où les matries des problèmes loaux sont les (Mi)i=1,...,Nset les opérateurs de restrition sont de la forme :
Ri =
(
Pi Qi
)
.L'algorithme 1 orrespond à une itération de ette méthode.Data : r, (Mi)i=1,...,Ns , (Ri)i=1,...,NsResult : gbeginfor i = 1 . . .Ns do
ri = Ri(r −Msg);Résoudre Migi = ri;
g ← g +Rtigi;endend Algorithme 1 : Algorithme pour le lisseur de type Vanka.Dans une version additive issue de es algorithmes, on peut eetuer une analyse dela méthode en tant que solveur seul et en tant que lisseur pour la méthode multigrille.Auune analyse par ontre n'existe pour le as multipliatif qui est néanmoins le as le plusouramment renontré.Remarque : des méthodes multigrille algébriques ont été étudiées dans [Wab06℄ ave desproblèmes de type point-selle et des lisseurs de type Vanka. Le système d'équations onsidérésétait Oseen et les espaes d'éléments nis étaient onformes mais ela peut être un point dedépart intéressant pour nos appliations.4.2 Mise en oeuvre4.2.1 L'approhe et le préonditionnement déoupléApproximation du omplément de Shur. Des résultats sont proposés uniquementpour la formulation utilisant des ux numériques pénalisés sur E. L'idée provient des simili-tudes démontrées dans [WE06℄ entre l'approximation du spetre par une méthode d'élémentsINRIA
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nis onformes, utilisant la 2ème famille de Nédéle [N86℄ et une méthode de type Galerkindisontinu utilisant un terme de pénalisation pour la omposante tangentielle du hamp E.Pour approher le omplément de shur S, on a utilisé un algorithme à deux niveauxave : une itération de Jaobi par blos sur le système global. Chaque blo regroupe toutesles inonnues pour E assoiées à un même élément, une projetion sur l'espae d'éléments nis onformes inlus dans l'espae d'approxi-mation Vh, 'est à dire l'espae d'éléments nis de la 2ème famille de Nédéle. Larésolution est exate sur e sous-espae.Le problème traité est posé sur le arré unité ; 'est un problème de avité, 'est-à-dire Γm = ∂Ω. On hoisit ω = 1.1π pour ne pas tomber sur une fréquene de résonane.Par ailleurs, pour la méthode de type Galerkin disontinu, on hoisit une approximationpolynomiale P1.On utilise pour la résolution une méthode GMRES(40) préonditionnée par l'algorithmeà deux niveaux. La notation (40) signie que la onstrution de l'espae de Krylov estredémarrée toutes les 40 itérations de la méthode GMRES. La méthode itérative s'arrêtelorsque la norme 2 du résidu a été divisée par 106.On donne les résultats obtenus ave deux valeurs du oeient de pénalisation τh de(10) dans les tableaux 7(a) et 7(b). La première ligne indique le nombre d'éléments dumaillage ; dans haque élément, six degrés de liberté sont assoiés au hamp E et troisdegrés de liberté au hamp H. L'approhe Shur orrespond à la résolution du système où lamatrie est le omplément de Shur (approhe totalement déouplée). L'approhe Completorrespond au préonditionnement par une matrie triangulaire inférieure par blos de laforme (34) qui utilise la même approximation du omplément de Shur. Entre parenthèsesest donnée d'abord l'itération externe en ours pour la méthode GMRES puis le nombred'itérations internes au ours de ette itération externe.(a) τh = 1/π64 256 1024Shur (3, 35) (4, 35) (6, 15)Complet (4, 5) (5, 5) (6, 25) (b) τh = 10/π64 256 1024Shur (1, 36) (2, 7) (2, 24)Complet (1, 39) (2, 13) (2, 31)Tab. 8  Nombre d'itérations pour la méthode GMRES(40) préonditionnée par un algo-rithme à deux niveaux pour réduire la norme 2 du résidu par 106. Méthode GD-P1, uxdéentré.Commentaires. Le omportement des méthodes itératives est similaire entre l'approhetotalement déouplée (Shur) et l'approhe où l'on onsidère un préonditionnement trian-gulaire par blos pour le système global (Complet). L'évolution du nombre d'itérations serapprohe d'un omportement optimal lorsque l'on aentue le oeient de pénalisation.Quelques justiations sont possibles :
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32 V. Dolean, S. Lanteri et R. Perrussel ave la pénalisation sur le hamp E, la onvergene spetrale est quasi-semblable pourles valeurs propres d'amplitude peu élevée ave la méthode d'éléments nis onformes ; en partiulier, on retrouve un nombre identique de modes propres disrets pour lavaleur propre 0 et le sous-espae propre orrespondant peut être dérit de manièreidentique.Noyau disret de l'opérateur rotationnel. Pour expliquer la dernière armation, onidentie les modes propres orrespondant à la valeur propre ω = 0. On se plae pour eladans la as où Γa = ∅. On onsidère le problème mixte pour lequel ω = 0 ave les formesbilinéaires a, b et c données en (18)(20). Un mode propre disret de valeur propre nullevérie alors les équations suivantes :



























∑
F∈Γ0
∫
F
αHF JHhK
t
T JGKT ds+
∑
K∈Th
∫
K
G
t
rotEhdv+
∑
F∈Γ0∪Γm
∫
F
{G}tJEhKT ds = 0, ∀G ∈ Vh,
∑
F∈Γ0
∫
F
αEF JEhK
t
T JFKT ds+
∑
F∈Γm
∫
F
ηF JEhK
t
T JFKT ds−
∑
K∈Th
∫
K
Hth rotFdv−
∑
F∈Γ0∪Γm
∫
F
{Hh}tJFKT ds = 0, ∀F ∈ Vh.En utilisant pour veteur test (Hh
Eh
), on obtient :




























∑
F∈Γ0
∫
F
αHF JHhK
t
T JHhKT ds+
∑
K∈Th
∫
K
H
t
h rotEhdv+
∑
F∈Γ0∪Γm
∫
F
{Hh}tJEhKT ds = 0,
∑
F∈Γ0
∫
F
αEF JEhK
t
T JEhKT ds+
∑
F∈Γm
∫
F
ηF JEhK
t
T JEhKT ds−
∑
K∈Th
∫
K
Hth rotEhdv−
∑
F∈Γ0∪Γm
∫
F
{Hh}tJEhKT ds = 0.En sommant es deux équations et en prenant la partie réelle, on a :
∑
F∈Γ0
∫
F
αHF JHhK
t
T JHhKT ds+
∑
F∈Γ0
∫
F
αEF JEhK
t
T JEhKT ds+
∑
F∈Γm
∫
F
ηF JEhK
t
T JEhKT ds = 0.
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onséquene : si αHF > 0 alors JHhKT = 0, ∀F ∈ Γ0, si αEF > 0 alors JEhKT = 0, ∀F ∈ Γ0, si ηF > 0 alors JEhKT = 0, ∀F ∈ Γm.Ainsi, si ηF et αEF sont stritement positifs, il déoule de la première équation que :
∫
K
G
t
rotEh = 0, ∀K ∈ T h, ∀G ∈ P(K) =⇒ rotEh = 0 sur P(K).En outre, si αHF est stritement positif, on obtient alors à partir de la seonde équation :
∫
K
F
t
rotHh = 0, ∀K ∈ T h, ∀F ∈ P(K) =⇒ rotHh = 0 sur P(K).En onséquene, on a une aratérisation des modes propres orrespondant à ω = 0 quelsque soient le maillage et l'espae d'éléments nis utilisés ave le hoix de ux déentrés (9).En partiulier, dans le as d'un maillage onforme, de l'utilisation pour l'espae loal de
P(K) = [Pk(K)]3 et du hoix de ux déentrés, ela oïnide ave l'espae V Eh,0 × V Hh,0 où :
V Eh,0 =
{
grad(φ) | φ ∈ H10 (Ω) et ∀K ∈ Th, φ|K ∈ Pk+1(K)} . (36a)et :
V Hh,0 =
{
grad(φ) | φ ∈ H1(Ω) et ∀K ∈ Th, φ|K ∈ Pk+1(K)} . (36b)4.2.2 Méthodes multigrille ave le lisseur oupléComparaison numérique de diérentes approhes sur un problème elliptique.Pour omprendre les propriétés de la méthode multigrille, on se ramène dans le adre le plussimple possible : le domaine est le arré unité, le milieu est homogène et on utilise uniquement desonditions aux limites métalliques. on onsidère le système de Maxwell elliptique le plus simple, 'est-à-dire que l'on prend
ω = −i dans le modèle harmonique. on onsidère le as d'un maillage uniforme. On part d'une grille ave peu d'éléments ,8 dans le as présent (voir gure 9). on utilise l'inlusion des espaes d'éléments nis pour dénir les opérateurs de prolon-gement. En eet, les problèmes sont dénis sur une suite de maillages emboîtés. on ommene par l'étude d'une méthode deux grilles avant de passer à l'algorithmemultigrille.
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Fig. 9  Maillage initial pour tester les méthodes multigrille.Algorithme de lissage. Inspiré des résultats onnus pour les méthodes multigrilleappliquées aux éléments nis onformes [Hip99, AFW00℄, on se propose d'utiliser dans l'al-gorithme de lissage un traitement spéique pour les omposantes dans le noyau disret del'opérateur rotationnel.Ainsi, si Ms est la matrie par blos dénie en (27) et Pφ la matrie des oeients desfontions de V Eh,0 × V Hh,0 dans la base d'éléments nis disontinue, on note Mφ la matrie
P tφMsPφ qui orrespond à la forme bilinéaire du problème évaluée uniquement sur l'espaedes fontions mises en exergue plus haut en (36a) et (36b). Pour être plus préis, sur lesous-espae V Eh,0 × V Hh,0, on obtient deux problèmes déouplés pour les hamps H et E deforme bilinéaire ã sur la partie onernant H :
ã(φh, ψh) =
∫
Ωh
iωµ grad(φh)
t grad(ψh)dv,
∀φh, ψh ∈
{
φ ∈ H1(Ω) | ∀K ∈ Th, φ|K ∈ Pk+1(K)
}
.
(37a)et c̃ pour la partie onernant E :
c̃(φh, ψh) =
∫
Ωh
iωε grad(φh)
t grad(ψh)dv,
∀φh, ψh ∈
{
φ ∈ H10 (Ω) | ∀K ∈ Th, φ|K ∈ Pk+1(K)
}
.
(37b)Préisons que dans le as 2D tranverse életrique, la hose est plus simple ar V Hh,0 estl'espae des onstantes ; on oublie don de faire la projetion sur e sous-espae et on seonentre sur V Eh,0. Comme ã(., .) et c̃(., .) sont des formes bilinéaires d'opérateur de typeINRIA
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− div k grad, on utilise une ou plusieurs itérations de Gauss-Seidel symétrique pour lisserl'erreur dans es sous-espaes. Pour traiter les omposantes de l'erreur qui ne sont pas dansle sous-espae V Eh,0 × V Hh,0, on va utiliser un lissage de type Vanka sur le système global.L'algorithme 2 orrespond au lisseur utilisé pour les essais numériques.Data : r, Ms, Mφ, Pφ, (Mi)i=1,...,Ns , (Ri)i=1,...,NsResult : gbegin
rφ = P
t
φr, gφ = 0;
ν itérations de Gauss-Seidel symétrique sur Mφgφ = rφ;
g ← r + Pφrφ;for j = 1 . . . ν dofor i = 1 . . .Ns do
ri = Ri(r −Msg);Résoudre Migi = ri;
g ← g +Rtigi;endend
rφ = P
t
φg, gφ = 0;
ν itérations de Gauss-Seidel symétrique sur Mφgφ = rφ;
g ← g + Pφrφ;end Algorithme 2 : Algorithme utilisé pour le lisseur.Constrution des sous-espaes pour le lisseur de type Vanka. Comme indiquésous-setion 4.1 dans le sous-paragraphe onernant les lisseurs de type Vanka, il est néés-saire de dénir des sous-espaes où vont être eetuées les orretions. Nous avons pour elautilisé divers groupements :Cas 1 Les omposantes du hamp E assoiées à haque élément n du maillage formentles ensembles de la partition des indies. Nous assoions ensuite les indies de H quisont en relation ave haun de es ensembles.Cas 2 Les omposantes du hamp E assoiées à haque élément grossier du maillageforment les ensembles de la partition des indies.Cas 3 les omposantes du hamp E assoiées aux deux éléments partageant une faesont regroupées (e n'est plus alors une partition ; un reouvrement existe déjà auniveau des omposantes du hamp E).Méthode pour évaluer le omportement des algorithmes. Pour évaluer les pro-priétés des algorithmes, on suit la démarhe suivante :
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36 V. Dolean, S. Lanteri et R. Perrussel l'algorithme est démarré ave un seond membre nul et le veteur initial est aléatoire, la tolérane est xée à 10−20 et le nombre maximal d'itérations est xé à 30. L'esti-mation du taux de onvergene numérique orrespond au rapport de la norme 2 del'erreur à la dernière itération sur la norme 2 de l'erreur à l'avant-dernière itération. devant la faible (mais néanmoins non nulle) variabilité obtenue dans l'estimation dutaux de onvergene, on répète plusieurs fois l'opération et on prend la moyenne desrésultats obtenus.Ces opérations sont eetuées sur une série de maillages : le maillage initial est struturéet les suivants sont obtenus par ranement uniforme. On note τ0h le maillage initial et τ ih lemaillage orrespondant à i ranements.Résultats. Pour le as de la méthode deux grilles et d'une approximation P0, l'évolu-tion du taux de onvergene ave les diérents maillages est donnée dans le tableau 9. On autilisé ν = 1 dans l'algorithme 2, les Cas 1, 2 et 3 orrespondent aux diérentes manières deonstruire les sous-espaes et la dénomination sans Mφ désigne le as où l'on utilise unique-ment une itération de l'algorithme 1 pour le lissage. Le omportement obtenu est prohe del'optimal, à savoir que le taux de onvergene évalué numériquement est quasiment indépen-dant du nombre d'inonnues omme on peut le onstater sur la gure 10, en partiulier dansla légende la gure 10(b). On retiendra partiulièrement les Cas 1 et 3. On note l'importanede la orretion sur le noyau disret puisque la omparaison est très nettement favorable auxméthodes utilisant ette orretion supplémentaire.
τ1h (96) τ2h (384) τ3h (1 536) τ4h (6 144) τ5h (24 576)Cas 1 0.0478 0.106 0.137 0.157 0.173Cas 2 0.0518 0.101 0.159 0.216 0.251Cas 3 0.0435 0.0791 0.114 0.147 0.205Sans Mφ 0.568 0.746 0.861 0.924 0.959Tab. 9  Estimation de l'évolution du taux de onvergene en fontion du maillage pourdiverses méthodes deux grilles. Entre parenthèses le nombre de degrés de liberté pour haqueproblème. Méthode GD-P0, ux déentré.L'utilisation de l'algorithme deux grilles est d'un intérêt limité puisque le oût numériqueet le stokage mémoire pour la grille grossière deviennent rapidement prohibitif. Le tableau10 montre une omparaison de l'algorithme deux grilles ave deux versions multigrille : un algorithme V-yle(1, 1) ave un pas de pré- et un pas de post-lissage ; ses perfor-manes se dégradent par rapport à la méthode deux grilles, un V-yle variable, 'est-à-dire utilisant 2j−1 pré- et post-lissages au niveau j ; sonoût est omparable à elui d'un W-yle. On retrouve ave ette méthode le mêmeomportement que l'algorithme deux grilles.
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10
1
10
2
10
−1
√
Nombre de ddl
1
−
ρ
Cas 1
h−0.03
Cas 2
h−0.08
Cas 3
h−0.07
Sans Mφ
h−0.87(a) Ensemble omplet des ourbes. 101 10210−0.1210−0.1
10
−0.08
10
−0.06
10
−0.04
10
−0.02
√
Nombre de ddl
1
−
ρ
Cas 1
h−0.03
Cas 2
h−0.08
Cas 3
h−0.07(b) Détail pour les Cas 1 à 3.Fig. 10  Évolution du taux de onvergene en fontion de la raine arrée du nombre dedegrés de liberté. Les algorithmes sont eux annonés dans le tableau 9. Méthode GD-P0,ux déentré.
τ1h τ
2
h τ
3
h τ
4
h τ
5
hDeux grilles 0.0478 0.1059 0.1373 0.1574 0.1731Multigrille V-yle(1, 1) 0.0478 0.0920 0.1534 0.2094 0.2537Multigrille V-yle variable 0.0478 0.1045 0.1383 0.1569 0.1724Tab. 10  Estimation de l'évolution du taux de onvergene en fontion du maillage. Compa-raison des méthodes deux grilles et multigrille pour le Cas 1. Méthode GD-P0, ux déentré.
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38 V. Dolean, S. Lanteri et R. PerrusselPour le as de la méthode deux grilles et de l'utilisation d'une méthode d'approxima-tion P1, on observe une dégradation globale des taux de onvergene. Le Cas 3 onservenéanmoins un omportement asymptotique sensiblement équivalent au as P0 ; on peut leonstater en omparant les omportements asymptotiques donnés sur les gures 10 et 11.Le omportement pour le Cas 1 n'est plus équivalent à son omportement pour une ap-proximation P0. Cependant si l'on aentue la orretion au niveau du noyau disret (ν + 1itérations de Gauss-Seidel symétrique sur Mφgφ = rφ au lieu de ν), on retrouve un om-portement prohe de elui observé pour l'approximation P0. Le taux de onvergene de laméthode sans Mφ est très prohe de 1 dès le premier maillage.
τ1h (288) τ2h (1152) τ3h (4 608) τ4h (18 432)Cas 1 0.3189 0.4182 0.5060 0.7209Cas 1 modié 0.1573 0.2233 0.2455 0.2503Cas 3 0.0966 0.1537 0.1741 0.2079Sans Mφ 0.8667 0.9095 0.9505 0.9681Tab. 11  Estimation de l'évolution du taux de onvergene en fontion du maillage pourdiverses méthodes deux grilles. Entre parenthèses le nombre de degrés de liberté sur haquegrille. Méthode GD-P1, ux déentré.
10
2
10
−1
√
Nombre de ddl
1
−
ρ
Cas 1 modif.
h−0.03
Cas 3
h−0.06
Sans Mφ
h−0.71(a) Ensemble omplet des ourbes. 10210−0.1310
−0.11
10
−0.09
10
−0.07
10
−0.05
√
Nombre de ddl
1
−
ρ
Cas 1 modif.
h−0.03
Cas 3
h−0.06(b) Détail pour les Cas 1 à 3.Fig. 11  Évolution du taux de onvergene en fontion de la raine arrée du nombre dedegrés de liberté. Les algorithmes sont eux annonés dans le tableau 11. Méthode GD-P1,ux déentré.Pour onlure sur es problèmes modèles, on disute brièvement de l'oupation mémoiredes algorithmes proposés. Il s'agit de vérier que l'espae mémoire oupé par la struturede données ontenant les informations multiniveau évolue à peu près linéairement ave lenombre d'inonnues. Les résultats sont ontenus dans le tableau 12. Dans la première o-lonne : INRIA
Méthode GD pour les équations de Maxwell harmoniques 39 le terme multiniveau désigne la struture de données qui ontient toute l'informationmultiniveau. Elle n'est pas réellement optimisée et sans doute un peu redondante ; elleontient en partiulier M , Mφ, Pφ et les fatorisations des matries (Mi)i=1,...,Nss àtous les niveaux ainsi que les opérateurs de transfert. le terme infossd désigne la struture de données qui ontient les fatorisations des
(Mi)i=1,...,Nss et d'autres informations liées à elles-i. On onstate que 'est la stru-ture de données prépondérante pour la onsommation mémoire de multiniveau. L, U, P, Q désigne les strutures de données ontenant la fatorisation LU pourmatries reuses délivrée par UMFPACK version 4.3 [Dav04℄ sous Matlab. C'est lameilleure méthode que l'on puisse utiliser pour fatoriser des matries reuses sanspropriétés partiulières sous Matlab 7.1. A désigne l'espae oupé par la matrie seul.Le omportement est bien quasi-linéaire pour la struture de données multiniveau. Mêmepeu optimisé, le omportement asymptotique de la onsommation mémoire est bien supérieurà un solveur diret pour matrie reuse très optimisé omme UMFPACK.
τ1h τ
2
h τ
3
h τ
4
hmultiniveau 323 430 1 543 270 6 576 446 27 025 278infossd 165 280 705 696 2 913 952 11 840 160L, U, P, Q 111 284 638 128 3 500 800 19 080 088M 47 236 194 308 787 972 3 173 380Tab. 12  Évolution de l'espae mémoire (en otets) oupé par diérentes strutures dedonnées pour la résolution du problème modèle en fontion des diérents maillages. MéthodeGD-P1, ux déentré.Comportement numérique sur le problème harmonique. On résout de nouveaunotre problème modèle où le domaine est le arré unité ave une onde plane inidente defréquene angulaire ω = 2π et des onditions de Silver-Müller sur l'ensemble de la frontière.On observe le omportement de la méthode GMRES(10) préonditionnée par une ité-ration d'un V-yle variable appuyé sur la déomposition en sous-espae du Cas 1 pour larésolution du problème. En eet, le problème étant en régime harmonique, l'algorithme mul-tigrille seul peut ne pas onverger ou diilement et l'utilisation d'une méthode de Krylovpermet d'assurer ette onvergene tout en maintenant un taux de onvergene intéressant.Le tableau 13 donne pour les diérents maillage et un ordre d'approximation P0 lenombre d'itérations nééssaires à la méthode itérative pour réduire par 1010 la norme 2 durésidu. Le maillage grossier utilisé orrespond à τ0h même si le problème harmonique est sansdoute très mal approhé sur e maillage ; la méthode demeure robuste même en utilisant emaillage grossier. Le nombre d'itérations pour atteindre le ritère de onvergene varie peuen partiulier à partir du maillage τ3h . À titre indiatif, nous avons repris l'étude du stokageRR n° 6805
40 V. Dolean, S. Lanteri et R. Perrusselmémoire ave les strutures du tableau 12 mais appliquée à notre problème harmonique aveune approximation P0 dans le tableau 14.Maillage τ1h τ2h τ3h τ4h τ5hNombre d'itérations (1, 8) (2, 1) (2, 3) (2, 4) (2, 4)Tab. 13  Nombre d'itérations de la méthode GMRES(10) préonditionnée par un V-ylevariable pour réduire par 1010 la norme 2 du résidu pour les diérents maillages. Le premierhire entre parenthèses est l'itération externe, le seond l'itération interne. Méthode GD-P0,ux déentré.
τ1h τ
2
h τ
3
h τ
4
h τ
5
hmultiniveau 85 774 404 806 1 722 342 7 079 070 28 682 558infossd 42 960 184 144 761 424 3 095 632 12 482 640L, U, P, Q 30 416 180 816 1 021 016 5 484 936 29 397 336M 13 188 55 300 226 308 915 460 3 682 308Tab. 14  Évolution de l'espae mémoire (en otets) oupé par diérentes strutures dedonnées pour la résolution du problème modèle en fontion des diérents maillages. À relierau tableau 13. Méthode GD-P0, ux déentré.Le tableau 15 donne pour les diérents maillage et un ordre d'approximation P1 le nombred'itérations nééssaires à la méthode itérative pour réduire par 1010 la norme 2 du résidu.Notons ii que le V-yle est la version modiée du Cas 1 référené dans le tableau 11.Le nombre d'itérations pour atteindre le ritère de onvergene varie peu en partiulierà partir du maillage τ2h . À titre indiatif, nous avons repris l'étude du stokage mémoireave les strutures du tableau 12 mais appliqué à notre problème harmonique ave uneapproximation P0 dans le tableau 16.Maillage τ1h τ2h τ3h τ4hNombre d'itérations (3, 4) (2, 6) (2, 7) (3, 4)Tab. 15  Nombre d'itérations de la méthode GMRES(10) préonditionnée par un V-ylevariable pour réduire par 1010 la norme 2 du résidu pour les diérents maillages. Le premierhire entre parenthèses est l'itération externe, le seond l'itération interne. Méthode GD-P1,ux déentré.5 BilanDans e rapport, nous nous sommes intéressés à la résolution numérique des équations deMaxwell en régime harmonique par une méthode de type Galerkin disontinu. L'introdution
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τ1h τ
2
h τ
3
h τ
4
hmultiniveau 519 366 2 455 750 10 393 310 42 533 598infossd 256 768 1 102 080 4 562 176 18 560 256L, U, P, Q 177 616 1 032 816 5 711 776 31 308 616M 77 316 319 492 1 298 436 5 234 692Tab. 16  Évolution de l'espae mémoire (en otets) oupé par diérentes strutures dedonnées pour la résolution du problème modèle en fontion des diérents maillages. À relierau tableau 15. Méthode GD-P1, ux déentré.de quelques paramètres permet d'obtenir une formulation ouvrant diérents hoix de uxnumérique. Pour évaluer es diérentes options, une omparaison des ordres de onvergene aété menée sur un problème simple en dimension deux. Ces résultats indiquent que la méthodeutilisant des ux déentrés permet de garantir une onvergene des deux hamps omparableet prohe d'un taux optimal. Les deux autres approhes envisagées, ave ux entrés et uxave pénalisation sur le hamp E, ne permettent pas d'obtenir es perfomanes.D'autre part, nous rappelons que la disrétisation d'un problème de modes propres nepeut être réalisées de manière able ave une méthode Galerkin disontinue utilisant desux entrés. Cela onduit à penser que l'on ne peut pas faire onane à ette tehniquepour la résolution des équations de Maxwell en régime harmonique. On privilégie don desapprohes ave ux entrés ou ux ave pénalisation sur le hamp E.Pour la résolution des systèmes linéaires obtenus, on propose ii de s'appuyer sur lestehniques existantes pour le traitement des systèmes de type point-selle. Néanmoins, desspéiités propres aux équations de Maxwell, notamment le noyau disret de l'opérateur
rot, doivent être soigneusement prises en ompte. Partant de es onsidérations, une mé-thode multigrille est proposée qui fournit des résultats quasi-optimaux pour la résolutiondes systèmes linéaires en question.
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