ABSTRACT Ice-accretion on blades of a wind turbine will cause power degradation and threaten the operating safety of the unit. The use of a machine learning method for ice detection is a promising solution. However, it is costly and infeasible to establish a well-trained model for each individual unit. This paper proposes an inductive transfer learning method to address this problem. The inductive transfer learning aims to improve the detection performance by transferring knowledge from a well-established model. As there is a distribution divergence between the source and target domain, most instance-transfer-based learning methods realize the knowledge transfer by re-weighting the instance in the source domain. In this paper, we propose a novel adaptive inductive transfer learning (adaptive ITL) method for wind turbine ice detection. The knowledge transfer is achieved by offering a relatively stable prediction for the target task through the established model trained in source task. Two auxiliary classifiers are then employed to correct the prediction error of the previous prediction. The model in the source domain and two auxiliary classifiers are combined into a whole model to make a further prediction for the target task. The experimental results on ice detection in wind turbine demonstrate that the proposed adaptive ITL method can significantly improve the performance of the basic instance-transfer-based model and is superior to the state-of-the-art inductive transfer learning methods.
I. INTRODUCTION
As one of the most promising renewable energy, wind power is gaining momentum globally. By the end of 2017, the total installed capacity across the globe is up to 539 GW with 52.5 GW new wind power installed in 2017. Bounded by installation conditions and economic factors, more than 75% wind turbines in China are installed in high latitudes and alpine regions, where generally enjoy a high wind resource [1] . However, the blade would inevitably suffer ice accretion because of the cold-climate conditions. Ice accretion on blades will cause the blades and tower overloaded, which will seriously threaten the safe operation [2] and significantly shorten the lifespan of the machines [3] . Besides, wind power production will be greatly reduced due to the aerofoil performance degradation caused by the ice accretion in blades [4] . Although more and more wind turbines are now equipped with active or passive de-icing devices [5] ,
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to maximize economic efficiency, the key step of solving this problem is to detect blade icing as early as possible.
With the widespread use of SCADA (Supervisory Control and Data Acquisition) system in wind turbines, datadriven ice detection approaches replace the inefficient manual inspection and image identification based monitoring [6] , [7] . When using data-driven approaches to monitor icing, the problems that need to be addressed are two-fold. Generally, there are hundreds of turbines on a wind farm need to be monitored. However, a well-trained model of one turbine may make bad decisions for another turbine due to the different environment conditions (such as wind direction) and control strategies. Besides, training an ice detection model for each wind turbine is time-consuming or impossible in most situations where there are no sufficient data available for every turbine. Thus, to reduce the time of building a good model for each turbine, the training process of the model needs to be simplified. In addition, only a small amount of data is required to build a good model.
Transfer learning aims at improving the model performance in the target domain by transferring knowledge from the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ source domain. In this case, transfer learning can be used to learn knowledge from a well-trained model from a turbine to make a better prediction for other turbines. The most evident advantage is that only a small amount of data needed in the target domain to build a high-performance model with less time as well. According to the availability of labeled data in source and target domain, transfer learning is categorized into three settings [8] , namely, inductive transfer learning, transductive transfer learning, and unsupervised transfer learning.
With labeled data available in the source domain and target domain, the inductive transfer learning is more suitable for the ice detection in wind turbine. Many researchers have proposed inductive transfer learning methods for image recognition and document classification, where a good result is obtained with a relatively small labeled data. However, most of these methods, such as TrAdaBoost, require retraining a new model with a large amount of weighted data from the source domain, which is time-consuming and laborious for industrial applications. Thus, we proposed the adaptive ITL, which introduces a new training and testing framework based on inductive transfer learning. In this framework, the established model in the source domain offers a consistent prediction for the target task to implement the knowledge transfer. Using the labeled data from the target domain to train two auxiliary classifiers to modify the previous prediction can obtain a good result. Compared with the existing inductive transfer learning methods, the proposed method only needs to train two auxiliary classifiers, which greatly reduces the time for building a good model. The main innovation of this method is shown below.
• The proposed adaptive ITL provides a new training and testing framework in inductive transfer learning. Using an established model and two auxiliary models, the adaptive ITL can obtain a high-performance model for the target task with only a small quantity of labeled data in the target domain.
• The well-trained model in the source domain doesn't need to be retrained in proposed framework, which greatly reduces the time of model building.
• In a classification task, the adaptive ITL is not restricted by the type of classifiers. For any binary classification problem, this method can be implemented without too many modifications.
This method is triggered by industrial demand in the blades ice detection of the wind turbine [9] . The remainder of this paper is arranged as follow. Section II discusses the present related works. Section III demonstrates the theoretical basis of the adaptive ITL. Section IV shows the effectiveness of the adaptive ITL by implementing it to a real wind turbine ice-accretion. Section V draws the conclusions.
II. RELATED WORK
The inductive transfer learning setting can be further divided into two cases, namely, instance-transfer and featurerepresentation-transfer. In instance-transfer, the knowledge transfer is completed by removing the negative instance or re-weighting the positive instance in the source domain. Feature-representation-transfer focuses on extracting common features in the source domain and target domain to implement the knowledge transfer.
A. INSTANCE-TRANSFER LEARNING
Dai et al. [10] proposed the TrAdaBoost algorithm as the extension of AdaBoost in transfer learning. Under the assumption of TrAdaBoost, data in the source domain and target domain are in the same feature space and label space. According to the distribution divergence of source and target domain, TrAdaBoost divides the source domain data into two parts, namely ''good'' data and ''bad'' data. In each iteration, it re-weights the instance, where ''bad'' data would have lower weights and ''good'' data would contribute more to build the model. Besides, compared with AdaBoost, TrAdaBoost uses identical update strategy to update incorrectly classified data in the target domain while uses a different strategy in the source domain. Experiments on text classification showed TrAdaBoost can converge well to an accurate model. To avoid the possible negative transfer resulted from unitary samples data from one source in TrAdaBoost, Yao and Doretto [11] proposed two boosting algorithms for transfer learning with multiple sources. Experimental results showed that the proposed methods can reduce the negative transfer with the increase of source numbers. Garcke and Vanck [12] also used the re-weighting method to supplement the transfer learning in the regression field. Cao et al. [13] extended this algorithm to the semi-supervised method by automatically estimating the similarity of the data between a source and target task. Besides, Jiang and Zhai [14] used a more direct way by removing the ''bad'' instances from the source domain. Liu et al. [15] proposed a weightedresampling method for boost-based and bagging-based transfer learning. Experiments on UCI data sets and text data sets showed the superiority of the proposed method. Mei [16] developed a SVM based co-training transfer learning model and implemented it to the membrane proteins discrimination. Xu et al. [17] proposed to learn a Mahalanobis distance to replace Euclidean distance when the objective function is designed to measure similarity among instances. Besides, the instance weights and Mahalanobis distance are learned in a parallel way to make knowledge transfer more adaptive. By illustrating the differences in distribution at a bag level, Jiang et al. [18] expanded the kernel mean matching to estimate the bag weights among different instances.
B. FEATURE-REPRESENTATION-TRANSFER LEARNING
The feature-representation-transfer learning aims at bridging source task and target task by finding ''good'' feature representations. Under the setting of inductive transfer learning, a lot of labeled data are available in the source domain. Feature-representation-transfer learning is similar to multitask learning. A common method is to construct a lowdimension representation which has discriminative ability among source and target task. Jebara [19] computed the common feature representation through SVM for multitask learning. Xiao et al. [20] proposed to conduct a two-layer feature selection. A basic feature is selected by a neural network in the target domain and some mutual features with a high correlation between the source domain and target domain are learned. The basic feature and mutual features are combined to form a new feature for the target task. Besides, there are two settings with regard to the feature space: homogeneous transfer learning and heterogeneous transfer learning where the feature space between source data and target data is identical or not, respectively. Most of the feature-representation-transfer learning methods can be used in homogeneous transfer learning [21] , [22] . As for the heterogeneous transfer learning, Yan et al. [23] proposed to find the discriminative feature subspace inherited from the canonical correlation space between the source and target data. To apply this method into online transfer learning, Yan [24] proposed to mine offline knowledge and online knowledge in different domains by using hedge ensemble. Wu et al. [25] proposed a combined framework of online transfer learning which can handle both multiple homogeneous and heterogeneous sources.
Above all, most of the researches try to find similar instances or feature representations between the source domain and target domain by co-training the source data and target data. However, it is time-consuming to retrain the model built in the source domain for a real industrial application. Thus, this paper proposed a novel framework for inductive transfer leaning where the knowledge transfer is implemented through the prediction made by a well-trained model in the source domain. Two auxiliary classifiers are built in the target domain to correct the former prediction made by source domain model. In addition, several basic methods would be used to verify the proposed model. In order to reflect the generalization ability of the proposed method, we choose 5 most common methods, Fully-connected Neural Networks (FNN) [26] , Random Forest (RF) [27] , AdaBoost [28] , k-Nearest Neighbors (KNN) [29] , and Quadratic classifier (QDA) [30] .
III. INDUCTIVE TRANSFER LEARNING METHOD A. NOTATIONS AND DEFINITIONS
In this section, we introduce some notations and definitions. Note that we consider the binary classification problem in this paper. A standard inductive transfer learning setting consists of a source domain D S and a learning task T S , a target domain D T and a learning task T T . There are two components in D S : X S denotes the feature space and P S (X ) denotes the marginal probability distribution, where X S = {x 1S , x 2S . . . , x nS } ∈ X S are the instances. The task in source domain T S consists of a label space Y S and an objective predictive function f S (·), where Y S consists of True or False in a binary classification problem. Follow the same definition, we have X T , P T (X ), T T , Y T and f T (·) in target domain.
B. ADAPTIVE INDUCTIVE TRANSFER LEARNING
Given a source domain, instance X S and label Y S are fed into a model to train the objective predictive function f S (·). Using the function f S (·), we can predict the corresponding label, f (x), of a new instance x. Generally speaking, a high-performance function can be obtained only with a large number of instances available, which is unfeasible in the target domain. Therefore, the inductive transfer learning is used to improve the performance of the target objective predictive function f T (·) in D T using the knowledge in D S and T S , where
Under the inductive transfer learning setting, we have a large amount of data in the source domain and a relatively small amount of data in the target domain. A highperformance model can be built with a large amount of data in source domain.
where f (x) can be written as P(y|x) is the corresponding label of a instance x predicted by f (·).
Even though the size of data in the target domain is not enough to train on T S to produce a high-performance learner, there is an underlying latent function between the input and the output in the target domain.
The data in the source domain and target domain conform to different distributions.
Use the source domain predictive function f S (·) to predict the data in the target domain would get a bad result. Namely, there is a distribution divergence between the f S (X T ) and f T (X T ). Suppose that the training data and other new data in the target domain conform to the same distribution, it is reasonable to deem that the distribution divergence of f S (X T ) and f S (X New T ) is identical, where X T is the data for training and X New T are the new data to be evaluated in target domain. Thus, we use an auxiliary classifier to learn the distribution divergence to correct the prediction error through training data. Since the divergence is identical as mentioned above, the auxiliary classifier can correct the prediction of new data in the target domain.
Given a binary classification problem, the prediction of the X T , f S (X T ), has two types of results, True and False. Combining the prediction and actual data label, we can categorize the X T into four parts:
where X TP T denotes the data whose prediction and the label are both True, X TN T denotes that the prediction and the label are both False, X FP T denotes that the prediction is True and the label is False, X FN T denotes that the prediction is False and label is True.
Feed the X TP T and X FP T into a auxiliary classifier (denoted as clf precision ) to learn the ability of correcting the wrong VOLUME 7, 2019 positive prediction from source predictive function f S (·). Feed the X TN T and X FN T into another auxiliary classifier (denoted as clf recall ) to learn the ability of correcting the wrong negative prediction from source predictive function f S (·). Thus, combining the source predictive function (denoted as clf base ) and two auxiliary classifiers as a whole model, we can obtain a high-performance prediction in the target domain. Since the target task is highly correlated with the source task, the knowledge learned from the source domain by establishing a well-trained model can be used in the target domain. And the knowledge transfer is achieved by offering a relatively stable prediction for the target task through the established model trained in source task.
After obtaining the whole model, the testing process is easy to carry out. First of all, feed the new data into the base classifier and get the prediction of the data. Then, categorize the data into two parts:
where X P denote the data with prediction of Positive from clf base and X P denote the data with the prediction of Negative from clf base . X New are the data to be evaluated in the target domain. Finally, feed the X P into clf precision and X N into clf recall to get a corrected results. The output of two auxiliary classifiers is the final prediction of the entire model.
To make it more clear, the training process and prediction process are illustrated in Fig. 1 and 2 , respectively. Taking wind turbine ice detection as an example, the training process is as follow:
• Divide data of wind turbines in the source domain and target domain to training and test parts.
• Labeled training data from wind turbine A (Source domain) are fed into the base classifier to train the wind turbine A ice detection function (Model A).
• Use model A to predict the training data (data size is relatively small) of wind turbine B (Target domain). According to the prediction and actual label of turbine B data, divide the training data to four parts: TP, FP, TN, FN (The definitions are consistent with those in confusion matrix).
• Consolidate TP and FP data into one group and feed them into the auxiliary classifier to train the precision classifier. In the meantime, consolidate TN and FN data into one group and feed them into another auxiliary classifier to train the recall classifier.
• Take the base classifier with two auxiliary classifiers as a whole model. The trained model can be used to predict the ice-accretion of the blades of wind turbine B. The testing steps are as follows:
• Feed the test data (target domain) into the base classifier and get the base predictive results.
• Divide test data into two parts according to whether the predictive results are ice or not.
• Feed the test data with the prediction of ''ice'' into auxiliary classifier denoted as precision classifier and those with the prediction of ''no ice'' auxiliary classifier denoted as recall classifier.
• Take the output of two auxiliary classifiers as the final prediction results of target domain data.
C. EVALUATION METRICS
Since the ice-accretion on the blade would reduce the efficiency of the wind turbine, people are more concerned with the detection of icing data in a large amount of normal data. Besides, the amount of ''ice'' data and ''no ice'' data are unbalanced, and the confusion matrix is used to evaluate the model performance. To be specific, the ''Positive'' and ''Negative'' represent the condition of ''ice'' and ''no ice'', respectively. A confusion matrix in binary classification displays the four different outcomes: True Positive, True Negative, False Positive and False Negative. The intersection of the rows and columns show one of the outcomes with actual values in the row and predicted values in the column. For example, the True Positive represent the prediction and actual condition both are ''ice''. First, we use recall and precision to evaluate the model. In this task, the recall represents the number of true positives divided by the total number of instances that actually belong to the ice blades. The precision represents the number of true positives divided by the total number of instances predicted as ice instance. The values of recall and precision are expected to be as large as possible.
However, there is an inverse relationship between precision and recall, where it is supposed to increase one on the cost of reducing another. To comprehensively consider these two metrics, F1 score 8, the harmonic mean of precision and recall, is taken into account, where an F1 score reaches its best value at 1 and worst at 0.
At last, we calculate the Matthews Correlation Coefficient (MCC) in the equation (9) , which has been widely used to evaluate the stability of the model. The value of Matthews varies from −1 to 1, where −1 indicates a completely wrong binary classifier while 1 indicates a completely correct binary classifier.
IV. EXPERIMENTS AND EVALUATION
First, the data used in this experiment are described. Then, the detailed process of building a high-performance model for ice detection with the adaptive ITL is presented. Finally, we do a comparison experiment of the adaptive ITL with other state-of-the-art transfer learning methods to validate the superiority of the adaptive ITL.
A. DATA DESCRIPTION
The data set is generated from an industry SCADA system of two wind turbines on a wind farm. The data contain 26 physical features indicating the operating condition of the wind turbine, including the environmental conditions, machine conditions and control strategies, such as wind speed, the temperature of motor and yaw direction, respectively. Each instance in the data set has time record and labeled with ''ice'' or not. Table 1 displays all 26 features in the data set. Ice-accretion can be seen as a slow energy accumulation and conversion process. The degree of icing and influence are related to the environmental conditions and the wind turbine operation parameters. In general, the ice on the blade increases the weight of the blade, which would cause lower rotor speed and power output than that under no-ice status. What's more, the ice also changes the shape of the blade which would affect the aerofoil performance of blades. Not only affecting power generation efficiency, but also causing unbalance of the wind blades and fluctuation of kinematic parameters (yaw speed). These changes would be reflected in the SCADA system. Hence, all features should be fed into the model to avoid misdiagnosis because of incomplete characteristic mining. In this task, data of wind turbine A are source data, and data of wind turbine B are target data. The labeled target data are not enough for building an ice detection model with high performance. For the ice blade data are the minority in the all record SCADA data, the data present an unbalanced distribution. Table 2 shows VOLUME 7, 2019 the specific distribution of two data sets. Imbalance of data further exacerbates the plight of insufficient data for training. Although the two data sets are both collected from the same type of wind turbine, due to the different environmental conditions and the control strategies, it is inefficient to detect ice on other turbines using the model built by one turbine. In addition, unbalanced data can lead to misjudgment of model performance, for making all prediction as no ice will also get relatively high accuracy. Therefore, the recall metric is used for fairly evaluating the model's performance.
B. EXPERIMENTAL SETUP
In this section, we exhibited the model building process and validated the effectiveness of the method. The process of validation consists of three parts. First, five basic classifiers are built and compared to find an effective classifier for ice detection. Second, the performance of five basic classifiers with instance-transfer learning method, namely the tune fining method, are compared. Third, a comparison of the adaptive ITL with the instance-transfer learning method is carried out. Since the adaptive ITL is a framework for regulating the training and testing process, which doesn't set a restriction on the type of classifiers, the first thing needs to be decided is which classifier to use for ice detection. Without loss of generality, the five most common methods, namely FNN, RF, QDA, AdaBoost and KNN, are considered in this experiment. The data are divided into two parts, 90% of data for training and 10% for testing. The 10-fold cross-validation is performed in this experiment. The hyper-parameter settings of five classifiers are as follow: We deploy the previous research's conclusion about the structure of the fully-connected neural network which has an input layer with 26 units, 3 hidden layers with per layer 130 units and an output layer with 1 unit [9] . As for the RF, all 26 features are considered in the model. The number of trees is 50 and the maximum of the tree is not limited. About the AdaBoost, the maximum number of estimators is 100 and the base estimator is DecisionTreeClassifier with max_depth of 5. The model of QDA is set to the default parameters. The numbers of neighbors to use in KNN is 5. Our proposed method is dedicated to improving model performance without parameter tune. Thus, the hyper-parameter settings are deployed in the subsequent experiments.
The averaged results of 5 classifiers are given in Table 3 . It is evident that QDA and KNN are not effective for ice detection with poor overall performance. The worst accuracy is obtained from QDA, which indicates its failure of seizing the icing characteristic. RF and AdaBoost both perform well with good accuracy and recall. Besides, both of them show significant stability with a high-level MCC rate. Although KNN provides a reasonable accuracy compared with FNN and RF, its recall is the worst in five classifiers. In addition, some classifiers may learn a reasonable model with 1800 data (1% target domain data). Table 4 shows the five classifiers' prediction of 99% of target domain data with 1% of target domain data for training. The performance of the five classifiers with a small amount of data for training has declined. Even though the accuracy of RF and AdaBoost are acceptable, the recall is still needed to be improved. For the ice detection issue, our goal is to raise the recall rate as much as possible while improving overall performance.
The previous experiment verifies the performance of the five classifiers on the issue of ice detection without consideration of transfer learning. The objective of the second part of this experiment is to figure out these five classifiers' performance with respect to transfer learning. As discussed in paper [9] , using target domain data as auxiliary data to tune the model trained by source domain data would improve the performance of the model on the target domain. This inductive transfer learning method is applied in this part as an indicator to test the potential of the classifiers in transfer learning. The outline of this experiment is given below:
• Classification without transfer learning:
In the training process, 90% of labeled data of wind turbine A are fed into a classifier to train a strong ice detection model. After that, this model is used to predict 99% of data from wind turbine B to test the generalization ability of this model without transfer learning.
• Classification with transfer learning: At first, 90% of labeled data from wind turbine A (Source domain) were fed into classifiers to train a strong model for ice detection. Then, 1% labeled data from wind turbine B (Target domain) were fed into this model to tune the parameters. Finally, we use the modified model to predict the rest of the 99% of the target data to test the performance of the classifiers with inductive transfer learning. As shown in Table 5 , the performances of 5 classifiers with respect to transfer learning are consistent with those in the previous experiment. Overall, after tuning the model with target domain training data, all classifiers' performance is more or less improved. To be specific, RF and AdaBoost maintain the best two classifiers, both providing a high-level accuracy. Besides, both of them have a huge boost in recall rate. Still, the best recall is obtained by FNN with transfer learning in the case that the accuracy rate is above 0.5. The performances of QDA and KNN are significantly worse than other classifiers. Thus, considering the results of the above two experiments, FNN, RF, and AdaBoost are chosen as base classifiers in the next part.
The previous experiments prove that the classifiers with inductive transfer learning can obtain a model with higher accuracy, while the model's recall is still low. The purpose of our proposed method is to maximize recall while improving the overall performance of the model. In this final part, the adaptive ITL is used to reconstruct the model with FNN, RF, and AdaBoost. The training and testing process is conducted as mentioned in Fig. 1 and Fig. 2 . 90% of labeled data from wind turbine A (source domain) are fed into the base classifier to train the wind turbine A ice detection function (Model A). 1% of labeled data from wind turbine B (target domain) are used to train the two auxiliary classifiers. The model consists of base classifier and two auxiliary classifiers are used to predict the remainder data of wind turbine B. As mentioned before, the knowledge transfer is completed by offering a relatively stable prediction through the base classifier. In order to prove the necessity of the base classifier, we set a baseline where the base classifier is replaced by a random split base classifier. This classifier would randomly predict an instance as icing or not. The ratio of the prediction with ice or not of the random split classifier is the same as the ratio of the target training data with ice or not.
As mentioned in the previous experiments, we choose FNN, RF, and AdaBoost as the carrier of the adaptive ITL. The core idea is to make primary predictions using the base classifier, and then use the auxiliary classifier to correct the predictions to get a better result. It should be pointed out that the choice of base classifier and auxiliary classifier is not immutable. In this task, any one of three classifiers can be used as the base classifier or auxiliary classifier. In other words, even only three classifiers are considered, there are a total of 27 combinations. However, in most cases, finding the local optimal solution in all combinations will meet the application requirements. There is no need to do all the calculation of all combinations. For the continuity of this paper, the most 5 typical combinations of 27 are displayed in Table 6 . The first three combinations are, respectively, constructed by a single type classifier as the base classifier and auxiliary classifier. The fourth one is the best performing and the fifth is the worst one in all 27 combinations. The sixth is the baseline with the random split classifier as the base classifier and RF as the auxiliary classifiers.
As shown in Table 6 , the results of the base classifier are the prediction of target domain testing data without transfer learning and the final results are the prediction with the adaptive ITL applied. It is obvious that the results with the adaptive ITL improve the recall rate compared with the baseline whose base classifier is the random split classifier. In the meantime, the results are also better than those in the previous experiment, the classifier with parameters tuned based on inductive transfer learning. Especially, when the classifier of the adaptive ITL is RF or AdaBoost, the accuracy exceeds 0.99 and the recall also soars to 0.835 and 0.913, respectively. For the adaptive ITL with FNN, although the accuracy rate only has a moderate gain, the recall rate has increased by nearly 10%. The results show that the performance of the overall model has been greatly improved after applying the adaptive ITL regardless of the type of classifier. The best performing combination is to choose RF as the base classifier, AdaBoost as recall auxiliary classifier and FNN as the precision auxiliary classifier. The overall performance is the best accompanied with the highest recall rate. For the worst performing combination, although there is not much improvement in overall performance, the recall rate is still reasonable.
It is noteworthy that the purpose of this experiment is not to find the best classifier in all combinations. As shown in Table 6 , compared to the adaptive ITL with AdaBoost, the best combination's performance is not particularly significant while the training time will increase significantly. The biggest advantages of AILT is that it can improve the performance of any classifiers. Another advantage is that using the adaptive ITL can greatly reduce training time compared with other transfer learning methods since the base classifier is not involved in the training process (only does prediction work) and the data for training the auxiliary classifiers are target domain data whose size is quite small. This threepart experiment provides a coherent instruction for users. For a specific task, one can try some basic classifiers without transfer learning and pick up a relatively better one. With the application of the adaptive ITL, the performance of the raw model can be improved.
C. COMPARISON WITH OTHER TRANSFER LEANING BASED METHODS
To further verify the effectiveness of the proposed method, several state-of-art inductive transfer learning based methods are selected as the baseline. At present, transfer learning is rarely applied to wind turbine ice detection, but methods in VOLUME 7, 2019 other fields can be applied here. We choose three baseline methods as follow: 1) TrAdaBoost [10] : The 90% data of wind turbine A are divided into 100 parts as source train data. The 1% wind turbine B data is the target training data. Two parts of data together as training data. The number of iteration is 100. 2) Weighted SVM (Support Vector Machine) with transfer learning [31] : The 90% data of wind turbine A (Source domain) are fed into an adaptive SVM model to train a predictive function and 1% wind turbine B data (Target domain) are fed into the model to tune the parameters. 3) Autoencoder + Neural Network with transfer learning [32] : We use a basic framework of autoencoder with an input layer, two hidden layers, and an output layer. The 90% wind turbine A data (Source domain) is used to train the autoencoder model and 1% wind turbine B data (Target domain) are used in the softmax layer to form a supervised binary classifier. The structure of this model is shown in Fig. 3 . As shown in Table 7 , the adaptive ITL with AdaBoost outperforms other inductive transfer learning methods. The weighted SVM performs worse than the other three models with the worst accuracy rate. The performances of Autoencoder and TrAdaBoost provide a comparable accuracy of around 0.94, which is very close to the proportion of no-ice data in all data of the target domain. The plausible accuracy and poor recall rate indicate that these two classifiers don't learn the features of distinguishing ice data and no-ice data. The current inductive transfer learning methods have a common shortcoming. By re-weighting the instance in the source domain to implement the knowledge transfer, the distribution divergence between the source domain and target domain cannot be eliminated.
V. CONCLUSION
This paper proposes a novel adaptive inductive transfer learning method for ice detection in wind turbine. This method establishes a new framework for the training and testing process in inductive transfer learning, which is not restricted by classifier types. The proposed adaptive ITL can improve model performance by correcting prediction error due to the distribution divergence between the source domain and target domain. By incorporating the adaptive ITL into the basic inductive transfer learning, the overall performance is improved significantly especially in terms of the recall value. For a specific task, a type of classifier performs well without considering transfer learning will get the corresponding improvement with adaptive ITL. Experiments on the icing data of wind turbine show adaptive ITL is superior to the state-of-art inductive transfer learning methods.
Meanwhile, the proposed adaptive ITL has the following advantages. First, as a framework for inductive transfer learning, it does not introduce any extra parameters. The parameters-free characteristic will greatly reduce the difficulty and time of model building. Second, the adaptive ITL can be applied to many machine learning methods. The experimental results in this study show that the performance of FNN, RF or AdaBoost with adaptive ITL are improved. Third, applying the adaptive ITL does not require re-training data in the source domain, where the data size could be fairly large. This will make the adaptive ITL more favorable to fast application and further reduce the training time. Furthermore, the adaptive ITL has great potential for broad applications beyond the blade ice detection. Our future research will extend the adaptive ITL to broader implementations such as multi-class classification and regression problems.
