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Chapter 1: Motivation, scope and methodology 
1.1 Introduction 
Travel demand models are an essential tool to support transport planners and policy makers 
when preparing and taking decisions on future transport plans and projects. Given this crucial 
role, the predictions produced by travel demand models can have a large, albeit indirect, 
influence on our spatial environment as they steer spatial decisions. It is therefore very 
important that these models predict the effects of (alternative) interventions and designs as 
accurately as possible.  
 
Recent studies have shown that travel demand models seem to structurally overestimate future 
demand for public transport (Flyvbjerg et al., 2005; Perry, 2017; van Wee, 2007). There is, 
however, no consensus on the reasons for this. Most researchers seek explanations in 
psychological (planning fallacy, optimism bias) and political-economic (deliberate and 
strategic manipulation of model results to generate desired outcomes) reasons. The potential 
technical explanation of flawed predictions due to the existence of the phenomenon of spatial 
dependence has been largely overlooked until now. This is remarkable, because while a 
seemingly technical issue of model specification, spatial dependence is very likely to exist in 
(public) transport travel flows, as was already recognised several decades ago (Fotheringham, 
1981; Griffith & Jones, 1980). In spite of this early understanding of the issue, till today 
conventional travel demand models do not account for spatial dependence, which could 
potentially cause inaccurate and flawed predictions. 
 
In this light, this thesis explores the impact of spatial dependence on the performance of travel 
demand models for public transport. This first chapter gives the motivation and objectives of 
this research, as well as the research methodology to be followed. After this short introduction 
of the chapter, the problems and implications of inaccurate predictions of public transport travel 
demand models are further discussed. After this, the objectives, goals and scope of this thesis 
are described, resulting in the main question of this research. This is followed by a description 
of the methodology used to answer the main question, and a discussion on the social and 
scientific relevance of the research. The chapter closes with an outline of this thesis. 
2 Spatial Dependence in Travel Demand Models 
1.2 Problem statement 
In many urban regions, a mismatch between public transport services and land-use patterns 
exists (Mees, 2010; Badoe & Miller, 2000; Newman & Kenworthy, 1991). This is particularly 
so in many polycentric city regions with multiple attraction centres. While car networks are 
quite homogeneous and therefore able to support changing land use patterns and the related 
changes in travel demand, most local and regional public transport systems remain largely 
oriented towards the historical urban core. As a consequence of this, transit systems 
increasingly do not fit the travel patterns that have developed over time, resulting in decreasing 
patronage, which in turn often trigger service cuts, leading to a further decrease in ridership.  
 
Different authors recently proposed transit system designs which are supposed to better serve 
the continuously changing spatial characteristics of travel patterns (Daganzo, 2010; Mees, 
2010; Nielsen & Lange, 2008; Walker, 2012). Although theoretical well founded, the actual 
effects of different transit network strategies on the performance of transit systems have barely 
been examined in practice. Considering the radical adjustments to transport systems that these 
designs usually require, transport planners and policy makers would need reliably insights in 
the expected results of the adjustments before they implement them. Because real-world 
examples hardly exist or, if they exist, cannot easily be transposed to other regions, proper 
modelling exercises could be a source for this. This, however, requires models that correctly 
address all the complex interconnections between transport systems and spatial characteristics 
and interrelationships in a region. 
 
Travel demand models are typically used for the purpose of predicting future demand. Although 
travel demand models have been developed and used for many decades, there is only little 
literature addressing the accuracy of their predictions. The literature that does exist raises 
serious doubts regarding the accuracy of travel demand predictions (Flyvbjerg, 2007; Flyvbjerg 
& Holm, 2002; van Wee, 2007). Especially for public transport, travel demand models seem to 
structurally overestimate the demand (Flyvbjerg et al., 2005; Perry, 2017; van Wee, 2007). 
 
One of the few studies that systematically studied the accuracy of public transport travel 
demand forecasts was performed by Flyvbjerg et al. (2005). They compared 27 large rail 
infrastructure projects and compared the predicted future travel demand with the actual 
ridership levels after these projects were finished. The results were striking. For more than 90 
percent of these rail projects, the forecasted demand was higher than the actual ridership. In 
84% of these projects, ridership levels were overestimated by at least 20%, and 72% of the rail 
projects had actual ridership levels more than 40% lower than the forecasted demand. 
 
For public bus transport systems, there is even less knowledge about the accuracy of travel 
demand forecasts. Recently, Perry (2017) compared the ridership forecasts for 19 Bus Rapid 
Transit (BRT) projects in the United States with the actual ridership levels. Although less 
extreme than in the rail projects of Flyvbjerg et al. (2005), he also found the ridership forecasts 
to be quite inaccurate with a clear tendency towards an overestimation of the demand. Despite 
the limited amount of studies addressing the accuracy of travel demand forecasts for (bus) 
public transport systems, all literature available indicates a clear tendency to overoptimistic 
forecasts.  
 
Various authors have suggested a range of reasons for the seemingly poor accuracy of travel 
demand models. The reasons include technical explanations (imperfect techniques, inadequate 
data), psychological explanations (planning fallacy, optimism bias), and political-economic 
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explanations (deliberate and strategic manipulation of model results to generate desired 
outcomes) (Flyvbjerg, 2007; Flyvbjerg & Holm, 2002; Flyvbjerg et al., 2005; van Wee, 2007).  
 
Technical explanations are often considered to be the least likely explanation of the poor 
prediction accuracy, as the assumption is that technical faults in the model would somehow lead 
to a balance between over- and underestimations of future travel demand (van Wee, 2007). 
However, authors may have been too quick to accept this conclusion, as (recent) literature 
suggests that the models typically employed in travel demand forecasts might be fundamentally 
flawed because they do not fully acknowledge and account for the inherently spatial dimension 
of transport (Anselin & Bera, 1998; LeSage & Thomas-Agnan, 2015).  
 
Although current travel demand models do incorporate various spatial aspects and 
characteristics, other, often less visible or obvious, spatial phenomena are often not accounted 
for. Recent developments in spatial analysis, spatial modelling, and spatial econometrics 
recognize this and suggest that unaccounted spatial dependence may be a potential cause of 
structural flaws in travel demand models. Spatial dependence refers to the phenomena that 
observations or variable values are somehow related to each other based on their (spatial) 
locations. As will become clear throughout this thesis, this common aspect can have large 
implications for the performance of travel demand models. 
 
The phenomena of spatial dependence essentially runs back to the first ‘law’ of geography: 
“Everything is related to everything else, but near things are more related than distant things” 
(Tobler, 1970). There may be multiple ways in which spatial phenomena are related to each 
other. Some of these factors may be easy to identify and measure, while others are more 
intangible. For instance, housing prices in two adjacent neighbourhoods may be related to each 
other because the neighbourhoods are both close to an urban park, which can be easily observed 
and (relatively easily) measured. The housing prices in the two neighbourhoods may also be 
related to each other because the population composition in one neighbourhood may shape the 
willingness-to-pay for housing in the other neighbourhood and vice versa. These and other 
relationships may be more difficult to measure or even to identify. Given the multiplicity of 
factors, spatial phenomena are special from a modelling perspective because of two factors: the 
existence of spatial spill-overs and the high risk of omitted explanatory variables (LeSage & 
Pace, 2009). The example presented above, in which the population composition in one 
neighbourhood may not only influence the housing prices in that neighbourhood but also in 
adjacent neighbourhoods, is an example of the spill-over phenomenon. The acknowledgment 
that there may be many comparable phenomena that have a spatial proximity effect, suggests 
that models are very likely to omit (important) explanatory variables.  
 
These two issues by themselves are not inherently problematic. After all, many models fail to 
include all (theoretically) relevant variables due to a lack of data or a poor understanding of the 
phenomenon at hand. These issues become a problem, however, because the models typically 
employed to explain complex phenomena assume independence between observations of both 
the independent and dependent variables. While this assumption is unproblematic for most non-
spatial phenomena, it is extremely problematic for spatial phenomena because of the two issues 
mentioned earlier (spatial spill-overs and omitted variables). By ignoring these relationships, 
the statistical estimation models typically employed in transport models are highly likely to 
generate flawed results. 
 
The two issues described above (spill-over and omitted variables) are two important causes of 
spatial dependence among observations. Other potential causes of spatial dependence are spatial 
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mismatch and measurement errors. Spatial dependence due to spatial mismatch is caused by a 
difference between the spatial scale of the phenomenon under study and the spatial scale at 
which it is measured. This often occurs when effects are modelled at the level of regions or 
zones. Spatial dependence due to measurement errors can occur when measurement errors in 
independent variables have a cause with a spatial component. 
 
Failure to include these effects when modelling travel demand might cause a structural flaw in 
the predictions produced by these models. For example, in a gravity model – which is an 
essential element of most travel demand models – unaccounted spatial dependence is likely to 
cause an overestimation of the importance of the distance decay function (Curry, 1972; Griffith 
& Jones, 1980; Fortheringham & Webber, 1980). In the context of travel demand, this would 
mean an overestimation of the importance of travel time and costs in spatial choice making. If 
this is the case, it could be a reasonable explanation of structural overestimation by travel 
demand models of the impacts of interventions on public transport demand. This is particularly 
important, as most public transport interventions strongly focus on reductions of travel time 
(and sometimes travel costs), which might in reality be not as important as assumed by the 
models. 
 
Recently, a number of studies have succeeded to show the existence of spatial dependence in a 
range of transport-related phenomena, such as journey time and travel speeds (Cheng, Haworth, 
& Wang, 2012; Sarlas & Axhausen, 2017), modal split (Mendiola, González, & Cebollada, 
2014), and modal accessibility gaps (Yang, Chen, Cao, Li, & Li, 2017). Only a few authors 
have pointed at the potentially far-reaching consequences for the improvement of travel demand 
models (Goetzke, 2003, 2008; Lopes, Brondino, & da Silva, 2014; Wang, Quddus, Ryley, 
Enoch, & Davison, 2011). Especially when analysing the potential of new network concepts 
and designs that aim to optimize the match between the (public) transport system and spatial 
structures, it is essential that all visible and invisible spatial effects are correctly accounted for 
in the model design.    
 
Studies relating spatial dependence to transport mainly involve road transport. Spatial 
dependence in public transport is potentially even stronger. Reason for this is that car networks 
are far more homogeneous then public transport networks, which typically consist of far fewer 
links and thus are less dense overall. Where travel speeds for car drivers are relatively similar 
in all directions and to all destinations (certainly outside peak hours), travel speeds for public 
transport passengers strongly depend on network structure and timetables. This results in a 
highly variable spatial pattern of better and worse accessible destinations, implying strong 
spatial dependence. 
 
Accounting for spatial dependence in (public transport) travel demand models could potentially 
significantly improve the forecasting accuracy of these models. This, in turn, has (obviously) a 
positive impact on the quality of the decision making process in which transport planners and 
policy makers are involved. Additionally, it could help correcting the mismatch between public 
transport networks and spatial structures, as accounting for spatial dependence is likely to 
improve the ability to correctly address the ridership effect of an optimized match between 
space and transport services.   
1.3 Research objective and scope 
Recent studies raise serious doubts about the accuracy of forecasts produced by travel demand 
models for public transport (Flyvbjerg et al., 2005; Perry, 2017; van Wee, 2007). Given the key 
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position these forecasts have in the decision making process for public transport projects and 
investments, inaccurate forecasts can have large consequences resulting in inefficient use of 
public funding and inefficient or suboptimal transport systems. While most experts consider 
psychological and political reasons the most likely explanations of inaccurate forecasts, the 
technical reason of unaccounted spatial dependence as a potential cause of structural bias in 
travel demand models should not be underestimated.  
 
Therefore, this thesis aims to explore the presence of spatial dependence in public transport 
travel flows and how taking this phenomenon explicitly into account could improve the 
accuracy of travel demand models for public transport.  
 
Against this background, the main question of this thesis is: 
 
“To what extent does spatial dependence influence the outputs of public transport travel 
demand models, and to what extent does the inclusion of spatial dependence in these models 
improve their forecasting accuracy?” 
 
Being able to answer this question first requires insights in the existence and specifics of spatial 
dependence in public transport passenger travel flows. When this information is collected, the 
main question can be answered. By answering this question, the research aims to contribute to 
the understanding of the effects of the phenomenon of spatial dependence in the prediction of 
public transport demand, and to the development of more robust travel demand models. In 
addition, it aims to assess the likelihood of unaccounted spatial dependence as a cause for 
structural overestimation of public transport travel demand by current travel demand models. 
1.4 Research methodology 
This thesis explores the impact of spatial dependence on the accuracy of public transport travel 
demand models using a quantitative modelling approach, based on several modelling exercises. 
This section describes the key aspects of the modelling approach adopted in the thesis.   
Study area and research data 
While the purpose of the research is general in nature, it draws on empirical data on the bus 
public transport system in one particular region: the region of Arnhem Nijmegen in the eastern 
part of the Netherland. This has several reasons. Firstly, this region is an example of a middle-
sized polycentric city region that struggles with a potential mismatch between its land use 
patterns and the public transport network. Although this region also has its own specifics, its 
problems and questions are in many ways similar to those of many other regions. While most 
findings are not directly transferable to other regions, the modelling results will bring insights 
in interrelationships and processes to be studied in other regions, as well as ways to improve 
general modelling structures. Secondly, the fact that the local bus operator in this region and 
local administrations are involved in the research project brings benefits in terms of data 
availability. Most importantly, it gives access to detailed data on travel patterns in the region. 
This data, collected by the smartcard payment system, brings possibilities for extensive 
modelling exercises that would not be possible otherwise. More information about the study 
area and research data is given in Chapter 3 (section 3.3) and Chapter 4 (section 4.5). 
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Multi-level modelling 
The demand for public transport is influenced by various characteristics of both the transport 
system (such as travel time, frequencies, and distance to stop locations) and land use 
characteristics (including densities, socio-demographics, and locations of attraction points). 
These aspects have their impact, and are measured, at different scales. For example, population 
density increase the potential demand for public transport and can be measured at the level of a 
location or an area, such as bus stops or neighbourhoods. Travel time, in contrast, is a 
characteristic of a spatial relationship and is therefore measured between a set of locations. 
 
In this research, these different spatial characteristics and measuring levels are respected by 
using a multi-level modelling approach, which also takes the interdependencies between 
different levels into account. A multilevel model is to be preferred over a regular model, because 
it makes a clear distinction between locations and the interactions between locations. Making 
this distinction explicit in the model structure prevents interference between the impacts of both 
aspects, and enables clear interpretations of the results. 
 
The multilevel model for this research consists of two levels. At the lower level of the model, 
the sum of boardings and alightings of each zone is predicted as a proxy for the public transport 
attractiveness of each zone. This is done based on a selection of spatial and transit supply 
characteristics, such as population density and bus stop density. A first selection of 
characteristics that have a specifically large impact on bus ridership at the level of bus stops in 
the study area will be made in Chapter 3. In Chapters 4 and 5, this information will be used to 
further develop the lower model, estimating the local public transport attractiveness of 
neighbourhoods in the study area.   
 
At the upper level of the model, the flows of public transport passengers between 
neighbourhoods will be modelled using spatial interaction modelling. The results of the lower 
model, representing the public transport attractiveness of the neighbourhoods, are an important 
input variable in this upper model. Other important independent variables are travel time 
between neighbourhoods, directness of connections, and competing origins and destinations. 
Different combinations of included variables will be compared in Chapters 4 and 5. 
Spatially-explicit models versus conventional models 
The main goal of this research is to assess the influence of spatial dependence on the 
performance of travel demand models. For this purpose, two different model types will be 
compared: spatially-explicit models that do account for spatial dependence and (more) 
conventional models that ignore the potential existence of spatial dependence. Both models will 
be estimated following the same multi-level structure and using the same data and variables. 
This ensures that differences in performance of the models can be directly related to the ability 
to account for spatial dependence. 
 
The two model types will be compared based on the results they generate. First, the existence 
of spatial dependence in public transport travel flows will be explored in Chapter 4, as well as 
the impact this has on model estimations. The models will first be compared based on goodness-
of-fit statistics. Next to this, the marginal effects of the different variables included in the 
models (represented by their parameter estimates) are compared. This will show how ignoring 
spatial dependence can result in over- or underestimation of the impact of specific variables and 
even in a failure to adequately capture the direction of the impact (positive or negative on 
ridership).  
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After this, the impact of spatial dependence on the predictive performance of the models will 
be explored in Chapter 5. The impact of spatial dependence on the quality of predictions 
produced by travel demand models will be tested by analysing the predicted ridership effects 
of hypothetical transit network interventions in the study area. Like in Chapter 4, a comparison 
will be made between non-spatial and spatially explicit models. The performance of both model 
types will be assessed on three aspects: (1) the (theoretical) quality of the models, (2) the 
models’ ability to explain existing travel flows, and (3) the models’ ability to generate 
(theoretically) reasonable predictions. 
1.5 Research relevance 
The research presented in this thesis makes important contributions to both the scientific 
community and the society. 
Scientific relevance 
The similarities in, and interdependencies between, spatially related locations have large 
implications for the way in which spatial data can be used for modelling and forecasting. This 
has been extensively motivated and proven by various researchers from the field of spatial 
econometrics (Anselin, 2010; Griffith, 2007; LeSage & Pace, 2009). The key issue is that most 
conventional statistical models assume independence among observations. As mentioned 
before, with spatial data, this is hardly ever the case because observations tend to be correlated 
between spatially proximate locations. By ignoring these relationships, most conventional 
statistical estimation models are highly likely to generate flawed results. 
 
Spatial econometrists started to stress the importance of accounting for spatial dependence in 
all sorts of spatial studies already forty years ago (Anselin, 2010). While several scientific fields 
have started to adopt these theories and increasingly use spatially-explicit econometric models, 
the inherently spatial discipline of transport research and transport modelling has largely 
ignored this call (Goetzke, 2003; Lopes et al., 2014; Wang et al., 2011).  
 
By accounting for spatial dependence in transport modelling, using spatial econometric models, 
this thesis will explore the actual impact of spatial dependence on transport models. As most 
existing models are likely to be flawed due to unaccounted spatial dependence, the models in 
this thesis will increase the understanding about the factors that shape public transport flows.  
They will result in a better understanding of the relative importance of factors that influence 
spatial flows. 
Societal relevance 
From a societal perspective, better performing demand models may have multiple positive 
benefits. First, it may lead to better decisions about investments in new infrastructures. As 
discussed already, the failure to include the likely existence of spatial dependence in public 
transport demand modelling has potentially large influence on the accuracy of ridership 
forecasts produced by these models. This, in turn, may have large consequences for the results 
of the decision-making processes that make use of these forecasts and thus for the decisions 
about investments in infrastructure and spatial developments. Poor model performance may 
thus indirectly lead to an efficient use of public funds.  
 
Decisions on infrastructure projects are generally at least partly based on the forecasts produced 
by travel demand models. Most directly, this involves decisions on whether or not to realize a 
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particular project based on cost-benefit analysis, or which project alternative to select from a 
range of options. More accurate forecasts of the effects of specific interventions or projects 
obviously contributes to making the best decision. 
 
Second, improved forecasts by public transport travel demand models may lead to better 
decisions on public transport network design. Not including spatial dependence in these models 
is likely to result in an overestimation of the importance of travel time (Curry, 1972; Griffith & 
Jones, 1980; Fortheringham & Webber, 1980). This steers a trend towards public transport 
networks that focus on fast and direct connections between major locations. Alternative 
network designs, that focus more on coverage, frequency and network effects and include more 
transfers, might be valued unrealistically low by conventional models due to the flawed variable 
parameters regarding travel time and transfers. This makes that new developments in public 
transport network planning that potentially improve the match between spatial structures and 
transport networks are less likely to be introduced.  By accounting for spatial dependence, 
improved travel demand models could thus help correcting the existing mismatch between 
public transport networks and spatial structures, as spatially-explicit models are likely to 
improve the ability to correctly estimate the ridership effect of an optimized match between 
space and transport services.   
 
Clearly, these two benefits are interrelated and strengthen each other: a better understanding of 
the benefits of particular network designs may then influence decisions about dedicated 
investments in infrastructure. 
1.6 Thesis outline 
As described above, the main aim of this thesis is to assess the influence of spatial dependence 
on the performance of public transport travel demand models. This is done in a quantitative 
way, by translating the theoretical concepts into a number of modelling exercises. As other 
studies have observed a structural overprediction by travel demand models for public transport 
(in contrast to road transport, where there is no clear direction in the prediction error), and 
spatial dependence is potentially stronger in public transport, I focus specifically on modelling 
and predicting public transport travel demand.  
 
The influence of spatial dependence on the performance of travel demand models will be tested 
by a set of modelling exercises of bus passenger travel flows in the region of Arnhem-Nijmegen 
in the eastern part of the Netherlands. For this region, detailed information on actual trajectories 
of bus passengers was available from the smart card ticketing system. A description of the study 
area and its characteristics is given in Chapter 3. Specifics of the smart card data used for this 
research are given in Chapter 4. 
 
This thesis combines recent spatial modelling methodologies with conventional travel demand 
modelling. Chapter 2 introduces the various topics that are relevant for this research. It first 
discusses the recent literature on the importance of a good match between the transport system 
and spatial patterns. After this, it compares the characteristics of the conventional four-step 
travel demand modelling and the activity-based modelling approach, providing arguments for 
the continuing importance and relevance of (improving and improved) four-step models. This 
is followed by a discussion on the importance of accounting for spatial dependence in spatial 
studies, with a specific focus on transport studies. The chapter ends with a discussion on the 
importance of accounting for spatial dependence in travel demand modelling, giving further 
argumentation for the modelling exercises in the chapters that follow.   
Chapter 1 – Motivation, scope and methodology 9 
 
Chapter 3 analyses the marginal effects of different spatial variables and public transport 
network related variables on local public transport usage at the level of bus stops. Using rather 
conventional linear regression models, it shows the importance of accounting for both of these 
aspects. The results show that the model seems to perform ‘quite well’. It is precisely this 
reasonable performance of conventional models that has been a reason for the confidence in 
these models and, hence, for their popularity. This confidence is called into question based on 
an additional panel data model, which relates the changes in bus-stop boardings over time to 
changes in the public transport network. The results of this panel data model raise doubts about 
the actual performance of the former model. In fact, there are indications that the model is 
disturbed by unaccounted spatial dependence. 
 
This is taken up in the next chapter, where I systematically compare the performance of a 
conventional aggregate model with an aggregate model that accounts for spatial dependence. 
Furthermore, where the models presented in Chapter 3 analyse public transport usage at 
locations (i.e., bus stops), the models presented in Chapter 4 are employed to explain transit 
passenger flows between neighbourhoods. The results give a clear indication of strong spatial 
dependence in transit passenger flows and demonstrate the added value of accounting for spatial 
dependence when explaining these flows. 
 
In Chapter 5, the model developed in the previous chapters is used to test its usability to predict 
the potential effects of future interventions. Although the ultimate goal of most quantitative 
models is to indicate what would happen to entity A as a result of changes in entity B, there has 
still been rather limited attention for the influence of spatial dependence on spatial predictions 
(Anselin, 2010). As travel demand models feed into policy decisions, and thus may have a large 
albeit indirect impact on the world around us, their predictive accuracy is extremely important. 
The results of this chapter indicate a huge gain in predictive accuracy of the models accounting 
for spatial dependence, compared to their conventional counterparts.  
 
This thesis will end with a concluding chapter. This chapter will not only present and discuss 
the main conclusions, highlighting the scientific value of the research. I will also suggest a way 
in which the spatial autoregressive modelling approach could be introduced in the practice of 
transport modelling and planning. I will provide a description of possible steps to be taken to 
account for spatial dependence in conventional four-step travel demand models, specifically in 
the trip distribution phase. Further research and experimentation will be needed to develop 
travel demand models that can adequately account for the phenomenon of spatial dependence. 
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Chapter 2: Travel demand modelling and spatial 
dependence 
2.1 Introduction 
An efficient transport system is crucial for people and organizations. The aim of transport 
planning is to ensure the continued functioning and improvement of transport systems (Shen, 
2015; Shiftan, Button, & Nijkamp, 2007; but see Martens, 2017 for an alternative formulation). 
The growing concerns about climate change, air pollution and liveable cities, amongst others, 
have led to an increasing awareness that transport planning should also provide well-
functioning public transport systems. As recent studies have shown, the success of public 
transport systems depends heavily on the match between that system and land use patterns 
(Badoe & Miller, 2000; Nielsen et al., 2005). Indeed, most recent theories and designs for 
successful public transport systems stress that this match is an essential prerequisite for public 
transport systems to attract riders (Bertolini, le Clercq, & Kapoen, 2005; Hull, 2010; Naess, 
2006; Newman & Kenworthy, 1996). Transport planning is thus faced with the challenge to 
design and adjust public transport systems that match the existing and evolving land use 
patterns, and where possible to integrate the development of new infrastructure and new spatial 
development.  
 
Travel demand models have been among the most important tools of transport planners to fulfil 
this task of designing well-functioning (public) transport systems. To adequately support 
transport planners, and through them decision-making, travel demand models should deliver 
predictions as accurately as possible of the potential effects of proposed planning interventions 
on future travel patterns. 
 
Although travel demand models have been extensively used for many decades (Bates, 2000), 
and have been developed and improved continuously along the way, recent development in the 
field of spatial econometrics may raise serious concerns about the accuracy of conventional 
travel demand models. The main concern with these models is, in this context, the fact that 
travel demand models do not fully acknowledge and account for the inherently spatial 
dimension of transport.  
 
The similarities in, and interdependencies between, spatially related locations have large 
implications for the way in which spatial data can be used for modelling and forecasting. This 
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has been extensively motivated and proven by various researchers from the relatively recent 
field of spatial econometrics (Anselin, 2010; Griffith, 2007; LeSage & Pace, 2009). The key 
issue is that most conventional transport models, and especially most transport models used in 
practice, assume independence among observations. With spatial data, this is hardly ever the 
case because observations tend to be correlated between spatially proximate locations. This 
phenomenon is usually referred to as spatial autocorrelation or spatial dependence. By ignoring 
these relationships, the statistical estimation models typically employed in transport models are 
highly likely to generate flawed results. 
 
Fortunately, alternative models have been developed that explicitly take spatial autocorrelation 
into account. These models explicitly acknowledge and account for the potential existence of 
spatial autocorrelations and include it into their designs. They consequently proof to outperform 
conventional models in reproducing observed patterns.  
 
In various research disciplines, such as migration, hedonic house pricing, biology, and trade, 
these relatively new spatial econometric models have been adopted and are now being used on 
a (more) regular basis. In the field of transport, however, the interest in this type of models is 
still very limited. Although some studies have observed spatial dependence in a range of 
transport-related phenomena (see Section 2.5), and a number researchers have mentioned the 
importance of taking spatial dependence into account in travel demand modelling (Abdel-Aal, 
2014; Abreu, De Groot, & Florax, 2004; Goetzke, 2003), so far very little progress has been 
made in this direction. This is remarkable, as transport has an important spatial dimension, 
transport models directly feed decision-making on future transport investments, and the impact 
of transport on everyday life is huge. Inaccurate modelling results can thus have large impacts. 
It is therefore important that the potential relevance of including spatial autocorrelation in travel 
demand models is systematically examined. This is the main aim of this thesis. 
 
In this chapter, the potential influence of spatial dependence on travel patterns is introduced 
and put into the context of travel demand modelling. The chapter is organised as follows. First, 
I review current thinking on how public transport systems should be matched with land use 
patterns in order to enhance performance and efficiency. To be able to test these theories, 
models are required that fully acknowledge all spatial effects and interdependencies. After this, 
I will give an overview of the ongoing discussion between proponents of conventional four-
step travel demand modelling and the advocates of activity-based models (Section 2.3), 
followed by a discussion on the continuous importance of four-step model (Section 2.4). This 
will show that aggregate transport modelling still has potential, as long as it addresses its key 
flaws and follows the methodological progress, including developments in other fields. In this 
thesis, therefore, the focus will be on aggregate modelling approaches (even though most results 
and arguments presented in the thesis are also applicable to activity-based models). This is 
followed by a short description of the most commonly used aggregate travel demand model: 
the four-step model (Section 2.5). After this, I introduce the concept of spatial dependence and 
its consequences for modelling (Section 2.6). Section 2.7 gives an overview of recent studies 
on transport-related topics that explicitly take spatial dependence into account, followed by a 
discussion on the potential impact of the acknowledgement of spatial dependence for the design 
of travel demand models (Section 2.8). The chapter closes with a concluding section, which 
also looks forward to the modelling exercises in the chapters that follow. 
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2.2 Matching public transport networks to spatial structures 
It is often argued that public transport systems and land use patterns should match. However, 
often there is a disconnection between transport and land-use patterns (Badoe & Miller, 2000; 
Martens, 2000; Newman & Kenworthy, 1991). For example, residential and employment land 
uses have decentralized while metropolitan areas grew in spatial size and population. New 
patterns of urban form came into being, known as “polycentric” or “multi-nucleic” city regions, 
in which multiple locations attract development, employment, and population. At the same 
time, public transport systems remain largely oriented towards the traditional urban cores 
(downtowns or CBD). This spatial mismatch between public transport networks and spatial 
characteristics of urban regions is one of the causes of the declining share of the urban public 
transport market because monocentric transport systems do not fit the travel patterns within 
polycentric cities (Newman & Kenworthy, 1996). 
 
A range of authors (Mees, 2000, 2010; Nielsen et al., 2005; Vuchic, 2005) have argued that 
public transport systems designed around widely distributed networks which connect to support 
multiple transfers can offer a much wider choice of trip making based on individual destination 
and journey preferences than public transport systems that attempt to cater for every potential 
origin-destination combination by supplying routes to satisfy these travel opportunities. They 
argue that this will yield higher levels of patronage than the planning of individual routes 
because of the unexpected trip making behaviour that the network can support and which 
planners might not have predicted (Mees, 2000, 2010). 
 
Hence, a crucial challenge in supplying high quality (suburban) public transport relates to the 
overall strategic planning of networks to ensure a fast seamless interconnected trip that is 
optimized to provide a competitive travel experience to the main (suburban) mode, the private 
motor car (Mees, 2000, 2010; Newman, 2006). The limited empirical evidence, mostly on cases 
from outside the Netherlands and even outside Europe, suggests that attainment of a high level 
of public transport patronage is most likely to be achieved if public transport networks are 
designed according to a limited number of ‘design principles’ following a multi-destination 
approach (Mees, 2009, 2010; Thompson, 1977; Thompson & Matoff, 2003). 
 
This illustrates, in accordance with Mees (2010), that in comparison to the influence of urban 
form, network design plays a much greater role than previously recognized in the transport 
literature, especially with respect to bus operations. Coordination and inter-connection of public 
transport lines can ameliorate the disadvantages of spatial dispersion and fragmentation. 
 
Some recent literature deviates from the traditional view that the density of land-uses is the key 
factor in determining the viability of public transport. More recent research suggests that density 
is less critical to public transport use (Mees, 2009; Mindali, Raveh, & Salomon, 2004; Newman, 
2006) compared to especially the quality of public transport operations. It is argued that a well-
designed (suburban) public transport network can offer a viable alternative to private motor cars 
even in highly dispersed city regions, and can provide car-less households with a reasonable 
level of freedom of movement (Mees, 2000, 2010). In fact, a number of authors argues that the 
quality of transit supply determinates the level of usage, instead of the (potential) demand. 
 
Much of this recent literature seems to disregard the importance of land use characteristics in a 
way similar to how traditional research often ignored the importance of the quality of transit 
services (Newman & Kenworthy, 2011). However, it is most likely that both the quality of 
transit service (which is dependent on the transit network) and the land use characteristics play 
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a key role in the success of a public transport system. Moreover, the quality of the match 
between these aspects might be a determining factor.  
 
To gain insights in how public transport network and land use characteristics, and the match 
between these aspects, actually influence the performance of the transport system, travel 
demand modelling is a key instrument. For this it is essential, however, that these models should 
take all – visible and invisible – spatial phenomena and interdependencies fully into account. 
As mentioned before, it is doubtful that current travel demand models can do this, because they 
do not account for spatial dependence. This is extra problematic, because this means that the 
benefits of matching the transport network to land use patterns will probably not fully be 
reflected in modelling results.   
 
The remainder of this chapter will first describe some important aspects of current travel 
demand models. After this, the concept of spatial dependence will be explained, as well as its 
potential impact on (the predictions generated by) travel demand models. This will lead to the 
central question of this thesis: whether travel demand models should be modified to account for 
spatial dependence, in order to be able to correctly estimate the effects of the complex 
interdependencies between space and transport networks on travel behaviour.  
2.3 Travel demand modelling 
In the academic literature as well as in the practice of transport planning, a range of models 
have been employed to estimate and predict travel flows. The most widely used model over the 
past five decades is undoubtedly the four-step travel demand model (Bates, 2000; Ortúzar & 
Willumsen, 2011). This type of model estimates travel between locations or zones based on the 
four consecutive steps of trip generation, trip distribution, mode choice and route assignment.  
 
The rather straightforward structure of these models with their step-wise procedures, makes 
them relatively easy to develop and interpret. Over time, these models have evolved from trip-
based models that considered travel as independent trips into tour-based models that 
acknowledge the linkages between trips. Next to this, the procedures of each individual step of 
the model have been improved, and the interactions between the steps are often acknowledged 
with feedback-loops. In addition, the level of detail at which these models are applied has 
generally been increased from a highly aggregated level to increasingly disaggregated levels. 
 
Despite the popularity over the years and developments they have seen, there are still many 
concerns regarding the correctness of the four-step modelling approach. Commentators have 
addressed, amongst others, the poor behavioural basis of these models and in particular the lack 
of theoretical understanding of the drivers of travel behaviour and travel demand (Pinjari & 
Bhat, 2011; Rasouli & Timmermans, 2014).  
 
In a response to the critique on four-step travel demand models, many academics have focused 
their attention in the past three decades on the development and improvement of activity-based 
travel demand models (Bhat & Koppelman, 1999; Bowman & Ben-Akiva, 2001; Castiglione, 
Bradley, & Gliebe, 2014; Ettema & Timmermans, 1997; Rasouli & Timmermans, 2014). These 
models are based on an explicit account of people’s behaviour, both in terms of activity choices 
and in terms of travel-related decisions. 
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Activity-based travel demand models exist in many different forms and variations. Rasouli and 
Timmermans (2014) distinguish three modelling approaches of activity-based models of travel 
demand: 
 
1) Constraints-based models 
The first type of activity-based models are constraints-based models. The main purpose of 
these models is to check whether a given activity agenda is feasible in a specific space-time 
context. These models are not aimed to predict individual and household activity-travel 
patterns. 
 
2) Utility-maximizing models 
The second type of activity-based models for travel demand are the utility-maximizing 
models. These models are focused on individual or household preferences, and are based 
on the premise that individuals maximize utility in choosing between combined activity and 
travel pattern alternatives. They use a combination of discrete choice models, often nested 
logit models, to predict the probability of an individual to choose a specific activity-travel 
profile. Most recent models of this type follow the concept of random utility theory.  
 
3) Computational process models 
The third approach to modelling activity-travel behaviour is computational process 
modelling. These models follow a rule-based structure based on context-dependent choice 
heuristics in order to mimic the underlying activity and travel related decision-making 
process of individuals.  
 
While there are several other models to explain current, and predict future, travel behaviour and 
demand, the four-step modelling approach and the activity-based models are the two 
methodologies most widely discussed in the literature. For this reason, in what follows I will 
focus on these two types of models. For activity-based models I mainly focus on models using 
an utility-maximizing approach based on random utility theory, as these are currently most 
common in practice (Castiglione et al., 2014). 
 
Activity-based travel demand models are usually considered to outperform traditional four-step 
models, both in theory (i.e., in terms of the theoretical basis underlying model specification) 
and practice (i.e., in terms of forecasting accuracy). An important strength is that they replicate 
travel decisions of actual travellers more closely than conventional four-step models.   
 
Although activity-based travel demand models have been available for several decades, they 
are still rather sparsely used in practice1. For example, most state-wide travel demand models 
in the USA still use basic or advanced four-step methodology (Donnelly & Moeckel, 2017; 
Xiong & Zhang, 2013). Donnelly & Moeckel (2017) explored the state of practice of state-wide 
travel demand models in the United States using a survey in 2016. Of the 46 states that 
responded to the survey, 30 states indicated to use a state-wide travel demand model for person 
travel and 4 states were developing a state-wide model (but had no operational model yet). Of 
the 30 states with an operational state-wide travel demand model, 26 states had an operational 
four-step model, while only four states had an operational activity-based model. From the states 
 
1 Some notable examples of fully operational activity-based models for travel demand are Albatross 
(Arentze & Timmermans, 2005), and, to some extent, TRANSIMS (Horni, Nagel, & Axhausen, 2016), 
and MATSim (Horni et al., 2016). An overview of activity-based travel forecasting systems is given by 
Pinjari and Bhat (2011).  
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that were developing a (new) state-wide travel demand model, five were developing a four-step 
model, while only two states were developing an activity-based model. 
 
Reasons for the limited number of activity-based state-wide travel demand models include the 
complexity of developing and estimating a full-fledged activity-based model, and requirement 
of detailed data necessary to understand and predict individuals’ travel choices. This results in 
relatively high costs, especially when compared to maintaining and updating existing four-step 
models. Because of these difficulties and costs, many activity-based models deviate from the 
ideal and typically represent only part of the range of decisions made by individual travellers 
(Erhardt, Tsang, & Francis, 2018). Furthermore, not all transport modellers are convinced of 
the additional benefits of activity-based modelling for state-wide travel demand modelling, 
especially in relation to the anticipated costs for upgrading the models (ibid). 
 
The difficulties related to activity-based models can partly explain the continued use of four-
step models in travel demand modelling. Moreover, changing from a four-step model to an 
activity-based model takes a lot of effort, as it means a completely new model needs to be 
implemented, requiring investments in software, data, and knowledge (Castiglione et al., 2014). 
Considering this, combined with the lack of guaranties that it performs better in the end 
(Ferdous et al., 2012), it is understandable that many practitioners still opt for the safer option 
of improving the current models instead of changing to new, activity-based models.  
 
This contradiction between the main interests of practitioners and the research focus of most 
scientists – who all have the best intentions and valid arguments for their position – results in a 
problematic paradox. Where the models and methods that are being researched and developed 
most extensively by researchers hardly find their way to practice, the models and methods that 
are still being used most commonly receive little scientific attention and development. In this 
light, it is of the utmost importance for the academic research community to continue 
developing and improving four-step travel demand models. 
2.4 Continuous importance of the four-step travel demand model 
Next to the practical argument of the continuous usage of the four-step travel demand models 
in practice, as outlined in the previous section, there are other reasons why it is important to 
keep scientific attention for these models. In what follows, a number of these reasons are 
described and discussed. 
 
Data availability 
The data requirements for travel demand models may differ for different model types. Most 
notably, a rich set of detailed household and socio-demographic data is required for activity-
based models, as this is used to predict activities and by implication the travel behaviour of 
households or individuals (Castiglione et al., 2014). Although four-step travel demand models 
tend to become increasingly disaggregated, and activity-based models can be (and often are) 
estimated using similar aggregated data sources as some four-step models (Ettema & 
Timmermans, 1997), the focus on individual-level travel behaviour of activity-based models 
(implicitly) asks for different and more detailed data in comparison to four-step models.   
 
New data sources are expected to bring new opportunities for improved travel demand models. 
It is doubtful, however, how well the increasing availability of ‘big data’ sources fits the 
requirements of activity-based models. These new data sources seem not very well suited to 
feed activity-based models, because they typically lack data on persons’ characteristics because 
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of either the data collection method or privacy regulations. These personal characteristics are a 
key input for any activity-based model. Since detailed socio-economic data at an individual 
level are not necessary for four-step models, it may be expected that especially more aggregate 
model forms, and particularly more advanced types, can benefit from big data sources and will 
thus remain relevant or may even become more important in the future as a basis for transport 
planning and policy.  
 
Methodological 
The discussion of aggregate versus disaggregate modelling (or macro vs micro; aggregate vs 
individual) is ongoing for many decades, and in many disciplines. As early as 1960, Grunfeld 
and Griliches (1960) gave a thorough analysis of the advantages and disadvantages of aggregate 
versus disaggregate modelling. They conclude that an aggregate equation might perform better 
explaining the dependent data than disaggregate equations if the micro equations are not 
“perfect”. As most approaches in disaggregate models stemmed from aggregate modelling 
theories, disaggregate equations were rarely “perfect” (Grunfeld & Griliches, 1960).  
 
Of course, much has happened since 1960. Theories and models focussing on individual 
behaviour have been gaining increasing interest and have been developed and improved 
accordingly. Some of the issues raised with disaggregate modelling are, however, still relevant 
to date. For example, when we are interested in aggregates at the end, the motivation for a focus 
on individuals in the modelling approach is often lacking or limited. Furthermore, disaggregate 
models do not always differentiate in preferences between individuals, resulting in an 
unrealistic assumption of “average” behaviour. This is problematic, as disaggregate models 
require a fairly realistic representation of individuals’ preferences and choice processes, in order 
to deliver accurate predictions. This is often not possible, due to limitations in data quality or 
level of detail, due to model design imperfections, or simply because – despite the large steps 
taken in recent years – we still do not fully understand individual decision processes. As a result, 
the performance of such models might not be as good as expected. Thus, to some extent, the 
statement “[i]t is worth remembering, however, that aggregation is not necessarily bad if one 
is interested in the aggregates” (Grunfeld & Griliches, 1960, p10) still holds to date. 
 
Development and implication of new methods 
Activity-based travel demand models are fairly advanced and complex models. It requires a lot 
of knowledge and competence to be able to even work with them, let alone develop them and 
to implement new concepts and functions. In addition, their computing requirements are very 
high. This makes it difficult for developments from subfields and other disciplines to find their 
way into these models. As many methodological and conceptual developments are often rather 
complex, and, especially in their development phase, also require much computer power, it is 
clear that implementation of developments from other fields into disaggregate travel demand 
models will be rather limited. This is problematic, if such developments show weaknesses of 
existing modelling approaches and present ways to address these weaknesses, as is the case for 
the phenomenon of spatial dependence. 
 
For the four-step travel demand model, implementation of new developments is less 
complicated, because the model structure is rather straightforward. These models are mainly 
based on well-known and extensively described and tested methods, which are used in many 
different fields. Moreover, in many cases, developments and improvements in aggregate four-
step model forms are likely to be also valid for other types of models, implying that the further 
refinement of four-step models may also inform the development of disaggregate four-step 
models as well as other travel demand model types. For example, entropy-maximizing models 
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of spatial interaction used in four-step models are in essence identical to the utility maximizing 
approaches used in behavioural demand models (Anas, 1983; Nijkamp & Reggiani, 1988). This 
implies that findings related to four-step models will often also apply to most versions of the 
already discussed activity-based models. 
 
For all these reasons, the present study focuses on aggregate model forms of the four-step type 
and aims to assess the importance of incorporating spatial dependence in such travel demand 
models for public transport. 
2.5 Four-step travel demand model 
As mentioned before, the most common travel demand model is the four-step model, which 
estimates travel flows based on the four consecutive steps of trip generation, trip distribution, 
mode choice and route assignment. This section gives a short description of each step of this 
model. Although many variations are possible for each step, I focus on the procedures that are 
most commonly used in operational travel demand models, drawing on the ‘standard’ work of 
Ortúzar and Willumsen (2011).  
 
Trip generation 
In the trip generation step of a four-step travel demand model, the number of trips 
generated and attracted by each zone is estimated based on information on socio-
demographic characteristics of the population and the size and type of activities in the 
zone. This can be done by estimating the number of trips made by each individual or 
household residing in each zone, or directly for the total zone based on its overall 
properties. When the focus is on the trips of individuals or households, discrete choice 
models are usually used. When the production and attraction of trips is estimated 
directly for each zone based on its socio-demographic and activity characteristics, 
conventional linear regression methods are often used. 
 
Trip distribution 
The second stage of the four-step travel demand model is trip distribution. In this step, 
an origin-destination or production-attraction matrix is generated, which contains the 
travel demand between all zones. The estimated trip production and attraction for each 
zone from the first step are used for this. The classic gravity model is by far the most 
commonly used method for this. 
 
Modal split 
The third stage involves modal choice, and results in a modal split. The trips of the 
matrix, which was produced in the trip distribution stage, are allocated over the different 
transport modes. Nested or multinomial logit models are usually used for this. 
 
Trip assignment 
In the trip distribution stage, the vehicles and people are assigned to the transport 
network. This is usually done based on travel time. Especially for cars this is done in an 
iterative process, where congestion is taken into account in each iteration and influences 
route choices.  
 
Next to the sub-models for each individual step, feedback loops between these sub-models exist 
in most four-step travel demand models. These may differ between various travel demand 
models employed in practice. Figure 2.1 shows a general design of the four-step model.  
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Figure 2.1: The four-step travel demand model. Source: Martens 2006, p5. 
 
In the past decades, many adjustments to the general four-step model have been proposed and 
applied. Nowadays, many operational applications of four-step travel demand models do not 
simply follow the consecutive steps given by the basic model structure, but are much more 
sophisticated. They recognise the interdependencies and reciprocal effects between the different 
model steps, which may be included in the model structure by feedback loops or joint 
estimations of different steps. 
2.6 Spatial dependence 
Spatial phenomena are subject to the first ‘law’ of geography: “Everything is related to 
everything else, but near things are more related than distant things” (Tobler, 1970). There 
may be multiple ways in which spatial phenomena are related to each other. Some of these 
factors may be easy to identify and measure, while others are more intangible. For instance, 
housing prices in two adjacent neighbourhoods may be related to each other because the 
neighbourhoods are both close to an urban park, which can be easily observed and (relatively 
easily) measured. The housing prices in the two neighbourhoods may also be related to each 
other because the population composition in one neighbourhood may shape the willingness-to-
pay for housing in the other neighbourhood and vice versa. These and other relationships may 
be more difficult to measure or even to identify. Given the multiplicity of factors, spatial 
phenomena are special from a modelling perspective because of two factors: the existence of 
spatial spill-overs and the high risk of omitted explanatory variables (LeSage & Pace, 2009). 
The example presented above, in which the population composition in one neighbourhood may 
not only influence the housing prices in that neighbourhood but also in adjacent 
neighbourhoods, is an example of the former. The acknowledgment that there may be many 
comparable phenomena that have a spatial proximity effect, suggests that models are very likely 
to omit (important) explanatory variables.  
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These two issues by themselves are not inherently problematic. After all, many models fail to 
include all (theoretically) relevant variables due to a lack of data or a poor understanding of the 
phenomenon at hand. These issues become a problem, however, because the models typically 
employed to explain complex phenomena assume independence between observations of both 
the independent and dependent variables. While this assumption is unproblematic for most non-
spatial phenomena, it is extremely problematic for spatial phenomena because of the two issues 
mentioned earlier.  
 
Spatial spill-overs 
The existence of spatial spill-over implies that observations of many variables across 
space will not be independent from one another. This means that a change in the value 
of a variable at one location causes the same variable to change at another location. 
Examples of this phenomenon abound. For instance, the incidence of a contagious 
disease is likely to show a distinct spatial pattern, because people in close proximity are 
likely to encounter each other more frequently. A comparable pattern may occur with 
the adoption of a new innovation, as nearby people may inform each other about a new 
innovation (a phenomenon which is likely to weaken due to the internet). The example 
of housing prices above also provides a typically example: a highly attractive 
neighbourhood is likely to influence the housing prices in the surrounding 
neighbourhoods due to spill-over effects.  
 
Conventional, regression-based, econometric models do not take this type of effect into 
account, as they assume that a change in one variable is caused by changes in other 
variables. If these effects occur randomly, with various magnitudes and directions at 
different locations, there is no problem from a modelling point of view. These effects 
are than included in the unexplained part of the model. In case of spatial phenomena, 
however, these effects usually do not occur randomly, but rather organised or clustered 
over space. In those cases, the model will try to capture these effects in an incorrect way 
by manipulating the estimated elasticities of variables, which in turn will be biased. To 
resolve this, different models are required. 
 
Omitted explanatory variables 
In most cases, it is virtually impossible to build a model that includes all relevant 
explanatory variables. This usually no problem, as model definitions account for this by 
adding an error term to its formulation, which captures the unexplained effects caused 
by these variables. This works fine, as long as these effects are more or less random. In 
case omitted variables are spatially related, and thus have similar values – and a similar 
impact on the dependent variable – at spatially related locations, this causes problems. 
In this case, conventional models wrongly ascribe part of the impact caused by the 
omitted variables to other variables, which are included in the model design and have a 
similar spatial pattern as the omitted variables. In this way, the marginal effect of these 
variables will be wrongly estimated, as also the effects caused by the omitted variables 
will be ascribed to it. This also may occur if no error term is explicitly included in a 
model design, and only the structural part of the equation is used, as is the case in many 
spatial interaction models embedded in four-step models (Ortúzar & Willumsen, 2011). 
 
The two issues described above (spill-over and omitted variables) are two important causes of 
spatial dependence among observations. Other potential causes of spatial dependence are spatial 
mismatch and measurement errors. Spatial dependence due to spatial mismatch is caused by a 
difference between the spatial scale of the phenomenon under study and the spatial scale at 
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which it is measured. This often occurs when effects are modelled at the level of regions or 
zones. Spatial dependence due to measurement errors can occur when measurement errors in 
independent variables have a cause with a spatial component, causing them to be spatially 
autocorrelated. 
 
The existence of spatial dependence leads to problems when conventional models are used to 
explain spatial phenomena, as their results will be disturbed by the spatial dependence. To 
prevent this, specific models have been developed which do explicitly account for spatial 
dependence. These are described in the next section. 
 
In the literature, the term “spatial dependence” is often intermingled with the term “spatial 
autocorrelation”. Although they refer in essence to the same phenomena, a clear distinction 
should be made between both terms. Therefore, in this thesis spatial dependence refers to the 
cause of the phenomena, namely the existence of spatial spill-over effects or spatially related 
omitted variables. The term spatial autocorrelation relates to the spatial interdependencies in 
observed data, what becomes mainly relevant when the data are used for modelling purposes.  
2.7 Spatial dependence in transport 
Most aggregate travel demand models still rely heavily on the early definitions of the gravity 
model by Wilson (1967). In this model, the interaction between an origin and destination is 
estimated based on the mass of the origin, the mass of the destination, and the impedance 
between them. The travel impedance is usually defined as an exponential function of the 
distance (with distance typically defined in terms of travel time). The exponent in this function, 
the distance-decay exponent, is traditionally assumed to be constant over space and time. 
 
Already in the early 1970s, the suitability of this type of model for spatial analysis and 
modelling was questioned, precisely because it assumes spatial independence among 
observations. A number of authors showed that spatial dependence intermingled with the 
distance decay function, overestimating the importance of the latter (Curry, 1972; Griffith & 
Jones, 1980; Fortheringham & Webber, 1980; Griffith, 2007).2  
 
At that time, however, no adequate alternative methods were available to incorporate spatial 
dependence in the models. The improved understandings of the potential impact of spatial 
dependence on (transport) models did trigger developments in the fields of (data-driven) spatial 
statistics and (model-driven) spatial econometrics (Anselin, 1988, 2010; LeSage, 2008). New 
model types have been developed that explicitly account for spatial dependence (LeSage & 
Pace, 2008; Patuelli & Arbia, 2016). These new models, in combination with advances in 
computing power, now make it possible to correctly account for spatial dependence in spatial 
modelling. 
 
In various research disciplines, such as migration, hedonic house pricing, biology, and trade, 
these relatively new spatial econometric models have been adopted and are now being used on 
a (more) regular basis. In the field of transport, however, applications of these models are still 
 
2 Considering the large similarities between information minimizing and utility maximizing models 
(Anas, 1983; Nijkamp & Reggiani, 1988), and taking into account that also recent applications of discrete 
choice models have shown to be influenced by spatial dependence (Bhat & Guo, 2004), this is also likely 
to affect disaggregate travel demand modelling approaches that use models of the logit type, including 
many versions of activity-based models. 
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very rare. Although transport models are constantly being improved, many models still use 
conventional linear regression models and gravity models, which have been proven to be 
affected by unaccounted spatial dependence. Where more recent models are being used, these 
often also do not explicitly account for complex spatial effects and interdependencies. This 
implies a high likeliness of unreliable results of many transport models. 
 
Only in recent years, researchers have started to acknowledge the relevance of taking spatial 
dependence into account for transport related topics. Still, the number of researchers that have 
employed spatial autoregressive models is still very limited. Following the early study by Black 
and Thomas (1998), who included autocorrelation in their study of the spatial distribution of 
road accidents, Cheng, Haworth, and Wang (2012) and Sarlas and Axhausen (2017) included 
spatial autocorrelation for modelling journey time and travel speeds; Mendiola, González, and 
Cebollada (2014) studied the links between land use patterns and modal split accounting for 
spatial autocorrelation; and Yang, Chen, Cao, Li, and Li (2017) used spatial regression models 
to analyse the spatial characteristics of modal accessibility gaps. These studies on a wide variety 
of transport-related topics all found a statistically significant level of spatial dependence in the 
object of study.  
 
The studies that compared spatial explicit models with conventional ones (Mendiola et al., 
2014; Sarlas & Axhausen, 2017) found an improved model fit for the spatially explicit models. 
Moreover, levels of parameter estimates for various variables changed, showing the impact the 
inclusion of spatial dependence can have on the understanding of inherently spatial phenomena. 
In addition, Mendiola et al. (2014) found a spatial spillover effect of public transport usage 
across neighbourhoods and municipalities. All in all, these studies stress the importance of 
taking the phenomenon of spatial dependence into account when modelling transport. 
 
Still less studies have addressed the issue of spatial dependence in the analysis of travel flows, 
which is key in the development of travel demand models. The early examples by Bolduc, 
Dagenais, and Gaudry (1989) and Bolduc, Laferrière, and Santarossa (1992), who argued and 
demonstrated the existence of spatial dependence in road travel flows, were not followed up for 
a long time. Only recently, Gallego, Llano, De La Mata, and Díaz-Lanchas (2015) and 
Margaretic, Thomas-Agnan, and Doucet (2017) addressed the issue of spatial dependence in 
multi-modal transport deliveries and air passenger flows, respectively. Also in these studies, 
the existence of spatial dependence in the travel flows was demonstrated. 
 
The likely existence of spatial dependence in most travel flows is very relevant in the context 
of travel demand modelling, as the spatial distribution of trips is an essential aspect of these 
models. It indicates that the spatial autoregressive alternatives for the conventional gravity 
model (see LeSage & Pace, 2008; Patuelli & Arbia, 2016) should be used when analysing and 
predicting the distribution of travel flows. 
2.8 Spatial dependence and travel demand modelling 
While transport studies are increasingly employing spatial autoregressive aggregate models, the 
field of travel demand modelling seems to have largely missed out on this shift. This is more 
than merely failing to join a scientific “trend”. On theoretical grounds it can be expected that 
spatial autoregressive travel demand models will significantly improve the forecasting 
performance of aggregate models.  
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The studies mentioned in the previous section aim to explain and understand specific 
relationships between transport variables or observations. When variables, behaviours, or 
observations are found to be spatially dependent, it makes sense to assume that this will affect 
the outcomes of models that aim to predict future levels of these phenomena.  
 
The potential relevance of spatial dependence on travel demand models has indeed been 
mentioned in a few studies. Wang, Quddus, Ryley, Enoch, and Davison (2011) mention the 
potential influence of spatial dependence on the performance of travel demand models as an 
important methodological issue. They give examples of spatial econometric models to resolve 
this issue, without going into detail or aiming to actually address the issue. Goetzke (2003, 
2008) put more effort in resolving the issue. He demonstrates the existence of spatial 
dependence in mode choice decisions, and argues how this influences the performance of travel 
demand models. Feng, Zhang, and Fujiwara (2009) suggest improving the four-step travel 
demand model by adding a spatial autoregressive feedback step to it. Their four-step model 
with a spatial autoregressive feedback loop outperformed the conventional four-step model in 
accuracy. Lopes, Brondino, and da Silva (2014) compared different spatial regression models 
with conventional regression models for trip generation estimations and showed the importance 
of taking spatial autocorrelation into account. 
 
Most of the studies relating spatial dependence to transport and travel demand modelling start 
from linear regression models. Travel demand models often use other types of models as well, 
most notably models of the logit type. The application of these models is, however, based upon 
similar assumptions regarding autocorrelation as conventional regression models (see Ben-
Akiva and Lerman, 1985; Bhat and Guo, 2004), and are therefore also likely to be affected in 
an identical way.  
 
The few papers that address the influence of spatial dependence on travel demand models 
mainly focus on the trip generation and mode choice steps of four-step travel demand models. 
The next step of the four-step model – trip distribution – has not been mentioned yet in the 
context of spatial dependence. This is remarkable, as this is an essential part of this model, and 
the existence of spatial dependence in travel flow distributions is most likely. In fact, potential 
issues of spatial dependence for the gravity model were already demonstrated in the 1970s, as 
mentioned above (Curry, 1972; Griffith & Jones, 1980; Fortheringham & Webber, 1980).  
 
A potential reason why the influence of spatial dependence on gravity models in travel demand 
models has not specifically been noted before is the way in which gravity models are embedded 
in travel demand models. Four-step models usually use (doubly) constrained gravity models, 
which control the total production and/or attraction of trips for each zone using balancing 
factors in order to get the correct total number of trips for each zone. This, combined with other 
correction and calibration methods usually applied in practice, results in an overall model that 
will always produce “reasonable” results (i.e., in line with the expectations of the modeller and 
known data such as traffic counts). Therefore, there seems to be little reason to question the 
underlying model. 
 
These reasonable overall results, however, do not necessarily mean that the model is accurate. 
In fact, the balancing and calibration procedures potentially cover and filter out much of the 
structural errors and inconsistencies in the model. Potential inaccurate parameter estimates, 
such as a biased distance decay parameter due to spatial dependence (as argued by Curry, 1972), 
are hard to notice when focussing on end totals which are “corrected” by the model structure. 
Although such models might be rather successful in reproducing actual (measured) travel flows, 
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its biased parameter estimates do not represent the actual impact of the various factors, which 
will likely result in unreliable model predictions when used for forecasting. 
 
The relatively recent development of spatial autoregressive alternatives for the conventional 
gravity model (LeSage & Pace, 2008; Patuelli & Arbia, 2016) brings opportunities to evaluate 
and potentially resolve the issue of spatial dependence in travel demand models. This thesis 
specifically focusses on the impact of spatial dependence in the trip distribution of public 
transport travel flows. To be able to correctly evaluate the performance and potential biases in 
the underlying statistical models, it will use unconstrained gravity models without any forms of 
balancing or correcting.  
2.9 Conclusions 
Recent theories on successful public transport systems stress that a good match between that 
system and land use patterns is an essential prerequisite for public transport systems to attract 
riders. Transport planning is thus faced with the challenge to design and adjust public transport 
systems that match the existing and evolving land use patterns, and where possible to integrate 
the development of new infrastructure and new spatial development.  
 
To gain insights in how public transport network and land use characteristics, and the match 
between these aspects, actually influence the performance of the transport system, travel 
demand modelling is a key instrument. Travel demand models have been among the most 
important tools of transport planners to fulfil the task of designing well-functioning (public) 
transport systems. To adequately support transport planners, and through them decision-
making, travel demand models should deliver predictions as accurately as possible of the 
potential effects of proposed planning interventions on future travel patterns. 
 
Although travel demand models exist in various forms and alternatives, two main model forms 
can be determined: the conventional four-step model and the activity-based modelling 
approach. The four-step model tries to explain and predict trips or tours based on the 
consecutive steps of trip generation, distribution, mode choice, and assignment. The activity-
based model has a much stronger behavioural component, and interprets travel behaviour as the 
result of the need to participate in activities. 
 
Despite the fundamental differences between both model types, they do share many important 
underlying modelling assumptions. Most notable are the common assumptions of independence 
among observations and independent error terms. If these assumptions are not met, this can 
result in unreliable and biased modelling results. 
 
Although travel demand models have been extensively used for many decades (Bates, 2000), 
and have been developed and improved continuously along the way, recent development in the 
field of spatial econometrics may raise serious doubts about the accuracy of conventional travel 
demand models. The main concern with these models is, in this context, the fact that travel 
demand models do not fully acknowledge and account for the inherently spatial dimension of 
transport.  
 
The similarities in, and interdependencies between, spatially related locations have large 
implications for the way in which spatial data can be used for modelling and forecasting. This 
has been extensively motivated and proven by various researchers from the relatively recent 
field of spatial econometrics (Anselin, 2010; Griffith, 2007; LeSage & Pace, 2009). The key 
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issue is that most conventional transport models, and especially most transport models used in 
practice, assume independence among observations. With spatial data, this is hardly ever the 
case because observations tend to be correlated between spatially proximate locations. This 
phenomenon is usually referred to as spatial autocorrelation or spatial dependence. By ignoring 
these relationships, the statistical estimation models typically employed in transport models are 
highly likely to generate flawed results.  
 
This thesis aims to analyse the influence of spatial dependence on the performance of travel 
demand models for public transport, and to assess if unaccounted spatial dependence could 
cause structural flaws in travel demand predictions. Next to this, it specifically focusses on the 
importance of both transport supply characteristics and land use patterns, as well as their 
interdependencies, on the success of public transport systems. It is expected that improved 
travel demand models – that explicitly account for the existence of spatial dependence – will 
be better able to take the complexities of the match between the transport system and land use 
patterns into account, and better represent the additional value of an improved match.    
 
In the following chapters, the influence of spatial dependence on the performance of travel 
demand models for public transport bus passengers is assessed. First, Chapter 3 analyses the 
marginal effects of different spatial variables and public transport network related variables on 
local public transport usage at the level of bus stops. Using rather conventional linear regression 
models, it shows the importance of accounting for both of these aspects. An additional panel 
data model, which relates the changes in bus-stop boardings over time to changes in the public 
transport network, raises doubts about the actual performance of the former model. In fact, there 
are indications that the model is disturbed by unaccounted spatial dependence. This is taken up 
in the Chapter 4, where the existence of spatial dependence in public transport passenger flows 
between neighbourhoods is explored. The results give a clear indication of strong spatial 
dependence in transit passenger flows and demonstrate the added value of accounting for spatial 
dependence when explaining these flows. In Chapter 5, the influence of spatial dependence on 
models that aim to predict transit passenger flows is analysed. It not only aims to show how 
models that predict future travel flows can be corrected to account for spatial dependence, but 
also how information on the spatial dependence structure can be used to improve the model 
performance even further. In the concluding chapter of this thesis, the findings of the modelling 
exercises in chapters 3, 4 and 5 are placed in the wider context of travel demand modelling and 
transport planning. It provides insights on how travel demand models can be improved in order 
to correctly account for spatial dependence. Furthermore, it discusses the combined influence 
of the transport system and spatial structures on the performance of public transport systems, 
and argues how accounting for spatial dependence can help travel demand models to better 
represent the effects of an improved match between these aspects. 
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Chapter 3: Factors influencing stop-level transit 
ridership in the Arnhem Nijmegen region 
Kerkman, K., Martens, K., & Meurs, H. (2015). Factors Influencing Stop-Level Transit 
Ridership in Arnhem–Nijmegen City Region, Netherlands. Transportation Research Record: 
Journal of the Transportation Research Board, 2537, 23–32. 
 
 
 
3.1 Introduction 
Transit systems support a broad range of goals that include provision of mobility to the 
disadvantaged, access to employment or attraction centres, air pollution reduction, congestion 
reduction and the promotion of economic development. Understanding the factors that 
influence transit ridership is very important to achieve these goals and increase transit market 
potential. 
 
Previous research shows the effects of demographic, socio-economic and spatial variables, as 
well as the transit level of service, and the relative performance of transit compared to other 
transportation modes, on transit usage. Especially the density of population and employment, 
the diversity in land use, and the accessibility of the transit system are seen as important aspects.  
 
However, the literature also reveals some shortcomings. Not many studies take spatial, 
population, and network characteristics into account simultaneously. Furthermore, most 
research is conducted on an aggregate, usually system or region wide, level. To capture the 
micro-scale effects analyses at disaggregated scale are necessary. For instance, variation in land 
use characteristics between different parts of routes can best be captured and examined on a 
station level. In addition, changes in networks and stops might have specific effects on 
ridership, which cannot be captured by conventional cross-sectional analysis since it may take 
time to adjust to new networks. 
 
Direct transit ridership modelling is a method capable of exploring the influence of the 
characteristics of the transit-stop and its surroundings, as well as transit supply at the stop level, 
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on the number of passengers boarding and alighting transit vehicles at a particular transit stop 
(i.e. transit-stop level ridership). Most direct ridership models use cross-sectional multiple 
regression method with station-based ridership as the dependent variable, and different 
characteristics of the station environment and transit level of service as independent variables. 
This method is mainly developed and used to investigate effects of spatial developments in 
station areas on future transit use, especially in the context of smart growth and transit oriented 
developments (TOD) (Cervero, 2006). In contrast to the traditional four-step travel demand 
forecasting models, direct ridership models are able to capture the effects of the build 
environment and transit services on transit ridership (Cervero, Murakami, & Miller, 2010). 
Although TOD is not particularly relevant for local bus transit services, direct ridership 
modelling can be used to gain an understanding of the factors explaining transit ridership. 
 
Most of the direct ridership modelling research, and especially studies addressing bus-based 
systems, have been conducted for transit systems in the United States (Chu, 2004; Dill, 
Schlossberg, Ma, & Meyer, 2013; Pulugurtha & Agurla, 2012; Ryan & Frank, 2009). Given the 
substantial differences between US and European cities, in terms of the quality of the transit 
systems, the general attitude towards transit, the role of bicycles in the transport system, and 
spatial patterns, it is relevant to examine the influence of land-use characteristics and transit 
supply on transit ridership in a European setting. 
 
In the current study, we analyse the factors that influence transit-stop level ridership, for the 
bus-based transit system of the region of Arnhem-Nijmegen in the Netherlands. We use cross-
sectional (CS) multiple regression models with bus-stop ridership explained by land-use, socio-
demographic, and transit supply characteristics. We compare the outcomes with panel-data 
models for bus ridership, relating changes in ridership to changes in network characteristics. 
This comparison reveals the forecasting quality of CS models: if coefficients are fairly equal, 
the CS model will predict changes relatively well; if coefficients deviate, we need to investigate 
the reasons for this and consider methods for improving the models. 
 
In the next section, we review the literature to find the main factors that determinate the use of 
public transportation. Furthermore, we review some advances in direct transit ridership 
modelling. After this, we describe the methodology and data used to build the direct ridership 
models of the Arnhem Nijmegen City Region bus services, followed by a discussion of the 
results and conclusions. 
3.2 Review of determinants and models 
Factors influencing transit ridership 
The literature provides a rich understanding of the factors influencing transit ridership. In what 
follows, we provide a brief overview of the most important interrelationships discussed in the 
literature. 
 
Potential demand 
High transit ridership levels are only possible if there is enough (potential) demand for transit. 
Land use characteristics have a large influence on the potential demand. Well known and 
commonly recognized land use factors in this context are known under the headings Density, 
Diversity (land use mixture), Design (e.g., provision of convenient sidewalks and other 
pedestrian amenities that encourage walking), and Destination (size and density of the central 
employment area served by the transit system) (Cervero & Kockelman, 1997). Of these four D-
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factors, density in the transit corridor and activity intensity at the destination end of the corridor 
are the main quantifiable land use variables. For many station-level transit ridership studies, 
these factors form an essential part of the research. Especially population and employment 
density are commonly included, and show a positive effect on the number of boardings. Land 
use mix has been examined in several studies, but there is no consensus on its effect on 
boardings (Dill et al., 2013). Some studies demonstrated a small but statistically significant 
positive effect of pedestrian-friendly urban design on ridership (Chu, 2004; Ryan & Frank, 
2009). 
 
Other important potential demand factors are the socio-demographics. These factors encompass 
variables that describe the characteristics of the population living around transit stops. 
Especially income and car ownership are associated with transit use. Higher average 
(household) income and a higher level of car ownership around transit stations tend to result in 
lower transit ridership. Other socio-demographic variables included in some direct ridership 
studies, mostly concentrating on bus services, are ethnicity, age, gender and education level, 
although these factors often have a rather small or non-significant effect on ridership (Chu, 
2004; Dill et al., 2013; Ryan & Frank, 2009). 
 
Transit supply 
Factors relating to the supply of transit services include travel time, costs, reliability, and 
comfort. Especially in demand forecasting studies, the quality of service is seen as an important 
variable (Polat, 2012). According to Cervero, “[a measure of transit service level] is often the 
strongest single predictor of ridership” (Cervero, 2006, p290). 
 
In general, waiting or travel time and price are seen as the most important service level 
variables. When analysing ridership at station-level, price and travel time seem not very usable, 
as they are mostly dependent on the entire transit system or the specific trip made and are 
therefore not addressable to station locations. Therefore, the average waiting time at a station 
seems to be the most relevant transit supply indicator. As a proxy for this, the most commonly 
used indicator of transit service-level used in station-level ridership studies is service frequency. 
A higher frequency of transit services indicates a shorter average waiting time, and shows 
consequently a positive effect on total ridership. 
 
The local transit supply depends to a large extent on the potential demand. The endogeneity of 
transit supply characteristics in direct demand models may lead to biased estimates of the 
relative importance of transit supply for transit ridership (Taylor, Miller, Iseki, & Fink, 2009). 
This is because operators take demand into consideration when deciding upon supply 
characteristics. The endogeneity is especially large between potential demand and service 
frequency. This made researchers decide to exclude service frequency from their station-level 
ridership studies (Gutiérrez, Cardozo, & García-Palomares, 2011), or to use another proxy for 
service level (Cardozo, García-Palomares, & Gutiérrez, 2012). Estupiñán & Rodríguez (2008) 
used a two-equations simultaneous model to account for the interaction between transit supply 
and demand in their study on station boardings in Bogotá’s BRT. Others, including (Blainey, 
2010; Cervero, 2006; Guerra, Cervero, & Tischler, 2012), did include service frequency directly 
in their models because of its strong predictive power of ridership. They did find indications of 
some bias in the results, as the frequency elasticity found seemed rather high. The other way 
around, however, as denser areas usually receive more frequent transit services, the exclusion 
of service frequency from ridership models likely results in exaggeration of the influence of 
urban densities on ridership (Cervero, 2006). Furthermore, service frequencies at stop level are 
the result of frequencies of routes. This means that stops ‘en route’ may receive high service 
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frequencies despite low demand. When supply variables are excluded, the ridership effects of 
these high frequencies are falsely attributed to demand. 
 
In the current research, we use panel data to correct for this endogeneity problem. Proper panel 
data analysis may reduce the endogeneity problem, especially when using a so-called fixed-
effects model (Hsiao, 2003). This is because the bias is related to correlation of the error-terms 
in the demand and supply models. In panel data models these errors are decomposed into a 
time-invariant component and a variable, time-varying, component. It may be expected that a 
major proportion of the correlation between the errors can be attributed to the fixed time-
invariant component, since operators cannot respond to quick time-varying specific 
circumstances. In case a fixed-effects model is used with differencing as estimation method, as 
is done in this paper, an important part of this correlation between the error terms, causing the 
biases, is cancelled (for more details, see Meurs, 1991). Conversely, a comparison between 
parameters in the CS-models and the panel data models may reveal the variables for which 
endogeneity is a problem. 
 
Match between transit supply and land use patterns 
Besides the relative influence of land-use characteristics, socio-demographics and transit supply 
on ridership, the quality of the match between the transit system and land use patterns is an 
important aspect for successful transit systems. Often there is, however, a disconnection 
between transport and land-use patterns (Badoe & Miller, 2000; Martens, 2000; Newman & 
Kenworthy, 1991). For example, residential and employment land uses have decentralized 
while metropolitan areas grew in spatial size and population. New patterns of urban form came 
into being, known as “polycentric” or “multi-nucleic” city regions, in which multiple locations 
attract development, employment, and population. At the same time, public transport systems 
remain largely oriented towards the traditional urban cores (downtowns or CBDs). This spatial 
mismatch between transit networks and spatial characteristics of urban regions is one of the 
causes of the declining share of the urban public transportation market because monocentric 
systems do not fit the travel patterns within polycentric cities. It is expected that if a transit 
system is well adjusted to the local land use patterns, this will yield higher transit usage. 
Direct ridership models on transit-stop level 
There are numerous examples of direct transit ridership models for rail (Cervero, 2006; Kuby, 
Barranda, & Upchurch, 2004; Sohn & Shim, 2010) and bus rapid transit (Cervero et al., 2010; 
Currie & Delbosc, 2013; Estupiñán & Rodríguez, 2008). Recently, also a few direct ridership 
models have been developed for local bus transit systems (Chu, 2004; Dill et al., 2013; 
Pulugurtha & Agurla, 2012; Ryan & Frank, 2009). The main characteristics and results of these 
latter models are displayed in Table 3.1. 
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Table 3.1: Direct ridership models for local bus services 
Model information 
Study Chu (2004) 
Ryan & Frank 
(2009) 
Pulugurtha & 
Agurla (2012) 
Dill et al. (2013) 
Region 
Jacksonville, 
Florida 
San Diego, 
California 
Charlotte, North 
Carolina 
Portland 
Lane 
County 
Rogue 
Valley 
Regression 
method (final 
model) 
Poisson OLS (log-linear) 
Negative Binomial 
with log-link 
OLS (log-linear) 
Goodness of fit ρ²: .54 R²-adj.: .330 
Corrected quasi-
likelihood: 
4 431 
R²-adj.: 
.69 
R²-adj.: 
.62 
R²-adj.: 
.53 
No. of stops 2 568 3 582 2 857 7 214 1 400 350 
 
Dependent variable 
 Boarding 
Boarding + 
alighting (log) 
Boarding 
Boarding + alighting 
(logarithm) 
 
Independent variables 
Supply 
Transit Level of 
Service within 1 
/ 2-5 minutes of 
walking 
Level of service 
(number of routes / 
average waiting 
time) 
On-network 
characteristics 
Transit service variables 
 
Other stops 
connected 
without transfer 
  
Transportation infrastructure 
variables 
 
Number of 
other stops 
nearby 
   
     
Demand Income Income Household income % Households below poverty  
 
No-vehicle 
households 
No-vehicle 
households 
No-vehicle 
households 
% No-vehicle households 
 % Female % Female Asian population % White 
 % Hispanic % Hispanic area residential % Youth, % elderly 
 % White % White area commercial Education level 
 Age % Youth area institutional Job accessibility 
 # inhabitants Walkability index area industrial # employment 
 # jobs   # population 
 
Pedestrian 
factor 
  
Land use area (single-family, 
multi-family, commercial) 
    Area parks 
    Pedestrian destinations 
    Land use mix index 
    Distance to city centre 
 
Research summary 
Goals 
Development 
Transit Level of 
Service software 
package 
Explore influence of 
pedestrian 
environment 
quality around 
transit stops on 
transit ridership 
Compare different 
spatial modelling 
methods for direct 
transit ridership 
models 
Relative and combined 
influence of transit service 
characteristics and urban form 
on ridership at stop-level in 
different regions 
Outcomes  
A small but 
significant positive 
effect of walkability 
on bus-stop 
ridership 
Best performance: 
Negative Binomial 
with log-link, 
Spatial Proximity 
Method with a 0.25 
mile (400m) buffer  
Transit service variables have 
the largest contribution to 
stop-level ridership, bus large 
variations in models for 
different regions 
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3.3 Data and methodology 
Study area: Arnhem Nijmegen City Region 
The area of research in this study is the Arnhem Nijmegen City Region (“Stadsregio Arnhem 
Nijmegen”) in the eastern part of the Netherlands. This is a collaboration of 20 municipalities, 
with a total size of more than 1000 square kilometres, and almost 750 000 inhabitants. The 
cities Nijmegen (168 000 inhabitants) and Arnhem (151 000 inhabitants), located only about 
15 kilometres apart, form the core of the region. 
 
 
Figure 3.1: Transit services within the Arnhem Nijmegen city region (blue lines are bus 
routes, circles are bus-stop locations), 2013 
 
The local and regional public transportation within the region is mainly bus based (see Figure 
3.1). Several lines in Arnhem are operated using trolley buses, but these have a similar function 
and service level to those of regular buses in the local transit network, and have therefore been 
included in the same way in our research. The bus transit (including trolley) services are 
operated by Hermes, a private company operating a 10-year tender under the brand name 
“Breng”. They offer a more or less integrated network of bus services throughout the entire 
region. There is also heavy rail available, with major train stations in Arnhem and Nijmegen, 
and several smaller train stations within these cities and in surrounding towns. In this study, we 
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are only studying ridership at stations and stops of the bus services within the region. Train 
travellers have been included in the study in one of the independent variables (potential 
travellers), as they are considered as potential bus travellers at the location of the train stations. 
The transit services within the region largely focus on the city centres and main train stations 
of Arnhem and Nijmegen: all bus routes serve at least one of these locations. Local buses 
connect neighbourhoods within the cities of Arnhem and Nijmegen, while regional buses 
connect the surrounding towns to the city centres and main train stations of Arnhem and 
Nijmegen. 
 
In December 2012, a new tender period of the bus transit in the region has started. The current 
transit network at that time was considered as reasonably successful and effective, and was 
supposed to form the basis of the services in the new tender period. However, to increase the 
efficiency of operations (higher cost coverage) and service levels, considerable changes in 
routes and timetables were made at that time. The transit network in Nijmegen was largely 
redesigned, and many adjustments were applied to other parts of the city region. The total level 
of service in the city region, in terms of operating hours and kilometres of service, was not 
changed. The changes in services were mainly aimed to make the routes easier to understand 
and more direct. 
 
A comparison of the statistics of the 1210 bus stops served both in 2012 and 2013 shows that 
the adjustments in transit services resulted in a decrease in the mean daily stop frequency from 
89.8 buses in March 2012 to 86.9 buses in March 2013. The average number of directions in 
which buses depart slightly increased from 2.80 to 2.83 per bus stop, and the average number 
of other bus stops directly connected by single routes from a bus stop decreased from 42.1 to 
37.2. This indicates that routes have become more direct, and long routes have been cut in two, 
e.g. to increase reliability. 
Data 
In the current study, the (change in) bus-stop ridership data over the months March 2012 (before 
the new tender commenced) and March 2013 was analysed for all bus stops in the region. Bus-
stop ridership was calculated as the sum of passengers entering and leaving a bus per stop as 
our dependent variable. Stops on both sides of a road, of which one is for the outward journey 
of a bus-line and the other for the return journey, were included as separate stops. The 
information about the ridership of each bus stop was provided by the bus operator, Hermes. The 
data used were the total number of boardings and exits per bus-stop within the region, on 
working days in the months March 2012 and March 2013. The data were based on the use of 
smartcards by passengers. Passengers buying paper tickets were not included in the data, as 
their trips were not registered. It has been estimated that 90% of all passengers used a smartcard 
to travel on the bus system, so the smartcard data give an accurate representation of the actual 
number of travellers. 
 
The independent variables describe the local potential demand for transit and the transit supply 
at each bus-stop. Potential demand variables include socio-economic and demographic 
characteristics (household income, age levels), the number of potential travellers (sum of 
inhabitants, employers, students and train travellers), and the percent of the land used for a 
specific category (socio-cultural facilities, residential, or agricultural). Most of these variables 
were calculated using the “Kerncijfers wijken en buurten 2012” (key figures on districts and 
neighbourhood) data file, published by the Dutch central bureau of statistics (Statistics 
Netherlands / CBS) (Statistics Netherlands, 2014). This data file contains demographic and 
socio-economic information on neighbourhood-level. As no more detailed information is 
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available, we assume uniform distribution of the land uses within each neighbourhood. The 
percent of land uses were calculated using the data file “bodemgebruik 2008” (land use) of 
Statistics Netherlands (Statistics Netherlands, 2011). ESRI ArcGIS 10.0 was used to define a 
400 meter (.25 mile) straight line buffer around each bus-stop in the region, representing the 
area being served by a specific bus-stop. Using aerial interpolation, calculating the percentage 
of each neighbourhood covered by a buffer and assigning the same share of socio-economic 
and land-use variables of the neighbourhood to the buffer, the values for bus-stop service areas 
are determined. The selected transit supply variables describe the local transit supply at each 
bus stop. The data used to create the transit supply variables are obtained from the General 
Transit Feed Specification (GTFS) data file (OVapi, 2015). This file contains the routes and 
timetables of the bus services in the entire region. 
 
In addition to the variables describing the potential demand and transit supply individually, the 
interaction between these variables is likely to have a combined effect on ridership as well. 
High ridership at locations with high supply might not be reached if the number of potential 
travellers is very low. In the same way, high potential demand will not result in high ridership 
if there is little supply. Therefore, an interaction variable is added to the analysis that describes 
the match between potential demand and local transit supply. This variable compares the ratio 
between the number of buses at a stop (stop frequency) and the number of potential travellers 
(number of inhabitants, employers, students and train travellers), with the average ratio between 
supply and potential demand of all bus stops in the region (the average ratio is considered as 
optimal). This relationship is translated into an index between 0 and 1, where 1 indicates an 
optimal supply/demand match and 0 an extreme shortage or surplus of supply compared to the 
potential demand.  
 
A full overview of the variables used in the analysis and their data sources are presented in 
Table 3.2. Descriptive statistics of the variables are given in Table 3.3. 
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Table 3.2: Variables and data sources 
Variable Description 
Data 
source 
Calculation 
method 
 
Ridership (dependent variable) 
Bus-stop 
ridership (log) 
Daily average number of passengers boarding 
and alighting a bus at each specific bus-stop 
Hermes 
(bus 
operator)  
Smartcard 
data 
 
Potential demand (independent variables) 
Potential 
travellers 
(logarithm) 
Sum of number of inhabitants, employees, 
students, and train travellers within service area 
CBS (23); 
(26–29)  
Aerial 
interpolation 
using 400m 
(.25 mile) 
buffer 
Income 
[x€1.000] 
Average household income CBS (23) 
Percent elderly Percent of the population aged 65 years or older CBS (23) 
Distance to 
urban centre 
[km] 
Straight line distance between the bus-stop and 
the city centre of Arnhem or Nijmegen 
CBS (23) 
Euclidean 
distance using 
ArcGIS 
LU: Residential Part of the service area with residential land use CBS (24) 
Share of 400m 
(.25 mile) 
buffer area 
LU: Agriculture Part of the service area with agricultural land use CBS (24) 
LU: Socio-
cultural facilities 
Part of the service area with socio-cultural 
facilities as land use (educational, healthcare, 
cultural facilities) 
CBS (24) 
 
Transit supply (independent variables) 
Stop frequency 
(logarithm) 
Average daily number of buses scheduled to 
serve each specific stop 
GTFS (25) Timetables 
Directions 
Number of different destinations of buses 
serving each bust-stop 
GTFS (25) 
Timetables, 
routes 
Frequency per 
direction 
Average number of buses per route at each stop GTFS (25) 
[stop 
frequency] 
divided by 
[directions] 
Direct 
connections 
Average number of other stops on the routes of 
buses that serve each stop 
GTFS (25) 
Timetables, 
routes 
Competitive 
bus-stops  
Number of other bus stop with partly 
overlapping service area’s 
GTFS (25) 
Spatial join 
using 800m 
buffer 
Bus terminus 
[1/0] 
Start or end stop of at least one scheduled route 
of a bus 
GTFS (25) 
Timetables, 
routes Transfer stop 
[1/0] 
A transfer to another line is possible (i.e., at least 
two different bus lines serve the stop) 
GTFS (25) 
Bus station [1/0] 
Bus-stop located in specific physical structure or 
area, which can contain one or more stops 
GTFS (25) GTFS variable 
Dynamic 
Information 
[1/0] 
A dynamic passenger information system is 
installed at the bus stop 
City region  
Benches [1/0] Seating facilities are present at the bus stop City region  
 
Supply / demand match 
Supply/demand 
index 
Index describing how well the supply matches 
the potential demand (interaction between stop 
frequency and potential travellers) 
f=stop 
frequency 
p=potential 
travellers 
𝑖 =
1
1 + |
?̅? − 𝑎
?̅? |
 
 
where: 𝑎 =
𝑓
𝑝
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Table 3.3: Descriptive statistics 
 March 2012 (N=1232)  March 2013 (N=1284) 
 Min. Max. Mean 
Std. 
Dev. 
 Min. Max. Mean 
Std. 
Dev. 
Potential demand         
Potential travellers 
(log) 2.54 
10.7
3 
7.38 1.14 
 
3.29 10.73 7.38 1.11 
Income 23.1 87.5 48.2 12.1  23.1 87.5 48.1 12.0 
Percent elderly (65+) .00 73 16.6 6.64  .00 73 16.7 6.61 
Distance to urban 
centre .00 
19.1
5 
5.51 3.82 
 
.00 18.96 5.58 3.89 
LU: Residential .00 .97 .47 .28  .00 .97 .47 .28 
LU: Agriculture .00 .97 .18 .26  .00 .97 .18 .26 
LU: Socio-cultural 
facilities .00 .83 .03 .07 
 
.00 .83 .03 .07 
Transit supply         
Stop frequency (log) .69 8.10 4.09 .80  .69 7.70 4.03 .83 
Directions 1 56 2.79 3.62  1 56 2.79 3.58 
Frequency per 
direction 2.0 
128.
0 
33.9 19.55 
 
1.00 93.81 33.00 19.77 
Direct connections 4 77 41.9 15.09  5 354 37.29 15.59 
Competitive bus-
stops  0 34 10.4 6.68 
 
0 37 11.2 7.15 
Bus terminus 0 1 .08 .26  0 1 .08 .27 
Transfer stop 0 1 .55 .50  0 1 .52 .50 
Bus station 0 1 .30 .46  0 1 .30 .46 
Dynamic 
information 0 1 .05 .22 
 
0 1 .05 .21 
Benches 0 1 .53 .50  0 1 .52 .50 
Supply/demand match 
Supply/demand 
index .01 .998 .61 .24 
 
.01 .999 .61 .24 
Analysis method 
We estimate two separate regression-based direct ridership models, using bus-stop ridership 
data of March 2012 and March 2013, respectively, as the dependent variable. As independent 
variables, the selected potential demand and transit supply characteristics are used. OLS 
regression method is used to build these cross-sectional (CS) multiple regression models. 
Logarithmic transformations are applied to correct for the skewed distribution of the dependent 
variable (bus-stop ridership), and the independent variables “stop frequency” and “potential 
travellers”. Count data models (Poisson and Negative Binomial regression with log-link) were 
also tested, but because of the large similarities with the OLS models, we decided not to present 
the results here. 
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In addition to the cross-sectional models, the changes in the variables between both periods are 
used to study the effects of transit supply changes on ridership levels. We use fixed-effects 
panel-data regression method (Hsiao, 2003; Meurs, 1990) to regress the changes in (natural 
logarithm of) bus-stop ridership (yMarch 2013 - yMarch 2012) to the changes in transit supply (xMarch 
2013 - xMarch 2012). Using this method, we can explore the actual influence of changes in transit 
supply on ridership. This approach reduces the endogeneity problem of transit supply and 
potential demand. Conversely, a comparison between the CS-models and the panel data models 
may reveal parameters for which endogeneity is a problem. 
3.4 Results 
Effects of potential demand and transit supply 
Two cross-sectional OLS regression models were estimated to explain the variance in monthly 
bus-stop level ridership in the Arnhem Nijmegen City Region, using potential demand and 
transit supply variables: one for March 2012, and one for March 2013. The estimates and fit-
measures of both models are displayed in Table 3.4. 
 
Most of the selected independent variables in the regression models are highly significant. Both 
models perform well, with an adjusted R² of .772 and .762, respectively. This means that the 
selected variables together explain 77.2% and 76.2% of the variance in bus-stop ridership. 
 
Both models show large similarities. The directions of most coefficients are equal in both 
models, and largely in line with expectations. The values of most coefficients are also similar. 
The models only differ significantly at the “direct connections” variable. The direction of this 
coefficient changes from negative in 2012 to positive in 2013, although this variable is 
statistically not significant in the 2013 model. As the changes in routes between these periods 
resulted in more direct routes (i.e., less deviations), the negative side-effect of having much 
potential destinations (deviations, less direct, slower) seem to be less dominant in 2013 
compared to the positive aspects (high connectivity). However, in order to draw conclusions on 
this subject, more information describing the directness from each stop (e.g. stop distance, 
travel speeds) should be added to the models. We will take up this issue in future work. 
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Table 3.4: Regression models predicting (natural logarithm of) daily bus-stop ridership 
 March 2012 (N=1232)  March 2013 (N=1284) 
Variable Coef. 
Std. 
error 
t-value 
Std. 
coef. 
 
Coef. 
Std. 
error 
t-value 
Std. 
coef. 
(intercept) -1.135 .408 -2.78***   -1.705 .393 -4.34***  
Potential demand         
Potential travellers 
(logarithm) 
.131 .042 3.09*** .091 
 
.113 .043 2.66*** .078 
Income -.006 .002 -2.66*** -.046  -.008 .002 -3.45*** -.060 
Percent elderly 
(65+) 
-.007 .004 -1.89* -.028 
 
-.006 .004 -1.75* -.026 
Distance to urban 
centre 
-.047 .008 -5.93*** -.110 
 
-.026 .008 -3.34*** -.061 
LU: Residential .894 .123 7.28*** .153  .759 .120 6.31*** .132 
LU: Agriculture -.598 .138 -4.33*** -.093  -.507 .136 -3.73*** -.081 
LU: Socio-cultural 
facilities 
1.682 .348 4.84*** .076 
 
1.504 .342 4.39*** .069 
Transit supply         
Stop frequency 
(logarithm) 
.807 .081 9.92*** .394 
 
.861 .074 11.71*** .445 
Directions .044 .010 4.22*** .098  .057 .011 5.32*** .126 
Frequency per 
direction 
.012 .002 5.10*** .147 
 
.012 .002 4.91*** .145 
Direct connections -.010 .002 -6.24*** -.089  .002 .002 1.42 .021 
Competitive bus-
stops  
-.011 .005 -2.17** -.045 
 
-.012 .004 -2.71*** -.054 
Bus terminus .352 .096 3.67*** .057  .348 .094 3.71*** .058 
Transfer stop .211 .079 2.65*** .064  .133 .075 1.78* .041 
Bus station .189 .069 2.73*** .053  .177 .065 2.73*** .050 
Dynamic 
information 
.494 .113 4.37*** .066 
 
.510 .117 4.36*** .066 
Benches .330 .049 6.70*** .100  .313 .048 6.59*** .097 
Supply/demand match 
Supply/demand 
index 
.270 .128 2.11** .039 
 
.464 .126 3.68*** .068 
Measure of fit Adjusted R²= .772  Adjusted R²= .762 
* p<0.10; ** p<0.05; *** p<0.01 
 
 
 
  
Chapter 3: Factors influencing stop-level transit ridership in the Arnhem Nijmegen city region 39 
 
The standardized coefficients show that bus stop frequency is the variable with the largest 
relative influence on bus-stop ridership. Both the total frequency at each bus-stop and the 
frequency per direction have a large, positive contribution. This shows the importance of 
waiting time on transit ridership. As the models use a logarithmic transformation for both the 
ridership and the stop frequency, the coefficients found for stop frequency represent the 
elasticity. This would mean that an increase of stop frequency of 10 percent will result in a 
ridership increase of 8.1 (2012) or 8.6 (2013) percent. Although these elasticities are in line 
with the elasticity of .875 Guerra et al. (2012) found in their direct ridership models for US 
BRT systems, and within the range usually found in studies on bus frequency elasticity (Evans, 
2004), it is higher than the typical elasticity of between .3 and .4 found by Currie & Wallis 
(2008). In our models, the influence of service frequency on ridership is most likely 
overestimated due to the endogeneity between transit supply and potential demand. As more 
frequent services are usually planned at locations with high potential demand, the potential 
demand of a location is also represented in the service frequency. This effect is even larger, due 
to the fact that bus services are also planned based on ridership levels of previous years. In this 
way, service levels can be increased (or decreased) based on unexpected high (or low) ridership 
due to (unobserved) potential demand. Due to this endogeneity between potential demand and 
service levels, one cannot interpret the models’ coefficients of stop frequency as a direct effect 
of service frequency only. 
 
Most other transit supply variables included in the models have a smaller, but positive and 
significant, influence on boardings and alightings. Only the number of competitive bus-stops 
has, as expected, a negative influence on ridership. The characteristics of bus stops have a 
significant, positive effect on ridership. The effects of the presence of dynamic traveller 
information and seating facilities could well be exaggerated in our model, as these facilities are 
often placed at bus-stops with high demand or high ridership levels.  
 
From the potential demand variables, the share of the service area with residential land use has 
relatively the largest, positive, influence on ridership. The share of agricultural land use also 
has a large, but negative, effect on ridership. Share of land used for socio-cultural facilities has 
a positive influence on ridership. Next to the land-use characteristics, the number of potential 
travellers (inhabitants, employees, students, and train travellers) in the bus-stop service area is 
the next important variable. The coefficients of this variable are, however, lower than expected. 
This might be partly because of the inclusion of the land-use types as separate variables, because 
these are correlated with the number of potential travellers (e.g., high numbers of inhabitants at 
areas with residential land use). Another aspect is the endogeneity between potential demand 
and transit supply as described before, resulting in an underestimation of the importance of 
potential demand. 
 
Higher average household income results in a reduction of the ridership, although the effect is 
small. A larger share of elderly residents also results in a reduction in ridership. This makes 
sense, as the elderly do not travel to work or school, and thus generally make fewer trips in 
total. Furthermore, some of the elderly may use available paratransit services offered at low 
prices. 
 
The demand/supply index, an interaction variable between stop frequency and potential 
travellers indicating how good the supply matches the potential demand at each bus stop, is 
significant and positive in both models. This shows that, in addition to the individual effects of 
stop frequency and potential travellers on bus-stop ridership, the balance between these 
variables has an additional influence on ridership. That is, if the stop frequency is too low or 
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too high compared to the number of potential travellers, stop frequency alone is a poor predictor 
of ridership and it becomes relevant to take into account the balance between potential demand 
and stop frequency. This result underlines the importance of careful planning of transit services, 
as both too much or too few services have a negative effect on operating efficiency. 
Effects of transit supply changes on ridership 
In addition to the cross-sectional models described above, the differences in the variables 
between both periods are used to study the effects of transit supply changes on ridership levels. 
Recall that many of the transit routes and timetables were redesigned as part of the new tender 
that commenced in December 2012. We use fixed-effects panel-data regression method (Hsiao, 
2003; Meurs, 1990) to regress the changes in (natural logarithm of) bus-stop ridership (yMarch 
2013 - yMarch 2012) in relation to the changes in transit supply (xMarch 2013 - xMarch 2012). As we assume 
that there were no significant changes in land-use and population characteristics in this 
relatively short period of time, no potential demand variables are included in this model. The 
coefficients of the resulting model (Table 3.5) show how changes in transit supply variables 
contribute to ridership change, in the first year after the transit supply changed.  
 
Table 3.5: Fixed-effects panel data regression model of changes in natural logarithm of daily 
bus-stop ridership between March 2012 and March 2013 (N=1210) 
Variable Coefficient 
Standardized 
coefficient 
t-value 
(intercept) .076  4.96*** 
Change in transit supply    
Stop frequency (logarithm) .407 .296 7.53*** 
Directions .028 .072 1.98** 
Frequency per direction .003 .096 1.99** 
Direct connections .004 .115 4.36*** 
Competitive bus-stops -.004 -.014 -.52 
Bus terminus .176 .066 2.45** 
Transfer stop .117 .106 2.58** 
Change in supply/demand match 
Supply/demand index .446 .100 3.76*** 
Measure of fit R²= .174 
* p<0.10; ** p<0.05; *** p<0.01 
 
Most of the variables describing the (change in) transit supply are highly significant. Only the 
change in number of competitive bus stops is not significant. This is likely to be due to the low 
variation in the number of competitive bus stops between 2012 and 2013. Although the transit 
supply has significantly changed in this period, changes in the number and locations of bus 
stops were very limited. 
 
The significant and positive value of the intercept of the model shows an overall increase in 
ridership in the studied period, controlling for changes in transit supply. This is remarkable, as 
changes in services often initially result in decrease of patronage because travellers need time 
to adjust to the changes. This indicates that there is a positive trend in bus usage between the 
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years, after controlling for changes in supply. This may reflect the success of marketing and the 
effects of other factors (e.g. weather) not included in the models. 
 
Similar to the cross-sectional models, the stop frequency has the largest individual influence on 
the changes in ridership. The value of its coefficient is, however, about half of the coefficients 
found in the cross-sectional models. In fact, the values of most coefficients in the panel data 
model are roughly half of the corresponding variables in the cross-section models. This is likely 
to be partly caused by the fact that travellers need time to adjust to changes in transit supply. It 
is reasonable to assume that in the first year after modifications of transit services, the expected 
long-term effects will not be reached yet. In addition, it might reflect an overestimation of the 
importance of transit supply in the CS models due to the endogeneity problem. 
3.5 Conclusions and discussion 
In this study, we analysed the factors that influence transit ridership at the level of individual 
transit stops, for the region of Arnhem-Nijmegen in the Netherlands. Direct transit ridership 
modelling was applied using OLS regression method, to analyse the importance of potential 
demand and supply on the number of passengers boarding and alighting buses at each specific 
bus stop. Besides separate cross-section models for two periods of time (March 2012 and March 
2013), we also built a panel-data model relating the changes in ridership between these periods 
to the changes in transit supply. 
Cross-sectional models (March 2012 and March 2013) 
The adjusted R² of the models for March 2012 and March 2013 (.772 and .762, respectively) 
show that bus-stop ridership can be largely explained using land use and socio-demographic 
information about the bus-stop surroundings, combined with information about the level of 
transit supply at the specific bus-stop. The influence of most variables is in line with the 
literature and intuition. It shows a large influence of transit supply on ridership, with stop 
frequency as most important factor. As described before, however, the influence of stop 
frequency on ridership should not be considered straightforward, as endogeneity exists between 
transit supply and potential demand. The endogeneity most likely causes an overestimation of 
the importance of transit supply variables, and an underestimation of the influence of potential 
demand on ridership levels.  
Panel data model (changes between March 2012 and March 2013) 
Fixed-effects panel-data regression method was used to explore the influence of changes in 
transit supply between March 2012 and March 2013, on the changes in bus-stop ridership levels 
between these periods. The model shows the significant influence of most transit supply 
variables on ridership changes. There are large similarities between the cross-sectional and the 
panel data models in terms of the relative importance of most independent variables, but the 
values of most coefficients in the panel data model are only about half of the corresponding 
variables in the cross-sectional models. This is likely due to the adjustment time (potential) 
travellers need to get used to the changes in transit services, and due to an overestimation of the 
importance of transit supply due to the endogeneity between supply and potential demand in 
the cross-sectional models. To further examine this, we aim to build new panel data models 
using data from later years. 
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Value of direct ridership models 
Direct ridership modelling is an interesting method capable of exploring the effects of many 
different characteristics on transit ridership, and of simulating the effects of planning and policy 
implementations. However, there are a number of concerns.  
 
Firstly, the endogeneity between potential demand and supply has an influence on the results 
of modelling exercises. As transit supply levels are often partly determined by potential demand 
and previous ridership levels, the influence of transit supply on ridership is likely to be 
overestimated, while the importance of potential demand is often underestimated. An often used 
method to avoid this problem is the exclusion of either service frequency, or even supply 
variables in general. This however excludes variables with high descriptive value. Moreover, 
as transit supply is often high where the potential demand is high, excluding transit supply 
variables likely results in overestimation of the influence of potential demand variables on 
ridership. A more optimal solution to the endogeneity problem would be to use more advanced 
estimation models which account for the simultaneity between transit supply and potential 
demand, like two-stage regression method (Taylor et al., 2009). In the current study, we 
introduced the use of panel data models to reduce the endogeneity problem. The use of the 
fixed-effects model with differencing as estimation method reduces the endogeneity problem. 
This is because the bias is related to correlation of the error-terms. If the permanent unobserved 
errors are differenced out, a major part of the bias will also be eliminated.  
 
Secondly, the results of direct ridership models cannot be generalized and used in other 
situations. There is currently too little knowledge on the differences in the micro-scale effects 
of the relationships between potential demand, transit supply, and ridership in different 
(geographical, cultural, political) situations. Specific policies on, for example, parking prices 
and car costs have large effects on transit ridership, and can vary widely between regions. As 
there is no knowledge on how this relates to the effects found in direct ridership models, results 
from direct ridership modelling are mainly specific to the regions studied. 
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Chapter 4: A multilevel spatial interaction model of 
transit flows incorporating spatial and network 
autocorrelation 
Kerkman, K., Martens, K., & Meurs, H. (2017). A multilevel spatial interaction model of 
transit flows incorporating spatial and network autocorrelation. Journal of Transport 
Geography, 60, 155–166. 
 
 
 
4.1 Introduction 
The aim of this chapter is to demonstrate the importance of accounting for potential spatial 
dependence between observations in the specification of spatial interaction models. As a case 
study, we analyse public transport travel flows in an urban region in the Netherlands.  
 
Spatial interaction modelling (SIM) is an approach to explore, analyse and explain flows of 
people, goods or information over space. It has been used frequently to model migration flows, 
freight transport flows, trade flows, and the distribution of telephone calls. The advantage of 
spatial interaction models is that these models can take into account the influence of both spatial 
characteristics and characteristics of the transport network simultaneously. 
 
Spatial interaction models always form a core component of travel demand models, which are 
routinely employed around the world as part of the transport planning process (e.g., Bates, 
2000). In traditional models, travel demand is forecasted in a four-step process: trip generation, 
trip distribution, mode choice, and trip assignment. In the second step of these models, the data 
on trip production and attraction per zone generated in the first step (trip generation) are 
recombined into trips between origins and destinations, based on the attractiveness of zones and 
travel impedance between them. In most cases, a SIM is used to execute this step. 
 
The trip distribution step of these travel demand models almost never account for the potential 
spatial dependence of travel flows, even though it is well known that ignoring this phenomenon 
44 Spatial Dependence in Travel Demand Models 
often results in misspecification of models, resulting in flawed predictions (LeSage & Pace, 
2008). Over the past decades, more advanced spatial interaction models have been developed 
which do account for spatial dependence (Anselin, 2010). Recently, these models have 
successfully been applied in studies on patent citation distributions (Fischer & Griffith, 2008), 
migration flows (LeSage & Pace, 2008), and commodity flows (Chun, Kim, & Kim, 2012). To 
the best of our knowledge, these advanced models have not yet been applied to study traffic 
flows or incorporated in transport models. This is problematic, especially because transport 
models are employed around the world to justify often very capital intensive transport 
investments. Against this background, the goal of this paper is to demonstrate the importance 
of accounting for spatial interdependence in the specification of transport models. For this 
purpose, we will analyse the flows of public transport trips in the Arnhem-Nijmegen region, 
the Netherlands.  
 
The chapter is structured as follows. Following this introduction, we will briefly discuss the 
importance of taking spatial autocorrelation into account in (transport) models on spatial 
interactions (Section 2). In Section 3, we discuss previous applications of SIMs of transit flows. 
After this, we specify our models used to analyse transit flows (Section 4). In Section 5, we 
provide a description of the data for our case study. The modelling results are presented in 
Section 6. Section 7 gives the conclusions and discusses the implications of the findings.  
4.2 Spatial autocorrelation  
Since travel flows are a particular form of spatial interaction, transport models always contain 
some type of spatial interaction model. Conventional four-step transport models have a 
submodel related to trip distribution describing the interactions between origins and 
destinations (Ortúzar & Willumsen, 2001). In the estimation of the distribution function it is 
assumed that the errors in these models are independent among the zones. Note that errors in 
destination choice models of the logit-type are often assumed to be independent as well, 
yielding similar problems as discussed in the remainder of this paper (Ben-Akiva & Lerman, 
1985). In this paper such models are outside the scope, since we do not have disaggregate data 
available. The generalized spatially correlated logit model (SCL) proposed by Bhat and Guo 
(2004) constitutes a generalized extreme value (GEV) based formulation of the phenomenon of 
interest in this paper, in case disaggregate data are available. In this model spatial interactions 
are an important component. 
 
Measurement error occurs when the location of a variable or the value of a variable are observed 
with imperfect accuracy. The main problem is that the geometric and graphical representation 
of the location of points, lines or areal boundaries (i.e., a map), gives an imperfect impression 
of the uncertainty associated with errors in their measurement. 
 
Other spatial errors of measurement have to do with the imperfect way in which data on socio-
economic phenomena are recorded and grouped in spatial units of observation (e.g. types of 
administrative units/zones). This interdependence of location and value in spatial data leads to 
distinctively spatial characteristics of the errors. These are the familiar phenomenon of spatial 
dependence and spatial heterogeneity:  
 
• Dependence is mostly due to the existence of spatial spillovers, as a result of a miss-
match between the scale of the spatial unit of observation and the phenomenon of 
interest (e.g., continuous processes represented as points, or processes extending 
beyond the boundaries of administrative regions).  
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• Heterogeneity is due to structural differences between locations and leads to different 
error distributions (e.g., differences in accuracy of census counts between low-income 
and high-income neighbourhoods). 
 
It is well known that many (transport) models [aiming to capture spatial interaction] actually 
do not take into account the possible spatial dependence between errors. As a result, such 
models lead to misspecification, since the independence assumption regarding errors is violated 
(see for example Bolduc et al., 1992, 1989; LeSage and Pace, 2008). The failure to take spatial 
autocorrelation into account may be due to the high complexity of spatial interaction models 
that do address this phenomenon. The higher complexity of models employing spatial data 
compared to time-series data is the result of the fact that, unlike time-series, spatial 
autocorrelation is multidirectional. An observation of an attribute at one location can be 
correlated with the value of the same attribute at any different location, and vice versa.  
 
The importance of accounting for spatial dependence obviously depends on the actual strength 
of the unobserved spatial relationships. More specifically, the size of the bias in models 
estimating trips or flows depends on the size of the correlation between the error terms and the 
number of trips. In case these correlations are positive, the parameters in the spatial interaction 
models will be overestimated. 
4.3 SIMs of transit flows 
Although SIM is generally used for modelling the trip distribution in traditional four-step travel 
demand models, it has rarely been used to analyse and explain transit flows explicitly. A reason 
for this might be the fact that, until recently, little reliable and detailed data on transit passenger 
flows was available. New data sources are coming rapidly available in recent years, especially 
due to technological developments. This increasing availability of ‘big’ data is both an 
opportunity and a challenge for spatial and regional studies (Arribas-Bel, 2014; Kitchin, 2013; 
Rae & Singleton, 2015). Also in transport research, new data sources are increasingly available 
and used (Yue, Lan, Yeh, & Li, 2014). Especially the number of data collection techniques that 
can capture personal trip trajectories have increased tremendously. Examples of these are GPS 
trackers, mobile phones, and transit smart cards. In addition to traditional data sources such as 
paper interviews, travel diaries, and stated preference data, these new data sources bring new 
opportunities, as they give more complete and detailed information about travel patterns (Tao, 
Rohde, & Corcoran, 2014). We build on these possibilities, by using smart card data of all bus 
boardings and alightings to estimate SIMs for transit passenger flows.  
 
Only a very limited number of studies are available that have constructed SIMs for public 
transport travel flows. Goh, Lee, Park, and Choi (2012) and Smith, Quercia, and Capra (2012) 
successfully estimate SIMs for the London rail network and the Seoul Metropolitan Subway 
system, respectively. Goh, Lee, Choi, and Fortin (2014) applied a modified gravity model to 
the passenger flows in the Seoul bus system. They found that the geographical environment had 
a far larger influence on the usage of the bus system than it had on the subway system. These 
studies, however, were mainly motivated by analysing social phenomena and social networks 
exemplified by the transit passenger flows. As such, they do not provide many insights in how 
different aspects of transit supply and spatial characteristics influence passenger flows. 
Moreover, none of these models considered the possible influence of spatial dependence in their 
modelling approaches. 
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In the current study, we extend these efforts in a number of ways in order to estimate a more 
realistic SIM of transit passenger flows, exploring the influence of both spatial and network 
characteristics at different spatial scales on transit travel flows. Firstly, we model transit flows 
as a multilevel phenomenon. At the lower level, boardings and alightings are modelled as a 
function of spatial characteristics and transit supply characteristics at the neighbourhood level. 
This includes population characteristics, densities, employment, transit frequency, transfer 
options, and bus stop characteristics. At the upper level we model spatial interactions among 
zones using spatial as well as network characteristics. At this level, we also take spatial 
competition into account.  
 
Secondly, in our model we explicitly take spatial dependence into account by including spatial 
and network autocorrelation. We will explore a number of formulations capturing these effects. 
First, we correct for spatial autocorrelation in the lower level (boardings) model by including 
information about adjacent neighbourhoods in a spatial autoregressive model. Second, at the 
upper level model (flows), we correct for potential network autocorrelation accounting for the 
influence flows may have on flows on related OD-pairs. The exact, formal specification of the 
SIMs is described in the following section. 
4.4 Spatial Interaction Model (SIM) 
Basic SIM formulation 
In this paper, we analyse the influence of spatial and network characteristics on passenger flows 
in the local and regional bus transit system of the Arnhem Nijmegen region using SIMs. With 
this method, we can explore and analyse the influence of both spatial characteristics and 
characteristics of the transport network on the transit flows simultaneously. Furthermore, it 
makes it possible to investigate the potential influence of spatial and network interdependencies 
between regions and flows. 
 
A basic SIM of the gravity type can be written as (Chun et al., 2012) 
 
𝑇𝑖𝑗 = 𝑘 ∙ 𝑂𝑖
𝛽𝑂 ∙ 𝐷𝑗
𝛽𝐷 ∙ 𝐹(𝑐𝑖𝑗),       i, j = 1, …, n (4.1) 
 
where Tij is the flow (number of trips / interaction) between origin i and destination j; k is a 
balancing parameter; Oi is the number of boardings in origin I; Dj is the number of alightings 
in destination j; F(cij) is the travel impedance function between origin i and destination j; 
and βO and βD are parameters to be estimated. 
 
In transport research, travel time is usually considered as the main impedance variable. In public 
transport, the need to transfer between modes or vehicles is seen as an additional important 
factor of impedance. We use the following exponential distance decay function to represent the 
travel impedance 
 
𝐹(𝑐𝑖𝑗) = 𝑒
𝛽𝑑𝑖𝑠𝑡∙𝑐𝑖𝑗+𝛽𝑑𝑖𝑟𝑒𝑐𝑡∙𝑑𝑖𝑗 (4.2) 
 
where cij is the average transit travel time between i and j; and dij is a dummy variable 
indicating if it is possible to travel between i and j without changing buses. 
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In a linear form, the gravity model is defined as 
 
𝑙𝑛(𝑇𝑖𝑗) = 𝑙𝑛(𝑘) + 𝛽𝑂 ∙ 𝑙𝑛(𝑂𝑖) + 𝛽𝐷 ∙ 𝑙𝑛(𝐷𝑗) + 𝛽𝑑𝑖𝑠𝑡 ∙ 𝑐𝑖𝑗 + 𝛽𝑑𝑖𝑟𝑒𝑐𝑡 ∙ 𝑑 + 𝜀𝑖𝑗 (4.3) 
 
in which error terms ij are assumed to be independent of one another and to follow a normal 
distribution (note that this will only hold in case of no autocorrelation). 
Multilevel models 
The basic model, described above and referred to as SIM1, will be extended in a number of 
ways. In the second SIM we will transform the single level base model to a multilevel model. 
In line with Dennett and Wilson (2013) we use the term multilevel spatial interaction model. 
We do this by adding a lower level model for the actual number of boardings at each origin and 
the alightings at each destination. This lower level model captures the effects of spatial and 
transit network characteristics at each origin and destination (Kerkman, Martens, & Meurs, 
2015). Next, in the third SIM we add information about each OD-set. These variables add 
information to the model on the attractiveness, for the traveller, of each OD-combination. In 
the fourth SIM, information on spatial structure is added. After this, we estimate the final SIM 
(SIM5) in which we account for spatial and network autocorrelation. In the following sections, 
the different models will be described in more detail. In the remainder, the superscript 1 is used 
for variables and coefficients at the lower level, while the superscript 2 is used for the upper 
level. 
 
Lower model: Boardings and alightings 
In this paper, we analyse to what extent the transit flows are a function of characteristics at the 
scale of the neighbourhood. The lower level model estimates the number of boardings and 
alightings in a neighbourhood based on a neighbourhood’s spatial and transit supply 
characteristics. In SIM2, the estimate of this lower level model replaces the actual Oi and Dj 
used in the base model (SIM1).  
 
The attractiveness of a neighbourhood as an origin or destination of a transit trip is influenced 
by different spatial and transit supply characteristics. Examples of these are the size of the 
population and employment, number of shopping facilities, and the quality of the transit 
services for instance in terms of frequency and number of lines (Kerkman et al., 2015). Section 
4.5 provides an overview of the variables included in our model.  
 
In addition to the individual influence of the different variables, it may be assumed that transit 
use in one neighbourhood may be related to transit use in adjacent neighbourhoods, for instance 
because neighbourhoods may have comparable levels of accessibility by car or comparable 
parking supply, or because of spatial spillover effects (Mendiola et al., 2014). In order to capture 
spatial dependence of the number of boardings and alightings among contiguous 
neighbourhoods, we use the spatial lag formulation 
 
𝑦 = 𝑋1𝛽1 + 𝜌1𝑊1𝑦 + 𝜀1 (4.4) 
 
where y is a vector of the number of boardings and alightings in each neighbourhood 
(dimension: n regions); X1 is a n×k design matrix for independent variables; β1 is a vector 
of parameters to be estimated; W1 is a N = n×n weights matrix; ρ1 is the autoregressive 
(spatial lag) parameter to be estimated; ε1 is the error term assumed independent and 
identically distributed. 
48 Spatial Dependence in Travel Demand Models 
This spatial autoregressive model (4.4) expresses that levels of the dependent variable y depend 
on the levels of y in neighbouring zones. It is thus a formulation of the idea of a spatial spillover: 
the number of boardings in zone i depends on the number of boardings in neighbouring zones. 
Note that in this model we assume independence of the errors over space; correlation is 
modelled through the y’s. 
 
The weight matrix W1 includes information on which neighbourhoods are assumed to be 
contiguous, and might influence each other’s observations. We use a contiguity-based 
definition for the weight matrix, which means that neighbourhoods are considered contiguous 
if the share at least one border together. The cells in the matrix, wij, are “1” if i and j are 
neighbours, and “0” otherwise. Because of the large variation in the number of neighbours 
among the different neighbourhoods, the weights matrix is row standardized, meaning that the 
rows of the neighbours matrix are made to sum to unity. Following standard convention, we 
here exclude “self-influence” so that W1 has a zero diagonal. Note that each row normalized 
weight, wij, can then be interpreted as the fraction of all spatial influence on zone i attributable 
to zone j (LeSage, 2008). 
 
Upper model 1: OD-set (SIM3) 
In the basic multilevel SIM (SIM2), the flows between i and j are modelled based on the 
attractiveness of i and j (using the lower model) and the travel impedance between i and j. In 
addition to this, specific characteristics of an origin and a destination set are expected to have 
an influence on the size of the flow between i and j. For example, a higher level of flows may 
be expected between a residential neighbourhood and a neighbourhood with a high number of 
jobs, than between two residential neighbourhoods. In SIM3, different variables describing 
characteristics of each OD-set which are expected to have an influence on transit flows, are 
added to the model. A description of these variables is given in section 4.5.  
 
Upper model 2: Effects of spatial structure (SIM4) 
In the previous model, the flow between an origin and a destination is modelled based on 
characteristics of these neighbourhoods and the travel impedance between them. It may be 
assumed, however, that the attractiveness of other neighbourhoods near the origin and the 
destination also influence the flow on a specific OD-pair, because of competition. Therefore, 
we include this effect in upper model 2. 
 
At the top level of our model, the spatial structure of the region will have an effect on the 
number of travellers of an OD-pair. Several recent studies have incorporated the effects of 
spatial structures into a SIM (for an overview: see Chun et al., 2012). Two effects can be 
distinguished. First, the flow between i and j will depend on the number and attractiveness of 
competing destinations. These represent the attractiveness of other potential destinations nearby 
destination j. The more competing destinations, the smaller the flow between i and j. Second, 
the flow between i and j may be influenced by the number and size of competing origins. The 
more and the larger competing origins, the less ‘capacity’ is available at destination j for 
travellers from origin i, as travellers from other origins ‘consume’ the capacity at j (for instance, 
the number of jobs or theatre seats at j). Hence, competing origins will also reduce the flow 
between i and j. In the following we will use the term Competing Destinations (CD) to refer to 
the former effect and Competing Origins (CO) to refer to the latter effect (curiously termed 
Competing Destinations in the literature). 
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We calculate CO and CD using the following equations (based on the definitions of 
“Intervening Opportunities” and “Competing Destinations” by Murat Celik & Guldmann, 
2007) 
 
𝐶𝑂𝑖𝑗 = ∑ 𝑀𝑘/𝑐𝑘𝑗𝑘  ,    k ≠ (i,j) (4.5) 
𝐶𝐷𝑖𝑗 = ∑ 𝑀𝑘/𝑐𝑖𝑘𝑘  ,    k ≠ (i,j) (4.6) 
 
where Mk is the mass of neighbourhood k (estimation derived from the lower level boardings 
model); ckj is the transit travel time between k and j; and cik is the transit travel time between 
i and k.  
 
These equations result in a measure for the average attractiveness of competing neighbourhoods 
at the origin or the destination side, and thus are a measure for potential competition. 
 
Upper model 3: Upper model with autocorrelation (SIM5) 
In classical approaches to estimation of SIMs, it is assumed that observations are independent. 
However, this is often not the case. Observations at one location might be influenced by 
observations in nearby locations. Clearly, most of these influences are typically captured in an 
appropriately formulated model through the included variables. However, not all influences 
may be captured. For instance, Goetzke (2003) suggests that a social spillover effect may exist 
in transit: if more people use transit in a particular location, people living in the vicinity of that 
location may also use transit more frequently. Likewise, adjacent neighbourhoods may have a 
comparable level of car-based accessibility or of parking supply, which both impact transit 
ridership. These effects, if they exist, as well as possible other relationships between adjacent 
locations, have not been captured by the variables included in the extended model (upper model 
2). The literature underscores that if the model is not corrected for spatial dependencies that 
remain unobserved in model’s variables, estimates will be biased. We therefore have to take 
spatial autocorrelation into account.  
 
In addition to spatial autocorrelation among locations, values of variables on given links might 
also depend on such values on other links to which they are connected. This is often referred to 
as network autocorrelation (W. Black, 1992; W. R. Black & Thomas, 1998; Chun et al., 2012; 
Peeters & Thomas, 2009). In transit, flows on one link might influence flows on other, related, 
links. For example, high transit connectivity between an origin to a certain destination can 
motivate travellers to use transit for this trip. At the same time, this makes these travellers more 
familiar with the transit facilities, which might induce them to use transit to other destinations 
as well. In this way, flows on one OD pair might influence flows on other, related, OD pairs. 
 
To take spatial and network autocorrelation into account, we use a combined spatial lag and 
spatial error model. The former assumes that autocorrelation relates observed trips in a zone to 
observed trips in neighbouring zones, the latter assumes correlation of unobserved errors of 
neighbouring zones. If the autocorrelation in the data is a result of being unable to specify or 
capture all variables that cause the spatial interdependency, the spatial error model is the 
appropriate method. However, if the spatial interdependence is a result of the direct influence 
of observations on each other, a spatial lag model should be used. In our SIM, both effects will 
be addressed as in LeSage and Pace (2008). 
 
In order to address the existence of spatial autocorrelation, LeSage and Pace (2008) proposed 
to estimate a SIM as a spatial lag model. In this model, information about dependence among 
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flows is incorporated in a spatially lagged dependent variable. A spatial lag model can be 
described as 
 
(𝐼 − 𝜌2𝑊2)𝑌 = 𝑋2𝛽2 + 𝜀2 (4.7) 
 
𝑌 = 𝜌2𝑊2𝑌 + 𝑋2𝛽2 + 𝜀2 (4.8) 
 
where Y is a vector of Tij‘s with (N = n×n – n) dimensions given n regions (“-n” because 
we exclude the diagonal / intra-regional flows); X2 is a N×k design matrix for independent 
variables (with k is the number of independent variables); β2 is a vector of parameters; W2 
is a N×N network weight matrix; ρ2 is a parameter for network autocorrelation; and ε2 is a 
vector of errors with N dimensions. The structure of the network weight matrix is described 
later in this section. 
 
In this model specification, the levels of the dependent variable y depend on the levels of y on 
neighbouring OD-pairs (as defined in the network weight matrix). It is thus a formulation of 
the idea of a spatial spillover: if the number of transit trips on an OD-pair is higher, this will 
directly affect the trips on spatially related OD-pairs. In addition to this direct effect, the 
specification of this model also implies an indirect effect. The influence of y1 on y2 will also 
influence all OD-pairs that are spatially related to y2 via the direct effect of y2 on y3, and so on. 
Spatial dependence among flows can be caused by direct influence of flows on spatially related 
flows, or by spatially correlated omitted independent variables. The direct influence among 
flows is accounted for in the spatial lag model specification in equation 4.8. Spatial 
autocorrelation caused by omitted (spatially correlated) independent variables can be resolved 
in the error term  
 
𝜀2 =  𝜆𝑊2𝜀2 + 𝑣 (4.9) 
 
where W2 is a N×N network weight matrix; λ is the spatial error parameter to be estimated; 
and v is a random error term typically to be assumed independent and identically distributed. 
 
An important element of a spatial autoregressive model is the specification of the network 
weight matrix. The network weight matrix reflects a dependence structure among flows. It 
describes which OD-pairs are connected to each other, and thus might influence each other. 
LeSage and Pace (2008) distinguish three connectivity matrices for origin, destination, and 
origin-to-destination dependence to be used in a SIM using the following Kronecker product 
representation 
 
𝑊𝑜 = 𝐼𝑛 ⊗ 𝑊
2 
𝑊𝑑 = 𝑊
2 ⊗ 𝐼𝑛   (4.10) 
𝑊𝑜𝑑 = 𝑊
2 ⊗ 𝑊2 
 
where In is an N×N identity matrix. The resulting connectivity matrices contain the 
following information: 
 
Weight matrix 1: Origin based spatial dependence (Wo) 
The first matrix captures the “origin-based” spatial dependence. In this specification, links 
are considered as network neighbours if they have the same destination and depart from 
neighbouring origins. Origins are considered neighbouring if they share at least one 
boundary.  
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Weight matrix 2: Destination based spatial dependence (Wd) 
The second matrix captures the “destination-based” spatial dependence. In this 
specification, links are considered as network neighbours if they start from the same origin 
and have neighbouring destinations.  
 
Weight matrix 3: Origin-Destination based spatial dependence (Wod) 
In the third matrix specification, links are network neighbours if both their origin and their 
destination are neighbouring locations. 
 
Instead of these three separate matrices, we use another neighbour matrix specification in our 
SIM, following the approach of Chun et al. (2012). The matrix used is a combination of the 
first two weight matrices, defined as the Kronecker sum of the origin based and the destination 
based spatial dependence matrices 
 
𝑊𝑜+𝑑 = 𝑊
2 ⊕ 𝑊2 = 𝐼𝑛 ⊗ 𝑊
2 + 𝑊2 ⊗ 𝐼𝑛 (4.11) 
 
In this definition, links are network neighbours if they have the same destination and 
neighbouring origins, or the same origin and neighbouring destinations. We apply row 
standardization to control for the variation in number of network neighbours among OD-pairs. 
 
In our model specification in equations (4.8) and (4.9), the definition of the spatial dependence 
matrix (4.11) results in a direct influence of the flow on an OD-pair on all other OD-pairs with 
same origin i and an adjacent destination j, and on the flows on all OD-pairs with the same 
destination j and an adjacent origin i. As described before, this influence has also an indirect 
effect on the network neighbours of these influenced OD-pairs, and so on. 
 
We estimate the first four SIMs using the negative binomial regression estimation method. This 
results in maximum likelihood estimators. A large benefit of using negative binomial 
regression, compared to traditional OLS, is that it allows for over-dispersed data. This implies 
that a (logarithmic) transformation of the dependent variable is not necessary, avoiding 
problems with the non-specified “log of zero” for ODs with zero flows. Although it would be 
preferable to use a maximum likelihood estimation method for SIM5 (the spatial autoregressive 
model) as well, this is computationally not feasible due to the size of the data set (Kelejian & 
Prucha, 1999). Therefore, we estimated a model incorporating spatial and network 
autocorrelation using the generalized method of moments (GMM) method. This implies that a 
logarithmic transformation of the dependent variable is necessary for this model. To account 
for the ODs with zero flows, the value of ‘one’ is added to all flows.  
4.5 Data 
Study area: Arnhem Nijmegen region 
We apply the models on the bus transit flows in the Arnhem Nijmegen region, located in the 
eastern part of the Netherlands. This region comprises 20 municipalities with a total size of 
more than 1,000 square kilometres, and almost 750,000 inhabitants. The cities Nijmegen 
(168,000 inhabitants) and Arnhem (151,000 inhabitants), located only about 15 kilometres 
apart, form the core of the region. 
 
The local and regional public transport system in the region is mainly bus based. The bus transit 
services are operated by Hermes, a private company operating a 10-year public tender under 
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the brand name “Breng”. They offer a more or less integrated network of bus services 
throughout the entire region. There is also heavy rail available, with major train stations in 
Arnhem and Nijmegen, and several smaller train stations within these cities and in surrounding 
towns. The transit services within the region largely focus on the city centres and main train 
stations of Arnhem and Nijmegen: virtually all bus routes serve at least one of these locations. 
Local buses serve neighbourhoods within the cities of Arnhem and Nijmegen, while regional 
buses connect the surrounding towns to the city centres and main train stations of Arnhem and 
Nijmegen. In this study, our focus is on the bus system and only journeys made using the public 
buses are included in the analysis (i.e., we exclude trips made by the heavy rail system as well 
as the limited number of trips made by on-demand transit services).  
 
 
Figure 4.1: Neighbourhood boundaries and centroids (dots), the bus transit system (green 
lines), and heavy rail (dashed lines) of the Arnhem Nijmegen region 
Variables and data sources 
Dependent variable: travel flow (Tij) 
The dependent variable is the total number of public transport passengers between each OD 
pair in the month March 2014. That is, the total number of trips that have been made (in the 
studied month) from an origin i to a destination j. The information on the number of passengers 
(flows) between any two bus-stops are retrieved from smart card registrations. Since the year 
2012, passengers of most public transport services in the Netherlands are strongly stimulated to 
use a smart card (the “OV-chipkaart”) to pay for their journeys. The underlying smart card 
system is a nationwide, integral fare collection system, used for all public transport modes such 
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as heavy rail, light rail, trams, and regional and local buses. As fares are calculated based on 
the distance travelled, passengers are required to tap-in when they enter the public transport 
system, and tap-out when they leave it. For both taps the date, time of day, (stop-) location, and 
card number are registered. This implies that complete trajectories travelled (i.e., origin 
destination pairs) can be reconstructed. Smart cards were used as payment method for about 
96% of all trips in Dutch local and regional bus services in the year 2014 (KpVV CROW, 2016).  
If passengers enter a second bus within 35 minutes after leaving the first bus, this is considered 
as a transfer and the journey will be registered as one journey with the first boarding location 
as origin and the final alighting location as destination. Because of privacy regulations, no exact 
data were provided for trajectories with less than five journeys. Trajectories with between one 
and four travellers are included as “one” in the data set. In total, there were 1,464 active bus 
stops in the study area, and thus 2,141,832 potential origin-destination combinations. Only 4% 
of these combinations (91,362 OD pairs) actually show at least five trips during the study 
period. Another 7% (142,454 OD pairs) show between one and four trips.  
 
In order to analyse the overall flow patterns in the region, we have aggregated the data to travel 
flows at neighbourhood-to-neighbourhood level. We do so for two reasons. First, the real 
origins and destination of the travellers are not the bus stops itself, but are likely to be in the 
neighbourhood of the specific bus stops. This means that aggregating the data to neighbourhood 
level gives a realistic indication of the complete flow patterns. Second, we do not have data on 
land use patterns at the level of bus stops, but only at the level of neighbourhoods (as defined 
by the Dutch Bureau of Statistics). Flows between bus stops are therefore aggregated to flows 
between neighbourhoods both for the origin as well as for the destination. If the origin and/or 
destination bus stops are close to the border between two neighbourhoods, the flows are divided 
based on the part of the 400 meters service area of the bus stop that is located in each 
neighbourhood using an exponential function. The distance of 400 meter is typically used as 
the service area of a bus stop in the literature, as well as in the practice of transit planning 
(Horner & Murray, 2004). The region is divided in 485 neighbourhoods. Disregarding journeys 
that both start and end in the same neighbourhood, the total number of possible OD 
combinations is 234,740. Of these OD combinations, 29,252 (or 12 percent) were actually used 
by travellers in the studied month. 
 
Independent variables included in the lower model: boarding model 
The lower model (boarding model) aims to capture the transit attractiveness of each 
neighbourhood, represented by the (estimated) number of boardings and alightings. The number 
of boardings and alightings are estimated based on different variables on potential demand and 
transit supply, from which the influence on transit usage is well established in transport 
literature. The boarding model, including the model development, was described elaborately in 
Kerkman et al. (2015). There are, however, two main differences between that model and the 
model used in this paper. First, the current model is estimated for neighbourhoods instead of 
bus stops. This results in some slight differences in the variables used. Second, we estimate a 
spatial lag model instead of OLS to correct for spatial autocorrelation among neighbourhoods. 
The model includes variables of potential demand and transit supply (see Table 4.1).  
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Table 4.1: Independent variables included in the boarding model 
Variable Description Data source 
 
Potential demand 
Potential 
travellers 
(logarithm) 
Sum of number of inhabitants, employees, 
students, and train travellers in the neighbourhood 
Statistics Netherlands 
(2014) 
Income 
[x€1.000] 
Average income (missing data: average of all 
neighbourhoods) 
Statistics Netherlands 
(2014) 
Elderly Number of inhabitants aged 65 years or older 
Statistics Netherlands 
(2014) 
Distance to 
urban 
centre [km] 
Euclidean distance between the neighbourhood 
centroid and the city centre of Arnhem or 
Nijmegen 
Statistics Netherlands 
(2014) 
LU: 
Agriculture 
Part of the neighbourhood with agricultural land 
use 
Statistics Netherlands 
(2010) 
 
Transit supply 
Stop 
frequency 
(logarithm) 
Number of buses scheduled to serve the 
neighbourhood’s bus stop with the highest 
frequency 
OVapi (2015) 
Bus stop 
density 
Number of bus stops per m² in the neighbourhood OVapi (2015) 
Bus 
terminus 
[0/1] 
Start or end stop of at least one scheduled route of 
a bus in the neighbourhood 
OVapi (2015) 
Transfer 
stop [0/1] 
A transfer to another line is possible at at least one 
stop in the neighbourhood 
OVapi (2015) 
 
Independent variables included in the upper models 
Travel impedance 
As defined in equation 2, the travel impedance is defined by an exponential distance decay 
function based on the transit travel time and the directness of the connection.  
 
Transit travel time (cij) 
Travel time is generally used as an important indicator for travel impedance in transport studies. 
The transit travel time is calculated as the mean of the travel time on Monday morning, at 08:00, 
08:07, and 08:18h AM, from the centroid of the origin to the centroid of the destination 
neighbourhood. The travel time includes (modelled) walking time (from the centroid of the 
neighbourhood to the nearest bus stop or vice versa), waiting time at the bus stop, in-vehicle 
travel time, and waiting time in case of a transfer. The travel time is calculated using the “Add 
GTFS to a Network Dataset” add-in in ArcGIS 10.2. The transit schedules were retrieved from 
OVapi (2015) and the road network from NWB-Wegen (2014). 
 
Direct (no transfer) 
In general, public transport passengers prefer to travel without changing vehicles. Therefore, 
lower travel impedance is expected between origins and destinations which allow travel without 
a transfer. To capture this in our distance decay function, we include a dummy variable that 
indicates whether a direct connection is available between at least one bus stop in the origin 
neighbourhood and at least one bus stop in the destination neighbourhood. 
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Other independent variables included in the upper models 
In addition to the attractiveness of neighbourhoods and the travel impedance between them, we 
add other independent variables to the various SIMs that describe characteristics of each OD-
set and are expected to influence transit travel flows. These variables were selected based on 
existing literature, and different specifications and combinations of them were tested in the 
SIMs (including residual analysis) before they were included in the final model. 
 
Train station 
In this research, we only include the travel flow patterns of travellers using the local and 
regional bus transit system. These are, however, likely to be influenced by the heavy rail 
network which serves the same region as well as connecting it to the rest of the Netherlands. 
The heavy rail services influences the bus travel flows in two ways. First, it is a competitor of 
the bus system, especially on OD pairs where both the origin and the destination areas have 
access to a train station. Second, a train station is an important ‘generator’ of bus trips, as the 
bus system functions as a feeder service of the heavy rail system. We include these effects in 
the SIM using three dummy variables. The first two dummy variables indicate whether a train 
station is located in or within 400 meter distance of the origin or the destination neighbourhood, 
respectively. The third dummy variable indicates if a train station is located in or near (i.e., 
within 400 meters of the neighbourhood border) both the origin and the destination 
neighbourhood.  
 
Residential land use 
A large part of the transit trips are made for commuting, to/from education, or shopping/leisure. 
These trips often originate or end in a residential area, making residential areas relatively 
attractive as an origin or destination for transit trips. Between residential areas, however, the 
number of transit trips is usually rather low. To prevent the SIM for highly overestimating the 
number of trips between residential areas, we include a variable describing the share of 
residential land use in both the origin and the destination neighbourhood. This variable is 
defined as the product of the share of residential land use area in the origin neighbourhood and 
the share of residential land use area in the destination neighbourhood. The share of residential 
land use for each individual neighbourhood is derived from Statistics Netherlands (2010). 
Independent variables included in the SIMs 
The specifications of the different SIMs (as described in section 4.4) results in different 
combinations of variables used in the SIMs. An overview of the independent variables included 
in each specific SIM is given in Table 4.2. 
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Table 4.2: Overview of independent variables included in each SIM 
Variable SIM1 SIM2 SIM3 SIM4 SIM5 
Neighbourhood attractiveness (boardings)  
  Oi (actual boardings) X     
  Dj (actual alightings) X     
  Oi (estimate lower model)  X X X X 
  Dj (estimate lower model)  X X X X 
Travel impedance 
  Travel time X X X X X 
  Direct connection X X X X X 
OD-set characteristics 
  Train station origin   X X X 
  Train station destination   X X X 
  Train station origin and destination   X X X 
  Residential land use origin and destination   X X X 
Spatial structure (competition) 
  Competing origins    X X 
  Competing destinations    X X 
Descriptive statistics for the variables included in the upper models 
Descriptive statistics of the different variables included in the SIMs are displayed in Table 4.3. 
The distribution of (the natural logarithm of) the estimated number of boardings in 
neighbourhood i (Oi) and alightings in j (Dj) estimated by the lower model is fairly similar to 
the actually observed boardings and alightings. This indicates a good performance of the lower 
model. For most dummy variables used in the models, the majority of the observations are “0”. 
The variable indicating the availability of a train station at both the origin and the destination is 
true (1) for only 1% of the OD-pairs. However, as we have a large number of observations, this 
variable might still add valuable information to the models. 
 
Table 4.3: Descriptive statistics of upper model variables 
Variable Min. Max. Mean Std. Dev. 
Neighbourhood attractiveness (boardings) 
  Oi (actual) (log) 0 12.13 5.48 2.94 
  Dj (actual) (log) 0 12.15 5.54 2.92 
  Oi (estimation) (log) -1.72 11.39 5.43 2.81 
  Dj (estimation) (log) -1.72 11.39 5.43 2.81 
Travel impedance 
  Travel time (minutes) .13 356.30 113.30 56.06 
  Direct connection (dummy) 0 1 .04 .19 
OD-set characteristics 
  Train station origin (dummy) 0 1 .12 .32 
  Train station dest. (dummy) 0 1 .12 .32 
  Train station O&D (dummy) 0 1 .01 .12 
  Residential-to-residential LU .00 1.00 .13 .22 
Spatial structure (competition) 
  Competing Origins (log) 3.14 5.57 4.48 .43 
  Competing Destinations (log) 3.11 5.55 4.46 .45 
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4.6 Results 
In this section, the results of the different modelling exercises are given. First, the results of the 
boarding model – modelling the number of travellers boarding and alighting buses in each 
neighbourhood – is displayed. After this, the results of the different SIMs are given and 
described.  
Lower model: Boarding model 
In the lower level model, the boarding model, the number of boardings and alightings of the 
neighbourhoods are estimated using a spatial lag model. The results in Table 4.4 show that most 
variables are highly significant. Bus stop frequency has the highest relative influence on the 
number of bus passengers. Also the influence of the number of potential passengers in a 
neighbourhood has a large positive influence; the distance to an urban centre has a large 
negative influence. The latter might be explained by decreasing urban densities at larger 
distance to the centre. Also ρ, the spatial autocorrelation coefficient, is highly significant. 
Although not all variables are significant, we keep them in the model because their influence 
on transit usage is generally accepted, and they do contribute to the overall performance of the 
model (as confirmed by test runs of the model excluding these variables). 
 
Table 4.4: Spatial lag model of neighbourhood mass (n = 485) 
Variable Coefficient Std. Error Sig. Std. Coeff. 
  (intercept) .714 .675 .290  
Potential demand variables     
  Potential travellers (log) .393 .050 .000 .214 
  Income [x€1.000] -.013 .016 .411 -.016 
  Elderly .0004 .0002 .052 .049 
  Distance to urban centre [km] -.0001 .00002 .000 -.202 
  LU: Agriculture -.184 .217 .396 -.020 
Transit supply variables     
  Stop frequency (logarithm) .231 .028 .000 .266 
  Bus stop density 2.247 1.57 .153 .035 
  Bus terminus [1/0] .363 .166 .029 .047 
  Transfer stop [1/0] .543 .176 .002 .087 
Spatial autocorrelation     
  Rho .384 .044 .000  
SIMs 
First, a base model (SIM1) was estimated based on the actual number of boardings and 
alightings at the origin and the destination, and the transit travel time between them. Next, the 
actual number of boardings and alightings were replaced by the estimates of the lower-level 
boarding model described in the previous section (SIM2). In SIM3, additional variables were 
added via upper model 1. In SIM4, the effects of spatial structures is included using upper 
model 2. SIM5 specifically addresses the influence of spatial and network autocorrelation using 
upper model 3. The results of the different SIMs are displayed in Table 4.5.  
  
Table 4.5. Results of SIMs (N = 234,740) 
 
SIM1: base model 
(base) 
 
SIM2: estimations Oi 
and Dj 
(lower + base) 
 
SIM3: OD-set 
(lower + upper1) 
 
SIM4: spatial 
structures 
(lower+upper2) 
 
SIM5: Autocorrelation 
(lower+upper3) 
Variable Coeff 
Std. 
error 
z value  Coeff 
Std. 
error 
z value  Coeff 
Std. 
error 
z value  Coeff 
Std. 
error 
z value  Coeff 
Std. 
error 
z value 
(Intercept) -6.38 .044 -145.9  -2.74 .040 -69.0  -3.11 .040 -78.1  5.15 .180 28.5  .287 .066 4.4 
                    
Oi (actual, log) .675 .003 199.4                 
Dj (actual, log) .655 .003 192.0                 
Oi (estimate, log)     .493 .003 152.0  .490 .003 146.1  .597 .005 120.7  .041 .001 45.5 
Dj (estimate, log)     .478 .003 147.2  .473 .003 140.8  .618 .005 126.7  .041 .001 45.9 
Travel time -.05 .000 -207.6  -.058 .000 -206.8  -.056 .000 -205.6  -.063 .000 -210.6  -.0002 .000 -3.4 
Direct 1.30 .018 73.8  1.365 .023 59.4  1.315 .022 60.0  .985 .022 44.4  .833 .006 150.4 
                    
Train station O         1.072 .019 57.2  .991 .019 52.7  .131 .004 31.0 
Train station D         1.097 .019 57.9  1.053 .019 55.7  .130 .004 30.7 
Train station 
O&D 
   
 
   
 
-1.22 .045 -26.9 
 
-1.09 .045 -24.4 
 
.078 .008 9.4 
Residential LU         -.622 .027 -22.9  -.499 .027 -18.3  -.003 .005* -0.7 
                    
CO (log)             -.854 .031 -40.6  -.075 .009 -8.5 
CD (log)             -1.19 .029 -27.6  -.085 .009 -9.6 
                    
Rho (spatial lag)                 .792 .006 132.7 
Lambda (error)                 .805   
                    
Moran’s I .203  .088  .050  .048   
Model fit AIC: 304,203  AIC: 334,441  AIC: 328,087  AIC: 325,109   
Correlation 
(actual flows / 
estimates) 
.642 
 
.373 
 
.421 
 
.504 
 
.834 
* Not significant at .1 level. All other coefficients are significant at .01 level 
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SIM1: Base model (single level model)  
The results of SIM1 show that all variables included are highly significant, and have the 
expected sign. The coefficients for Oi and Dj are very similar, what means that the mass of the 
origin and the destination are equally important. This was expected, because we included OD-
pairs in both directions in our data set (both trip A-B and B-A). The standardized coefficient 
shows that the relative influence of travel time is a bit larger than the mass of the 
neighbourhoods (Oi and Dj). The highly significant Moran’s I of .2 indicates the existence of 
spatial autocorrelation. 
 
SIM2: Base multilevel (lower model + base model) 
In SIM2, the actual number of boardings and alightings (Oi and Dj) are replaced by estimation 
results of the lower-level boarding model. This obviously results in a lower model fit compared 
to SIM1 (higher AIC), but the change is relatively small. More importantly, the values of the 
different coefficients in the models are fairly similar. Only the coefficients of Oi and Dj are 
slightly lower, and the importance of travel time is slightly higher. Overall, the results show 
that replacing the actual number of boardings and alightings by estimates of the lower level 
model does not significantly change the model. This suggests that the model can be used for 
purposes of predictions. However, although the Moran’s I is much lower, it is still highly 
significant indicating remaining spatial autocorrelation.  
 
SIM3: OD-set (lower model + upper model 1) 
The added variables about the OD-set (upper model 1) are all highly significant, with the 
expected directions: a positive effect of train station availability at either the origin or 
destination; a negative effect of a train station at both origin and destination (due to competition 
from train); a negative effect for the share of residential-to-residential land use. SIM3 is overall 
very similar to SIM2. This shows that the model is very stable and that the added variables add 
new information. The latter is also confirmed by a slightly better model fit. Adding the 
mentioned variables results in a lower Moran’s I, indicating that part of the spatial 
autocorrelation in the previous SIMs was due to omitted autocorrelated variables. However, 
Moran’s I is still highly significant, indicating remaining spatial autocorrelation. 
 
SIM4: Spatial structure (lower model + upper model 2) 
Including variables that describe the spatial structure, defined as competing origins (CO) and 
competing destinations (CD), have a small positive effect on the model fit. They do not have a 
large effect on other variables in the model. Only the intercept significantly changes, and 
changes from a negative coefficient to a, intuitively more logical, positive coefficient. The large 
change in the intercept shows that spatial structure variables add really new information to the 
model, which is not captured by any of the other variables. As expected, both CO and CD have 
a negative sign, implying competition among origins and destinations. The coefficient of CD 
(competing destinations) is larger than for CO (competing origins): the existence of alternative 
destinations has a larger impact on the flow between an origin and a destination then the number 
and size of competing origins. This makes sense, as competing destinations will directly affect 
the flow between origin i and j (as the flow from i will distribute over all possible destinations), 
while competing origins only indirectly affect the flow between i and j (and competing origins 
will also lead to an increase in ‘capacity’ in the destinations, as discussed before, thereby 
mitigating the effect of competing origins). CO and CD hardly have an influence on the 
remaining spatial autocorrelation in the model, as indicated by a barely changed Moran’s I. 
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SIM5: Spatial and network autocorrelation (lower model + upper model 3) 
The SIMs of the previous sections do not incorporate the effects of spatial and network 
autocorrelation. As described before, spatial and network autocorrelation might influence the 
transit flows. The significant values of Moran’s I for the residuals of previous SIMs indicate 
the existence of autocorrelation in the models. Ignoring this aspect can result in misleading 
results. 
 
The coefficients for most variables are highly significant in SIM5 and have the expected sign, 
similar to SIM4. Only the availability of a train station in both the origin and the destination 
neighbourhood now has a positive coefficient. This might be due to the low number of 
observations where this holds. The share of residential-to-residential land use is not significant 
in SIM5. 
 
The coefficients of the spatial lag (rho) and spatial error (lambda) components are both highly 
significant, positive, and with a value of .8 high in magnitude. This indicates that there are both 
a direct effect of the size of (spatially) related flows on each other, and spatially correlated 
omitted variables in the model. The goodness-of-fit measures, specifically the correlation 
between the actual flows and the model estimates, indicate that SIM5 performs better in 
explaining the flows than the previous SIMs. 
 
Because of the dependence structure of SIM5, the coefficient estimates of this model do not 
have the same interpretation as in the previous SIMs. In the previous SIMs, the coefficients 
represent the total marginal effect of a change in the independent variables. In SIM5, the 
coefficients only describe the short-run direct impact of xi on yi. However, as described in 
section 4.2.4, the model specification of SIM5 also implies an indirect effect of yi on its 
neighbours yj. Therefore, we also need to account for the indirect impact of xi on yi, from the 
inﬂuence yi exerts on its neighbours yj, which in turn feeds back into yi. The total impact of a 
change xi on yi is the sum of the direct and the indirect effect (Abreu et al., 2004). Table 4.6 
gives the estimated impacts for SIM5, following the definitions by LeSage and Page (2009).  
 
Table 4.6: Impact estimates for SIM5 
Variable Direct effects Indirect effects Total effects 
Oi (estimate, log) .045 .152 .196 
Dj (estimate, log) .045 .152 .197 
Travel time -.0003 -.0009 -.001 
Direct .911 3.099 4.010 
Train station O .144 .489 .633 
Train station D .143 .485 .627 
Train station O&D .085 .289 .374 
Residential LU -.004 -.013 -.016 
CO (log) -.082 -.278 -.360 
CD (log) -.093 -.315 -.407 
 
The total effects of SIM5 (table 6) have a similar interpretation as the parameter estimates of 
SIM4 (table 5). The difference between these figures indicates the estimation bias in the 
traditional model (SIM4) as caused by neglecting spatial dependence. According to the total 
effects of SIM5, the actual influence of the attractiveness of the origin and destination zones 
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(Oi and Dj) is about one third of the estimated influence according SIM4. The total marginal 
effect of travel time is only a fraction of the result of SIM4, while the actual impact of a direct 
connection is four times as high in SIM5. The impact of train stations is only slightly lower 
than estimated in SIM4, while the impact of residential land use is close to zero in SIM5. The 
effects of Competing Origins and Competing Destinations is two to three times lower than 
estimated in SIM4. 
Residuals 
For further comparison of the performance of the different SIMs, we analyse the residuals of 
the models. For this, we aggregated the incoming flows for each destination neighbourhood j. 
The residual is defined as the difference between the actual and estimated alightings, divided 
by the estimated alightings. Figure 4.2 displays the residuals for the different SIMs. Light green 
and yellow colours represent an overestimation of the number of incoming flows, blue colour 
represents an underestimation. 
 
The residuals of SIM1 show in general that the model overestimates the flows towards the more 
central neighbourhoods, and underestimates flows towards the periphery. This is also 
observable at the multi-level models SIM2, SIM3, and SIM4, but to a lesser extent. These latter 
three SIMs show the same overall pattern in residual levels. Compared to SIM1, these SIMs 
show much more variation in residuals between adjacent neighbourhoods, thus showing less 
spatial autocorrelation. This was also visible in the size of Moran’s I (Table 4.5). Recall that we 
used a spatial lag model for the lower level model, accounting for spatial autocorrelation. 
 
SIM5, addressing spatial and network autocorrelation, shows a more diverse pattern of 
neighbourhoods with over- and underestimation. This indicates a good performance in 
accounting for autocorrelation. It does, however, seem to underestimate the flows for a large 
share of the neighbourhoods.  
 
To get a better understanding of the situations in which flows are over- or underestimated by 
the different SIMs, we analyse the accuracy of the estimates of the SIMs for different levels of 
urbanization of the origins and destination of the flows. We do this for the two most complete 
SIMs: SIM4 and SIM5. The level of urbanization is based on the number of addresses per square 
kilometre in the neighbourhood. We define three levels of urbanization: low (less than 500 
addresses); medium (between 500 and 1500); and high (more than 1500). Table 4.7 displays 
for SIM4 and SIM5 for each combination of O-D urbanization levels the percentage of the 
residuals within each range. The table shows that SIM5 in general has a higher share of residuals 
in the “correct”, lower, range (between -.1 and .11; or estimates of at most 10 percent too high 
or too low). SIM4 has a larger share in the most extreme deviations. For both SIMs, the 
distribution of the residuals do not seem to vary among the different combinations of 
urbanization levels.  
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Figure 4.2: Residuals of aggregated number of alightings per neighbourhood.  
(residual = (actual – estimate) / estimate) 
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Table 4.7: Percentage of flow residuals by range 
Level of 
urbanization 
(O-D) 
 < -.9 -.9 ~ -.5 -.5 ~ -.1 
-.1 ~ 
.11 
.11 ~ 1 1 ~ 9 >9 
low - low 
SIM4 7.3 17.4 8.2 5.0 9.5 27.8 24.9 
SIM5 .3 21.5 27.8 9.1 20.2 20.5 .6 
low - 
medium 
SIM4 5.3 20.9 14.2 4.7 13.5 28.4 13.0 
SIM5 .2 14.5 26.3 11.3 22.1 24.0 1.6 
low - high 
SIM4 3.4 21.3 14.6 5.3 14.7 27.7 13.0 
SIM5 .2 19.3 25.1 10.5 22.6 21.5 .9 
medium - 
low 
SIM4 5.2 23.0 12.8 4.7 14.5 26.9 12.8 
SIM5 .2 14.7 27.6 9.2 23.3 23.8 1.2 
medium - 
medium 
SIM4 8.8 29.7 15.3 5.4 14.1 21.1 5.6 
SIM5 .1 12.6 24.4 9.6 24.4 26.5 2.4 
medium - 
high 
SIM4 7.2 29.4 16.7 5.7 14.1 22.4 4.6 
SIM5 .1 15.5 25.6 9.8 24.6 23.6 .8 
high - low 
SIM4 3.3 21.9 14.2 4.7 16.0 28.6 11.3 
SIM5 .2 17.8 27.2 10.2 22.1 21.7 .8 
high - 
medium 
SIM4 6.6 30.1 17.0 6.0 13.5 21.9 4.9 
SIM5 .1 15.6 24.3 10.5 25.0 23.8 .7 
high - high 
SIM4 9.9 34.7 17.0 5.2 13.5 17.5 2.2 
SIM5 .0 15.9 28.5 11.4 25.6 18.5 .1 
Total 
SIM4 7.0 28.6 15.9 5.4 14.0 22.6 6.5 
SIM5 .1 15.8 26.1 10.4 24.3 22.5 .9 
 
Table 4.8 shows for SIM4 and SIM5 the Pearson correlation coefficients between the actual 
and estimated flows for the different levels of urbanization at the origins and destinations. For 
all levels of urbanization, the correlation in SIM5 is higher than SIM4. In SIM4, the correlation 
is especially low between origins and destinations with a low or medium level of urbanization 
at both sides of the OD-pair. When at least one side of the OD-pair has a high urbanization 
level, it has a high correlation coefficient. For SIM5, the difference in correlation coefficient 
between the different levels of urbanization is much lower than for SIM4. This indicates that it 
is better capable of producing reasonable estimates for all variations of OD-pairs. 
 
Table 4.8: Correlation between actual flows and estimates 
Level of urbanization (O-D) SIM4 SIM5 
low - low .199 .632 
low - medium .242 .465 
low - high .549 .725 
medium - low .237 .458 
medium - medium .308 .562 
medium - high .587 .807 
high - low .646 .720 
high - medium .571 .821 
high - high .486 .845 
Total .504 .834 
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4.7 Conclusions and discussion 
In this paper, we have tried to empirically demonstrate the importance of accounting for 
potential spatial dependence between observations in the specification of spatial interaction 
models. For this purpose, we analysed the spatial pattern of passenger flows on the regional bus 
system in the Arnhem Nijmegen region, using Spatial Interaction Modelling (SIM). The models 
were defined using a multilevel approach. At the lower level, the attractiveness of 
neighbourhoods for boarding and alighting was modelled based on spatial and transit supply 
characteristics. At the upper level, spatial interactions among zones were modelled taking into 
account competing origins, competing destinations as well as network characteristics. We 
systematically compared more traditional SIM formulations with a SIM that explicitly accounts 
for spatial and network autocorrelation. 
SIMs with and without autocorrelation 
The traditional SIMs (i.e., not accounting for autocorrelation) seem to perform reasonably well, 
with highly significant coefficients for all variables with the expected directions for the effects. 
However, the highly significant Moran’s I tests for the residuals of these models indicate the 
presence of spatial and network autocorrelation. This means that the estimates of these models 
are inconsistent. The spatial autoregressive SIM confirms the presence of autocorrelation with 
large, positive values for both the spatial lag and spatial error terms. This corresponds with 
recent findings in other research fields, where spatial and network autocorrelation was 
demonstrated in patent citation data (Fischer & Griffith, 2008), migration flows (LeSage & 
Pace, 2008), and commodity flows (Chun et al., 2012). The results of the different SIMs, both 
the model fit and analysis of residuals, show that the spatial autoregressive version performs 
better in explaining the transit flows than the traditional SIMs. 
 
When comparing the estimated total marginal impacts of the different variables in the spatial 
autoregressive SIM (SIM5) with the corresponding coefficient estimates of the traditional SIM 
(SIM4), we see large differences. According to spatial econometric theory, unaddressed spatial 
and network autocorrelation is likely to cause biased estimates. This implies that the estimates 
of SIM4 are biased, and those of SIM5 are assumed to be unbiased. Most remarkable difference 
between SIM4 and SIM5 is the relative influence of transit travel time and direct connections. 
Where the impact of direct connections is about four times as high in SIM5 compared to SIM4, 
the influence of travel time is only a fraction of the SIM4 estimate. This indicates that a direct 
connection (i.e., no need to transfer) is far more important for travellers than anticipated for by 
traditional models, especially in relation to travel time. The much lower value of travel time is 
in line with earlier studies, that argue that spatial autocorrelation effects might be confounded 
with distance decay effects in traditional SIMs. It is argued that not accounting for existing 
spatial dependence is likely to result in a misspecification of the distance decay parameter 
(Curry, 1972; Fotheringham, 1981; Griffith, 2007; Griffith & Jones, 1980). The extreme low 
value in our case may in part be the result of the competition between bike and public transport 
on especially the shorter distances. Obviously, this finding regarding the relative importance of 
travel time versus a direct connection holds for the particular case of investigation, in which 
frequencies of most bus services is relatively low (four times an hour or less in most cases). 
Although the exact parameters cannot be generalized to other regions, the large differences of 
estimated impacts of variables between SIM4 and SIM5 clearly indicate a large bias in model 
estimates when not accounting for autocorrelation.  
Chapter 4: A multilevel SIM of transit flows incorporating spatial and network autocorrelation 65 
 
Implications of spatial and network autocorrelation in transit flows 
The very existence of spatial and network autocorrelation in public transport travel flows is an 
important finding. It confirms an earlier result by Goetzke (2008), who demonstrated the 
influence of network effects on transit utility and mode share. In his research, not accounting 
for network effects resulted in an underestimation of transit ridership in central cities and 
overestimation of ridership in the suburbs. In our case, the model not accounting for 
autocorrelation (SIM4) overestimated transit ridership at links between neighbourhoods with 
low and/or medium levels of urbanization. 
 
These findings are especially important for travel demand modelling, and especially the stages 
of trip distribution and modal split as typically distinguished in traditional travel demand 
models. In the stage of trip distribution, the size of travel flows is usually based solely on the 
attractiveness of destinations and the quality of the transport lines between origins and 
destinations. Likewise, modal split is usually estimated solely on the basis of the relative quality 
of the car and public transport connection. The existence of spatial and network autocorrelation 
suggests that this approach is likely to lead to flawed estimates of the total pattern of flows in 
general, and the size of the public transport flows in particular. When the autocorrelation is 
positive (as observed in our data set and models), conventional models are likely to 
underestimate the flows in urban centres, and overestimate the flows in suburbs and rural areas 
(Goetzke, 2008). The addition of spatial autocorrelation effects to – traditional or activity-based 
– travel demand models may well substantially alter estimates of public transport flows and 
thus influence public transport network design as well as the assessment of the benefits of public 
transport investment projects. 
 
Further research is thus warranted in three directions. First, it is necessary to more firmly 
establish whether comparable spatial and network effects occur in other types of public 
transport, in mixed public transport systems, and in other spatial contexts. Second, in order to 
assess the effects of spatial lag and spatial error models, panel data may improve specification 
of these models (see Corrado and Fingleton, 2012). These data allow better assessment of the 
differences between these two sources of autocorrelation. Third, if these studies confirm the 
existence of strong spatial and network autocorrelation effects, it will be necessary to develop 
methodologies to incorporate these effects into travel demand models. Not only temporal 
dynamics have to be taken into account, but also spatial dynamics. 
 
The results of our study show that the incorporation of autocorrelation effects in travel models 
is likely to influence model outcomes, which in turn may have profound implications for the 
very design of public transport networks in cities and regions. This is an important result, as 
travel demand models are (still) widely used in practice and strongly shape political decisions 
about investments in regional transport systems.  
 
  
66 Spatial Dependence in Travel Demand Models 
 
 67 
Chapter 5: Predicting travel flows with spatially 
explicit aggregate models 
Kerkman, K., Martens, K., & Meurs, H. (2018). Predicting travel flows with spatially explicit 
aggregate models: On the benefits of including spatial dependence in travel demand 
modeling. Transportation Research Part A: Policy and Practice, 118, 68–88. 
 
 
 
 
5.1 Introduction 
Travel demand modelling is an important tool to support transport planning in general and 
decision making about major transport supply interventions in particular. Obviously, reliable 
predictions of the effects of transport interventions are essential for making adequate decisions 
on possible interventions. Although there is much literature on different methods and models 
to predict future travel demand, there has been much less research into the actual (real world) 
quality of travel demand forecasts (van Wee, 2007).  
 
The literature distinguishes two types of long-term travel demand forecasts: reference forecasts 
and policy forecasts (Andersson, Brundell-Freij, & Eliasson, 2017). Reference forecasts 
concern the future transport volumes in a do-nothing scenario, whereas policy forecasts predict 
the travel effects of policy interventions. Recently, Andersson et al. (2017) analysed the 
accuracy of reference forecasts for passenger transport. Comparing historic Swedish national 
passenger transport forecast with the actual outcomes, they found substantial differences 
between the forecasts and the actual outcomes. 
 
An increasing number of studies has analysed the accuracy of policy forecasts, which are of 
key importance for a proper assessment of the expected effects and benefits of policy 
interventions. The available literature suggests that the accuracy of these forecasts is often 
rather poor, and seem to systematically overestimate future travel demand, especially for public 
transport investments (Flyvbjerg et al., 2005; Perry, 2017; van Wee, 2007). 
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Various authors have suggested a range of reasons for the poor accuracy of travel demand 
models. The reasons include technical explanations (imperfect techniques, inadequate data), 
psychological explanations (planning fallacy, optimism bias), and political-economic 
explanations (deliberate and strategic manipulation of model results to generate desired 
outcomes) (Flyvbjerg, 2007; Flyvbjerg & Holm, 2002; Flyvbjerg et al., 2005; van Wee, 2007). 
Because public transport demand is seemingly structurally overestimated, technical 
explanations are often considered to be the least likely explanation of the poor prediction 
accuracy, as the assumption is that technical faults in the model would somehow lead to a 
balance between over- and underestimations of future travel demand (van Wee, 2007). 
 
However, authors may have been too quick to accept this conclusion, as (recent) literature 
suggests in related domains (LeSage, 2014). This literature underscores the importance of 
taking into account the phenomenon of spatial dependence or spatial autocorrelation when 
analysing spatial flows using Spatial Interaction Models (SIMs). An increasing number of 
studies shows that including spatial dependence through unobserved spatial factors in models 
of spatial flows may fundamentally alter the structure of the models and their predictions 
(LeSage & Llano-Verduras, 2014; LeSage & Pace, 2008). Since travel demand models are a 
specific kind of SIM, these recent insights underscore the importance of taking spatial 
autocorrelation into account in transport models. Yet, to the best of our knowledge, virtually no 
(applied) travel demand model accounts for this phenomenon. Failure to include spatial 
dependence fully in travel demand models might result in a structural error in the forecasts they 
produce, which may in part explain the structural over-estimation of future travel demand. The 
problem applies to both the SIM-models presented in this paper, as to travel demand models of 
the logit type (LeSage and Pace, 2008; Bhat and Guo, 2004). Even so-called marginal models, 
predicting changes in mobility, may be flawed, since they only take direct effects of 
interventions into account and not the indirect effects. 
 
Against this background, this chapter aims to assess whether spatially explicit aggregate models 
indeed perform better in predicting the impact of interventions in a transport network on travel 
flows. We focus on long-term predictions of the impacts of major interventions in the transport 
network, with a time horizon of 10-20 years. With the term “spatially explicit” we refer to 
models that systematically take into account the spatial dependence among locations and 
interactions. More specifically, we will compare spatially-explicit models to “conventional” 
models that do not account for spatial dependence. We employ our models to an analysis of 
hypothetical interventions in the public transport system in the Arnhem-Nijmegen region in the 
Netherlands. 
 
The chapter is organized as follows. Following this introduction, we describe the methodology 
employed for estimating the model and producing predictions for future travel flows, with a 
specific focus on prediction accounting for spatial dependence (Section 2). In Section 3, we 
describe our model specifications, including a definition of the data sets. Furthermore, we 
describe the performance indicators that will be used to assess and compare the performance of 
the different models. In Section 4, we turn to the study region and the alternative transit network 
designs which will be used to test the predictive performance of the different models. In Section 
5, the results of the simulations are described and analysed. We end with a discussion and 
reflection on the results (Section 6). In that final section, we also discuss the potential 
contribution of spatially explicit aggregate models for improved accuracy of predictions. More 
specifically, we discuss whether accounting for spatial dependence could indeed address the 
seemingly structural overestimation of travel demand by conventional demand models. 
 
Chapter 5: Predicting travel flows with spatially explicit aggregate models 69 
 
Note that the chapter builds on an earlier paper (Kerkman et al., 2017), but extends this work 
in two ways. First, where Kerkman et al. (2017) demonstrate the existence of spatial 
dependence in travel flows in the estimation of models, the current chapter explicitly considers 
the problem of prediction in case of spatial dependence in travel flows. Since the latter requires 
an alternative estimation procedure than the former, this is the first contribution of this chapter. 
Second, Kerkman et al. have not reported on the impacts of the inclusion of spatial dependence 
on the models’ performance in terms of the quality of predictions. Exactly these two elements, 
which are vitally important for travel demand modelling, are the main focus and contribution 
of the current chapter. 
5.2 Taking spatial autocorrelation into account in travel demand modelling 
Introduction 
Recent studies in a range of research domains consistently stress the importance of taking 
spatial dependence – usually referred to as spatial autocorrelation – into account when 
modelling spatial flows (Fischer and Griffith, 2008; LeSage and Pace, 2008; Chun et al., 2012; 
Kerkman et al., 2017). Not accounting for spatial autocorrelation results in loss of valuable 
information (Schabenberger & Gotway, 2017) and poorer and biased model estimates and 
predictions.  
 
The literature generally distinguishes between two forms of spatial dependence in data: spatial 
lag dependence and spatial error dependence (Anselin and Bera, 1998; Anselin, 1988). The 
spatial lag dependence encompasses two phenomena that are difficult to distinguish in practice: 
 
• True contagion: Spatial lag dependence can be caused by a direct influence of 
characteristics or behaviour from one location to other close locations, due to spill-
overs, copy-catting, or diffusion. In transport, this may be related to network 
characteristics, e.g. the number of boardings at a bus stop may be affected by the 
number of boardings at previous stops due to crowding. In this case the inclusion of 
lagged variables has a substantive, theoretical meaning. 
 
• Spatial scale mismatch: A difference between the spatial scale of phenomenon under 
study and the spatial scale at which it is measured can be a cause of spatial 
autocorrelation. This mismatch is likely in travel demand modelling, when many 
data is available at statistic sector level which may not coincide with the nodes 
within networks. In this case the introduction of a lagged variable in models allows 
for proper identification of the explanatory X-variables. 
 
The second form of spatial dependence - spatial error dependence - occurs when spatial 
autocorrelation exists in the measurement errors of the explanatory variables or in variables that 
are otherwise not observed with the available data crucial to the model (i.e., yielding omitted 
variables bias) (Anselin & Bera, 1998). Both problems are highly likely to occur in travel 
demand modelling. Indeed, in the complex context of transport behaviour, travel demand 
models inevitably only include a selection of the variables that influence travel decisions. Many 
of these omitted variables have a strong spatial component. Spatial error dependence is thus 
likely to be present in travel demand models. That this is the case is shown in Kerkman et al. 
(2017).  
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Unaccounted spatial lag dependence in a model results in biased as well as inconsistent 
parameter estimates. Unaccounted spatial error dependence in a model results in unbiased, but 
inefficient parameter estimates (Anselin, 1988). 
 
The possible implications of spatial dependence on the structure and outcomes of models 
addressing spatial flows was recognized as early as the 1970s (Curry, 1972; Griffith & Jones, 
1980). This recognition had initially little impact on the field, as there were limited applicable 
methods available to control for spatial autocorrelation. In the recent years, the enormous 
improvement in computing power combined with important developments in the field of spatial 
econometrics have resulted in a renewed interest in the impacts of spatial autocorrelation on 
spatial models (Anselin, 2010; Griffith, 2007; Patuelli & Arbia, 2016). This, in combination 
with the availability of ‘big’ data and the development of new methods, inspired more and more 
researchers to start to incorporate spatial autocorrelation in their models. Over the past three 
decades, these efforts have led to substantial advancements in the development and estimation 
of spatially explicit models, i.e. models that explicitly account for the effects of spatial 
autocorrelation (Anselin, 2010). Studies in this direction, for instance in the domains of 
commodity flows (Chun et al., 2012), migration flows (LeSage & Pace, 2008), and patent 
citation distribution (Fischer & Griffith, 2008), consistently show that spatially-explicit models 
outperform regular models that do not account for spatial autocorrelation.  
 
This growing body of literature has focused primarily on the estimation of spatial interactions, 
i.e. on understanding and reproducing observed spatial flows. In contrast, few studies have 
employed spatially-explicit models for purposes of spatial prediction (Anselin, 2010). 
Exemptions to the rule include a number of studies in the field of real estate, which have 
attempted to predict the future development of house prices (Can & Megbolugbe, 1997; Dubin, 
Pace, & Thibodeau, 1999), and a study on the forecasting of commodity flows (LeSage & 
Llano-Verduras, 2014). Clearly, for practical applications of this type of models the possibilities 
to use them for predicting and forecasting are of key importance.  
 
In spite of the strong evidence of the superiority of spatially-explicit models, these models have 
hardly been applied for travel demand modelling, which is a key decision support tool employed 
in transport planning (e.g., Bates, 2000). Only relatively recently, a number of authors have 
pointed at the importance of spatial dependence for travel demand modelling (Bolduc et al., 
1989; Goetzke, 2003, 2008; Kerkman, Martens, & Meurs, 2017). Although the recent 
developments in the field of spatial econometrics provide new opportunities to control for 
spatial dependence, this has not been adopted by the transport literature yet.  
 
Against this background, this paper aims to contribute to the literature by assessing whether 
spatially-explicit models indeed outperform conventional travel models in predicting public 
transport flows. In order to do so, we will conduct a case study in which we employ a number 
of models to predict the impact of alternative public transport network designs on public 
transport flows. In what follows, we will describe the theoretical structure of these models and 
the estimation methods applied. We will compare conventional linear regression models (OLS), 
which do not account for spatial autocorrelation, with spatial autoregressive models (SAR) that 
do take spatial autocorrelation into account.  
 
In what follows, we first describe the general structure of our models. This is followed by a 
detailed description of the theoretical structure of the estimation methods under consideration. 
These methods are used for both the lower and the upper model. For reasons of clarity only, we 
only present the equations for the upper model. 
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Multilevel model structure 
These estimation methods are used to estimate our models, which fall under what is referred to 
in the literature as gravity models or spatial interaction models (SIMs). The spatial explicit 
version of the SIM is also referred to as “spatial econometric interaction model” in the literature 
(LeSage & Pace, 2009; Patuelli & Arbia, 2016). These estimated models are then used to predict 
the future travel flows for the alternative transit networks. In our case study, we use a multilevel 
SIM which consists of two levels, following the model structure of Kerkman et al. (2017). At 
the lower level of this model, the transit attractiveness of zones is estimated based on spatial 
characteristics of zones and the local level of transit supply. At the upper level, the results of 
the lower level model are used in a SIM to estimate the interactions between zones. A multilevel 
model is to be preferred over a regular model, because it makes a clear distinction between 
locations and the interactions between locations. Making this distinction explicit in the model 
structure prevents interference between the impacts of both aspects, and enables clear 
interpretations of the results.  
 
Lower level model 
At the lower level of the multilevel model, the sum of boardings and alightings of each zone is 
predicted as a proxy for the transit attractiveness of the zone. The selection of spatial- and transit 
supply variables used for this are described in Section 5.3.2. In the conventional version of the 
model, OLS regression is used. 
 
For the spatial explicit model, a spatial lag specification of the lower level is applied (LeSage 
and Pace, 2009): 
 
 𝑦 = 𝑋𝛽 + 𝜌𝑊𝑦 + 𝜀 (5.1) 
 
where y is a vector of the number of boardings and alightings in each zone (dimension: 
n regions); X is a n×k design matrix for independent variables; β is a vector of 
parameters to be estimated; W is a N = n×n row-standardized spatial weights matrix; ρ 
is the autoregressive (spatial lag) parameter to be estimated; ε is the error term assumed 
independent and identically distributed.  
 
Upper level model 
At the upper level of the model, the flows between locations are predicted using SIMs. The 
results of the lower model are included in the SIMs as an independent variable. An overview 
of all the variables included in the SIMs is given in Section 5.3.3. The model structure and 
estimation method of the conventional SIM is described in Section 5.2.3. The spatial explicit 
SIM is described in Section 5.2.4.  
Modelling approach 1: linear regression 
SIMs are traditionally estimated using the ordinary least squares regression method (OLS). 
Virtually all transport demand models also employ this estimation method for prediction 
purposes. In some applications logit-type models are employed and the application of these 
models is based upon similar assumptions regarding autocorrelation as the models described in 
this paper (see Ben-Akiva and Lerman, 1985; Bhat and Guo, 2004). The advantage of this type 
of (linear) estimation method is that it is easy to apply and that the results are easy to interpret. 
A basic SIM (i.e., the upper level of our model) can be specified as follows (Chun et al., 2012): 
 
𝑇𝑖𝑗 = 𝑘 ∙ 𝑂𝑖
𝛽𝑂 ∙ 𝐷𝑗
𝛽𝐷 ∙ 𝐹(𝑐𝑖𝑗),       i, j = 1, …, n (5.2) 
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where Tij is the flow (number of trips / interaction) between origin i and destination j; k 
is a balancing parameter; Oi is the number of boardings in origin i; Dj is the number of 
alightings in destination j; F(cij) is the travel impedance function between origin i and 
destination j; and βO and βD are parameters to be estimated. 
 
In transport research, travel time is usually considered as the main impedance variable. In public 
transport, the need to transfer between modes or vehicles is seen as an additional important 
factor of impedance. We use the following exponential distance decay function to represent the 
travel impedance 
 
𝐹(𝑐𝑖𝑗) = 𝑒
𝛽𝑑𝑖𝑠𝑡∙𝑐𝑖𝑗+𝛽𝑑𝑖𝑟𝑒𝑐𝑡∙𝑑𝑖𝑗  (5.3) 
 
where cij is the average transit travel time between i and j; and dij is a dummy variable 
indicating if it is possible to travel between i and j without changing buses. 
 
In a linear form, the gravity model is defined as: 
 
𝑙𝑛(𝑇𝑖𝑗) = 𝑙𝑛(𝑘) + 𝛽𝑂 ∙ 𝑙𝑛(𝑂𝑖) + 𝛽𝐷 ∙ 𝑙𝑛(𝐷𝑗) + 𝛽𝑑𝑖𝑠𝑡 ∙ 𝑐𝑖𝑗 + 𝛽𝑑𝑖𝑟𝑒𝑐𝑡 ∙ 𝑑 + 𝜀𝑖𝑗  (5.4) 
 
in which error terms ij are assumed to be independent of one another and to follow a 
normal distribution (note that this will only hold in case of no autocorrelation between 
observations). 
Modelling approach 2: spatial autoregression (SAR)  
As mentioned before, spatial interaction data is very likely to exhibit spatial dependence. If this 
is true, this violates the independence assumption of conventional regression methods, resulting 
in unreliable and biased parameter estimates and predictions.  
 
As described in Section 5.2, both spatial lag dependence and spatial error dependence are likely 
to exist in travel demand modelling. To take this properly into account, we use a combined 
spatial lag and spatial error model. We follow Kerkman et al. (2017) in our description of this 
approach. The spatial lag model assumes that autocorrelation relates observed trips in a zone to 
observed trips in neighbouring zones, the spatial error model assumes correlation of unobserved 
errors of neighbouring zones. If the autocorrelation in the data is a result of being unable to 
specify or capture all variables that cause the spatial interdependency, the spatial error model is 
the appropriate method. However, if the spatial interdependence is a result of the direct 
influence of observations on each other, a spatial lag model should be used. In our SIM, both 
effects will be addressed as in LeSage and Pace (2008). Our model is specified as follows: 
 
𝑌 = 𝜌𝑊𝑌 + 𝑋𝛽 + 𝜀 (5.5) 
𝜀 =  𝜆𝑊𝜀 + 𝑣 (5.6) 
 
where Y is a vector of Tij s with (N = n×n – n) dimensions given n regions (“-n” because 
we exclude the diagonal i intra-regional flows); X is a N×k design matrix for 
independent variables (with k representing the number of independent variables); β is a 
vector of parameters; W is a N×N network weight matrix; ρ is a parameter for network 
autocorrelation; ε is a vector of errors with N dimensions; λ is the spatial error parameter; 
and v is a random error term typically assumed to be independent and identically 
distributed for which a normality-assumption is not required. 
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The network weight matrix W defines the spatial structure in the region and between 
observations. It describes the dependence structure among flows. We use a combined origin- 
and destination-based weight matrix. In this definition, links are considered network neighbours 
if they have the same destination and neighbouring origins, or the same origin and neighbouring 
destinations. Row standardization is applied to control for the variation in number of network 
neighbours among OD-pairs. A more comprehensive and formal definition of the weight matrix 
used can be found in Kerkman et al. (2017). 
 
The SAR models are estimated using the generalized method of moments (GMM) method, 
following Kelejian and Prucha (1999). A logarithmic transformation of the dependent variable 
is applied. To account for the ODs with zero flows, the value of ‘one’ is added to all flows. 
Spatial prediction procedure 
Most travel demand models are used to predict effects of autonomous developments and policy 
interventions on travel flows. In this paper we will consider the effects of changes in public 
transport networks on travel flows. We compare the predictions produced by conventional 
linear regression models (Section 5.2.3) with the results of our SAR models (Section 5.2.4).  
 
Conventional linear model: 
For the linear regression approach, we obtain these predictions in a relatively straightforward 
manner. This is because the residual is (probably incorrectly) assumed to be independent of the 
other explanatory variables. Since the expected value of the number of trips for each OD-pair 
equals Xβ, we can derive the prediction from changes in the contributing factors represented by 
ΔβX. This is standard practice in four-stage models in which the spatial interaction model is 
used as distribution function. 
 
Spatial explicit models: 
However, if observations are not independent among each other because an underlying spatial 
structure exists as in equation (5.5), this approach will not do. In this case, the prediction error 
is related to the sample error that was taken into account using the model (eq. 5.6). This equation 
contains information that should be used to reduce prediction errors. The term Best Linear 
Unbiased Prediction (BLUP) captures this phenomenon. It was developed for animal breeding 
by Henderson around 1949 and further developed by Goldberger (1962). In general, in this 
approach not only the observed elements X are taken into account, but also the structure of the 
residuals capturing correlated unobserved effects. It is assumed that the residuals have two 
parts: one part related to the spatial structure and another part truly independent residuals. The 
former are taken into account in improving predictions.  
 
The BLUP for a SAR model takes the following form (Goulard, Laurent, & Thomas-Agnan, 
2017): 
 
?̆?2 = ?̃?2 + 𝛺21(𝛺11)
−1(𝑦1 − ?̃?1)      (5.7) 
 
where: 
?̃?2 is the expected value of y for a spatial lag model, defined as: 
?̃?2 = (𝐼𝑁 − ?̂?𝑊)
−1(𝑋?̂?)  (5.8) 
Ω21 is the partition of the variance-covariance matrix that relates the errors in the sample 
data and the new situation. 
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(Ω11)
−1 = Ψ11 is the part of the inverse variance-covariance matrix that pertains to the 
residuals in the exogenous prediction on the sample data (the existing transit network). 
(𝑦1 − ?̃?1) is the residuals from the exogenous prediction for the current sample data. 
 
The BLUP uses information on the spatial dependence structure in the current situation (i.e., 
the sample data, in our case with the current public transport network) and the corresponding 
disturbances, and relates this to the new situation (i.e., the out-of-sample data, in our case the 
alternative public transport network) to gain an estimate for the residuals in the new situation. 
In order to capture the spatial dependence structure from the disturbances of the exogenous 
predictor, BLUP removes the covariance among them through multiplication by part of the 
inverse variance-covariance matrix that pertains to these observations. It then reconstructs the 
pattern of (spatial) dependence appropriate for the new situation (i.e., in our case with 
alternative transit network) by multiplication by the partition of the variance-covariance matrix 
that relates the sample data with the new data set. The BLUP then uses these new dependent 
residuals to improve on the exogenous prediction. 
 
A more elaborate mathematical representation of this procedure is given in Appendix 5A. 
5.3 Model specifications 
Introduction  
As mentioned above, the aim of this paper is to assess whether spatially-explicit models perform 
better in predicting the impact of interventions in a transport network than their non-spatial 
counter-parts. For this purpose, we will employ the estimation methods presented in the 
previous section to predict the impacts of a change in the design of a public transport network. 
We will use data on the public transport supply and demand from the Arnhem-Nijmegen region 
in the east of the Netherlands.  
 
The dependent variable in the models is the total number of public transport passengers between 
each OD pair in the month March 2014. That is, the total number of trips that have been made 
(in the studied month) from an origin i to a destination j. The information on the number of 
passengers (flows) between any two bus-stops are retrieved from smart card registrations. 
 
In this section, we present the model specifications to forecast future travel flows. Our model 
structure follows the multilevel SIM presented by Kerkman et al. (2017). This model consists 
of two levels: a lower model and an upper model. The lower model estimates the sum of 
boardings and alightings in each zone based on spatial and transit supply characteristics. The 
upper model estimates the interactions (passenger flows) between zones, using the predictions 
by the lower model for the origin and destination zones, together with the travel impedance and 
OD specific characteristics.  
 
Here, we use one specification of the lower model and three different specifications of the upper 
model. The reason to employ three different specification for the upper model is to generate a 
more solid base for comparing the performance of the estimation methods. If a single method 
performs better across all model specifications, we can be more certain that that estimation 
method is indeed superior to the other method. 
 
For the comparison to be systematic, a combination of a lower and upper model will always be 
based on one single estimation method. So in what follows we will always compare a multi-
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level model solely based on conventional OLS regression with a multi-level model solely based 
on the spatially autoregressive method. Since we distinguish between three specifications of the 
upper model, we will thus compare in total six multi-level models (two estimation methods * 
three model specifications).  
 
In what follows, we will first present the specification of the lower model and subsequently the 
three specifications of the upper model. In these sub-sections, we will also provide detail on the 
data sources we have used for each of the variables includes in the various model specifications. 
We end with a sub-section outlining our indicators to assess the performance of the nine multi-
level models. 
Variables of the lower model 
We use the lower model to predict the sum of boardings and alightings in each zone based on 
characteristics of a zone’s potential demand and level of transit supply. The model is based on, 
and largely similar to, the lower model in the multilevel model by Kerkman et al. (2017). There 
are, however, a few differences. First, the model is estimated at a different spatial scale. Instead 
of the neighbourhood level, we now estimate it at level of postal zones, which are slightly larger 
in size than the neighbourhoods. Second, we included more variables on the transit supply. 
Because of this, the model enables better predictions of the consequences of changes in transit 
networks on travel demand, which is the main focus of the current study. An overview of the 
variables included in the lower model is given in Table 5.1. 
 
Table 5.1: Lower model variables 
Variable Description Data source 
Potential 
travellers (log) 
Sum of number of inhabitants, employees, 
students, and train travellers in the zone 
Statistics 
Netherlands (2014) 
Distance to urban 
centre 
Euclidean distance between the zone centroid 
and the city centre of Arnhem or Nijmegen 
Statistics 
Netherlands (2014) 
Frequency (log) 
Total number of buses that serve the zone per 
hour 
OVapi (2015) 
Transfer possible 
[0/1] 
At least two different bus lines serve the zone OVapi (2015) 
End of line [0/1] At least one bus line starts or ends in the zone OVapi (2015) 
Clustering 
coefficient 
Share of zones in its surroundings the zone is 
directly connected to (Derrible and Kennedy, 
2011; Mishra et al., 2012) 
OVapi (2015) 
Variables of the upper models 
At the upper level of our SIMs, we aim to predict the interactions (passenger flows) between 
all zones in the study area. We develop three model specifications, which differ in terms of the 
explanatory variables included in the model. The first model includes a balanced variation of 
variables on both travel demand and supply, the second model has a stronger focus on 
geographical separation of locations, and the third model has a focus on competition with other 
transport modes. They are all based on the upper model in the multilevel SIM specified in 
Kerkman et al. (2017). 
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The base model specification uses a selection of variables on potential travel demand (results 
of lower model), travel supply (travel impedance), and competition among zones. It is largely 
similar to the final model by Kerkman et al. (2017). However, there are a few differences. First, 
we estimate the models at a different spatial scale. Instead of flows between neighbourhoods, 
we analyse flows between postal zones. These are in general larger is size, but the zones are 
also more constant in size what likely improves the performance of the model. Secondly, 
competing origins (CO) and competing destinations (CD) variables are now included in their 
relative size compared to the average of all ODs instead of their actual size. This is done to 
prevent that an overall increase or decrease in transit level in the region influences the scale of 
the CO and CD variables, what would have disturbed the predictions of travel flows. 
 
The “Euclidean separation” model has a stronger focus on the importance of the relative 
geographic locations of origins and destinations. It might be expected that proximity influences 
the potential travel demand between locations, which is not always directly translated into the 
travel time because of the transit network specifications. In addition to this, the balance between 
travel time and the Euclidean distance between locations might be important. This is added to 
the model by including the interaction term of these specific variables. 
 
The “mode competition model” addresses the influence of the availability of alternative travel 
modes on public transport demand. It includes two variables that reflect public transport 
competitiveness vis-à-vis the car (“Car competition” variable) and vis-à-vis the bicycle (“Bike 
competition” variable). The first is defined as the ratio between car and public transport travel 
time on a zone-to-zone basis. The latter is defined as the ratio between bike and public transport 
travel time, also on a zone-to-zone basis. 
 
Table 5.2 gives an overview of the variables included in each model specification. 
 
Table 5.2: Variables included in each model specification 
Variable Base model Euclidean separation Mode competition 
Oi (lower model, log) X X X 
Dj (lower model, log) X X X 
Transit travel time X X X 
Direct connect X X X 
Train station O X   
Train station D X   
Train station O&D X   
Residential LU X   
CO (log) X X X 
CD (log) X X X 
Frequency  X X 
Paid parking  X X 
Train station O or D  X X 
Euclidean distance  X  
Interaction {travel 
time} and {Euclidean 
distance} 
 X  
Car competition   X 
Bike competition   X 
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Performance indicators 
As discussed before, we will compare the performance of conventional and spatial explicit 
SIMs in terms of their ability to estimate the impacts of network changes on public transport 
ridership. Note that we do not study the impact of interventions that have actually taken place, 
but rather the impact of two hypothetical alternative network designs which we have developed 
ourselves. This implies that we cannot assess the performance of the various models based on 
the match between model predictions and actual changes in travel flows.  
 
We will assess the performance of both model types on three aspects: (1) the (theoretical) 
quality of the models, (2) the models’ ability to explain existing travel flows, and (3) the 
models’ ability to generate (theoretically) reasonable predictions.  
 
We assess the performance of the models at two levels: within each model specification, and 
between model specifications. At the first level, we assess the performance of each model type 
based on the three aspects mentioned above. This gives a first impression of the performance 
of the different estimation methods, as well as of the relative quality of the different model 
specifications (i.e., the selection of explanatory variables included). At the second level, we 
compare for each model type whether the different model specifications lead to comparable 
results. The latter is important, as it is not always possible in practice to employ the theoretically 
strongest model specification due to data limitations. Pragmatic decisions regarding model 
specification thus have to be made, which is of limited concern if a model is capable to deliver 
comparable predictions irrespective of the exact model specification. We therefore assess the 
consistency of the model results between the different model specifications, for both estimation 
methods separately. An overview of the performance indicators used to assess the model types 
is displayed in Table 5.3. 
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Table 5.3: Model performance indicators 
 Within each model specification Between model specifications 
Quality of the model 
Direction and size of parameters 
in line with expectations 
Consistency in direction and size 
of parameters 
Performance in 
reproducing current 
flows (current transit 
network) 
Correlation between actual and 
estimated flows 
-- 
Estimated average trip distance in 
line with observations 
Consistency in average trip 
distance 
Estimated average trip travel time 
in line with observations 
Consistency in average trip travel 
time 
Distribution of estimated flows by 
distance category in line with 
observations 
Consistency in distribution of 
flows by distance category 
-- 
Consistency in reproducing 
current flows at OD-level 
Performance in 
predicting future flows 
(alternative transit 
network designs) 
Predicted total flows in line with 
theoretical expectations 
Consistency in predicted total 
flows 
Predicted average trip distance in 
line with theoretical expectations 
Consistency in predicted average 
trip distance 
Predicted average trip travel time 
in line with theoretical 
expectations 
Consistency in predicted average 
trip travel time 
Predicted flows by distance 
category in line with theoretical 
expectations 
Consistency in predicted flows by 
distance category 
-- 
Consistency in predicted flows at 
OD-level 
5.4 Transit network design 
In this section, we will describe the current public transport network in the Arnhem-Nijmegen 
region and the alternative network designs we have developed. We will use these three network 
designs to test the performance of the three types of aggregate models in terms of their ability 
to estimate the impacts of network changes on public transport ridership. 
Study area: Arnhem Nijmegen bus transit network 
We apply the models on the bus transit flows in the Arnhem Nijmegen region, located in the 
eastern part of the Netherlands. This region comprises 20 municipalities with a total size of 
more than 1,000 square kilometres, and almost 750,000 inhabitants. The cities Nijmegen 
(168,000 inhabitants) and Arnhem (151,000 inhabitants), located only about 15 kilometres 
apart, form the core of the region. 
 
The local and regional public transport system in the region is mainly bus based. The bus transit 
services are operated by Hermes, a private company operating a 10-year public tender under 
the brand name “Breng”. They offer a more or less integrated network of bus services 
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throughout the entire region. There is also heavy rail available, with major train stations in 
Arnhem and Nijmegen, and several smaller train stations within these cities and in surrounding 
towns. The transit services within the region largely focus on the city centres and main train 
stations of Arnhem and Nijmegen: virtually all bus routes serve at least one of these locations. 
Local buses serve neighbourhoods within the cities of Arnhem and Nijmegen, while regional 
buses connect the surrounding towns to the city centres and main train stations of Arnhem and 
Nijmegen. In this study, our focus is on the bus system and only journeys made using the public 
buses are included in the analysis (i.e., we exclude trips made by the heavy rail system as well 
as the limited number of trips made by on-demand transit services). 
Alternative transit network designs 
In order to compare traditional and spatial explicit aggregate models, we will test the 
performance of models in predicting the impacts of changes in the transit network. We 
developed two alternative transit networks for the region, focusing on (1) an equal distribution 
of transit services over the region (“equal network”); and (2) the locations with the highest 
demand and performance (“efficiency network”). This results in two rather extreme transit 
network designs, focusing on either coverage or performance/efficiency. In both alternatives, 
the total supply budget (defined as the total number of bus hours) remains the same, which 
enables a direct comparison of the ridership effects of both network designs. 
 
The alternative network designs are developed at an abstract level. At first, the current transit 
network is translated to a Graph, in which the links (edges) represent the bus lines that connect 
nodes, which represent postal zones. The weight of each link is defined by bus frequency on 
each line. This graph of the transit system can then be used to calculate the travel impedance 
variables used in the models, such as the transit travel time, frequency, and directness. The 
transit travel time between any two nodes in the network is calculated as the sum of an average 
walking time to a bus stop, a waiting time of half the headway for each bus route used (for the 
first boarding and for each transfer), the in-vehicle time based on the road distance and average 
bus traveling speed, and an average walking time to the destination. For zones without transit 
services, travellers are considered to walk to a nearby zone to use the bus services from there. 
This walking time (based on the shortest road distance between the centroids of both zones) is 
included in the total transit travel time. 
 
The alternative transit network designs are developed based on the graph representation of the 
current transit network. This assures the feasibility of the alternative networks, because all 
changes in the transit network make use of links already served by a bus in the current situation.  
 
Equal network: The “equal” alternative transit network aims for an equal availability of transit 
services over the region. It focuses on an optimal coverage of transit services, considering all 
zones to be equally important. To achieve this, all bus hours are evenly divided over all (current) 
lines. This results in a frequency of 2.7 buses per hour on all bus lines. 
 
Efficient network: The “efficient” network alternative has its focus on efficiency and 
performance. By focusing its services on locations with the highest demand, it aims to maximize 
the overall ridership. It assumes that bus lines can only be successful if they operate at a high 
frequency, enabling smooth transfers between bus lines. This network alternative is designed 
by erasing the bus lines with the worst performance (lowest number of passengers per bus hour) 
from the current network, and adding their bus hours to other, good performing lines with low 
frequency (<4 per hour). This is procedure is executed until all remaining bus lines have a 
frequency of at least 4 buses per hour.  
80 Spatial Dependence in Travel Demand Models 
 
Figure 5.1: Alternative transit network designs 
Comparison of alternative transit networks  
The alternative designs of the transit network obviously have their influence on the 
characteristics of transit supply in the region (Table 5.4). 
 
The general structure of the equal network is the same as the current network; only the bus 
frequencies are adjusted. This change in frequencies results in a reduction of average transit 
travel time between any two zones in the study area from 120 to 114 minutes. For the trips 
currently made, however, the average travel time slightly increases. This is most likely because 
in this network alternative the frequencies of the lines with the highest demand are often lower 
than in the current situation. 
 
The efficient network implies quite a change in the network structure. The number of O-D pairs 
with a direct connection is reduced with 27%. Because of this, the average transit travel time 
for all O-D pairs is increased to 137 minutes. When we consider only the actual transit trips, 
the efficient network still shows a small increase in average travel time. The median travel time 
for the actual trips is, however, slightly decreased. This shows that the efficient network results 
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in a reduction in travel time for the majority of current trips. Reductions primarily occur for 
(the large number of) short distance trips, while travel time increased on especially (a smaller 
number of) long distance trips. 
 
Table 5.4: Descriptives of the transit network designs 
 Current network Equal network Efficient network 
Number of bus lines 57 57 33 
ODs with direct 
connection 
1964 1964 1426 
Mean OD transit travel 
time   
120.5 114.1 136.7 
Median OD transit 
travel time   
102.1 97.8 114.3 
Mean transit travel time 
current trips 
22.9 23.3 23.4 
Median transit travel 
time current trips 
17.0 17.4 16.7 
Average difference with 
current frequency 
- 1.49 1.77 
Zones with transit 
services 
127 (out of 159) 127 (out of 159) 100 (out of 159) 
5.5 Results 
In this section, we present the results of our assessment of the different models, using the 
performance indicators described in Section 5.3. We first discuss the quality of the models, than 
their ability to reproduce current flows, and finally their performance in predicting future flows. 
We end this section with an overall assessment of the performance of the models and estimation 
methods. 
Quality of the model 
The model estimation results of the conventional and the spatial explicit models are given in 
Table 5.5. 
 
The quality of the models is assessed based on the direction and size of the parameter estimates. 
In general, the direction of most parameters is “correct” (i.e., have the expected signs) in most 
model specifications. This indicates that the models are specified and estimated rather well. The 
OLS models do show, however, some “wrong” directions of parameter estimates. In the “base 
model” specification, the parameter associated with residential-to-residential land use has an 
unexpected sign, i.e. implying that transit flows increase if the share of residential land use in 
both origin and destination increases. In the “competing modes” model specification, most 
competition variables (competing origins, competing destinations, and bike competition) have 
coefficients in the “wrong” direction. 
  
Table 5.5: Modelling results 
 
Linear (OLS) Spatial Autoregressive (SAR) 
 Base model 
Euclidean 
separation 
Mode competition Base model 
Euclidean 
separation 
Mode competition 
Variable Coeff. Std. Err Coeff. Std. Err Coeff. Std. Err Coeff. Std. Err Coeff. Std. Err Coeff. Std. Err 
(intercept) -1.39 .081* .76 .070* -3.17 .083* -1.71 .063* -.79 .084* -1.38 .068* 
Oi (lower model, log) .16 .007* .19 .006* .21 .007* .11 .005* .15 .006* .11 .005* 
Dj (lower model, log) .16 .007* .19 .006* .21 .007* .11 .005* .15 .006* .11 .005* 
Travel time -.006 .0002* -.019 .0003* -.0025 .0002* -.0008 .0002* -.013 .0005* -.001 .0002* 
Direct connect 2.90 .041* 1.22 .049* 1.81 .056* .94 .026* .59 .035* .62 .034* 
Train station O .14 .025*     .15 .017*     
Train station D .15 .025*     .15 .017*     
Train st. O&D -.03 .046     .03 .025     
Residential LU 1.52 .078*     -.19 .055*     
CO (log) -.22 .038* -.22 .032* .17 .038* -.42 .031* -.63 .036* -.62 .032* 
CD (log) -.19 .038* -.20 .032* .16 .038* -.41 .031* -.62 .036* -.62 .032* 
Frequency   .12 .008* .23 .009*   .06 .014* .06 .006* 
Paid parking   .54 .027* .40 .031*   .48 .028* .36 .024* 
Train station O or D   .19 .016* .08 .018*   .09 .014* .12 .013* 
Euclidean distance   -.17 .002*     -.06 .004*   
Interaction {travel time} 
and {Euclidean distance} 
  .0008 .00001*     .0004 .00002*   
Car competition     -.13 .009*     -.03 .006* 
Bike competition     .97 .022*     -.12 .019* 
             
Rho (spatial lag)       .89 .010* .67 .018* .92 .010* 
Lambda (error)       .58  .70  .56  
Correlation data/estimates .352 .414 .316 .908 .861 .901 
* Statistically significant at the .99 level.
Chapter 5: Predicting travel flows with spatially explicit aggregate models 83 
 
Of course, transport modellers generally would not use a model specification in which the 
parameter of a variable is in the wrong direction. Instead, they would select a set of variables 
in such a way that the corresponding parameter estimates seem reasonable. More worrying than 
the presence of “wrong” directions of some parameters in the OLS models is the large variation 
in parameter values for the different model specifications. This seems to indicate that the 
parameters in the OLS models do not solely describe the marginal effect of the specific 
characteristic, but also capture effects of omitted variables. The large variation underscores that 
the inclusion or exclusion of specific variables can have a large influence on the parameter 
estimates of particular variables. This indicates that the estimated impact of marginal changes 
on specific variable levels is largely dependent on the variables included in a model, which 
raises serious doubts on the reliability of predictions produced by these types of models. While 
it is easy to observe when the direction of a parameter is at odds with theoretical expectations, 
it is much harder to determine whether a parameter estimate has an incorrect magnitude. The 
consequence is that modellers may well accept a particular model with ‘wrong’ parameter 
values.  
 
The Spatial Autoregressive (SAR) models’ parameters show much more stable parameter 
values between the different model specifications. This indicates that data availability is less 
critical for this model type and that relatively reliable predictions may be generated when using 
this estimation method, irrespective of the exact model specification. The relative large and 
statistical significant values of the spatial lag and spatial error coefficients demonstrate the 
existence of spatial autocorrelation in the data, and stress the importance of taking it into 
account in the models. 
Performance in reproducing current flows 
A good and reliable model should be able to reproduce the actual passenger travel flows 
reasonably well, in terms of trip distance, trip travel times, etc. The performance of the different 
models in reproducing current flows is summarized in Table 5.6. 
 
The results show that the trip distances deviate very much from the actual values in the OLS 
models. Even more striking is the large difference between the model specifications. Where the 
OLS base model overestimates the total trip distance with more than 90%, the mode 
competition model specification underestimates the distance by 34%. 
 
The SAR models perform clearly better in this respect, indicating a good performance in 
reproducing the actual travel flows. The results of the different model specifications are very 
similar to each other. This is also visible in Figure 5.2 (Appendix), where the SAR models 
consequently proof to successfully reproduce the share of trips for each distance category. 
Figure 5.3 (also in Appendix) shows the part of the reproduced flows that is explained by the 
structural part of the equation, i.e. the explained flows excluding the part explained by the 
spatial dependence. It shows that the spatial autocorrelation has especially a large influence on 
the predictions in the central area, where the majority of boardings occur.  
  
Table 5.6: Performance in reproducing actual passenger travel flows 
  Linear (OLS) Spatial Autoregressive (SAR) 
 Actual Base model Euclidean separation Mode competition Base model Euclidean separation Mode competition 
Total number 
of trips * 
1639614 1639614  1639614  1639614  1639614  1639614  1639614  
Total distance 9,497,401 18190743 +91.5% 8492742 -10.6% 6270045 -34.0% 9508579 +.1% 8943161 -5.8% 9011898 -5.1% 
Average trip 
distance 
5.79 11.09 +91.5% 5.18 -10.6% 3.82 -34.0% 5.80 +.1% 5.45 -5.8% 5.50 -5.1% 
Average trip 
travel time 
22.9 42.0 +83.4% 19.7 -14.0% 11.9 -48.0% 23.7 +3.5% 21.7 -5.2% 21.5 -6.1% 
* All models are calibrated on the actual total number of trips 
 
 
Table 5.7: Predicted changes in passenger travel flows (alternative transit network designs) 
 Linear (OLS) Spatial Autoregressive (SAR) 
 Base model Euclidean separation Mode competition Base model Euclidean separation Mode competition 
 Equal Efficient Equal Efficient Equal Efficient Equal Efficient Equal Efficient Equal Efficient 
Number of trips +18.5% -2.9% -19.7% +8.1% -62.9% +4.0% +.1% +.7% -4.7% +2.8% -4.3% +3.7% 
Total distance travelled +13.8% -5.9% -8.7% +6.3% -45.7% +19.7% +/- +.5% -2.9% +1.6% -3.0% +2.9% 
Average trip distance -4.0% -3.1% +13.8% -1.7% +46.4% +15.0% -0.1% -0.2% +1.9% -1.3% +1.3% -0.8% 
Average trip travel time -4.0% -6.4% +19.8% -5.1% +75.6% +15.1% +1.7% +.4% +4.6% -1.8% +4.7% -.9% 
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Performance in predicting future flows (alternative transit networks) 
The two transit network alternatives are designed in such a way that they should cause very 
different changes in passenger travel flows. The “equal” network caters especially well for 
longer trips, with better transit service in the outer areas, at the expense of services in the central 
zones. The “efficient” network alternative especially serves the shorter, direct connections in 
the denser, central parts of the region, and reduces the supply in zones with lower density and 
less demand. Note that the total supply (in terms of service kilometres) in both network 
alternatives is identical to the current supply. Given the design of the alternatives, it might be 
expected that the number of trips will decrease with the introduction of the equal network, with 
a reduction in shorter trips and an increase in longer trips. For the efficient network, the total 
number of trips is expected to increase, especially due to an increase in short, direct trips. The 
number of longer trips is expected to go down. 
 
An overview of the predictions produced by the different models is given in Table 5.7. 
 
The various specifications of the OLS models generate very different predictions of future 
transit flows. The “Euclidean separation model” produces predictions which are largely in line 
with expectations, but the large differences with the predictions of the other model 
specifications make it difficult to draw any conclusions regarding the reliability of (the size of) 
the predicted changes. Overall, the models seem to largely overestimate the marginal effects of 
changes in individual variables, resulting in an overestimation of the total effects of changes, in 
either the correct, expected, direction or even in the wrong direction. 
 
The SAR models consistently produce predictions in the expected directions: less, but on 
average longer trips for the equal network alternative, and more but shorter trips for the efficient 
network. The predicted total changes are relatively small, in the range of a few percent change. 
This seems reasonable, because the total level of supply does not change in the alternative 
network designs and because a large share of bus users are ‘captive’ riders. Although the 
predicted total effects are quite similar across the different SAR model specifications, the exact 
spatial distributions of predicted changes in flows are less consistent, as is visible in Figures 5.4 
and 5.5 (Appendix). Especially the “base model” specification produces quite distinct 
predictions at the OD-level from the other two model specifications.  
 
Figures 5.6 and 5.7 (Appendix) show the changes in predicted boardings in each zone due to 
the transit network changes in the equal and efficient network alternative, respectively. Next to 
the total changes, the predicted changes in the structural part (“trend”) and the change explained 
by the spatial dependence part (“signal”) of each model specification are given separately. This 
shows where spatial autocorrelation has the largest influence on the predictions. For the equal 
network alternative, the structural part of the predictions performs rather well in predicting the 
ridership changes in the central regions (main cities of Arnhem and Nijmegen and the corridor 
between them). At the outer areas, however, it seems to largely overestimate the increase in 
ridership. This is corrected by the “signal” (spatial dependence) part of the prediction. Also for 
the efficient network alternative, the structural part of the prediction shows to perform rather 
well in the central region. At the outer areas, it largely overestimates the ridership reduction. 
This is corrected by the signal part of the prediction. 
 
Overall, the figures illustrate that spatial dependence has the largest influence on the predictions 
in the more rural areas of the region with relatively low numbers of transit ridership, where not 
accounting for spatial dependence results in a large overestimation of the ridership effects of 
transit network interventions. This may be the result of several effects related to spatial 
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dependence. One reason may be the large size of the zones in the rural areas and the related 
mismatch between the spatial scale of socio-economic data and ridership data. Another reason 
may be the lack of information on access and egress distance to public transport stops, which 
may especially affect prediction in low density areas. 
Summary of results 
Table 5.8 provides a qualitative overview of the performance of the models estimated using the 
different estimation methods, for all performance indicators distinguished in Section 5.3. 
 
Table 5.8: Overview of the performance of the models 
  Within model specifications Between model specifications 
    OLS SAR   OLS SAR 
Quality of 
the model 
Direction and size of 
parameters in line with 
expectations (Table 5.5) 
+/- + 
Consistency in direction 
and size of parameters 
(Table 5.5) 
- + 
Reproducing 
current 
flows 
Correlation between actual 
and estimated flows (Table 
5.5) 
- ++    
Estimated average trip 
distance in line with 
observations (Table 5.6) 
- + 
Consistency in average 
trip distance (Table 5.6) 
-- ++ 
Estimated average trip travel 
time in line with observations 
(Table 5.6) 
- ++ 
Consistency in average 
trip travel time (Table 5.6) 
-- ++ 
Distribution of estimated 
flows by distance category in 
line with observations (Figure 
5.2) 
- ++ 
Consistency in distribution 
of flows by distance 
category (Figure 5.2) 
-- ++ 
    
Consistency in 
reproducing current flows 
at OD-level (Table 5.9) 
+/- ++ 
Predicting 
future flows 
Predicted total flows in line 
with theoretical expectations 
(Table 5.7) 
+/- ++ 
Consistency in predicted 
total flows (Table 5.7) 
-- + 
Predicted average trip 
distance in line with 
theoretical expectations 
(Table 5.7) 
- + 
Consistency in predicted 
average trip distance 
(Table 5.7) 
-- + 
Predicted average trip travel 
time in line with theoretical 
expectations (Table 5.7) 
- + 
Consistency in predicted 
average trip travel time 
(Table 5.7) 
-- + 
Predicted flows by distance 
category in line with 
theoretical expectations 
(Figure 5.4, Figure 5.5) 
+/- + 
Consistency in predicted 
flows by distance category 
(Figure 5.4, Figure 5.5) 
+/- +/- 
   
Consistency in predicted 
flows at OD-level (Table 
5.10, Table 5.11) 
- +/- 
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The overview clearly shows, as expected, the poor performance of the OLS models on virtually 
all indicators. Although we explored the ridership effects of fictive transit network alternatives, 
and therefore have no benchmark of actual effects, the predictions by the SAR model seem to 
be much more realistic than the OLS predictions. Moreover, the consistency of the predictions 
with the different model specifications is much larger with the SAR models. Hence, we 
conclude that including spatial dependence in travel demand models is likely to substantially 
improve model performance. 
5.6 Conclusion and discussion 
The overarching aim of this paper was to explore the benefits of explicitly accounting for spatial 
dependence in travel demand modelling, in light of the concerns about the poor and seemingly 
biased predictions by conventional travel demand models. Previous research, mainly outside 
the domain of travel demand modelling, has demonstrated the importance of taking spatial 
dependence into account when estimating models. In this paper, we analysed the benefits and 
importance of accounting for spatial dependence when predicting the effects of interventions 
on travel flows. 
 
For this purpose, we have compared spatially-explicit spatial interaction models of public 
transport passenger flows to “conventional” models that do not account for spatial dependence. 
More specifically, we have compared a conventional linear regression model (OLS), which 
does not account for spatial autocorrelation, with a spatial autoregressive model (SAR) that 
does take spatial autocorrelation into account. We employed our models to an analysis of 
hypothetical interventions in the public transport system in the Arnhem-Nijmegen region in the 
Netherlands. 
 
We have systematically assessed the performance of both estimation methods along three 
dimensions: (1) the quality of the model, (2) the performance in reproducing the current flows, 
and (3) the performance in predicting future flows. For each of these aspects, we have analysed 
both the performance itself, and the consistency in performance between different model 
specifications.  
 
The SAR models clearly outperform the conventional OLS models in terms of model quality: 
the directions of parameters are more in line with expectations, and are more consistent in size 
between different model specifications. The statistical significance of the spatial lag and error 
parameters demonstrates the additional value and importance of taking spatial dependence into 
account. In terms of reproducing current flows, we also find that the spatially-explicit SAR 
models outperform conventional OLS models. The SAR models perform especially well in 
terms of the consistency of the predictions between different model specifications, as well as 
the quality of reproducing flows over the whole range of distance categories. Finally, the SAR 
models also deliver predictions of future flows that are in line with theoretical expectations, in 
contrast to the OLS models. Beyond these benefits, we also found that the spatially-explicit 
estimation method is much less dependent on the set of variables included in the model, which 
is a clear benefit in theoretical terms (as in theoretical terms, models with a limited number of 
independent variables are to be preferred) and in practical terms (i.e., the estimation method 
can also be applied in cases of limited data availability). This is probably due to the fact that 
SAR models, in contrast to the OLS models, do not solely depend on the data on independent 
variables, but also include the spatial structures and interdependencies in both the model 
estimation and when making the predictions. This information is stable between model 
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specifications, and thus reduces the vulnerability of the models for uncertainties in the data 
available.  
 
In sum, the results of our modelling and simulation exercises clearly demonstrated the superior 
performance of the spatially-explicit estimation method compared to the conventional method. 
In accordance with recent literature, the spatially-explicit models produce better predictions, 
and their predictions are less influenced by the selection of explanatory variables in comparison 
to conventional models. We expect that similar results would be obtained for other model-types 
that do not take spatial autocorrelation into account explicitly, such as the logit-type models for 
spatial interaction. It remains for future work to test whether this actually is the case. 
Potential impact on accuracy of travel forecasts 
Since travel demand modelling is a key tool employed in transport planning, these findings are 
highly relevant for policy making. Better estimation methods can assist in delivering more 
reliable predictions of the impacts of interventions in the transport system. The highly volatile 
results of the conventional OLS estimation method suggests that decision-makers are currently 
fed by highly unreliable results. 
 
Our findings also shed a new light on the ongoing debate about the quality of travel forecasts. 
A range of studies have shown that forecasts by travel demand models seem to structurally 
overestimate the impact of public transport interventions on travel demand. Although most 
literature suggests that this is most likely due to psychological and political-economic reasons 
(Flyvbjerg, 2007; van Wee, 2007), we argue that technical reasons should not be neglected. 
Indeed, the disregard for the potential influence of spatial dependence on the outcomes of travel 
demand models may well result in structural flaws in predictions.  
 
The results from our study provide clear evidence for this. They show that models taking into 
account spatial dependence generate much more ‘conservative’ or ‘moderate’ predictions of the 
impacts of changes in the transit network. This is also what might be expected in theory: if 
spatial dependence is not included, the phenomenon will be ‘captured’ by other independent 
variables in linear models. This results, in case of positive spatial dependence, in an 
overestimation of marginal effects (i.e., of parameter values), and thus also in an overestimation 
of the impacts of changes in independent variables such as improvements in speed, frequency, 
and the number of stops. Our results show that this indeed occurs: the conventional models 
result in ‘exaggerated’ predictions in both directions, i.e. in both strong increases as well as 
strong declines in travel flows. This is in line with the fictive interventions we have studied, in 
which the structure of transit supply changed but overall transit supply remained the same. If 
parameter estimates are too high because of a failure to account for spatial dependence, it may 
be expected that such ‘balanced’ interventions can result in both over- and underestimation of 
future travel flows. 
 
The situation is different in most policy applications, as here travel demand models are typically 
employed to predict the future impacts of increases in (transit) supply. In that case, an 
overestimation of parameter values is very likely to result in an overestimation of the positive 
effect of additional transit supply. Furthermore, the effect is more likely to occur for transit than 
for road investments, given the (a) relatively large addition of any new transit investment to 
existing transit supply; (b) the potentially large spatial dependence due to the more localized 
nature of transit supply than road supply; and (c) a potential negative effect of congestion on 
spatial dependence in road demand which is not present in transit demand (i.e., increasing 
demand has a negative influence on the quality of road supply due to congestion, whereas in 
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public transport it has mainly positive effects). This suggests that technical reasons, resulting 
from the failure to incorporate spatial dependence in travel demand modelling, may at least in 
part explain the findings of Flyvbjerg and others regarding the political nature of the systematic 
overestimation of the impacts of transit investments. The findings presented in this paper at 
least call for a critical re-assessment of these studies.  
 
Even more important would be a change in the practice of travel demand modelling. The results 
of our paper clearly underline that spatial dependence cannot be ignored in predictions of future 
travel demand, certainly not in light of the often far-reaching implications of these predictions 
for the quality of life in cities and regions around the world.  
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Appendix 5A: Spatial autoregressive prediction procedure 
The prediction procedure with the spatial autoregressive model can be represented 
mathematically as follows (see Goulard et al. 2017 for a detailed technical description of this 
procedure): 
 
𝑦 = 𝜌𝑊𝑦 + 𝑋𝛽 + 𝜀          (A.1) 
𝑍 = 𝐼 − 𝜌𝑊           (A.2) 
 
With variance-covariance matrix: 
Ω = 𝑍−1(𝑍′)−1 = 𝛹−1         (A.3) 
 
And inverse variance-covariance matrix (precision matrix): 
𝛹 = 𝑍′𝑍           (A.4) 
Which can be rewritten as: 
𝛹 =
1
𝜎2
(𝐼 − 𝜌(𝑊′ + 𝑊) + 𝜌2𝑊′𝑊) = [
𝛹11 𝛹12
𝛹21 𝛹22
]     (A.5) 
where Ψ11 represents the part of the precision matrix that is related to the residuals of 
the exogenous prediction on the sample data; Ψ22 relates to the covariance structure in the new 
situation (i.e., alternative transit networks); and Ψ12 and Ψ21 relate the residuals in the sample 
date and the new data (new transit network situation).  
The BLUP for the new situation: 
?̆?2 = ?̃?2 + 𝛺21(𝛺11)
−1(𝑦1 − ?̃?1)            (A.6) 
where: 
?̃?2 is the expected value of y, defined as: 
?̃?2 = (𝐼𝑁 − ?̂?𝑊)
−1(𝑋?̂?)        (A.7) 
Ω21 is the partition of the variance-covariance matrix that relates the errors in the sample 
data and the new situation. 
(Ω11)
−1 = Ψ11 is the part of the inverse variance-covariance matrix that pertains to the 
residuals in the exogenous prediction on the sample data (the existing transit network). 
(𝑦1 − ?̃?1) is the residuals from the exogenous prediction for the current sample data. 
In equation (A.6), ?̃?2 represents the expected value of a spatial lag model. The second 
term utilizes a priori knowledge of the interdependence of disturbances in the new data with the 
residuals in the sample data to estimate the prediction disturbance (𝑦1 − ?̃?1). The matrix 
𝛺21(𝛺11)
−1 may be interpreted as regression coefficients relating the sample residuals to the 
residuals of the new data. In simple words, we add to the prediction the expected residual for a 
zone based on the part of the residual that can be explained by the explained spatial 
autocorrelation pattern in the sample data.  
Chapter 5: Predicting travel flows with spatially explicit aggregate models 91 
 
Appendix 5B: Figures 
 
 
Figure 5.2: Distribution of reproduced flows by distance category  
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Figure 5.3: Part of the predicted number of boardings that is explained by the structural part of 
the prediction. The figure shows that the inclusion of spatial autocorrelation especially affects 
predictions in the central area, where the majority of boardings occur. 
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Figure 5.4: Distribution of predicted changes in flows by distance category - equal transit 
network 
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Figure 5.5: Distribution of predicted changes in flows by distance category - efficient transit 
network 
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Table 5.9: Correlation between estimated flows in different model specifications 
 OLS  Spatial Autoregressive 
 Base model 
Euclidean 
separation 
Mode 
competition 
 Base model 
Euclidean 
separation 
Mode 
competition 
Base model 1 .312 .170  1 .891 .950 
Euclidean 
separation 
.312 1 .958  .891 1 .980 
Mode 
competition 
.170 .958 1  .950 .980 1 
 
 
Table 5.10: Correlation between model specifications of predicted changes in travel flows due 
change in transit network (equal network) 
 OLS  Spatial Autoregressive 
 Base model 
Euclidean 
separation 
Mode 
competition 
 Base model 
Euclidean 
separation 
Mode 
competition 
Base model 1 .054 .015  1 .362 .416 
Euclidean 
separation 
.054 1 .985  .362 1 .984 
Mode 
competition 
.015 .985 1  .416 .984 1 
 
 
Table 5.11: Correlation between model specifications of predicted changes in travel flows due 
change in transit network (efficient network) 
 OLS  Spatial Autoregressive 
 Base model 
Euclidean 
separation 
Mode 
competition 
 Base model 
Euclidean 
separation 
Mode 
competition 
Base model 1 .046 -.020  1 -.012 -.063 
Euclidean 
separation 
.046 1 .900  -.012 1 .992 
Mode 
competition 
-.020 .900 1  -.063 .992 1 
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Figure 5.6: Predicted change in flows due to transit network change in the equal network 
alternative, divided into “trend” and “signal”. 
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Figure 5.7: Predicted change in flows due to transit network change in the efficient network 
alternative, divided into “trend” and “signal”. 
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Chapter 6: Conclusions and implications 
Travel demand models are an essential tool to support transport planners and policy makers 
when preparing and taking decisions on future transport plans and projects. Given this crucial 
role, the predictions produced by travel demand models can have a large, albeit indirect, 
influence on our spatial environment as they inform spatial decisions. It is therefore very 
important that these models predict the effects of (alternative) interventions and designs as 
accurately as possible.  
 
Recent studies raise serious doubts regarding the accuracy of the predictions produced by travel 
demand models (Flyvbjerg, 2007; Flyvbjerg & Holm, 2002; van Wee, 2007). Especially for 
public transport, travel demand models seem to structurally overestimate the future demand. 
Most researchers seek to explain this by psychological (planning fallacy, optimism bias) and 
political-economic (deliberate and strategic manipulation of model results to generate desired 
outcomes) reasons. Technical explanations are often considered to be the least likely 
explanation of the poor prediction accuracy, as the assumption is that technical faults in the 
model would somehow lead to a balance between over- and underestimations of future travel 
demand (van Wee, 2007). However, authors may have been too quick to accept this conclusion, 
as the potential existence of spatial dependence in public transport flows may cause 
fundamental flaws in the models typically employed in travel demand forecasts.  
 
In this light, the main goal of this thesis was to research the impact of spatial dependence on 
the performance of travel demand models for public transport. Supported by various modelling 
exercises, it first tried to demonstrate the bare existence of spatial dependence in public 
transport travel flows. After this, it aimed to assess the impact of spatial dependence on the 
estimation of model parameters, as well as showing how accounting for spatial dependence can 
significantly improve the accuracy of predictions produced by a travel demand model. The 
results of the modelling exercises in this thesis have provided insights in the probability that 
unaccounted spatial dependence is a cause of structural overestimation by conventional models 
for public transport. 
 
In this concluding chapter, the results of the previous chapters are combined and put into a 
broader perspective. First, the potential causes of spatial dependence in public transport 
passenger flows are briefly summarized, including a short discussion on the implications this 
might have from a modelling perspective (Section 6.1). Section 6.2 provides the main results 
of Chapter 3, which presented a rather conventional model – not accounting for spatial 
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dependence – to explain the number of boardings at bus stops. Section 6.3 presents the main 
findings presented in Chapter 4, illustrating the impact of spatial dependence on model 
estimations. After this, Section 6.4 gives the main results of Chapter 5, where the impact of 
spatial dependence on the predictions produced by public transport travel demand models is 
explored. Taken together, these sections clearly show the importance of accounting for spatial 
dependence when modelling public transport flows. Section 6.5 discusses the practical 
implications of the findings of this thesis. It first revisits the impact of spatial dependence on 
the accuracy of conventional travel demand models, and the caution that should be taken when 
interpreting the predictions they produce. This is followed by a description of how travel 
demand models could be adjusted in order to correctly account for spatial dependence. The 
chapter ends with a call on transport modellers to systemically account for spatial dependence, 
not only in advanced theoretical models, but also and especially in regular transport models that 
are used around the world to inform decision-making on large-scale infrastructure investments. 
6.1 Spatial dependence and travel demand modelling 
The similarities in, and interdependencies between, spatially related locations have large 
implications for the way in which spatial data can be used for modelling and forecasting. This 
has been extensively motivated and proven by various researchers from the relatively recent 
field of spatial econometrics (Anselin, 2010; Griffith, 2007; LeSage & Pace, 2009). The key 
issue is that most conventional transport models, and especially most transport models used in 
practice, assume independence among observations. With spatial data, this is hardly ever the 
case because observations tend to be correlated between spatially proximate locations. This 
phenomenon is usually referred to as spatial autocorrelation or spatial dependence. By ignoring 
these relationships, the statistical estimation models typically employed in transport models are 
highly likely to generate flawed results. 
 
In recent years, spatial dependence has been observed in a variety of fields and topics, such as 
patent citation data (Fischer & Griffith, 2008), migration flows (LeSage & Pace, 2008), and 
commodity flows (Chun et al., 2012). Also in the field of transport, researchers are starting to 
acknowledge, identify and analyse spatial dependence. For example, Black, and Thomas (1998) 
observed spatial dependence in the spatial distribution of road accidents, and Cheng, Haworth, 
and Wang (2012) and Sarlas and Axhausen (2017) observed spatial dependence in travel time 
and travel speeds.  
 
Studies relating spatial dependence to transport mainly involve road transport. Spatial 
dependence in public transport is potentially even stronger. Reason for this is that car networks 
are far more homogeneous then public transport networks, which typically consist of far fewer 
links and thus are less dense overall. Where travel speeds for car drivers are relatively similar 
in all directions and to all destinations, travel speeds for public transport passengers strongly 
depend on network structure and timetables. This results in a highly variable spatial pattern of 
better and worse accessible destinations, implying strong spatial dependence. 
 
Spatial dependence in public transport passenger flows has not been explicitly shown before, 
although it is very likely to exist. The probable existence of spatial dependence has multiple 
causes, and potentially severe consequences for the reliability of travel demand model’s 
predictions. The literature generally distinguishes between two forms of spatial dependence in 
data: spatial lag dependence and spatial error dependence (Anselin and Bera, 1998; Anselin, 
1988). The spatial lag dependence encompasses two phenomena that are difficult to distinguish 
in practice: 
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• True contagion: Spatial lag dependence can be caused by a direct influence of 
characteristics or behaviour from one location to other close locations, due to spill-
overs, copy-catting, or diffusion. In transport, this may be related to network 
characteristics, e.g. the number of boardings at a bus stop may be affected by the 
number of boardings at previous stops due to crowding.  
• Spatial scale mismatch: A difference between the spatial scale of the phenomenon 
under study and the spatial scale at which it is measured can be a cause of spatial 
dependence. This mismatch is likely in travel demand modelling, as many data is 
available at statistic sector level which may not coincide with the nodes within 
networks. The typical use of zones in transport modelling makes this type of 
mismatch nearly unavoidable. 
 
The second form of spatial dependence - spatial error dependence - occurs when spatial 
dependence exists in the measurement errors of the explanatory variables or in variables that 
are not included in the model: 
 
• Measurement errors: Measurement errors in independent variables can have a cause 
with a spatial component, causing them to be spatially autocorrelated. In transport 
modelling, this is for example likely to occur in travel time measurements. This 
important variable highly fluctuates over time and is hard to measure between all 
origins and destinations, making estimations necessary. Inaccuracies in this at 
specific locations in the network have an impact on the travel time between various, 
spatially related origin-destination combinations.  
• Omitted variables: Spatial error dependence can also be caused by spatially 
autocorrelated omitted variables (i.e., omitted variables bias). In the complex 
context of transport behaviour, travel demand models inevitably only include a 
selection of the variables that influence travel decisions. Many of the omitted 
variables are likely to have a strong spatial component, causing spatial error 
dependence. 
 
These different forms of spatial dependence have – if not accounted for – serious impacts on 
modelling results. Unaccounted spatial lag dependence in a model results in biased as well as 
inconsistent parameter estimates. Unaccounted spatial error dependence in a model results in 
unbiased, but inefficient parameter estimates (Anselin, 1988). This leads to inaccurate and 
unreliable predictions when these models are used to assess the effects of future situations and 
investments. This thesis aimed to assess the existence of the problem of spatial dependence in 
public transport travel flows, as well as possible solutions. 
6.2 Performance of conventional travel demand models 
In Chapter 3 of this thesis, direct transit ridership modelling was used to explore the importance 
of different variables in explaining bus ridership at the level of individual bus-stops in the region 
of Arnhem and Nijmegen. None of the rather conventional cross-sectional models presented in 
this chapter accounted for spatial dependence, yet all seemed to perform rather well. The good 
model fit (adjusted R² of .77) and parameter estimates for most variables that were largely in 
line with the literature gave little reason to doubt the models at first sight. 
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However, analysing the changes in bus-stop boardings in response to changes in the public 
transport network using fixed-effects panel data models gave different results. Although the 
directions of the parameter estimates were the same as in the cross-sectional models for most 
variables, the size of most parameter estimates were rather different. Most parameter estimates 
were about half of the size of their corresponding parameters in the cross-sectional models.  
 
These differences could be partly explained by the time (potential) travellers need to get used 
to changes in public transport supply. The differences, however, also indicated that there were 
more fundamental problems with these conventional cross-sectional models for travel demand. 
This could be due to endogeneity between potential demand and supply of public transport 
services, or due to unaccounted spatial dependence. 
 
Overall, the results of the modelling exercises of Chapter 3 show the seemingly acceptable 
performance of the conventional, cross-sectional models for travel demand. It is precisely this 
reasonable performance of conventional aggregate models that have been a reason for their 
popularity, even after the emergence of the field of spatial econometrics. However, additional 
analyses in Chapter 3 of changes in travel demand over time indicated flaws in the results of 
these conventional models, which make them unreliable for predicting future demand. 
Therefore, in the subsequent chapters in this thesis, the likely existence of spatial dependence 
in public transport passenger flows was explored as a cause – and potential solution – for flaws 
in conventional travel demand models.   
6.3 Spatial dependence in public transport travel flows 
The existence of spatial dependence in public transport travel flows was explored in Chapter 4. 
It aimed to empirically demonstrate the importance of accounting for potential spatial 
dependence between observations in the specification of spatial interaction models. For this 
purpose, the spatial pattern of passenger flows on the regional bus system in the Arnhem 
Nijmegen region were analysed, using Spatial Interaction Modelling (SIM). The models were 
defined using a multilevel approach. At the lower level, the attractiveness of neighbourhoods 
for boarding and alighting was modelled based on spatial and transit supply characteristics. At 
the upper level, spatial interactions among zones were modelled taking into account competing 
origins, competing destinations as well as network characteristics. Rather conventional SIM 
formulations – that did not account for spatial dependence – were systematically compared with 
a SIM that explicitly accounted for spatial dependence. 
 
Similar to the direct transit ridership models of Chapter 3, the conventional SIMs seemed to 
perform rather well. Most parameter estimates were statistically highly significant, with the 
expected directions. Also the overall model fit was acceptable, and increased when more 
variables were added to the model.  
 
However, when testing the residuals of these SIMs for remaining spatial autocorrelation using 
Moran’s I test, the highly significant result of this test indicated the existence of spatial 
dependence in the public transport passenger flows. This was confirmed by the estimation of a 
SIM that uses spatial autoregressive modelling to explicitly account for spatial dependence. 
This model had a better fit than the conventional models. Furthermore, the coefficients of the 
spatial lag (rho) and spatial error (lambda) components in this model are both highly significant, 
positive, and with a value of 0.8 high in magnitude. This indicates that both types of spatial 
dependence – spatial lag dependence and spatial error dependence – exist in the observed public 
transport travel flows. 
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The incorporation of spatial dependence in the model structure also results in different 
parameter estimates. Although the directions of most estimated parameters are equal in all 
models, irrespective of the incorporation of spatial dependence, their magnitudes are not. Most 
remarkable difference between both modelling approaches is the relative influence of transit 
travel time and direct connections. Where the impact of direct connections is about four times 
as high in the autoregressive models, the influence of travel time is only a fraction of the 
estimate by the conventional model. This indicates that a direct connection (i.e., no need to 
transfer) is far more important for travellers than anticipated for by traditional models, 
especially in relation to travel time. The much lower value of travel time is in line with earlier 
studies, that argue that spatial dependence effects might be confounded with distance decay 
effects in traditional SIMs. It is argued that not accounting for existing spatial dependence is 
likely to result in a misspecification of the distance decay parameter (Curry, 1972; 
Fotheringham, 1981; Griffith, 2007; Griffith and Jones, 1980). The extreme low value in our 
case may in part be the result of the competition between bike and public transport on especially 
the shorter distances. Obviously, this finding regarding the relative importance of travel time 
versus a direct connection holds for the particular case of investigation, in which frequencies of 
most bus services is relatively low (four times an hour or less in most cases). Although the exact 
parameters cannot be generalized to other regions, the large differences of estimated impacts of 
variables between conventional and spatial autoregressive models clearly indicate a potentially 
large bias in model estimates when not accounting for spatial dependence. 
 
The spatial autoregressive model overall performed much better than the conventional models 
in explaining the actual travel flows. Where the conventional models generally overestimated 
transit ridership at links between neighbourhoods with low and/or medium levels of 
urbanization, the autoregressive model performed well for all types of locations and links. Also 
the Pearson correlation coefficients between the actual and estimated flows was for all levels 
of urbanization higher for the spatial autoregressive model.  
 
The results of this systematic comparison clearly demonstrated the existence of spatial 
dependence in the observed bus passenger travel flows in the Arnhem Nijmegen region. 
Moreover, the differences in parameter estimates (or impact levels) between the conventional 
SIMs and the spatial autoregressive SIMs showed that unaccounted spatial dependence can 
have a significant impact on model estimations.  
 
These flaws in model estimations caused by unaccounted spatial dependence are likely to 
influence prediction results when such modelling approaches are used in travel demand models. 
This in turn may have profound implications for the very design of public transport networks 
in cities and regions. This is an important result, as travel demand models are (still) widely used 
in practice and strongly shape political decisions about investments in regional transport 
systems. The following section therefore presents the results of an analysis of the potential 
impact of spatial dependence on the predictions produced by a travel demand model. 
6.4 Impact of spatial dependence on predictions 
After proving the existence of spatial dependence in public transport travel flows in the Arnhem 
Nijmegen region and showing its implications for model estimations in Chapter 4, Chapter 5 of 
this theses explored the consequences of this for the quality of predictions produced by travel 
demand models. This was done by comparing the predicted ridership effects of hypothetical 
transit network interventions in the study area by spatially-explicit spatial interaction models to 
those of “conventional” models that do not account for spatial dependence. For both model 
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types, three specifications of the models (varying by the combination of included variables) 
were estimated.  
 
The spatial autoregressive models outperformed the conventional models in virtually all 
respects. First, the autoregressive models showed much more stable parameter values between 
the different model specifications. This indicates that data availability is less critical for this 
model type and that relatively reliable predictions may be generated when using this estimation 
method, irrespective of the exact model specification. The relative large and statistical 
significant values of the spatial lag and spatial error coefficients demonstrate the existence of 
spatial autocorrelation in the data, and stress the importance of taking it into account in the 
models. 
 
This also translates into the performance by the models in reproducing the current travel flows 
of bus passengers. The total trip distances of the flows reproduced by the conventional models 
deviate very much from the actual values. Even more striking is the large difference in results 
between the model specifications. Where one of the model specification overestimated the total 
trip distance with more than 90%, another model specification underestimated the distance by 
34%. The spatial autoregressive models performed clearly better in this respect, indicating a 
good performance in reproducing the actual travel flows. For these models, the results of the 
different model specifications were very similar to each other. The results showed that the 
spatial dependence has especially a large influence on the predictions in the central area, where 
the majority of boardings occur.  
 
Third, in terms of predicting the ridership effects of hypothetical public transport network 
interventions, the spatial autoregressive models again clearly outperformed the conventional 
models. Again, the various specifications of the conventional models generated very different 
predictions of future transit flows, making it difficult to draw any conclusions regarding the 
reliability of (the size of) the predicted changes by these models. Overall, the models seemed 
to largely overestimate the marginal effects of changes in individual variables, resulting in an 
overestimation of the total effects of changes, in either the correct, expected, direction or even 
in the wrong direction. 
 
The spatial autoregressive models consistently produced predictions in line with expectations: 
less, but on average longer trips for a transit network focusing on coverage, and more but shorter 
trips for the network alternative that focused on the locations with the highest demand. The 
predicted total changes were relatively small, in the range of a few percent change. This seems 
reasonable, because the total level of supply does not change in the alternative network designs 
and because a large share of bus users are ‘captive’ riders.  
 
In sum, the results of the modelling and simulation exercises of Chapter 5 clearly demonstrated 
the superior performance of the spatially-explicit estimation method compared to the 
conventional method for the studied case and scenario’s. In accordance with recent literature, 
the spatially-explicit models produced better predictions, and their predictions were less 
influenced by the selection of explanatory variables in comparison to conventional models.  
 
The following section discusses the more general and practical implications of the results of the 
modelling exercises of this thesis.  
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6.5 Implications of spatial dependence for travel demand models 
The results of this thesis, specifically the demonstration of the existence of spatial dependence 
in public transport passenger flows in the Arnhem Nijmegen region and the impact this has on 
the performance of travel demand models, has two main implications. First, it shows that 
caution should be taken when the results of conventional travel demand models are interpreted. 
Second, it proves that in the likely case of spatial dependence, adjustments in the modelling 
approaches of travel demand models are required. This section discusses these implications 
consecutively.  
Interpreting predictions of conventional travel demand models 
The findings of this thesis shed a new light on the ongoing debate about the quality of travel 
forecasts. A range of previous studies have shown that forecasts by travel demand models seem 
to structurally overestimate the impact of public transport interventions on travel demand. 
Although most literature suggests that this is most likely due to psychological and political-
economic reasons (Flyvbjerg, 2007; van Wee, 2007), technical reasons should not be neglected. 
Indeed, the disregard of the potential influence of spatial dependence on the outcomes of travel 
demand models may well result in structural flaws in predictions.  
 
The results of this thesis provide clear evidence for this. They show for the Arnhem Nijmegen 
public bus system that models taking into account spatial dependence generate much more 
‘conservative’ or ‘moderate’ predictions of the impacts of changes in the transit network. This 
is also what might be expected in theory: if spatial dependence is not included, the phenomenon 
will be ‘captured’ by other independent variables in linear models. This results, in case of 
positive spatial dependence, in an overestimation of marginal effects (i.e., parameters with 
higher values), and thus also in an overestimation of the impacts of changes in independent 
variables such as improvements in speed, frequency, and the number of stops. This thesis shows 
that this indeed occurs: the conventional models result in ‘exaggerated’ predictions in both 
directions, i.e. in both strong increases as well as strong declines in travel flows. This is in line 
with the expectations regarding the impact of the fictive interventions that were studied, in 
which the structure of transit supply changed but overall transit supply remained the same. If 
parameter estimates are too high because of a failure to account for spatial dependence, it may 
be expected that such ‘balanced’ interventions can result in both over- and underestimation of 
future travel flows. 
 
The situation is different in most policy applications, as here travel demand models are typically 
employed to predict the future impacts of increases in (transit) supply. In that case, an 
overestimation of parameter values is very likely to result in an overestimation of the positive 
effect of additional transit supply. Furthermore, the effect is more likely to occur for transit than 
for road investments, given the (a) relatively large addition of any new transit investment to 
existing transit supply; (b) the potentially large spatial dependence due to the more localized 
nature of transit supply than road supply; and (c) a potential negative effect of congestion on 
spatial dependence in road demand which is not present in transit demand (i.e., increasing 
demand has a negative influence on the quality of road supply due to congestion, whereas in 
public transport it has mainly positive effects). This suggests that technical reasons, resulting 
from the failure to incorporate spatial dependence in travel demand modelling, may at least in 
part explain the findings of Flyvbjerg and others regarding the systematic overestimation of the 
impacts of transit investments. The findings presented in this thesis at least call for a critical re-
assessment of these studies and the conclusion that the observed overestimates are political in 
nature.  
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Fixing the four-step travel demand model 
The results of this thesis stress the importance of taking into account the likely existence of 
spatial dependence in transport modelling. They clearly underline that spatial dependence 
cannot be ignored in predictions of future travel demand, especially because of the often far-
reaching implications of these predictions for the quality of life in cities and regions around the 
world. This calls for a change in the practice of travel demand modelling.  
 
This, of course, leads to the question of how travel demand models, used by a wide range of 
public authorities across the world, can be “fixed” in order to be able to correctly account for 
spatial dependence. Correcting the conventional four-step travel demand model involves two 
aspects. First, the potential causes of spatial dependence should be acknowledged and reduced 
as much as possible. Second, alternative – spatial autoregressive – modelling approaches should 
be applied instead of the conventional ones. 
 
Reducing spatial dependence 
The first part of accounting for spatial dependence in travel demand models involves 
acknowledging its existence and minimizing the causes and strength of it. As described before, 
spatial dependence in public transport flows is likely to exist in various forms: spatial lag 
dependence and spatial error dependence. These have different causes, different impacts on 
modelling results, and can be addressed through different possible improvements and 
corrections. Potential corrections and improvements can be found in data collection procedures 
and data quality, and in the selection of variables included in the model. However, as it is 
unlikely that this will remove all spatial autocorrelation in the data, a change in estimation 
method is generally required as well. This latter possibility is discussed in the next sub-section. 
Here, I first present possible improvements and corrections for the various forms of spatial 
dependence.  
 
 Spatial lag dependence: True contagion 
Spatial lag dependence can be caused by the direct influence of characteristics or 
behaviour from one location to other nearby locations, due to spill-overs, copy-catting, 
or diffusion. Because these are “real” effects, they cannot be corrected or reduced by 
data collection improvements. If these effects exist and are expected to be strong, this 
needs to be acknowledged and applicable estimation methods should be selected. 
 
Spatial lag dependence: Spatial scale mismatch 
Spatial dependence can also be caused by a difference between the spatial scale of the 
phenomenon under study and the spatial scale at which it is measured. This is often the 
case in travel demand models, where the typically used transport analysis zones are 
often based on statistical sectors. Furthermore, zones of equal size are usually used for 
different transport modes, which in reality often operate at different spatial scales. By 
considering the appropriate dimensions and borders of zones for each type of transport 
mode included in a model, the strength of the spatial lag dependence can be reduced. 
However, spatial dependence to some extent is nearly unavoidable when zones are used.  
 
Spatial error dependence: Spatial autocorrelation in the measurement errors of the 
explanatory variables 
Because every model depends largely on the quality of the data used to estimate it, the 
best available data is typically used to build the model. There are, however, always 
trade-offs between data quality and the costs of collecting or acquiring the data. As this 
thesis demonstrated the consequences of spatially autocorrelated measurement errors 
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for the performance of a travel demand model, it could be wise to invest in reliable data 
collection methods that keep the measurement errors to a minimum. New big data 
sources could be a potential opportunity for this. If, for example, actual travel times 
between a large number of origins and destination can be retrieved from floating car 
data, this could seriously reduce the problem of spatial autocorrelated measurement 
errors regarding travel time.  
 
Spatial error dependence: Omitted variable bias 
Omitted variables are unavoidable in virtually all estimation models. In the case of travel 
demand models, the strong spatial component of the subject makes it also unavoidable 
that part of the omitted variables are spatially autocorrelated. Although a careful 
selection of variables to include in the model could reduce the problem in some cases, 
it often remains necessary to use an estimation method that can account for the potential 
existence of spatially error dependence due to omitted variables.  
 
In general, modifications to data collection and selection procedures could potentially reduce 
the strength and impact of spatial dependence in a travel demand model. However, the large 
variation in forms and potential causes of spatial dependence in travel flow data makes it highly 
unlikely that these actions can completely eliminate it. Therefore, in most situations the 
conventional modelling approaches should not be used and spatial autoregressive methods 
should be employed instead.   
 
Spatial autoregressive modelling approach 
The existence of spatial dependence has the potential largest impact on the performance of the 
trip generation and the trip distribution stages of the conventional four-step travel demand 
model. For both of these steps, the use of spatial autoregressive models is therefore preferred – 
and in fact often even required – instead of conventional modelling approaches. As described 
before, there are two main types of spatial autoregressive models: spatial lag models and spatial 
error models. As their names imply, spatial lag models assume that spatial dependence is mainly 
due to spatial lag dependence causes, and spatial error models assume mainly spatial error 
dependence. If both types of spatial dependence exist in the data, which is highly likely in case 
of travel demand modelling, more complex combined spatial lag and error models could be 
used.  
 
Trip generation 
In the trip generation step of the four-step travel model, the production and attraction of 
trips is predicted for each zone based on a selection of variables describing its 
characteristics. As mentioned before, there is often a – unavoidable – mismatch between 
the spatial scale of the phenomenon under study and the spatial scale of these zones, 
causing spatial lag dependence. Spatial error dependence is usually less likely to exist 
in the trip generation step. This is because a large part of the variation in total production 
and attraction of trips for a zone can be explained rather well by the variables usually 
included in travel demand models. Therefore, the risk of spatial autocorrelation due to 
(influential) omitted variables is quite low. Furthermore, the variables that are typically 
included in trip generation models can be measured relatively precise at the zonal level, 
minimizing the risk of spatial error dependence in the measurement errors. Hence, in 
most cases, a spatial lag model is the most appropriate model. 
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The choice for the model type does, however, strongly depend on the specific situation. 
Lopes et al. (2014), for example, explored the performance of different spatial 
autoregressive models to explain home-based trip generation in Porto Alegre. Although 
all spatial autoregressive models they applied outperformed the conventional regression 
model, the spatial lag model was not the best performing model. Instead, a more 
conventional regression model with indicators for spatial dependence added as 
additional independent variables gave the best results. They did, however, use only a 
very limited number of independent variables in their models. This potentially enhanced 
the level of spatial error dependence due to omitted variables and negatively affected 
the performance of the spatial lag model. This illustrates the need for careful data 
collection and variables selection, as well as the importance of selecting the most 
suitable model type based on each specific situation.  
 
Trip distribution 
For the trip distribution stage, the situation is generally more complex than for the trip 
generation stage. In addition to the likely existence of spatial lag dependence, spatial 
error dependence is likely to exist in this step as well. There are several reasons for this. 
First, important variables for the prediction of trip distribution or destination choice are 
difficult to measure. Travel time, for example, highly fluctuates over the day, the week 
and the season, is valued differently by different individuals, and has strong 
interdependencies between locations. This makes it difficult to capture it in a single 
value. Because of network effects, values are also likely to be spatially autocorrelated. 
As a result of all this, spatial autocorrelation in the measurement errors of the 
explanatory variables is very likely to exist. Second, the complex process of travellers’ 
decision making is difficult to model. It depends on many variables, which are often 
difficult to observe and measure. Furthermore, their impacts vary highly between 
individuals, locations, trip purposes, time of day, day of week, travel options, and so on. 
The complexity of, and uncertainty regarding, the factors that shape travellers’ 
destination choice implies that any trip distribution model is likely to omit multiple 
important variables, resulting in a high chance for spatial error dependence due to 
omitted variable bias. This implies that trip distribution models should be adjusted to 
account for both spatial lag dependence and spatial error dependence in order to 
generate more accurate estimates.  
 
Note that the problem of spatial dependence in trip distribution models can partly be 
addressed by including more variables in the models. Current trip distribution models 
rely heavily on distance or travel time as an important factor in destination choice, partly 
because of the complexity and uncertainties of the destination choice process. The 
consequence is that less attention has been given to the other factors that influence 
destination choice. As the results of this thesis showed that the actual impact of travel 
time may be smaller than expected, more attention should be given to other explanatory 
variables. By doing so, the spatial error dependence due to omitted variable bias may be 
reduced. 
 
Next to influencing the separate steps of the travel demand model, spatial dependence can also 
have an impact on the interactions between these steps. Feng et al. (2009) accounted for spatial 
dependence in the feedback step they added to a conventional four-step model, to account for 
the interdependencies between transport network and trip-making behaviour. They found that 
this model performed most accurate in estimating travel behaviour in Beijing, compared to 
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models that did not account for spatial dependence. This illustrates the importance of being 
aware of the potential existence of spatial dependence in all aspects of a travel demand model.    
 
Based on the anticipated forms and causes of spatial dependence in a travel demand model, the 
most appropriate type of model can be selected for each step. Although this needs to be 
determined for each model based on its specific situation and design, the identification above 
of potential forms of spatial dependence in generic conventional four-step travel demand 
models will likely apply to most models of this type currently used in practice. In most trip 
generation models, there is a specifically high risk for spatial lag dependence and less risk for 
spatial error dependence. Therefore, a spatial lag model will usually be the most appropriate 
model type. For the trip distribution stage, both spatial lag dependence and spatial error 
dependence are often likely to exist. Therefore, a combined spatial lag and spatial error 
modelling approach should be followed. 
6.6 Future research directions 
This thesis has shown the existence of spatial dependence in public transport passenger flows 
in the Arnhem Nijmegen bus system, and the impacts this has on the performance of 
conventional travel demand models that do not account for spatial dependence. To resolve this 
flaw with probably large implications, further research is needed in two directions. 
 
First, more research is needed into the existence of spatial dependence in other modes of 
(public) transport and at different locations. Although spatial dependence is highly likely to 
exist in most transport modes and at most locations, the specifics of the spatial dependence 
could vary. To be able to efficiently account for it, insights in these specifics is required.  
 
Second and foremost, the travel demand models currently used in practice should be modified 
to be able to account for spatial dependence. Academic researchers, developers and 
manufacturers of traffic and transport planning software packages play an essential role in this. 
With the current state of knowledge and possible solutions, they can steer the development of 
this new generation of the four-step travel demand model. Only when spatial dependence is 
included in regular transport models that are used around the world, decision makers will be 
able to make informed decisions on large-scale infrastructure investments. Researchers have an 
important responsibility to develop and deliver tools on which decision makers can rely. 
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Summary 
Travel demand models are an essential tool to support transport planners and policy makers 
when preparing and taking decisions on future transport plans and projects. Given this crucial 
role, the predictions produced by travel demand models can have a large, albeit indirect, 
influence on our spatial environment as they steer spatial decisions. It is therefore very 
important that these models predict the effects of (alternative) interventions and designs as 
accurately as possible.  
 
Recent studies have shown that travel demand models seem to structurally overestimate future 
demand for public transport. There is, however, no consensus on the reasons for this. The 
potential technical explanation of flawed predictions due to the existence of spatial 
autocorrelation has been largely overlooked until now. This is remarkable, because spatial 
dependence is very likely to exist in (public) transport travel flows. Conventional travel demand 
models do not account for this, what could potentially cause inaccurate and flawed predictions. 
 
In this light, the main goal of this thesis is to assess the impact of spatial dependence on the 
performance of travel demand models for public transport. This is done by various modelling 
exercises for public transport travel flows in the Arnhem-Nijmegen bus transit system, where 
conventional models are compared with spatially explicit methods that do account for spatial 
dependence. In this way, it aims to prove the existence of spatial dependence in public transport 
travel flows and show the consequences this has for models and their predictions. 
 
The importance of accounting for spatial dependence in transport modelling is discussed in 
Chapter 2. Although current travel demand models incorporate various spatial aspects and 
characteristics, other, often less visible or obvious, spatial phenomena are often not accounted 
for. Recent developments in spatial analysis, spatial modelling, and spatial econometrics 
recognize this and suggest that unaccounted spatial dependence may be a potential cause of 
structural flaws in travel demand models.  
 
Spatial dependence refers to the phenomena that observations or variable values are somehow 
related to each other based on their (spatial) locations. This can have large implications for the 
performance of travel demand models. Spatial dependence can be caused by various reasons. 
First, observations at one location may be influenced by observations at other - spatially 
proximate - locations, and are likely being influenced similarly by the same unobserved spatial 
attributes as well. This is referred to as spatial lag dependence. This is problematic, because 
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most modelling techniques used by travel demand models assume that there are no such 
correlations between observations and variables. The second type of spatial dependence is 
spatial error dependence. This can occur when the spatial scale of the phenomenon under study 
is different from the spatial scale at which it is measured, resulting in potentially flawed 
predictions. This is often the case when zones are used in the modelling approach. Spatial error 
dependence can also be caused by spatially related measurement errors, introducing spatial 
autocorrelation in the error term of a model. Failure to include these effects when modelling 
travel demand might cause a structural flaw in the predictions produced by these models.  
 
Chapter 3 analyses the marginal effects of different spatial variables and public transport 
network related variables on local public transport usage at the level of bus stops in the region 
of Arnhem and Nijmegen, the Netherlands. It uses rather conventional cross-sectional linear 
regression models to show the importance of accounting for both spatial characteristics and 
public transport supply. Although none of these models accounted for spatial dependence, all 
seemed to perform rather well. The good model fit (adjusted R² of .77) and parameter estimates 
for most variables that were largely in line with the literature give little reason to doubt the 
models at first sight.  
 
The results thus show that the conventional models seem to perform ‘quite well’. It is precisely 
this reasonable performance of conventional models that has been a reason for the confidence 
in these models and, hence, for their popularity. This confidence is called into question based 
on an additional fixed-effects panel data model, which relates the changes in bus-stop boardings 
over time to changes in the public transport network. The results of this panel data model raise 
doubts about the actual performance of the former models. Although the directions of the 
parameter estimates are the same as in the cross-sectional models for most variables, the size 
of most parameter estimates are rather different. Most parameter estimates are about half of the 
size of their corresponding parameters in the cross-sectional models. These differences can 
partly be explained by the time (potential) travellers need to get used to changes in public 
transport supply. The differences, however, also suggest that there are more fundamental 
problems with these conventional cross-sectional models for travel demand. This could be due 
to endogeneity between potential demand and supply of public transport services, or due to 
unaccounted spatial dependence. This makes the conventional models potentially unreliable for 
predicting future demand.  
 
Chapter 4 explores the existence of spatial dependence in public transport travel flows, and the 
impact this has on model estimations. It aims to empirically demonstrate the importance of 
accounting for potential spatial dependence between observations in the specification of spatial 
interaction models. For this purpose, the spatial pattern of passenger travel flows on the regional 
bus system in the Arnhem Nijmegen region are analysed, using Spatial Interaction Modelling 
(SIM). The models used are defined using a multilevel approach. At the lower level, the 
attractiveness of neighbourhoods for boarding and alighting is modelled based on spatial and 
transit supply characteristics. At the upper level, spatial interactions among zones are modelled 
taking into account competing origins, competing destinations as well as network 
characteristics. Rather conventional SIM formulations – that do not account for spatial 
dependence – are systematically compared with a SIM that explicitly accounts for spatial 
dependence using a spatial autoregressive modelling approach. 
 
Similar to the direct transit ridership models of Chapter 3, the conventional SIMs seem to 
perform rather well. Most parameter estimates are statistically highly significant, with the 
expected directions. Also the overall model fit is acceptable, and improves when more variables 
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are added to the model. However, when testing the residuals of these SIMs for remaining spatial 
autocorrelation using Moran’s I test, the highly significant result of this test indicate the 
existence of spatial dependence in the public transport passenger flows. This is confirmed by 
the estimation of a SIM that uses spatial autoregressive modelling to explicitly account for 
spatial dependence. This model has a better fit than the conventional models. Furthermore, the 
coefficients of the spatial lag (rho) and spatial error (lambda) components in this model are both 
highly significant, positive, and with a value of 0.8 high in magnitude. This indicates that both 
types of spatial dependence – spatial lag dependence and spatial error dependence – exist in the 
observed public transport travel flows. 
 
The incorporation of spatial dependence in the model structure also results in different 
parameter estimates. Although the directions of most estimated parameters are identical in all 
models, irrespective of the incorporation of spatial dependence, their magnitudes are not. The 
most remarkable difference between both modelling approaches is the relative influence of 
transit travel time and direct connections. Where the impact of direct connections is about four 
times as high in the autoregressive models, the influence of travel time is only a fraction of the 
estimate by the conventional model. This indicates that a direct connection (i.e., no need to 
transfer) is far more important for travellers than anticipated for by traditional models, 
especially in relation to travel time. The large differences of estimated impacts of variables 
between conventional and spatial autoregressive models clearly indicate a potentially large bias 
in model estimates when not accounting for spatial dependence.  
 
In Chapter 5, the model developed in the previous chapters is used to test its usability to predict 
the potential effects of future interventions. Although the ultimate goal of most quantitative 
models is to indicate what would happen to entity A as a result of changes in entity B, there has 
still been rather limited attention for the influence of spatial dependence on spatial predictions. 
As travel demand models feed into policy decisions, and thus may have a large albeit indirect 
impact on the world around us, their predictive accuracy is extremely important.  
 
The impact of spatial dependence on the quality of predictions produced by travel demand 
models is tested by analysing the predicted ridership effects of hypothetical transit network 
interventions in the study area. More specifically, predictions generated by spatially-explicit 
spatial interaction models are systematically compared with those of “conventional” models 
that do not account for spatial dependence. For both model types, three specifications of the 
models (varying by the combination of included variables) are estimated.  
 
The spatial autoregressive models outperform the conventional models in virtually all respects. 
First, the autoregressive models show much more stable parameter values between the different 
model specifications. This indicates that data availability is less critical for this model type and 
that relatively reliable predictions may be generated when using this estimation method, 
irrespective of the exact model specification. This also translates into the performance by the 
models in reproducing the current travel flows of bus passengers. The total trip distances of the 
flows reproduced by the conventional models deviate very much from the actual values. Even 
more striking is the large difference in results between the different conventional model 
specifications. Where one of the model specifications overestimates the total trip distance with 
more than 90%, another model specification underestimates the distance by 34%. The spatial 
autoregressive models perform clearly better in this respect, indicating a good performance in 
reproducing the actual travel flows. For these models, the results of the different model 
specifications are very similar to each other and close to observed values.  
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In terms of predicting the ridership effects of hypothetical public transport network 
interventions, the spatial autoregressive models again clearly outperform the conventional 
models. Again, the various specifications of the conventional models generate very different 
predictions of future transit flows, making it difficult to draw any conclusions regarding the 
reliability of (the size of) the predicted changes by these models. Overall, the models seem to 
largely overestimate the marginal effects of changes in individual variables, resulting in an 
overestimation of the total effects of changes, in either the correct, expected, direction or even 
in the wrong direction. The spatial autoregressive models consistently produce predictions in 
line with expectations: less, but on average longer trips for a transit network focusing on 
coverage, and more but shorter trips for the network alternative focusing on the locations with 
the highest demand. The predicted total changes are relatively small, in the range of a few 
percent change. This seems reasonable, because the total level of supply does not change in the 
alternative network designs and because a large share of bus users are ‘captive’ riders.  
 
In sum, the results of the modelling and simulation exercises of Chapter 5 clearly demonstrate 
the superior performance of the spatially-explicit estimation method compared to the 
conventional method for the studied case and scenario’s. In accordance with recent literature, 
the spatially-explicit models produce better predictions, and their predictions were less 
influenced by the selection of explanatory variables in comparison to conventional models.  
 
The results of this thesis has two main implications. First, it shows that caution should be taken 
when the results of conventional travel demand models are interpreted. Although most recent 
literature suggests that the seemingly structural overestimation by travel demand models for 
public transport is most likely due to psychological and political-economic reasons, the results 
of this thesis indicate that technical reasons should not be neglected. Indeed, the disregard of 
the potential influence of spatial dependence on the outcomes of travel demand models may 
well result in structural flaws in predictions. In most situations, not accounting for spatial 
dependence in public transport travel demand models would result in an overestimation of 
marginal effects (i.e., parameters with higher values), and thus also in an overestimation of the 
impacts of changes in independent variables such as improvements in speed, frequency, and the 
number of stops. This suggests that technical reasons, resulting from the failure to incorporate 
spatial dependence in travel demand modelling, may at least in part explain the findings of a 
number of authors regarding the systematic overestimation of the impacts of transit 
investments. The findings presented in this thesis at least call for a critical re-assessment of 
these studies and their conclusion that the observed overestimates are political in nature. 
 
Second, the results of this thesis stress the importance of taking into account the likely existence 
of spatial dependence in transport modelling. They clearly underline that spatial dependence 
cannot be ignored in predictions of future travel demand, especially because of the often far-
reaching implications of these predictions for the quality of life in cities and regions around the 
world. This calls for a change in the practice of travel demand modelling. Although travel 
demand models exist in many forms and variations, two main improvements in conventional 
four-step travel demand models can be distinguished. First, the potential causes of spatial 
dependence should be acknowledged and reduced as much as possible. This mainly involves a 
careful selection of independent variables, combined with special attention to data quality and 
data collection procedures. In general, modifications to data collection and selection procedures 
could potentially reduce the strength and impact of spatial dependence in a travel demand 
model. However, the large variation in forms and potential causes of spatial dependence in 
travel flow data makes it highly unlikely that these actions can completely eliminate the 
phenomenon. Therefore, in most situations the conventional modelling approaches should not 
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be used and spatial autoregressive methods should be employed instead. Based on the 
anticipated forms and causes of spatial dependence in a travel demand model, the most 
appropriate type of model can be selected for each step of the model. This needs to be 
determined for each model based on its specific situation and design. 
 
Implementing these adjustments in traditional four-step models will lead to better predictions 
of passenger flows and therefore also to better informed decisions about future investments in 
the (public) transport network. 
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Samenvatting 
Verkeersmodellen zijn een essentieel hulpmiddel voor verkeerskundigen en beleidsmakers bij 
het voorbereiden en nemen van beslissingen over toekomstige verkeersplannen en -projecten. 
Doordat de voorspellingen van deze modellen richting geven aan ruimtelijke beslissingen 
hebben ze een grote, zij het indirecte, invloed hebben op onze ruimtelijke omgeving. Het is 
daarom erg belangrijk dat deze modellen de effecten van (alternatieve) interventies en 
ontwerpen zo nauwkeurig mogelijk voorspellen. 
 
Volgens recente onderzoeken wordt de toekomstige vraag naar openbaar vervoer structureel 
overschat door verkeersmodellen. Er is echter geen consensus over de oorzaken hiervan. De 
mogelijke technische verklaring voor de afwijkingen in voorspellingen, namelijk dat de 
afwijkingen worden veroorzaakt door de aanwezigheid van ruimtelijke autocorrelatie in de 
onderliggende data, is tot nu toe grotendeels over het hoofd gezien. Dit is opmerkelijk, omdat 
ruimtelijke autocorrelatie zeer waarschijnlijk is in de datasets die worden gebruikt voor het 
modelleren van (openbaar) vervoerstromen. Conventionele verkeersmodellen houden hier geen 
rekening mee, wat mogelijk onnauwkeurige en foutieve voorspellingen kan veroorzaken. 
 
Het doel van dit proefschrift is het onderzoeken van de invloed van ruimtelijke autocorrelatie 
op de prestaties van verkeersmodellen voor het openbaar vervoer. Hiervoor worden 
verschillende modellen geschat voor het openbaar vervoer in de regio Arnhem-Nijmegen, met 
het doel om conventionele modellen te vergelijken met ruimtelijk-expliciete modellen die 
rekening houden met ruimtelijke autocorrelatie. Op deze manier probeert het onderzoek zowel 
het bestaan van ruimtelijke autocorrelatie in de patronen van verplaatsingen met het openbaar 
vervoer aan te tonen, als inzicht te bieden in de consequenties die dit heeft voor de resultaten 
van modellen en hun voorspellingen. 
 
In hoofdstuk 2 wordt het belang van het meenemen van ruimtelijke autocorrelatie in 
verkeersmodellering besproken. Hoewel de huidige verkeersmodellen verschillende ruimtelijke 
aspecten en kenmerken meenemen, worden andere, vaak minder zichtbare of voor de hand 
liggende, ruimtelijke verschijnselen veelal genegeerd. Recente ontwikkelingen in de ruimtelijke 
econometrie onderstrepen het belang van deze verschijnselen en suggereren dat ruimtelijke 
autocorrelatie kan leiden tot structurele afwijkingen in verkeersmodellen. 
 
Ruimtelijke autocorrelatie verwijst naar het fenomeen dat observaties of variabelen op de een 
of andere manier aan elkaar gerelateerd zijn op basis van hun (ruimtelijke) locaties. Het negeren 
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hiervan kan grote gevolgen hebben voor de prestaties van verkeersmodellen. Ruimtelijke 
autocorrelatie kan verschillende oorzaken hebben. Ten eerste kunnen waarnemingen op één 
locatie worden beïnvloed door waarnemingen op andere – nabije – locaties, en zullen ze 
waarschijnlijk ook op dezelfde manier beïnvloed worden door dezelfde niet-waargenomen 
ruimtelijke kenmerken. Dit is problematisch, omdat de meeste modeltechnieken in 
verkeersmodellen ervan uitgaan dat dergelijke correlaties tussen waarnemingen en variabelen 
niet bestaan. Ten tweede is de ruimtelijke schaal van het onderzochte fenomeen vaak anders 
dan de ruimtelijke schaal waarop het wordt gemeten, wat resulteert in mogelijk foutieve 
voorspellingen. Dit is vaak het geval bij het gebruik van zones in verkeersmodellen. Deze twee 
fenomenen worden in de literatuur gevat onder de term ‘spatial lag’. Ten derde kan er een 
ruimtelijk patroon in meetfouten aanwezig zijn, wat betekent dat er ruimtelijke autocorrelatie 
zal zijn in de foutterm van een model (zogenaamde ‘spatial error’). Als deze effecten niet 
worden meegenomen bij het modelleren, kan dit structurele fouten in de voorspellingen van 
deze modellen veroorzaken. 
 
In hoofdstuk 3 wordt het gebruik van openbaar vervoer op het niveau van bushaltes in de regio 
Arnhem en Nijmegen geanalyseerd. Hiertoe wordt het aantal in- en uitstappers gemodelleerd 
op basis van verschillende ruimtelijke kenmerken en kenmerken van het 
openbaarvervoernetwerk, daarbij gebruik makend van conventionele lineaire 
regressiemodellen. Hoewel deze modellen geen rekening houden met ruimtelijke 
autocorrelatie, lijken ze toch redelijk goed te presteren. De goede waarde van de 
determinatiecoëfficiënt (R² van .77) en het feit dat parameters voor de meeste variabelen die 
grotendeels in lijn zijn met de literatuur, suggereren een goede kwaliteit van de modellen. 
 
Een tweede analyse leidt echter tot vraagtekens bij deze resultaten. In deze tweede analyse zijn 
de veranderingen in het aantal in- en uitstappers per bushalte als gevolg van veranderingen in 
vervoersaanbod geanalyseerd met behulp van fixed-effects panel-datamodellen. Hoewel de 
richtingen van de parameters voor de meeste variabelen hetzelfde zijn als in de cross-sectionele 
modellen, is er een duidelijk verschil in de grootte van de meeste parameters. De meeste 
parameters zijn ongeveer de helft van de grootte van de parameters in de cross-sectionele 
modellen. Deze verschillen kunnen deels worden verklaard door de tijd die (potentiële) 
reizigers nodig hebben om te wennen aan veranderingen in het aanbod van openbaar vervoer. 
De verschillen laten echter ook zien dat er meer fundamentele problemen zijn met deze 
conventionele modellen. Dit zou veroorzaakt kunnen zijn door endogeniteit tussen de potentiële 
vraag naar en het aanbod van openbaar vervoer, of vanwege niet meegenomen ruimtelijke 
autocorrelatie. Dit maakt de conventionele modellen mogelijk onbetrouwbaar voor het 
voorspellen van de toekomstige vraag. In de volgende hoofdstukken van dit proefschrift wordt 
daarom onderzocht of het bestaan van ruimtelijke autocorrelatie in openbaar vervoer een 
oorzaak kan zijn van – en mogelijke oplossing voor – tekortkomingen in conventionele 
verkeersmodellen. 
 
Hoofdstuk 4 onderzoekt het bestaan van ruimtelijke autocorrelatie in openbaar vervoer 
reizigersstromen en de impact hiervan op geschatte modellen. Het wil empirisch aantonen dat 
het belangrijk is om rekening te houden met mogelijke ruimtelijke autocorrelatie tussen 
observaties in de specificatie van ruimtelijke interactiemodellen. Dit wordt gedaan door het 
analyseren van de reizigersstromen in het regionale bussysteem in de regio Arnhem Nijmegen 
met behulp van ruimtelijke interactiemodellen (Spatial Interaction Modeling, SIM). De 
gebruikte modellen bestaan uit twee niveaus. Op het onderste niveau wordt de aantrekkelijkheid 
van buurten voor in- en uitstappen gemodelleerd op basis van ruimtelijke kenmerken en de 
karakteristieken van de vervoersvoorzieningen. Op het bovenste niveau worden ruimtelijke 
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interacties tussen zones gemodelleerd, waarbij rekening wordt gehouden met concurrerende 
herkomsten en bestemmingen en netwerkkenmerken. Conventionele SIM-formuleringen – die 
geen rekening houden met ruimtelijke autocorrelatie – worden systematisch vergeleken met een 
SIM dat expliciet rekening houdt met ruimtelijke autocorrelatie met behulp van een ruimtelijke 
autoregressieve modellering. 
 
Net als bij de modellen uit hoofdstuk 3 lijken de conventionele SIMs vrij goed te presteren. De 
meeste parameter schattingen zijn statistisch zeer significant, met de verwachte richtingen. De 
algehele modelkwaliteit is ook acceptabel en neemt toe als er meer variabelen aan het model 
worden toegevoegd. De aanwezigheid van resterende ruimtelijke autocorrelatie in de 
modelresultaten toont echter aan dat er ruimtelijke autocorrelatie aanwezig is in de 
reizigersstromen. Dit wordt bevestigd door de schatting van een SIM die gebruik maakt van 
ruimtelijke autoregressieve modellen die expliciet rekening houden met ruimtelijke 
autocorrelatie. Dit model heeft geeft (nog) betere resultaten dan de conventionele modellen. 
Bovendien zijn de coëfficiënten van de “spatial lag” (rho) en “spatial error” (lambda) 
componenten in dit model beide zeer significant, positief en met een waarde van 0,8 groot. Dit 
geeft aan dat beide soorten ruimtelijke autocorrelatie – spatial lag en spatial error - voorkomen 
in de waargenomen openbaar vervoer reizigersstromen. 
 
De integratie van ruimtelijke autocorrelatie in de modelstructuur resulteert ook in andere 
parameterschattingen. Hoewel de richtingen van de meeste geschatte parameters in alle 
modellen gelijk zijn, ongeacht het wel of niet meenemen van ruimtelijke autocorrelatie, is hun 
grootte dat niet. Het meest opmerkelijke verschil tussen beide modeltechnieken is de relatieve 
invloed van reistijd en directe verbindingen. Waar de invloed van directe verbindingen 
ongeveer vier keer zo hoog is in de autoregressieve modellen, is de invloed van reistijd slechts 
een fractie van de schatting van het conventionele model. Dit geeft aan dat een directe 
verbinding (geen overstap) veel belangrijker is voor reizigers dan verwacht door traditionele 
modellen, in het bijzonder in relatie tot de reistijd. De grote verschillen in de geschatte impact 
van variabelen tussen conventionele en ruimtelijke autoregressieve modellen duiden duidelijk 
op een mogelijk grote afwijking in modelschattingen wanneer modellen geen rekening houden 
met ruimtelijke autocorrelatie. 
 
In hoofdstuk 5 wordt getest hoe goed de ontwikkelde modellen de effecten van toekomstige 
interventies kunnen voorspellen. Hoewel het uiteindelijke doel van de meeste kwantitatieve 
modellen is om te voorspellen wat er met variabele A zou kunnen gebeuren als gevolg van 
veranderingen in variabele B, is de aandacht voor de invloed van ruimtelijke autocorrelatie op 
ruimtelijke voorspellingen vooralsnog beperkt. Aangezien verkeersmodellen bijdragen aan 
beleidsbeslissingen en dus een grote, zij het indirecte, invloed kunnen hebben op de wereld om 
ons heen, is de nauwkeurigheid van de voorspellingen erg belangrijk. 
 
De invloed van ruimtelijke autocorrelatie op de kwaliteit van de voorspellingen van 
verkeersmodellen wordt getest door een gedetailleerde analyse van voorspelde reizigerseffecten 
van hypothetische interventies in het busnetwerk in het studiegebied. Concreet worden de 
resultaten van ruimtelijk expliciete SIMs vergeleken met die van "conventionele" SIMs die 
geen rekening houden met ruimtelijke autocorrelatie. Voor beide typen modellen worden drie 
specificaties geschat, die variëren in de combinatie van opgenomen variabelen. 
 
De ruimtelijke autoregressieve modellen presteren in vrijwel alle opzichten beter dan de 
conventionele modellen. Ten eerste vertonen de autoregressieve modellen veel stabielere 
parameterschattingen tussen de verschillende modelspecificaties. Dit geeft aan dat de 
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beschikbaarheid van data minder doorslaggevend is voor dit modeltype en dat de 
voorspellingen relatief betrouwbaar zijn, ongeacht de exacte modelspecificatie. Dit blijkt ook 
in de prestaties van de modellen bij het reproduceren van de huidige verplaatsingspatronen van 
buspassagiers. De totale reisafstanden van de door de conventionele modellen gereproduceerde 
reizigersstromen wijken sterk af van de werkelijke waarden. Nog opvallender zijn de grote 
verschillen in resultaten tussen de verschillende modelspecificaties van de conventionele SIM-
modellen. Waar een van de modelspecificaties de totale reisafstand overschat met meer dan 
90%, onderschat een andere modelspecificatie deze afstand met 34%. De ruimtelijke 
autoregressieve modellen presteren duidelijk beter in dit opzicht, wat duidt op goede prestaties 
bij het reproduceren van de werkelijke verplaatsingspatronen. Bovendien komen de resultaten 
van de verschillende modelspecificaties voor deze modellen sterk overeen.  
 
Bij het voorspellen van de reizigerseffecten van hypothetische aanpassingen in het busnetwerk 
presteren de ruimtelijke autoregressieve modellen opnieuw duidelijk beter dan de 
conventionele modellen. Bij deze laatste modellen zijn er opnieuw grote verschillen in de 
voorspelde toekomstige verplaatsingspatronen tussen de verschillende modelspecificaties. 
Hierdoor is het moeilijk om conclusies te trekken over de betrouwbaarheid van (de grootte van) 
de voorspelde veranderingen door deze modellen. Over het algemeen lijken de modellen de 
marginale effecten van veranderingen in individuele variabelen te overschatten, wat resulteert 
in een overschatting van de totale effecten van veranderingen, in de correcte, verwachte, 
richting of zelfs in de verkeerde richting. De ruimtelijke autoregressieve modellen produceren 
wel steeds voorspellingen die overeenkomen met de verwachtingen: minder, maar gemiddeld 
langere ritten voor een busnetwerk gericht op een maximale dekking, en meer maar kortere 
ritten voor het netwerkalternatief gericht op de gebieden met de hoogste dichtheden en grootste 
potentiële vraag. De voorspelde totale veranderingen zijn relatief klein, in de orde van enkele 
procenten. Dit lijkt geloofwaardig, omdat de totale hoeveelheid aanbod niet verandert in de 
alternatieve netwerkontwerpen en omdat een groot deel van de busreizigers 'gedwongen' 
(captive) reizigers zijn. 
 
Samengevat tonen de resultaten van de simulatieoefeningen in hoofdstuk 5 duidelijk de 
superieure prestaties aan van de ruimtelijk expliciete schattingsmethode in vergelijking met de 
conventionele modellen. In overeenstemming met de recente literatuur produceren de ruimtelijk 
expliciete modellen betere voorspellingen en worden hun voorspellingen minder beïnvloed 
door de selectie van verklarende variabelen in vergelijking met conventionele modellen. 
 
De resultaten van dit proefschrift hebben twee belangrijke implicaties. Ten eerste toont de 
resultaten aan dat voorzichtigheid geboden is bij de interpretatie van de uitkomsten van 
conventionele verkeersmodellen. Hoewel recente literatuur suggereert dat de structurele 
overschatting door verkeersmodellen voor openbaar vervoer het meest waarschijnlijk kan 
worden verklaard op basis van psychologische en politiek-economische redenen, geven de 
resultaten van dit proefschrift aan dat technische redenen niet mogen worden uitgesloten. Het 
niet meenemen van de potentiële invloed van ruimtelijke autocorrelatie in verkeersmodellen 
kan leiden tot structurele fouten in de voorspellingen. Voor verkeersmodellen voor openbaar 
vervoer zal dit in de meeste gevallen leiden tot een overschatting van de marginale effecten (te 
hoge parameterschattingen) en zo tot een (structurele) overschatting van de effecten van 
veranderingen in onafhankelijke variabelen zoals hogere reissnelheden en frequenties. Dit laat 
zien dat technische redenen, als gevolg van het niet meenemen van ruimtelijke autocorrelatie 
in verkeersmodellen, de bevindingen van een aantal toonaangevende auteurs met betrekking tot 
de systematische overschatting van de effecten van infrastructurele investeringen mogelijk ten 
minste gedeeltelijk kunnen verklaren. De bevindingen gepresenteerd in dit proefschrift 
Samenvatting 131 
 
suggereren daarom dat een kritische herevaluatie van deze studies op zijn plaats is, alsmede een 
reflectie op de wellicht voorbarige conclusie in deze studies dat de waargenomen 
overschattingen van politieke aard zijn. 
 
Ten tweede laten de resultaten van dit proefschrift zien hoe belangrijk het is rekening te houden 
met de waarschijnlijke aanwezigheid van ruimtelijke autocorrelatie in verkeersmodellering. Ze 
maken duidelijk dat ruimtelijke autocorrelatie niet kan worden genegeerd bij het voorspellen 
van de toekomstige reisvraag, vooral vanwege de vaak verstrekkende gevolgen van deze 
voorspellingen voor de kwaliteit van het leven in steden en regio's over de gehele wereld. Dit 
vraagt om een verandering in de praktijk van de verkeersmodellering. Hoewel 
verkeersmodellen in vele vormen en variaties bestaan, worden hier twee mogelijke 
verbeteringen in traditionele vier-staps-modellen voorgesteld. Ten eerste moeten de mogelijke 
oorzaken van ruimtelijke autocorrelatie zoveel mogelijk worden onderkend en verminderd in 
deze modellen. Dit vereist voornamelijk een zorgvuldige selectie van onafhankelijke 
variabelen, in combinatie met speciale aandacht voor de kwaliteit van de data en 
gegevensverzameling. Over het algemeen kunnen wijzigingen in procedures voor het 
verzamelen en selecteren van data de sterkte en invloed van ruimtelijke autocorrelatie in een 
verkeersmodel verminderen. De grote variatie in vormen en mogelijkheden oorzaken van 
ruimtelijke autocorrelatie maken het echter hoogst onwaarschijnlijk dat deze acties het 
fenomeen volledig kunnen wegnemen. Daarom kunnen in de meeste gevallen de conventionele 
modeltechnieken niet worden gebruikt en moeten in plaats daarvan ruimtelijke autoregressieve 
methoden worden gebruikt. Op basis van de verwachte vormen en oorzaken van ruimtelijke 
autocorrelatie in een verkeersmodel, kan voor elke stap van het model het meest geschikte type 
model worden gekozen. Dit moet voor elk model worden bepaald op basis van zijn specifieke 
situatie en ontwerp.  
 
Het doorvoeren van deze aanpassingen in traditionele verkeersmodellen zal leiden tot betere 
voorspellingen en daarmee naar verwachting ook tot beter geïnformeerde besluiten over 
toekomstige investeringen in het (openbaar) vervoernetwerk.  
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