Abstract. By means of an original approach, called "method of the moving frame", we establish existence, uniqueness and stability results for mild and weak solutions of stochastic partial differential equations (SPDEs) with path dependent coefficients driven by an infinite dimensional Wiener process and a compensated Poisson random measure. Our approach is based on a timedependent coordinate transform, which reduces a wide class of SPDEs to a class of simpler SDE problems. We try to present the most general results, which we can obtain in our setting, within a self-contained framework to demonstrate our approach in all details. Also several numerical approaches to SPDEs in the spirit of this setting are presented.
Introduction
Stochastic partial differential equations (SPDEs) are usually considered as stochastic perturbations of partial differential equations (PDEs). More precisely, let H be a Hilbert space and A the generator of a strongly continuous semigroup S on H, then dr t dt = Ar t + α(r t ), r 0 ∈ H describes a (semi-linear) PDE on the Hilbert space of states H with linear generator A and (non-linear) term α : H → H. Solutions are usually defined in the mild or weak sense. A stochastic perturbation of this (semi-linear) PDE is given through a driving noise and (volatility) vector fields, for instance one can choose a onedimensional Brownian motion W and σ : H → H and consider dr t = (Ar t + α(r t ))dt + σ(r t )dW t , r 0 ∈ H.
Solution concepts, properties of solutions, manifold applications have been worked out in the most general cases, e.g., [9] in the case of Brownian noise or [27] in the case of Lévy noises. We suggest in this article a new approach to SPDEs, which works for most of the SPDEs considered in the literature (namely those where the semigroup is pseudo-contractive). The advantages are three-fold: first one can consider most general noises with path-dependent coefficients and derive existence, uniqueness and stability results in an easy manner. Second the new approach easily leads to (numerical) approximation schemes for SPDEs, third the approach allows for rough path formulations (see [33] ) and therefore for large deviation results, Freidlin-Wentzell type results, etc. In this article we shall mainly address existence, uniqueness and stability results for SPDEs with driving Poisson random measures and general path-dependent coefficients. An outline of the basic relation, namely short-time asymptotics, for high-order, weak or strong numerical schemes is presented, too.
In our point of view SPDEs are considered as time-dependent transformations of well-understood stochastic differential equations (SDEs). This is best described by a metaphor from physics: take the previous equation and assume dim H = 1, α(r) = 0 and σ(r) = σ a constant, i.e. an Ornstein-Uhlenbeck process dr t = Ar t dt + σdW t , r 0 ∈ R in dimension one describing the trajectory of a Brownian particle in a (damping) velocity field x → Ax. If we move our coordinate frame according to the vector field x → Ax we observe a transformed movement of the particle, namely df t = exp(−At)σdB t , f 0 = r 0 , which corresponds to a Brownian motion with time-dependent volatility, since space is scaled by a factor exp(−At) at time t and the speed of the movement of the coordinate frame makes the drift disappear. Loosely speaking, one "jumps on the moving frame", where the speed of the frame is chosen equal to the drift. In finite dimensions the advantage of this procedure is purely conceptual, since analytically the both equations can be equally well treated. If one imagines for a moment the same procedure for an SPDE the advantage is much more than conceptual, since the transformed equation, seen from the moving frame, is rather an SDE than an SPDE, as the non-continuous drift term disappears in the moving frame. More precisely, considering the variation of constants formula r t = S t r 0 + t 0 S t−s α(r s )ds + t 0 S t−s σ(r s )dW s we recognize the dynamics of the transformed SDE, namely the process f t = S −t r t satisfies df t = S −t α(S t f t )dt + S −t σ(S t f t )dW t , f 0 = r 0 .
At this point it is clear that the drift term in infinite dimensions does usually not allow movements in negative time direction, which is crucial for the approach. This limitation can be overcome by the Szőkefalvi-Nagy theorem, which allows for group extensions of given (pseudo-contractive) semigroups of linear operators. We emphasize that we do not need the particular structure of this extension, which might be quite involved. The emphasis of this article is to provide a self-contained outline of this method in the realm of jump-diffusions with path-dependent coefficients, which has not been treated in the literature so far.
Therefore we suggest the following approach to SPDEs, which is the guideline through this article:
• consider the SDE obtained by transforming the SPDE with a time-dependent transformation r → S −t r (jump to the moving frame).
• solve the transformed SDE.
• transform the solution process by r → S t r in order to obtain a mild solution of the original SPDE (leave the moving frame). In [1] and [26] existence, uniqueness and regular dependence on initial data are considered for SPDEs driven by a Wiener processes and Poisson random measures. The authors also apply the Szőkefalvi-Nagy theorem to prove certain inequalities, which are crucial for their considerations. In contrast our approach means that we reduce all these separate considerations to the analysis of one transformed SDE, which corresponds then -by means of the time-dependent transformation -to the solution of the given SPDE.
Our approach is based on the general jump-diffusion approach to stochastic partial differential equations as presented in [1] or [26] . In contrast, our vector fields can be path-dependent in a general sense, not only random as supposed in [26] . Applications of this setting can be found in recent work on volatility surfaces, where random dependence of the vector fields is not enough. We first do the obvious proofs for stochastic differential equations with values in (separable) Hilbert spaces. Then we show that by our transformation method ("jump to the moving frame") we can transfer those results to stochastic partial differential equations. In a completely similar way we could have taken the setting for stochastic differential equations in Ph. Protter's book [28] , which is based on semi-martingales as driving processes and where we can literally transfer the respective theorems into the setting of stochastic partial differential equations. In particular all L p -estimates -as extensively proved in [28] -can be transferred into the setting of stochastic partial differential equations.
The "moving frame approach" is a particular case of methods, where pull-backs with respect to flows are applied. Those methods have quite a long history in the theory of ODEs, PDEs and SDEs (pars pro toto we mention the Doss-Sussman method as described in [29] and the further material therein). In the realm of SPDEs the "pull-back" method has been successfully applied in [7] with respect to noise vector fields. See also a discussion in [6] where this point of view is applied again, but a pull-back with respect to the PDE part has not been applied yet.
We shall now provide a guideline for the remainder of the article. In Section 2 we define the fundamental concepts, notions and notations for stochastic integration with respect to Wiener processes and Poisson random measures. In Section 3 and 4 we provide for the sake of completeness existence and uniqueness results for Hilbert spaces valued SDEs and respective L p -estimates. In Sections 5 and 6 we provide stability and regularity results for those SDEs. Section 7 we introduce all necessary solution concepts for (semi-linear) SPDEs. In Section 8 we apply our method of the moving frame to existence and uniqueness questions. Section 9 is devoted to the study of stability and regularity for SPDEs. Section 10 and Section 11 describe Markovian SPDE problems and several high order numerical schemes for SPDEs in this case. Again for the sake of completeness we provide a stochastic Fubini theorem with respect to compensated Poisson random measures in Appendix A.
Stochastic integration in Hilbert spaces
In this section, we shall outline the notion of stochastic integrals with respect to an infinite dimensional Wiener process and with respect to a compensated Poisson random measure. The construction of the stochastic integral with respect to a Brownian motion follows [9, Sec. 4.2] . The construction of the stochastic integral with respect to a Poisson measure is similar and can be found in [30] or [21, Sec. 2].
2.1. Setting and Definitions. From now on, let (Ω, F, (F t ) t≥0 , P) be a filtered probability space satisfying the usual conditions. Furthermore, let H denote a separable Hilbert space with inner product ·, · H and associated norm · H . If there is no ambiguity, we shall simply write ·, · and · .
In the sequel, P denotes the predictable σ-algebra on R + and P T denotes predictable σ-algebra on [0, T ] for an arbitrary T ∈ R + . We denote by λ the Lebesgue measure on R.
For an arbitrary p ≥ 1 and a finite time horizon T ∈ R + we define
and let L p (λ; H) be the space of all predictable process Φ : Ω × R + → H such that for each T ∈ R + the restriction of Φ to Ω×[0, T ] belongs to L p T (λ; H). Furthermore, L p loc (λ; H) denotes the space of all predictable processes Φ : Ω × R + → H such that
Clearly, for each Φ ∈ L 2.2. Stochastic Integration with respect to Wiener processes. Let U be another separable Hilbert space and Q ∈ L(U ) be a compact, self-adjoint, strictly positive linear operator. Then there exist an orthonormal basis {e j } of U and a bounded sequence λ j of strictly positive real numbers such that Qu = j λ j u, e j e j , u ∈ U namely, the λ j are the eigenvalues of Q, and each e j is an eigenvector corresponding to λ j , see, e.g., [34, Thm. VI.3.2] .
The space U 0 := Q Let W be a Q-Wiener process [9, p. 86,87] . We assume that tr(Q) = j λ j < ∞. Otherwise, which is the case if W is a cylindrical Wiener process, there always exists a separable Hilbert space U 1 ⊃ U on which W has a realization as a finite trace class Wiener process, see [9, Chap. 4.3] .
We denote by L 0 2 := L 2 (U 0 , H) the space of Hilbert-Schmidt operators from U 0 into H, which, endowed with the Hilbert-Schmidt norm 
). In particular, we obtain the Itô-isometry 
The integral process is unique up to indistinguishability.
There is an alternative view on the stochastic integral, which we shall use in this text. According to [9, Prop. 4 .1], the sequence of stochastic processes {β j } defined as
W, e j is a sequence of real-valued independent (F t )-Brownian motions and we have the expansion
where the series is convergent in the space
2 ) be arbitrary. For each j we set Φ j := λ j Φe j . Then we have
where the convergence is uniformly on compact time intervals in probability, see [9, Thm. 4.3] .
Stochastic Integration with respect to Poisson random measures.
Let (E, E) be a measurable space which we assume to be a Blackwell space (see [11, 15] ). We remark that every Polish space with its Borel σ-field is a Blackwell space. Now let µ be a homogeneous Poisson random measure on R + × E, see [18, Def. II. 1.20] . Then its compensator is of the form dt ⊗ F (dx), where F is a σ-finite measure on (E, E).
We define the Itô-integral
as an isometry, which extends the obvious isometry on simple predictable processes, from
In particular, for each Φ ∈ L 2 T (µ; H) we obtain the Itô-isometry
In a straightforward manner, we extend the stochastic integral to the space L 2 (µ; H) of all predictable processes Φ :
T (µ; H) for all T ∈ R + , and, furthermore, to the space L 2 loc (µ; H) consisting of all predictable processes Φ : Ω × R + × E → H such that
The integral process is unique up to indistinguishability. Such a construction of the stochastic integral can, e.g., be found in [2, Sec. 4] for the finite dimensional case and in [30] , [21, Sec. 2] for the infinite dimensional case. Φ s ds has continuous sample paths.
As outlined in Section 2.2, we have first defined the stochastic integral
Since we shall show that -in case of pseudo-contractive strongly continuous semigroups -it is equivalent to consider SPDEs on the one hand or time-dependent SDEs on the other hand, we need the basic results for time-dependent SDEs with possibly infinite dimensional state space at hand. In this section we prove existence and uniqueness results for stochastic differential equations (SDEs) on a possibly infinite dimensional state space. The results are fairly standard, but we provide them in order to keep our presentation self-contained and to introduce certain notation which we shall need in the further sections.
For an interval I ⊂ R + we define the space C(I; H) := C(I; L 2 (Ω; H)) of all continuous functions from I into L 2 (Ω; H). If the interval I is compact, then C(I; H) is a Banach space with respect to the norm
Note that C(I; H) is a space consisting of continuous curves of equivalence classes of random variables. For each element r ∈ C(I; H) we can associate an H-valued, mean-square continuous processr = (r t ) t∈I , which is unique up to a version. Let C ad (I; H) be the subspace consisting of all adapted curves from C(I; H). Note that, by the completeness of the filtration (F t ) t≥0 , adaptedness of a curve r ∈ C(I; H) is independent of the choice of the representative. If the interval I is compact, then the subspace C ad (I; H) is closed with respect to the norm · I .
We shall also consider the spaces C(I; H) and C ad (I; H) of all mean-square continuous and of all adapted, mean-square continuous processes r ∈ C(I; L 2 (Ω; H)).
Note that for each r ∈ C(I; H) the equivalence class [r] belongs to C(I; H), and if r ∈ C ad (I; H), then we have [r] ∈ C ad (I; H). If no confusion concerning the Hilbert space H is possible, we shall use the abbreviations C(I), C ad (I), C(I) and C ad (I) for C(I; H), C ad (I; H), C(I; H) and C ad (I; H).
We denote by H P resp. H P⊗E the space of all predictable processes r : Ω×R + → H resp. r : Ω × R + × E → H.
We shall now deal with stochastic differential equations of the kind
where α : 
As pointed out in Section 2, the stochastic integrals at the right-hand side of (3.2) are only determined up to indistinguishability. Therefore, uniqueness of solutions for (3.1) is meant up to indistinguishability on the interval [t 0 , ∞), that is, for two solutions r,r ∈ C ad (R + ) we have P( t≥t0 {r t =r t }) = 1.
3.2.
Remark. Note that in this definition time-dependence of the vector fields is naturally included into the setting. Also observe that for t 0 = 0 we have
The following standard assumptions are crucial for existence and uniqueness:
3.3. Assumption. We assume that for all T ∈ R + and all r 1 , r 2 ∈ C ad (R + ) with
3.4. Assumption. Denoting by 0 ∈ C ad (R + ) the zero process, we assume that
such that for all t ∈ R + we have
for all r 1 , r 2 ∈ C ad (R + ). (3.5) and (3.6) 
for any stopping time τ with
and almost surely
where K = (K t ) t≥0 is an increasing (finite) process. By localization, Protter [28] assumes that K is uniformly bounded by some finite constant k > 0, see [28, Lemmas V.1, V.2]. Taking expectation in (3.11) then yields 3.12) and existence and uniqueness is proven by a fixed point argument on the space S 2 . We, in contrast, will apply a fixed point argument on the space C ad (R + ), and show the existence of a càdlàg version afterwards, see Theorem 3.11 below. Note that Assumption 3.3 corresponds to (3.10) and Assumption 3.5 corresponds to (3.12) . Hence, our assumptions can be regarded as an analogue to the functional Lipschitz property in [28] .
3.9. Lemma. For each r ∈ C ad (R + ) the functions
are well-defined and continuous on R + .
Proof. Let r ∈ C ad (R + ) and t ∈ R + be arbitrary. Using the Lipschitz conditions (3.7), (3.8), (3.9) we obtain
Note that, by (3.6), we have
Together with (3.3), (3.4), (3.5) we deduce that the functions in (3.13), (3.14), (3.15) are well-defined. The continuity follows from Lebesgue's theorem.
According to Lemma 3.9, for all r
. This ensures that the following stochastic integrals in (3.16) are well-defined.
For any T ∈ R + and r ∈ C ad [0, T ] we define
where we have chosenr ∈ C ad (R + ) such that r =r| [0,T ] . Such an elementr always exists. Take, for example, the constant continuationr t := r T for t ≥ T . Notice also that this definition is independent of the choice ofr by virtue of Assumption 3.3.
Let us fix
By Hölder's inequality, the Itô-isometries (2.1), (2.3) and Lemma 3.9, the process Λ h (r) is mean-square continuous. By taking the respective equivalence classes, this induces a mapping Λ h :
In an analogous fashion, we define a mapping Λ h :
. Hence, we can define
By Hölder's inequality, the Itô-isometries (2.1), (2.3) and Lemma 3.9, the process Γ r 1 (r 2 ) is mean-square continuous. By taking the respective equivalence classes, this induces a mapping Γ r 1 :
3.10. Lemma. Let t 0 ∈ R + be arbitrary. There exists a sequence t 0 = T 0 < T 1 < T 2 < . . . with T n → ∞ such that for all n ∈ N 0 and all h ∈ C ad [0,
Proof. We choose an arbitrary ∈ (0, 1). Let δ > 0 be such that
where f (t) := 12(t + 2). By (3.6) and Lebesgue's theorem, the map g :
2 ds is continuous. Since g is uniformly continuous on compact intervals of R + , there exists a sequence t 0 = T 0 < T 1 < T 2 < . . . with sup n∈N0 |T n+1 − T n | ≤ δ and T n → ∞ such that
. By using Hölder's inequality and (3.7) we obtain
The Itô-isometry (2.1) and (3.8) yield
and the Itô-isometry (2.3) and (3.9) give us an analogous estimate for the jump part. Thus, we obtain for all t ∈ [T n , T n+1 ] the estimate
[Tn,Tn+1] , which implies, by taking into account (3.17) and (3.18),
3.11. Theorem. Suppose that Assumptions 3.3, 3.4, 3.5 are fulfilled. Then, for each t 0 ∈ R + and h ∈ C ad [0, t 0 ] there exists a unique solution r ∈ C ad (R + ) for (3.1) with càdlàg paths on [t 0 , ∞), and it satisfies
Proof. Let t 0 ∈ R + and h ∈ C ad [0, t 0 ] be arbitrary. We identify h with its equivalence class and fix a sequence (T n ) n∈N as in Lemma 3.10. By induction we shall prove that for each n ∈ N 0 the fixed point equation
has a unique solution. For n = 0 the unique solution for (3.20) is given by r 0 = h. We proceed with the induction step n → n + 1. By the Banach fixed point theorem there exists a unique solution for
Tn by (3.21), and, by taking into account Assumption 3.3, it is the unique solution for
Since T n → ∞, there exists, by noting Assumption 3.3 again, a unique solution r ∈ C ad (R + ) for the fixed point equation
The right-hand side of (3.22) consists of the sum of stochastic integrals. Therefore, there exists a representativer ∈ C ad (R + ) of Λ h (r) with càdlàg paths on [t 0 , ∞), see Section 2.4. Equation (3.22) yields, up to indistinguishability,
Since any two representatives of r, which are càdlàg on [t 0 , ∞), are indistinguishable on [t 0 , ∞), this shows thatr is the unique solution for (3.1). Relation (3.19) is established by Hölder's inequality, Doob's martingale inequality [9, Thm. 3.8] , the Itô-isometries (2.1), (2.3) and Lemma 3.9.
3.12. Remark. The idea work on the space C ad (R + ) already appears in the proof of [14, Thm. 4.1], which deals with infinite dimensional stochastic differential equations driven by Wiener processes.
L p -estimates
In order to carry L p -theory from SDEs with possibly infinite dimensional state space to SPDEs we provide the relevant results for SDEs here. For the SDEs of Section 3 the full theory of L p -estimates for solutions of stochastic differential equations holds true.
Let p ≥ 2 be arbitrary. In this section, for any interval I ⊂ R + we consider the space C(I) := C(I; L p (Ω; H)) of all continuous functions from I into L p (Ω; H). If the interval I is compact, we equip C(I) with the norm
We replace Assumptions 3.4 and 3.5 by the following stronger assumptions.
4.1.
Assumption. Denoting by 0 ∈ C ad (R + ) the zero process, we assume that
for all r 1 , r 2 ∈ C ad (R + ).
4.3.
Theorem. Suppose that Assumptions 3.3, 4.1, 4.2 are fulfilled. Then, for each t 0 ∈ R + and h ∈ C ad [0, t 0 ] there exists a unique solution r ∈ C ad (R + ) for (3.1) with càdlàg paths on [t 0 , ∞), and it satisfies
The proof is established by applying the reasonings from the previous section directly. We do not go into detail here, but indicate how we apply the Banach fixed point theorem in this situation, which relies on Burkholder-Davis-Gundy and Bichteler-Jacod type arguments.
By using Hölder's inequality and (4.1) we obtain
By the Burkholder-Davis-Gundy inequality, Hölder's inequality and (4.2) we have
with a constant C p > 0. By means of the Bichteler-Jacod inequality (see [26, Lemma 3.1] ) and (4.3) we get
with a constant N = N (p, t) > 0. Proceeding as in the proof of Lemma 3.10, we obtain, after choosing an appropriate sequence (T n ) n∈N , that the fixed point
Stability of stochastic differential equations
We shall now deal with stability of stochastic differential equations of the kind (3.1). Again these are standard results which we do only give for the sake of completeness. Using the method of the moving frame, we will transfer the results to stochastic partial differential equations in Section 9.
As in Section 3, we assume that α :
2 ) P and γ n : C ad (R + ) → H P⊗E be given. We make the following additional assumptions. 5.1. Assumption. We assume that for all T ∈ R + and all r 1 , r 2 ∈ C ad (R + ) with
5.2. Assumption. Denoting by 0 ∈ C ad (R + ) the zero process, we assume that
5.3. Assumption. We assume that for all t ∈ R + we have
for all r 1 , r 2 ∈ C ad (R + ) and n ∈ N, where L ∈ L 2 loc (R + ) denotes the function from Assumption 3.5 5.4. Remark. Notice the slight difference of the previous Assumption 5.3 to Assumption 3.5 for each α n , σ n and γ n , namely, that the function L does not depend on n ∈ N.
Furthermore, let t 0 ∈ R + , h ∈ C ad [0, t 0 ] and for each n ∈ N let h n ∈ C ad [0, t 0 ] and B n ∈ E be given.
According to Theorem 3.11, there exists a unique solution r ∈ C ad (R + ) for (3.1) with r| [0,t0] = h with càdlàg paths on [t 0 , ∞) satisfying (3.19) , and for each n ∈ N there exists a unique solution r n ∈ C ad (R + ) for
We also make the following assumption, in which r ∈ C ad (R + ) denotes the solution for (3.1) with r| [0,t0] = h. 5.5. Assumption. We assume that B n ↑ E and
Notice that, by Assumption 5.5, for all T ≥ t 0 we have (5.4)
For a compact interval I ⊂ R + we shall also consider the norm
By Theorem 3.11, for any T ≥ t 0 we have r S 2 [t0,T ] < ∞, where r ∈ C ad (R + ) denotes the solution for (3.1) with r| [0,t0] = h. 
where
Proof. Let T ≥ t 0 and n ∈ N be arbitrary. By Hölder's inequality, the Itô-isometries (2.1), (2.3) and the Lipschitz conditions (5.1), (5.2), (5.3) we obtain, by writing
Applying the Gronwall Lemma gives us
for all t ∈ [t 0 , T ], implying (5.5). Analogously, by also taking into account Doob's martingale inequality [9, Thm. 3.8] , we obtain E sup
. 
Notice further for t 0 = 0 the coincidence
5.8.
Remark. Using Burkholder-Davis-Gundy and Bichteler-Jacod type arguments as in the previous section, we can, in an analogous fashion, derive the L p -version of the stability result above.
Regular dependence on initial data for stochastic differential equations
In this section, we study regular dependence on initial data for SDEs. Some related ideas can be found in [25] . By the method of the moving frame, which we present in Section 8, we can transfer the upcoming results to SPDEs.
We understand the question of regular dependence on initial data as a conclusion of the stability results of Section 5. We consider
under Assumptions 3.3, 3.4, 3.5, such that we can conclude the existence and uniqueness of solutions for t 0 ∈ R + and h ∈ C ad [0, t 0 ]. Motivated by ideas from convenient analysis, see [22] , we fix a curve of initial data → c( ) ∈ C ad [0, t 0 ], which is differentiable for all with derivative c ( ) ∈ C ad [0, t 0 ]. We consider the following system of equations,
2) for = 0, where r 0 denotes the solution for (6.1) with h = c(0). We can consider those equations indeed as two SDEs in our sense. More precisely let
3) for = 0, then this system of equations can be seen as two stochastic differential equations. We can readily check that the Assumptions 3.3, 3.4, 3.5 are true for the second SDE in (6.3) for every = 0. Its solution is given by
We assume now that the maps α, σ and γ admit directional derivatives in all directions of C ad (R + ). We denote those directional derivatives at the point r ∈ C ad (R + ) into direction v ∈ C ad (R +
where r solves equation (6.1). We assume that Assumptions 3.3, 3.4, 3.5 are true for equation (6.5) . We assume furthermore that 6) are valid in the obvious sense for = 0 in a neighborhood of 0, and assume that Assumption 6.1 is fulfilled for w = c (0) for a chosen curve of initial values → c( ). Then, for each T ≥ t 0 we have the estimate
for → 0, and if → c( ) is even a curve in S 2 [0, t 0 ], then for each T ≥ t 0 we have the estimate
for → 0. In particular, the map w → J(r)•w is linear and continuously depending on w in the sense that for every T ≥ t 0 we have
for variation of the initial value w n → w ∈ C ad [0, t 0 ], and if → c( ) is even a curve in S 2 [0, t 0 ], then for every T ≥ t 0 we have
for variation of the initial value w n → w ∈ S 2 [0, t 0 ].
6.3. Remark. The notion C is defined corresponding to (5.4) and K 1 , K 2 according to Proposition 5.6.
Proof. The assertion is a corollary of Proposition 5.6. Assumption 6.1 corresponds precisely to Assumption 5.5, which is needed for the proof of Proposition 5.6. Note that the "continuous" parameter replaces the index n, which does not cause any problems, since we do not speak about almost sure convergence results here.
6.4. Remark. Fix a finite time T ≥ t 0 and a curve of initial data → c( )
, estimates (6.9), (6.10) show its continuity.
Considering the construction for all possible curves of initial values c we can define the first (and possibly higher) variation processes in a coherent way for all variations of the initial values and also for variations of the process up to time t by shifting F t to F 0 . Properties of this variation process can be established by considering the equation, which follows right from Proposition 6.2,
and which reveals the true meaning of the first variation process.
Solution concepts for stochastic partial differential equations
When dealing with SPDEs there are several solution concepts, which we will discuss in this section. The main difficulty is that solutions of SPDEs usually leave the realm of semi-martingales and one therefore has to modify the usual semimartingale decomposition. The method of the moving frame, which will be presented in the next section, is a new approach how to handle this problem.
In this section, we review the well-known concepts of strong, weak and mild solutions and show, how they are related. The proofs from [9] (or [27] ) can be transferred to the present situation, whence we keep this section rather short. The decisive tool in order to prove Lemma 7.7 is an appropriate Stochastic Fubini Theorem with respect to Poisson measures, which we provide in Appendix A. Now let (S t ) t≥0 be a C 0 -semigroup on the separable Hilbert space H with infinitesimal generator A : D(A) ⊂ H → H. We denote by A * : D(A * ) ⊂ H → H the adjoint operator of A. Recall that the domains D(A) and D(A * ) are dense in H, see, e.g., [34, Satz VII.4.6, p. 351] .
In this section, we are interested in stochastic partial differential equations of the form
where α :
loc (µ; H) and for all ζ ∈ D(A * ) we have almost surely
loc (µ; H) and we have almost surely
7.4.
Remark. For all the three just defined solution concepts uniqueness of solutions for (7.1) is, as in Definition 3.1, meant up to indistinguishability on the interval [t 0 , ∞). 7.5. Lemma. Let r ∈ C ad (R + ) be a strong solution for (7.1). Then, r is also a weak solution for (7.1).
Proof. For all ζ ∈ D(A * ) we have
implying that r is also a weak solution for (7.1), because ζ, Ah = A * ζ, h for all h ∈ D(A).
7.6. Lemma. Let r ∈ C ad (R + ) be a weak solution for (7.1). Then, r is also a mild solution for (7.1).
Proof. Let T ≥ t 0 be arbitrary. As in the proof of [27, Thm. 9.15] we show that
For an arbitrary t ≥ t 0 and an arbitrary ζ ∈ D(A * ) we apply this identity to g(s) := S * t−s ζ, s ∈ [t 0 , t], which yields that the process r is also a mild solution for (7.1).
7.7. Lemma. Let r ∈ C ad (R + ) be a mild solution for (7.1) such that σ(
. Then, r is also a weak solution for (7.1).
Proof. We proceed as in the proof of [27, Thm. 9.15]. The change of order of integration for the stochastic integrals with respect to the compensated Poisson random measure is valid by the Stochastic Fubini Theorem A.2 provided in Appendix A.
Existence and uniqueness of mild and weak solutions for stochastic partial differential equations
In this section we introduce the method of the moving frame, which has been announced in the introduction. Loosely speaking we apply a time-dependent coordinate transformation to the SPDE such that "from the point of view of the moving frame" the SPDE looks like an SDE with appropriately transformed coefficients. The method is in contrast to the point of view, that an SPDE is a PDE together with a non-linear stochastic perturbation. Here we consider an SPDE rather as a time-transformed SDE, where the time transform contains the respective PDE aspect.
We apply this method for an "easy" proof of existence and uniqueness in this general setting. The key argument, which allows to apply the method, is the Szőkefalvi-Nagy theorem, which has been brought to our attention by [17] . We emphasize that in our article we do not need a particular representation of the Hilbert space involved in the Szőkefalvi-Nagy theorem (see the subsequent remark). The Szőkefalvi-Nagy theorem is a "ladder", which allows us to "climb" towards several new assertions, but which is not necessary to understand the statements of those assertions.
During this section, we impose the following assumption.
8.1.
Assumption. There exist another separable Hilbert space H, a C 0 -group (U t ) t∈R on H and continuous linear operators ∈ L(H, H), π ∈ L(H, H) such that the diagram
In particular, we see that π = Id.
8.2.
Remark. In the spirit of [32] , the group (U t ) t∈R is a dilation of the semigroup (S t ) t≥0 .
8.3.
Remark. Assumption 8.1 is not only frequently fulfilled, which seems surprising at a first view, but it is also possible to describe the respective Hilbert space H more precisely. Take for instance a self-adjoint strongly continuous semigroup of contractions S on the complex Hilbert space H, then -as a part of the Szőkefalvi-Nagy theorem -the map t → S |t| , where the semigroup is extended by S −t := S t for t ≥ 0, is a strongly continuous, positive definite map, i.e. for all ψ 1 , . . . , ψ n ∈ H and all real times t 1 , . . . , t n the matrix S |ti−tj | ψ i , ψ j is positive definite. A positive definite map with values in bounded linear operators can be considered as characteristic function of a vector-valued measure η taking values in positive operators on H.
One can define the Hilbert space H = L 2 (R, η; H), i.e. the space of square-integrable H-valued measurable maps f , such that the integral R f (x), η(dx)f (x) < ∞ is finite. H can be embedded via the constant maps f (x) ≡ h for h ∈ H and x ∈ R and the semigroup U is defined via
for t, x ∈ R. Consequently, more precise analysis of the respective generator of S on H can be performed. Details of the previous considerations and impacts on SPDEs will be presented elsewhere.
According to Proposition 8.7 below, Assumption 8.1 is in particular satisfied if the semigroup (S t ) t≥0 is pseudo-contractive.
8.5. Remark. Sometimes in the literature, e.g., see [26] , the notion quasi-contractive is used instead of pseudo-contractive. For every C 0 -semigroup (S t ) t≥0 there exist constants M ≥ 1 and ω ∈ R such that
By integration by parts, we have
see, e.g., [34, Lemma VII.4.2] . Hence, in other words, the semigroup (S t ) t≥0 is contractive if we can choose M = 1 and ω = 0 in (8.4), and it is pseudo-contractive, if we can choose M = 1 in (8.4).
Every C 0 -semigroup is not far from being pseudo-contractive. Indeed, for an arbitrary s > 0, we have, by (8.4) 
for h ∈ H. Then (S t ) t≥0 is a C 0 -semigroup on H with S t = 2 for all t > 0,
However, many semigroups of practical relevance are pseudo-contractive, and then the following result shows that Assumption 8.1 is satisfied. 8.7. Proposition. Assume the semigroup (S t ) t≥0 is pseudo-contractive. Then there exist another separable Hilbert space H and a C 0 -group (U t ) t∈R on H such that (8.1) is satisfied, where ∈ L(H, H) is an isometric embedding and π := * ∈ L(H, H) is the orthogonal projection from H into H.
Proof. Since the semigroup (S t ) t≥0 is pseudo-contractive, there exists ω ≥ 0 such that (8.2) is satisfied. Hence, the C 0 -semigroup (T t ) t≥0 defined as T t := e −ωt S t , t ∈ R + is contractive. By the Szőkefalvi-Nagy theorem on unitary dilations (see e.g. [ 
where ∈ L(H, H) is an isometric embedding and the adjoint operator π := * ∈ L(H, H) is the orthogonal projection from H into H. Defining the C 0 -group (U t ) t∈R as U t := e ωt V t , t ∈ R completes the proof.
We suppose from now on Assumption 8.1. There exist constants M ≥ 1 and ω ∈ R such that
see [12, p. 79] . Now let α :
2 ) P and γ : C ad (R + ) → H P⊗E be given. We suppose that Assumptions 3.3, 3.4, 3.5 are satisfied.
In order to solve the stochastic partial differential equation (7.1), we consider the H-valued stochastic differential equation
where t 0 ∈ R + and h ∈ C ad ([0, t 0 ]; H), and whereα : C ad (R + ; H) → H P ,σ :
In the above definitions, we have used the notation
and πU t0 R ∈ C ad (R + ; H) denotes the process (πU t0 R) t := πU t0 t R t , t ≥ 0. Note thatα,σ,γ indeed map into the respective spaces of predictable processes, because (t, h) → U t h is continuous on R × H, see, e.g., [34, Lemma VII.4.3] . By (8.5), they also fulfill Assumptions 3.3, 3.4, 3.5, where the function L is replaced by
According to Theorem 3.11, for each h ∈ C ad ([0, t 0 ]; H) there exists a unique solution R ∈ C ad (R + ; H) for (8.6) with càdlàg paths on [t 0 , ∞), and it satisfies .11) 8.8. Theorem. Suppose that Assumptions 3.3, 3.4, 3.5 and 8.1 are fulfilled. Then, for each t 0 ∈ R + and h ∈ C ad [0, t 0 ] there exists a unique mild and weak solution r ∈ C ad (R + ) for (7.1) with càdlàg paths on [t 0 , ∞), and it satisfies (3.19) . The solution is given by r = πU t0 R, where R ∈ C ad (R + ; H) denotes the solution for (8.6) with R| [0,t0] = h.
Proof. Let t 0 ∈ R + and h ∈ C ad [0, t 0 ] be arbitrary. The H-valued process r := πU t0 R belongs to C ad (R + ), it satisfies (3.19) by virtue of (8.11), and it has also càdlàg paths on [t 0 , ∞), because (t, h) → U t h is continuous on R + × H, see, e.g., [34, Lemma VII.4.3] . Using (8.1) we obtain r| [0,t0] = π h = h and almost surely
showing that r is a mild solution for (7.1). By virtue of Lemma 3.9 we have σ(r) ∈ L 2 (W ; L 0 2 ) and γ(r) ∈ L 2 (µ; H). Applying Lemma 7.7 proves that r is also a weak solution for (7.1).
For two mild solutions r,r ∈ C ad (R + ) of (7.1), which are càdlàg on [t 0 , ∞), and an arbitrary T ≥ t 0 , by using Hölder's inequality, the Itô-isometries (2.1), (2.3) and the Lipschitz conditions (3.7), (3.8), (3.9) , the inequality
is valid, where M ≥ 1 and ω ∈ R stem from (8.5). Using the Gronwall Lemma and the hypothesis that r andr are càdlàg on [t 0 , ∞), we conclude that r andr are indistinguishable on [t 0 , ∞). Taking into account Lemma 7.6, this proves the desired uniqueness of mild and weak solutions for (7.1).
Remarks.
(1) The idea to use the Szőkefalvi-Nagy theorem on unitary dilations in order to overcome the difficulties arising from stochastic convolutions, is due to E. Hausenblas and J. Seidler, see [17] and [16] . (2) Imposing Assumptions 3.3, 4.1, 4.2 and 8.1 we obtain the L p -version of Theorem 8.8.
8.10.
Remark. Another interpretation of Theorem 8.8 is the following: it is well known that generic mild (or weak) solutions of SPDEs (7.1) are not Hilbert space valued semi-martingales due to lack of regularity in time of the finite variation part. However, our method shows that we can decompose every mild (or weak) solution as r t = πU t−t0 R t , where R is a semi-martingale, U a strongly continuous group and π the orthogonal projection due to Assumption 8.1, and t ≥ t 0 .
Stability and regularity of stochastic partial differential equations
We shall now deal with stability and regularity of stochastic partial differential equations of the kind (7.1). Stability and regularity results for SPDEs can also be found in [1] and [26] . Here, we can easily transfer the results on stability from Section 5 and on regularity from Section 6 to SPDEs by the method of the moving frame. For stability results, we provide the details in this section.
As in Section 8, we suppose Assumption 8.1 and that α :
2 ) P and γ n : C ad (R + ) → H P⊗E be such that Assumptions 5.1, 5.2, 5.3 are fulfilled. Furthermore, let t 0 ∈ R + , h ∈ C ad [0, t 0 ] and for each n ∈ N let h n ∈ C ad [0, t 0 ] and B n ∈ E be given.
According to Theorem 8.8, there exists a unique solution r ∈ C ad (R + ) for (7.1) with r| [0,t0] = h with càdlàg paths on [t 0 , ∞) satisfying (3.19), and for each n ∈ N there exists a unique solution r n ∈ C ad (R + ) for (
, then for each T ≥ t 0 we have the estimate
where K 2 = K 2 (T ) and C n = C n (T, r) is defined in (5.4).
Proof. We defineα : C ad (R + ; H) → H P ,σ : (8.8) , (8.9) . Moreover, for each n ∈ N, we definẽ α n : C ad (R + ; H) → H P ,σ n :
According to Theorem 8.8, we have r = πU t0 R, where R ∈ C ad (R + ; H) denotes the solution for (8.6) with R| [0,t0] = h, and for each n ∈ N we have r n = πU t0 R n , where R n ∈ C ad (R + ; H) denotes the solution for
By (8.5), the coefficientsα,σ,γ andα n ,σ n ,γ n , n ∈ N fulfill Assumptions 3.3, 3.4, 3.5, 5.1, 5.2, 5.3, where the function L is replaced by (8.10). Moreover, by (8.5), for each n ∈ N we have (9.3)
, then by applying Proposition 5.6 and noting (8.5) and (9.3), for each T ≥ t 0 we obtain the estimate
for n → ∞, where the map
By Proposition 9.1, the statement of Remark 5.7 concerning the Lipschitz continuity of the solution map h → r h is also valid for SPDEs. Analogously to stability results also the results on regularity can be transferred to SPDEs by the method of the moving frame. The arguments of Section 6 can be transferred literally. The same arguments hold true for L p -estimates.
Stochastic partial differential equations with state dependent coefficients
In this section, we deal with stochastic partial differential equations with state dependent coefficients, which may depend on the randomness ω, the time t and finitely many states of the path of the solution. As we shall see, this is a special case of the framework from Section 8.
Let K ∈ N and 0 ≤ δ 1 < . . . < δ K ≤ 1 be given. Moreover, let α :
10.1. Assumption. Denoting by 0 ∈ H K the zero vector, we assume that
10.2. Assumption. We assume there is a function L ∈ L 2 loc (R + ) such that almost surely
for all t ∈ R + and all h 1 , h 2 ∈ H K .
10.3.
Corollary. Suppose that Assumptions 8.1 and 10.1, 10.2 are fulfilled. Then, for each t 0 ∈ R + and h ∈ C ad [0, t 0 ] there exists a unique mild and weak solution r ∈ C ad (R + ) for
with càdlàg paths on [t 0 , ∞), and it satisfies (3.19).
Proof. For every r ∈ C ad (R + ) let p r ∈ C ad (R + ) be a predictable representative of r, which, due to [9, Prop. 3.6 .ii], always exists. Now, we define the mapsα :
Note that for a predictable process (r t ) t≥0 and an arbitrary 0 ≤ δ ≤ 1 the process (r δt ) t≥0 is predictable, too. Hence,α,σ,γ indeed map into the respective spaces of predictable processes, because α, σ are P ⊗ B(H K )-measurable and γ is P ⊗ B(H K ) ⊗ E-measurable. Assumption 3.3 holds true by the definition ofα,σ,γ and Assumption 3.4 is satisfied by Assumption 10.1. Using Assumption 10.2, for all t ∈ R + and all r 1 , r 2 ∈ C ad (R + ) we obtain
An analogous argumentation for σ and γ proves that Assumption 3.5 is fulfilled. Applying Theorem 8.8, there exists a unique mild and weak solution r ∈ C ad (R + ) for (7.1) with càdlàg paths on [t 0 , ∞) satisfying (3.19). For every T ≥ t 0 we have, by using Assumption 10.2, and since each path of r has only countably many jumps on the interval [t 0 , T ],
. Consequently, the process r is also the unique mild and weak solution for (10.1).
As a particular case, we now turn to the Markovian framework. Let α :
for all t ∈ R + and all h 1 , h 2 ∈ H.
10.6. Corollary. Suppose that Assumptions 8.1 and 10.4, 10.5 are fulfilled. Then, for each h 0 ∈ L 2 (Ω, F 0 , P; H) there exists a unique càdlàg, adapted, mean-square continuous mild and weak solution (r t ) t≥0 for
and it satisfies (3.19).
Proof. The assertion follows from Corollary 10.3 with K = 1, δ 1 = 1 and t 0 = 0.
We close this section with the time-homogeneous case. Let α : H → H, σ : H → L 0 2 and γ : H × E → H be measurable. 10.7. Assumption. We assume E γ(0, x) 2 F (dx) < ∞.
10.8. Assumption. We assume that there is a constant L ≥ 0 such that 
Proof. The statement is an immediate consequence of Corollary 10.6.
10.10.
Remark. An analogous reasoning also provides the corresponding L p -versions of Corollaries 10.3, 10.6 and 10.9.
10.11. Remark. The time-inhomogeneous case can be considered by an extension of the state space from H to R × H. However, one has to pay attention at the boundary points of the interval [0, T ], where the vector fields have to be extended to the whole real line. Nevertheless we shall consider in the setting of our numerical applications the time-homogeneous case as the most characteristic one for all further applications.
High-order (explicit-implicit) numerical schemes for stochastic partial differential equations with weak convergence order
We sketch in this last section high-order explicit-implicit numerical schemes for stochastic partial differential equations with state-dependent coefficients as introduced in Section 10. In this section (and only here) we will actually use that the Wiener process and the Poisson random measure are independent, see Section 2.5. By the stability results from Section 9 we can reduce the problem to simpler driving signals, namely a finitely active Poisson random measure and to a finite number of driving Wiener processes. We apply the results of [5] for the time-dependent SDE, which -due to the "method of the moving frame" -can be transferred to the general SPDE case. Our main focus here is to work out so-called cubature schemes, extended by finite activity jump parts, for time-dependent SDEs and thereforeby the method of the moving frame -for SPDEs. This also allows for high order numerical approximation schemes. Notice that cubature schemes are very adapted to SPDEs, since every local step can -in contrast to Taylor schemes -preserve the regularity of the states. Additionally a simple complexity analysis in the case of SPDEs yields that having a small amount p of local high order steps is cheaper than having a large amount p of local low order steps. The reason is that every local step means practically to solve a PDE numerically.
For this purpose we apply the respective notions from Section 7, 8 and 10 in order to formulate our conditions on the vector fields. Having the stability results of Section 9 in mind we do assume finite activity of the Poisson random measure, i.e. F (E) < ∞ and a finite dimensional Wiener process. Notice that this also allows for a statement on the rate of convergence to the original equations with possibly infinitely active jumps and infinitely many Brownian motions.
We consider here SPDEs of the type
Let T > 0 denote a time-horizon. As in Section 10 we introduce measurable maps α : H → H, σ : H → L 0 2 and γ : H × E → H and define mapsα :
11.1. Assumption. Fix m ≥ 2 (a degree of accuracy for the high order scheme) and T > 0. We assume that for the vector fieldsα,σ,γ there is a constant M > 0 such that for every radius C 1 > 0 we have
holds true for all k 1 + k 2 ≤ m + 1. In words, the growth of derivatives of the timedependent vector fields up to order m + 1 is polynomial in the radius of order k 1 , when k 1 denotes the order of the time derivative.
11.2. Example. Typical examples for vector fields satisfying the Assumptions 11.1 are those of functional form (as applied in [13] ), i.e., choose a smooth map with all derivatives bounded φ :
, where A denotes the infinitesimal generator of U , and choose
for h ∈ H satisfies Assumptions 11.1 for every m ≥ 2.
11.3. Remark. As outlined in [33] the previous assumptions imply Lip(m + 1)-conditions on the ball with radius C 1 for the corresponding time-dependent vector fieldsα,σ,γ. This has an important meaning for the extension of our theory towards rough paths, see [33] .
11.4. Remark. The Assumptions 11.1 lead to global existence and uniqueness of the corresponding time-dependent stochastic differential equations and the corresponding SPDEs (11.1). Due to the finite activity of the jump process the conditions also lead to existence of moments of any order of the solution process.
We do first assume γ = 0, such that we find ourselves in a pure diffusion case. Furthermore we have assumed that the driving Wiener noise is finite dimensional, in other words we can write the stochastic partial differential equation in the moving frame and on the extended phase space R × H:
Let us fix m ≥ 2. Notice that the Assumption 11.1 implies Assumptions 3.4 and 3.5, in particular the vector fields are (m + 1)-times differentiable in all variables. This allows us to state the standard result on short-time asymptotic for the stochastic differential equation (11.3) .
We now apply the notations for iterated stochastic integrals, i.e., the abbreviation
is short for iterated Stratonovich integrals, where we apply •dW 0 t = dt. Notice also the degree mapping
which counts any appearance of 0 in the multiindex (i 1 , . . . , i k ) twice, since dt = •dW 0 t = dt comes with twice the order of short time asymptotics than a Brownian motion. This is also the reason for the particular structure of the Assumptions 11.1. Recall also that any vector field σ can be interpreted as a first order differential operator on test functions f by (σf )(x) = Df (x) · σ(x), x ∈ H, which will be applied extensively in the sequel.
11.5. Theorem. Let g : R × H → R be a smooth function with all derivatives bounded. Then we have the following asymptotic formula,
whereM is a constant derived from Assumptions (11.1).
Proof. The proof is a direct consequence of the results of [5, Prop. 3.1] , where one additionally observes the necessary degrees of differentiability which are needed for the result. Notice in particular that the remainder term stays bounded due to the conditions of Assumption 11.1, in particular due to polynomial growth of the derivatives of at most order m + 1 and the existence of moments up to order m + 1 of the solution process.
11.6. Example. We formulate the short-time asymptotic formula in the case m = 2 by taking the definitions of the vector fields β 0 , . . . , β d and a smooth test function g : H → R, which does not depend on the additional (time-)state s, then
for t ≥ 0, R 0 ∈ H. Heading for a strong Euler-Maruyama-scheme the previous formula yields -formally evaluated for g = id -the first iteration step from 0 → t
For the next step in the iteration we need the asymptotic expansion at time t and therefore also the vector fieldsα,σ appear at time t, namely
However, when one transfer the iteration of these two steps via πU 2t to H the described cancellation happens and one obtains the two-fold iteration of the timehomogeneous scheme
Notice that this scheme is implicit in the linear PDE-part and explicit in the stochastic components and the non-linear drift component. Notice also that the weak convergence order 1 is obtained if the Assumptions 11.1 for m = 2 are satisfied for smooth test functions with all derivatives bounded.
As explained in the literature, for instance in [5] or [19] , we can derive highorder schemes (strong or weak) from the given short time-asymptotic expansion. The weak order of convergence -given a short-time asymptotics of order t m+1 2 -is then m−1 2 . Therefore we obtain high-order Taylor schemes for the time-dependent system (11.3). However, even though possible, those Taylor schemes are usually not interesting -except for the case m = 2 -since one has to work at each step with time derivatives of the vector fields, which corresponds to working with the infinitesimal generator of the semigroup. 11.7. Example. Consider a vector fieldσ of functional form (11.2), then apparently the time-derivative of the vector field, which appears in the stochastic Taylor expansion for m ≥ 3, has the formula
which contains the infinitesimal generator and which is linearly growing in h.
We present here a method to circumvent the problem that in each local step the infinitesimal generator appears, namely the cubature method: its implementation and structure work in the case of Hilbert space valued SDEs of type (11.3) in precisely the same way as in the finite dimensional case (see for instance [5] for details), since we do not have to deal with the unbounded infinitesimal generator. Convergence of global order m−1 2
follows from Assumptions 11.1 on any bounded set. On the other hand, each local time step does not contain derivatives of the vector fields in question, and preserves therefore the regularity of the state vector. We need one analytical preparation for this, namely the following lemma which tells that -under Assumption 11.1 -we can suppose that on each bounded set there is a Lip(m + 1)-extension of the vector fields on the whole extended phase space. 11.8. Lemma. Define vector fields β i on the extended phase space [0, T ] × H by the following formulas: Proof. This is not a consequence of the hard Whitney extension theorem but simply due to the fact that on C 1 + 1 we the vector fields β i also satisfy a Lip(m + 1) condition. Multiplying with a bump function being equal to one on the ball of radius C 1 and vanishing outside radius C 1 + 1 yields the result.
In the rest of the section we develop the necessary terminology for cubature methods: Theorem 11.5 shows that iterated Stratonovich integrals play the same rôle as polynomials play in deterministic Taylor expansion. Consequently, it is natural to use them in order to define cubature formulas. Let C bv ([0, t]; R d ) denote the space of continuous paths of bounded variation taking values in R d . As for the Brownian motion, we append a component ω 0 (t) = t for any ω ∈ C bv ([0, t]; R d ). Furthermore, we establish the following convention: whenever r t is the solution to some stochastic differential equation driven by Brownian motions W , whether on a finite or infinite dimensional space, and ω ∈ C bv ([0, t]; R d ), we denote by r t (ω) the solution of the deterministic differential equation given by formally replacing all occurrences of "•dW i s " with "dω i (s)" (with the same initial values). Note that it is necessary that the SDE for r is formulated in the Stratonovich sense (recall that the Stratonovich formulation does not necessarily make sense). With the following simple lemma we see that time dependent coordinate transforms commute with the procedure of replacing Brownian motions by deterministic trajectories. 11.9. Lemma. Let ω : [0, T ] → R d be a continuous curve with finite total variation. Then the time-dependent ordinary differential equation
driven by ω instead of the finite dimensional Wiener process W , has a strong solution, which transfers via r t (ω) = πU t R t (ω) to a mild solution of (11.12)
Having in mind that one replaces Brownian motion W by a finite set of deterministic curves appearing with certain probabilities, we have to keep track of necessary moment conditions for (high-order) weak convergence, which is done in the following definition: 
where we used the convention in line with the previous one, namely
Lyons and Victoir [20] show the existence of cubature formulas on Wiener space for any d and size N ≤ #{I ∈ A| deg(I) ≤ m} by applying Chakalov's theorem on cubature formulas and Chow's theorem for nilpotent Lie groups. Moreover, due to the scaling properties of Brownian motion (and its iterated Stratonovich integrals), i.e.
it is sufficient to construct cubature paths for t = 1.
11.11. Assumption. Once and for all, we fix one cubature formula ω 1 , . . . , ω N with weights λ 1 , . . . , λ N of degree m ≥ 2 on the interval [0, 1]. Without loss of generality we assume that ω i (0) = 0. By abuse of notation, for any t > 0, we will denote ω l (s) = √ t ω l (s/t), s ∈ [0, t], l = 1, . . . , N , which yields a cubature formula for [0, t] with the same weights λ 1 , . . . , λ N . . Combining then the stochastic Taylor expansion, the deterministic Taylor expansion for solutions of ODEs driven by ω i for a cubature formula on Wiener space one obtains a one-step scheme for weak approximation of equations of type (11.3) precisely the same way as in [20] . Indeed, we get (11.13) sup 11.13. Remark. Due to the a priori bounds on the moments of the solution process R t , we can estimate the probability for R to leave a ball of radius C 1 and we can therefore control "a priori" the error of replacing the vector fields β 0 , . . For the global method (in fact an iteration due to the Markov property), divide the interval [0, T ] into p subintervals according to the partition 0 = t 0 < t 1 < · · · < t p = T . For a multi-index (l 1 , . . . , l p ) ∈ {1, . . . , N } p consider the path ω l1,...,lp defined by concatenating the paths ω l1 , . . . , ω lp , i.e. ω l1,...,lp (t) = ω l1 (t) for t ∈]0, t 1 ] and ω l1,...,lp (t) = ω l1,...,lp (t r−1 ) + ω lr (t − t r−1 )
for r such that t ∈]t r−1 , t r ], where ω lr is scaled to be a cubature path on the interval [0, t r − t r−1 ].
11.14. Proposition. Additionally R
C1
T (ω l1,...,lp ), due to [24] , we can allow a local error of order m+1 2 along each ω lj .
Due to Lemma 11.9 we can transfer the previous result including the rate of convergence on the original space. Notice that the projection of the equations with vector fields β C1 0 , . . . , β C1 d only coincide on some bounded set of the original Hilbert space H with the original equation, which is, however, for numerical purposes sufficient. The transfer works so well due to the linearity of the semigroup and the projection.
11.15. Remark. The same techniques as in [5] for the inclusion of finite activity jump processes also work in this setting. We do not outline this aspect here, since our main purpose was to show that high-order weak approximation schemes exist in the realm of SPDEs under fairly general assumptions on vector fields and test functions.
We can summarize the method as follows:
• Choose a degree of accuracy m ≥ 2 and a set of cubature paths ω 1 , . . . , ω N .
• Choose trajectories ω l1,...,lp by means of a MC-procedure.
• Calculate numerically, with error of order m+1 2 , the solution of the PDE obtained by "evaluating" the SPDE (11.1) along ω lj .
• Apply the main result to obtain a high order convergence scheme of order m−1 2 . 11.16. Remark. The advantage of high-order schemes becomes visible when the calculation of each local step is expensive: in this case a small number p is a true advantage.
Appendix A. Stochastic Fubini theorem with respect to Poisson measures
In this appendix, we provide a stochastic Fubini theorem with respect to compensated Poisson random measures, see Theorem A.2, which we require for the proof of Lemma 7.7.
We could not find a proof in the literature. In the appendix of [8] , it is merely mentioned that it can be provided the same way as in [28] , where stochastic integrals with respect to semimartingales are considered. The stochastic Fubini theorem [3, Thm. 5] , which is used in the proof of [21, Prop. 5.3] , only deals with finite measure spaces.
We start with an auxiliary result.
A.1. Lemma. Let (Ω i , F i , µ i ), i = 1, 2 be two σ-finite measure spaces. We define the product space
(Ω, F, µ) := (Ω 1 × Ω 2 , F 1 ⊗ F 2 , µ 1 ⊗ µ 2 ).
For each Φ ∈ L 2 (Ω, F, µ) there exists a sequence (Φ n ) n∈N ⊂ span{1 A1 1 A2 : A i ∈ F i with µ i (A i ) < ∞, i = 1, 2}
(A.1)
Proof. Let Φ ∈ L 2 (Ω, F, µ) be arbitrary. We decompose Φ = Φ + − Φ − into its positive and negative part. There are sequences (Φ . Moreover, since µ 1 and µ 2 are σ-finite measures, there exist sequences (C n ) n∈N ⊂ F 1 and (D n ) n∈N ⊂ F 2 such that µ 1 (C n ) < ∞, µ 2 (D n ) < ∞ for all n ∈ N and C n ↑ Ω 1 , D n ↑ Ω 2 as n → ∞. By Lebesgue's dominated convergence theorem we have (Φ
(Ω, F, µ). Therefore, we may, without loss of generality, assume that Φ = m j=1 c j 1 Aj , where m ∈ N, c j ∈ R \ {0}, j = 1, . . . , m and A j ∈ (F 1 ⊗ F 2 ) ∩ (C 1 × C 2 ), j = 1, . . . , m, where C i ∈ F i , i = 1, 2 and µ i (C i ) < ∞, i = 1, 2.
Note that the trace σ-algebra (F 1 ⊗ F 2 ) ∩ (C 1 × C 2 ) is generated by the algebra
By [4, Satz 5.7] there exists, for each j ∈ {1, . . . , m} and each n ∈ N, a set B Let T ∈ R + be a finite time horizon. In order to have a more convenient notation in the following stochastic Fubini theorem, we introduce the spaces 
