Abstract. In these lectures we explain the intimate relationship between modular invariants in conformal field theory and braided subfactors in operator algebras. A subfactor with a braiding determines a matrix Z which is obtained as a coupling matrix comparing two kinds of braided sector induction ("α-induction"). It has non-negative integer entries, is normalized and commutes with the S-and T-matrices arising from the braiding. Thus it is a physical modular invariant in the usual sense of rational conformal field theory. The algebraic treatment of conformal field theory models, e.g. SU (n) k models, produces subfactors which realize their known modular invariants. Several properties of modular invariants have so far been noticed empirically and considered mysterious such as their intimate relationship to graphs, as for example the A-D-E classification for SU (2) k . In the subfactor context these properties can be rigorously derived in a very general setting. Moreover the fusion rule isomorphism for maximally extended chiral algebras due to Moore-Seiberg, Dijkgraaf-Verlinde finds a clear and very general proof and interpretation through intermediate subfactors, not even referring to modularity of S and T . Finally we give an overview on the current state of affairs concerning the relations between the classifications of braided subfactors and two-dimensional conformal field theories. We demonstrate in particular how to realize twisted (type II) descendant modular invariants of conformal inclusions from subfactors and illustrate the method by new examples.
Introduction and overview
A subfactor in its simplest guise arises from a group action M G ⊂ M , the fixed point algebra M G in the ambient von Neumann algebra M where a group G acts upon. If say the group is finite and acts outerly on M (equivalently (M G ) ′ ∩ M = C1, where the prime denotes the commutant) and both the group and the algebra are amenable, then we can recover both the group and the action from the inclusion M G ⊂ M . (If M is not amenable, i.e. hyperfinite, one may recover the group but not the action as in free group factors in free probability theory). However we will concentrate on (infinite-dimensional) hyperfinite von Neumann algebras M which are inductive limits of finite dimensional algebras and are factors i.e. have trivial center M ′ ∩ M = C1. A subfactor N ⊂ M is then an inclusion of one factor in another, which is thought to represent a deformation of a group, for us we will restrict to the case where we only think of those inclusions which are deviants of finite groups. (Cf. [29] as a general reference.)
Rather than a group of * -automorphisms of a von Neumann algebra M , we will more generally consider a system ∆ of * -endomorphisms which is closed under composition
for a suitable notion of addition of endomorphisms (for which we will need infinite von Neumann factors and consider endomorphisms up to inner equivalence, i.e. as sectors [61] ) and non-negative integral coefficients N ν λ,µ . In our relationship with modular invariant partition functions in conformal field theory, our starting point will be a system of endomorphisms labelled by vertices of graphs as e.g. given in (Here and in general it is understood that an unoriented edge represents an arrow in both directions.) These are the well-known fusion rules of the conformal Ising model. A treatment of the Ising model in the framework of local quantum physics realizing these fusion rules in terms of endomorphisms on von Neumann factors was carried out in [4] , building on [63] . The transfer matrix formalism allows one to study classical statistical mechanical models via non-commutative operator algebras. A study of the Ising model in this framework was carried out in [1, 27, 15] . The fundamental example of this non-commutative framework for understanding the Ising model was the driving force towards the present work on understanding modular invariant partition functions via non-commutative operator algebras (cf. the lecture by the second author at the CBMS meeting in Eugene, Oregon, September 1993).
Using associativity of the fusion product one obtains for the fusion matrices
λ,µ N ν , i.e. the matrices N λ themselves give a ("regular") representation of the fusion rules of ∆. Usually the system ∆ will be closed under a certain conjugation λ → λ (generalizing the notion of inverse and conjugate representation in a group and group dual, respectively) which is anti-multiplicative and additive. This will mean that the transpose of N λ is N λ . If we start with a system obeying commutative fusion rules (which will not always be the case), the collection {N λ } λ∈∆ will therefore constitute a family of normal commuting matrices, and hence be simultaneously diagonalizable, with spectra spec(N λ ) = {γ λ ρ } ρ . In fact their spectra will be labelled naturally by the entire set ∆ itself, i.e. we will have ρ ∈ ∆. In this diagonalization we have Here we write the eigenvalues of N λ as γ λ ρ = S λ,ρ /S 0,ρ , where the label "0" refers to the distinguished identity element ("vacuum") of the fusion rules, and S 0,ρ = ( λ |γ λ ρ | 2 ) 1/2 . (See [36] for fusion rules in the context of conformal field theory.) In our subfactor approach to modular invariants we will have representations of the Verlinde fusion rules appearing naturally, with spectrum a proper subset of ∆ and with multiplicities Z λ,λ , λ ∈ ∆, given by the diagonal part of a modular invariant. The representation matrices can be interpreted a adjacency matrices of graphs associated with modular invariants.
Modular invariant partition functions arise as continuum limits in statistical mechanics and play a fundamental role in conformal field theory. Recall that a modular invariant partition function is of the form (cf. Zuber's lectures, or see [21, 35, 54, 20, 41] for more details on these matters)
Here χ λ = tr(q L0−c/24 ), q = e 2πiτ , is the trace in the irreducible representation of a chiral algebra, which for us will be a positive energy representation of a loop group with the conformal Hamiltonian L 0 being the infinitesimal generator of the rotation group on the circle. (More typically we would take un-specialized characters in order to have linearly independent characters. See for example [18] or [29, Sect. 8.3] Note first that what is remarkable about the Verlinde formula, Eq. (1.2), is that the matrix which diagonalizes the fusion rules is the same as the modular matrix S which transforms the characters (e.g. the Kac-Peterson matrix for current algebra models, see [54, 35] ). It is also remarkable that this matrix is symmetric: S λ,µ = S µ,λ . From physical considerations we will require solutions to the matrix equations ZS = SZ, ZT = T Z, subject to the constraint Z 0,0 = 1 ("uniqueness of the vacuum") and the "coupling matrix" Z having only non-negative integer entries (from multiplicities of the representations). There will always be at least one solution, the diagonal partition function
(or Z λ,µ = δ λ,µ ), or more generally there may be permutation invariants
, whenever ω is a permutation of the labels which preserves the fusion rules, the vacuum, and the "conformal dimensions". Moore and Seiberg argue in [66] (see also [24] ) that after a "maximal extension of the chiral algebra" (the hardest part is to make this mathematically precise) the partition function of a RCFT is at most a permutation matrix Z ext τ,τ ′ = δ τ,ω(τ ′ ) , where τ, τ ′ label the representations of the extended chiral algebra and now ω denotes a permutation of these with analogous invariance properties. Decomposing the extended characters χ ext τ in terms of the original characters χ λ , we have χ ext τ = λ b τ,λ χ λ for some non-negative integral branching coefficients b τ,λ . The maximal extension yields the coupling matrix expression
There is a distinction [23] between so-called type I invariants which arise from the diagonal invariant of the maximal extension, i.e. for which ω is trivial, and type II invariants corresponding to non-trivial automorphisms of the extended fusion rules. The coupling matrix of a type I invariant is in particular symmetric whereas type II invariants need not be so but still the "vacuum coupling" is symmetric: Z 0,λ = Z λ,0 for all labels λ. To allow more generally for possibly non-symmetric vacuum coupling, Z 0,λ = Z λ,0 , one may need different extensions for the left and right chiral algebra [9] (see also [58] where this possibility is explicitly addressed in the context of simple current extensions), and then the distinction between type I and type II modular invariants does no longer make sense.
1
A simple argument of Gannon [38] shows that there are at most finitely many solutions to our modular invariant problem. Since d λ = S λ,0 /S 0,0 will be positive and at least 1 (the d λ 's will be the Perron-Frobenius weights of the graphs as in Fig. 1 , or indeed d λ will be the statistical dimension of λ as a sector in the von Neumann algebra theory or the square root of the Jones index [52] ), we obtain from
λ (from unitarity of the S-matrix), so that there are only finitely many solutions. Note that this bound will be our "global index" w, and this suggests a strong relation between Gannon's argument and Ocneanu's rigidity theorem (presented at a conference in January 1997 in Madras, India), the latter implying the finiteness of the number of subequivalent paragroups for a given paragroup.
Gannon's estimate can even be refined to the inequality
for each individual entry of a modular invariant coupling matrix as follows. As by Verlinde's formula, Eq. (1.2), the eigenvalues of the non-negative fusion matrices N λ are given by γ λ ρ = S λ,ρ /S 0,ρ , Perron-Frobenius theory tells us that |γ λ ρ | is bounded by the Perron-Frobenius eigenvalue γ λ 0 , so that |S λ,ρ | ≤ S λ,0 S 0,ρ /S 0,0 (cf. [41] ). Commutativity of Z with the unitary S then yields
which provides Eq. (1.3) by the normalization Z 0,0 = 1.
Operator algebraic input
We will study the classification of modular invariants and construction of maximal extensions through subfactors, in particular starting with braided systems of endomorphisms on loop group factors which are purely infinite factors with no traces, or more precisely type III 1 . Recall that a factor is type I when there is a trace on the algebra taking discrete values on projections, type II when there is a trace that takes continuous values. (We hope that the classification of factors into types I, II and III will not be confused with the distinction of type I and type II modular invariants -it has nothing to do with it.) A trace on a von Neumann algebra M is a (possibly unbounded) linear functional τ satisfying τ (ab) = τ (ba), a, b ∈ M , where the algebra or trace is finite if τ (1) < ∞, or infinite otherwise. Thus a finite type I factor is (isomorphic to) Mat(n) = End(C n ), the n × n complex matrices, the infinite factor is B(H), the bounded linear operators on an infinitedimensional Hilbert space. A factor is of type III (or purely infinite) otherwise, there is no trace and every non-zero projection p is equivalent to the unit in the sense that there is a partial isometry v in the algebra such that v * v = 1 and vv * = p. The factors relevant for RCFT are amenable, in the sense that they are hyperfinite, the completions of unions of finite-dimensional algebras. Murray and von Neumann showed that there is an unique hyperfinite II 1 (i.e. finite type II) factor which can be realized as for example the infinite tensor product of matrix algebras (arbitrarily chosen as long as they are non-commutative) completed with respect to the trace, i.e. use the trace τ (constructed as the tensor product of traces over the matrices) to define an inner product on M (the algebraic tensor product) a, b = τ (b * a). Letting Ω = 1 regarded as a vector in the completion H of M with respect to this inner product, we can let M act on H by the induced left action of M on itself, and the hyperfinite II 1 factor is the von Neumann algebra generated by M in this representation. There is by Connes [16] an unique hyperfinite II ∞ (i.e. infinite type II factor) which is R ⊗ B(H) where R is the unique hyperfinite II 1 factor and B(H) is type I ∞ . There is a finer classification of type III factors into III λ , 0 ≤ λ ≤ 1. For each λ ∈ (0, 1] there is by Connes an unique hyperfinite III λ factor (the analysis completed by Haagerup [47] in the case λ = 1). The type III 0 factors are classified by their flow of weights.
In the semi-finite case (I or II) where there is a trace τ , we can define a conjugation J, a conjugate linear map of the Hilbert space H of the trace, by J : a → a * , a ∈ M ⊂ H, or JaΩ = a * Ω. Then J is isometric because τ is a trace and interchanges left and right multiplication, indeed JM J = M ′ . Thus M and M ′ are of comparable size. If M = Mat(n) = C n ⊗ C n is finite dimensional, then acting on itself (regarded as a Hilbert space) M becomes M ⊗ 1 with commutant 1 ⊗ M . In general represent a factor M on a Hilbert space H with vector Φ ∈ H cyclic for M , i.e. H = M Φ, which is also cyclic for M ′ , H = M ′ Φ. (Take a faithful normal state ϕ on M and the associated Hilbert space.) Then we can define S : aΦ → a * Φ, a ∈ M , and take the polar decomposition S = J∆ 1/2 , where J is a conjugation and ∆ the (possibly unbounded) Tomita-Takesaki modular operator. Then Tomita-Takesaki theory [79] tells us that JM J = M ′ , and σ t = Ad(∆ it ) defines a one-parameter automorphism group of M which describes how far the vector state ϕ(·) = ·Φ, Φ is from being a trace, ϕ(ab) = ϕ(bσ i (a)) for analytic a, b ∈ M . In the case of a semi-finite algebra, and if ϕ is a trace, then S = J, ∆ = 1, and σ t = id, whilst for other choices of cyclic and separating vectors Φ, the Tomita-Takesaki modular group σ t is at least inner. Now consider the case of an infinite subfactor N ⊂ M , i.e. both factors N and M are infinite which means that they contain isometries with range projections being different from the identity. Then we can represent M on a Hilbert space H where there is a vector Φ which is cyclic and separating for both N and M . Taking the corresponding Tomita-Takesaki modular conjugations J N and J M where
called the canonical endomorphism [60] from M into N . Different choices of Hilbert spaces and cyclic and separating vectors only amount to a change γ → Ad(u) • γ by a unitary u ∈ N , i.e. the N -M sector determined by γ is well-defined. (If ρ ∈ Mor(A, B) is a unital morphism from A to B, the B-A sector [ρ] is the equivalence class of ρ where ρ ′ ≃ ρ iff ρ ′ = Ad(u) • ρ for unitaries u ∈ B.) We then have an inclusion of factors:
We can continue upwards (called the Jones tower) or downwards (called the Jones tunnel) but the sequence is of period two, e.g. the inclusion
This periodicity reduces to that between a group and its dual G ↔Ĝ in the case of a group subfactor tower M G ⊂ M ⊂ M ⋊G. So there are basically two canonical endomorphisms, γ ∈ End(M ) and θ ∈ End(N ), where θ = γ| N . We call γ the canonical endomorphism, and θ the dual canonical endomorphism for N ⊂ M .
The tower can be identified with the Jones extensions, in the case of finite index obtained by adjoining a sequence of projections satisfying the TemperleyLieb relations. We could define the Jones index using the Pimsner-Popa inequality as follows. If E : M → N is a conditional expectation (a projection of norm one), then let Ind(E) be the best constant ξ such that E(x * x) ≥ ξ −1 x * x for all x ∈ M . Then the (Jones) index [M : N ] is the infimum of Ind(E) over all expectations E, and there is an unique expectation called the minimal expectation which realizes the index.
For us, all the relative commutants N ′ ∩ M j , M ′ ∩ M j , in the tower will be finite-dimensional and moreover
, will be described by finite graphs. Due to the periodicity of the tower, only two graphs appear here, the principal and dual principal graph. The finiteness of the graphs (equivalent to the finiteness in RCFT) will imply finite index and the Jones index will be the square of the norm of either graph.
One question which will engage us will be whether a particular endomorphism of a factor N should be a dual canonical endomorphism (of some subfactor N ⊂ M without any a priori knowledge of what M should be). For example if Z is a modular invariant, we can consider is well defined on sectors. (We usually abbreviate σρ ≡ σ • ρ.) For τ 1 , τ 2 ∈ Mor(A, B) take isometries t 1 , t 2 ∈ B such that t 1 t * 1 + t 2 t * 2 = 1 which we can find by infiniteness of B. Then define the sum
This is well-defined as if s 1 , s 2 ∈ B is another choice of isometries satisfying
This notion of a sum is basically
in B using the infiniteness of B to achieve the matrix decomposition. If ρ and σ are B-A morphisms with finite statistical dimensions, then the vector space of intertwiners Hom(ρ, σ) = {t ∈ B : tρ(a) = σ(a)t , a ∈ A} is finite-dimensional, and we denote its dimension by ρ, σ . Note that for τ, τ 1 , τ 2 and t 1 , t 2 as above we have e.g. , respectively), and the multiplicity is then automatically one for both cases [48] . More generally, for an arbitrary morphism ρ ∈ Mor(A, B) of finite statistical dimension d ρ , an A-B morphism ρ is a conjugate morphism if there are isometries r ρ ∈ Hom(id A , ρρ) and r ρ ∈ Hom(id B , ρρ) such that
Recall the tower-tunnel of Eq. (2.1). Suppose E : M → N is a conditional expectation and ϕ is a faithful normal state on N , and set ω = ϕ • E. Then ω is a faithful normal state on M such that ω • E = ω. Take the GNS Hilbert space H of this state on M , with cyclic and separating vector Ω. We can identify this space with our previous Hilbert space (where there is vector Φ being cyclic and separating for both N and M ) and the actions coincide. However Φ is not identified with Ω, as N Ω is a proper subspace if N = M , with orthogonal Jones projection
Thus, by translating in the tunnel-tower the canonical and dual canonical endomorphism contain the identity sector.
Denoting by ι : N ֒→ M the inclusion homomorphism we put ι : M → N as ι(m) = γ(m), m ∈ M . Then γ = ιι and θ = ιι both contain the identity sector so that ι is in fact a conjugate morphism for ι. Similarly, if λ ∈ End(N ), we can take γ λ , θ λ to be the canonical and dual canonical endomorphisms of the inclusion λ(N ) ⊂ N . Then we can set λ = λ −1 γ λ , which is well defined so that λλ = γ λ . In the group case, say if we have an outer action α : G → Aut(M ) of a finite group G on a type III factor M and let N be the corresponding fixed point algebra, N = M G , then γ decomposes as a sector into the group elements, [γ] = g∈G [α g ], whereas the decomposition of θ is according to the group dualĜ, i.e. Sometimes it is useful to use graphical expressions for formulae involving intertwiners. Roughly speaking, for an intertwiner t ∈ Hom(ρ, σ) we draw a picture as in Fig. 3 , i.e. we represent morphisms by oriented "wires" and intertwiners by boxes. Reversing an arrow means replacing a label ρ by its conjugate ρ, and taking ad- joints then corresponds to vertical reflection of the picture together with reversing all arrows. As Hom(ρ, σ) ⊂ Hom(ρτ, στ ) we are allowed to add or remove straight wires on the right, i.e. we are free to pass from Fig. 3 to Fig. 4 . On the other hand, the intertwiner µ(t) is in Hom(µρ, µσ) and is represented graphically as in Fig. 5 . With the convention that the identity morphism (of some factor) is labelled by "the invisible wire", the isometries r ρ , r ρ and r * ρ , r * ρ are represented as caps and cups, respectively, with different orientations of the wire labelled by ρ. Then, with certain normalization procedures taken care of in [10] (where the graphical framework is worked out in full detail -but see also [65, 57, 84, 34, 32, 53] ), the relations of Eq. (2.2) become topological moves as in Fig. 6 . The minimal conditional expecta- Returning to our original subfactor N ⊂ M with inclusion homomorphism ι : N ֒→ M , γ = ιι, θ = ιι, where ι is a conjugate for ι, we have isometries w ≡ r ι ∈ Hom(id N , θ) and v ≡ r ι ∈ Hom(id N , γ) satisfying the consistency relations
which means that v is a basis element for M as an N -module. The previous characterization of conjugates can be used to characterize which endomorphisms arise as a canonical endomorphism.
If γ ∈ End(M ) where M is an infinite factor, then γ is a canonical endomorphism of some subfactor N ⊂ M if and only if there exist isometries v ∈ Hom(id M , γ) and w ∈ Hom(γ, γ 2 ) such that
Note that if v = r ι and w = r ι as before, then w ∈ Hom(id N , θ) ⊂ Hom(γ, γ 2 ). Conversely, if Eq. (2.3) and Eq. (2.4) hold then we can define N = {x ∈ M : wx = γ(x)w , wx * = γ(x * )w}, and then E : M → N defined by E(x) = w * γ(x)w, x ∈ M , is a conditional expectation.
Subfactors arising from loop groups
We now turn to the actual algebras which we will use to describe our modular invariants, arising from loop groups. The loop group LSU (n) consists of smooth maps f : S 1 → SU (n), the product being pointwise multiplication. The representations of interest will be projective representations of LSU (n) which extend to positive energy representations of LSU (n) ⋊ Rot(S 1 ) where the rotation group acts on the maps of S 1 in a natural way so that the "Hamiltonian" or infinitesimal generator L 0 is positive. The ones of particular interest, the irreducible unitary positive energy representations are classified as follows. First there is a level k, a positive integer describing a cocycle because we are dealing with projective representations. The projective representation restricts to a genuine irreducible representation of the constant loops, identified with SU (n) itself, the multiplier becomes irrelevant now since we are dealing with simply connected groups. In order to obtain positive energy, only finitely many irreducible representations are admissible, namely the vertices of (i.e. integrable weights in) the Weyl alcove A (n,k) . The (adjacency matrices of the) graphs N λ , such as N 2 itself, describe the fusion of positive energy representations.
Restricting to loops concentrated on an interval I ⊂ S 1 (proper, i.e. I = S 1 and non-empty), the corresponding subgroup denoted by
one finds that in each positive energy representation π λ the sets of operators π λ (L I SU (n)) and π λ (L I c SU (n)) commute where I c is the complementary interval of I, again using that SU (n) is simply connected. In turn we obtain a subfactor
involving hyperfinite type III 1 factors (see [83] ). In the vacuum representation, labelled by λ = 0, we have Haag duality in that the inclusion collapses to a single factor N (I) = N (I), and in general we obtain a subfactor. The level 1 representations of LSU (n) are realized through the Fock state of the Hardy space projection
we have that LSU (n) is implemented in the corresponding Fock space giving a positive energy representation.
The vacuum representation π 0 gives a clear geometric picture of the TomitaTakesaki modular group action σ and modular conjugation J on the Fock vacuum vector, cyclic and separating for say π 0 (L I SU (n))
′′ for I being the upper half circle. The Tomita-Takesaki modular group is induced by the second quantization of the geometric action of SU (1, 1) on S 1 , which is seen to be ergodic. Consequently the algebra must be type III 1 as the action σ is never ergodic otherwise (see e.g. [3, Cor. 1.10.8]). Similarly the conjugation J acts by flipping the circle, taking I into the complementary interval:
so that Haag duality holds in the vacuum representation and is a consequence of Tomita-Takesaki theory. More generally the inclusion Eq. (3.1) can be read as providing an endomorphism λ (by abuse of notation denoted by the same symbol as the label) of the local algebra N (I) such that Eq. (3.1) is isomorphic to λ(N (I)) ⊂ N (I). By A. Wassermann's work [83] we obtain this way a system of endomorphisms ∆ = {λ}, the morphisms being labelled by the Weyl alcove A (n,k) , which is closed under sector fusion, and the fusion coefficients N ν λ,µ match exactly the loop group fusion. Similar results have been obtained for minimal models [59] and (partially) LSpin(2n) models [80] . (That the DHR morphisms of net of a conformal field theory model obey exactly the Verlinde fusion rules from the conformal character transformations was conjectured in [33] . Proofs for special cases can be found in [83, 59, 80, 4, 5] . Antony Wassermann has informed us that he has computed fusion for all simple, simply connected loop groups; and with Toledano-Laredo all but E 8 using a variant of the Dotsenko-Fateev differential equation considered in his thesis.) If we take the relative commutants for the tunnel
we are decomposing products λλλ · · · into irreducible components obtaining the same relative commutants as for the Jones-Wenzl type II 1 SU (n) k subfactors. More precisely, if λ is the fundamental representation 2 and A ⊂ B is the hyperfinite type II 1 subfactor
where the g i 's are the Hecke algebra generators obtained as explained below, then (using Popa [69] ) the loop group subfactor
The statistical mechanical models of [17] are generalizations of the Ising model. The configuration space of the Ising model, distributions of symbols "+" and "−" on the vertices of the square lattice Z 2 , can be thought of edges on the Dynkin diagram A 3 on the edges of a square lattice, where the end vertices are labelled by "+" and "−". This model can be generalized by replacing A 3 by other graphs Γ such as other Dynkin diagrams or indeed the Weyl alcove A (n,k) . A configuration is then a distribution of the edges of Γ over Z 2 , and associated to each local configuration is a Boltzmann weight satisfying the Yang-Baxter equation. The justification of SU (n) models is as follows. By Weyl duality, the representation of the permutation group on Mat(n) is the fixed point algebra of the product action of SU (n). Deforming this, there is a representation of the Hecke algebra in Mat(n), whose commutant is a representation of a deformation of SU (n), the quantum group SU (n) q [51] . The Boltzmann weights lie in this algebra representation, and at critically reduce to the natural braid generators g i , so that the Yang-Baxter equation satisfied by the Boltzmann weights reduces to the braid relation
2πi/(n+k) is a root of unity, the irreducible representations of the corresponding Hecke algebra are labelled precisely by A (n,k) . The graph Γ generates a von Neumann algebra by considering larger and larger matrices generated by larger and larger partition functions. A subfactor can be obtained by the adjoint action, placing the initial Boltzmann weights on the boundary. For SU (n) q subfactors this amounts to Eq. (3.2) because of the braid relations Ad(g 1 g 2 · · · )(g i ) = g i+1 . The principal graph of these inclusions is not the entire graph N 2 (corresponding to A (n,k) as in Fig. 1 ) but merely its zero-one part (the first two colours) as in Fig. 8 . Nevertheless the entire graphs do have a meaning in Figure 8 . Colour zero-one part of the graphs in Fig. 1 subfactor theory simply as graphs encoding the fusion rules of associated systems of bimodules or sectors. Moreover, the center of SU (n), namely Z n , induces an action on these subfactors and one may construct crossed product or orbifold subfactors A Zn ⊂ B Zn [28, 85] which will in turn produce "orbifold" sector systems and graphs. As such graphs have been noticed to label certain modular invariants, this can be seen as a first indication that there is a relation between modular invariant partition functions and subfactors. Another strong indication is the special role of the Dynkin diagrams D odd and E 7 : In the classification of SU (2) k modular invariants [13, 14, 55] , the Dynkin diagrams A, D even , E 6 and E 8 label the type I invariants whereas the invariants labelled by D odd and E 7 are type II, i.e. involve a non-trivial "twist". In subfactor theory it turned out that it is precisely the diagrams A, D even , E 6 and E 8 which appear as principal graphs whereas D odd and E 7 are not allowed (see [56] and references therein).
Braiding, α-induction, and all that
The geometry on the circle together with Haag duality in the vacuum induces a braiding on the endomorphisms. The endomorphisms λ appearing above can be thought of as being defined on a global algebra N generated by the N (J)'s where J varies in the proper intervals on S 1 , neither touching nor containing a fixed distinguished "point at infinity" ζ ∈ S 1 . Then λ will be localized on I in the sense that λ(a) = a whenever a ∈ N (J) with J ∩ I = ∅, and transportable in the sense that for each interval J there is a unitary u ∈ N such that Ad(u) • λ is localized in J. Then if λ and µ are localized on disjoint intervals then they commute: λµ = µλ. If however λ and µ are localized in the same interval I, then we may choose a relatively disjoint interval J (whose closure does not contain ζ as well) and a unitary u such that Ad(u) • µ is localized in J. Then λ and Ad(u) • µ commute and in turn ε u (λ, µ) = u * λ(u) is a unitary intertwining λµ and µλ. It turns out that this unitary is entirely independent on the choice of J and u, except that it may depend on the choice of J lying in the left or right connected complement of I with respect to the point at infinity ζ. (See e.g. [46, 30, 31, 6 ] for more detailed discussions of such matters.) Therefore we have in fact only two "statistics" or braiding operators ε + (λ, µ) and ε − (λ, µ), according to this choice. Indeed we have
The statistics operators obey a couple of consistency equations which are called braiding fusion relations: Whenever t ∈ Hom(λ, µν) one has
This in turn implies the braid relation (or "Yang-Baxter equation")
These equations turn our system ∆ of endomorphisms into a "braided C * -tensor category" (cf. [26] ).
The braiding operators can be nicely incorporated in our graphical intertwiner calculus. Namely, for ε + (λ, µ) and ε − (λ, µ) we draw over-and undercrossings, respectively, of wires λ and µ as in Fig. 9 . Then the consistency relations are © © µ λ µ λ possible [72] . For ρ irreducible we find ε + (ρ, ρ) * r ρ = ω ρ r ρ for some scalar ω ρ ∈ T, thanks to the uniqueness of isometries in the one-dimensional Hom(id, ρρ).
We will need net versions of canonical and dual canonical endomorphisms to handle inclusions N (I) ⊂ M (I), where N (I) are local, and which are standard in the sense that there is a single vector Ω ∈ H being cyclic and separating for all M (I) on H and all N (I) on a subspace H 0 ⊂ H, and such that there is a consistent family of conditional expectations E I : M (I) → N (I) preserving Ω. In this case for each interval I • , there is an endomorphism γ of the global algebra M associated to the net {M (I)} such that γ| M(I) is a canonical endomorphism for N (I) ⊂ M (I) whenever I ⊃ I • . Moreover, the restricted θ = γ| N is localized and transportable and we have
for π 0 denoting the defining representation of M on H and π 0 the representation of N on N Ω. There is an isometry v intertwining the identity and γ, and then we have M = N v, indeed M (I) = N (I)v whenever I ⊃ I • . It is crucial to note that, though the net {N (I)} satisfies locality by assumption, the net {M (I)} is not local in general. In fact the latter is local if and only if the chiral locality condition holds
(see the original work [62] as an excellent mathematical reference for these matters and [76] for a more physical discussion of local extensions) and locality of the extended net {M (I)} is extremely constraining, e.g. this automatically implies that all the inclusions N (I) ⊂ M (I) are irreducible, as shown in [6] . The statistics phase ω ρ (ρ again irreducible) can also be obtained using the left inverse φ ρ (ε + (ρ, ρ)) = ω ρ /d ρ . Such formulae in algebraic quantum field theory (see [46] and references therein) predate subfactor theory. Graphically ω ρ can be displayed as in Fig. 12 . By a conformal spin and statistics theorem [32, 31, 45] one can identify
where h ρ is the lowest eigenvalue of the Hamiltonian L 0 in the superselection sector [ρ] . This will ensure that the statistics phase (and the modular T-matrix) in our subfactor context coincide with that in conformal field theory. Now note that for µ, ν irreducible the expression
* must be a scalar (as it is in Hom(ν, ν)) which we will denote by Y µ,ν and which is given graphically as in c ρ Figure 12 . Statistics phase ω ρ as a "twist" Fig. 13 . In case we are dealing with a closed system ∆ of braided endomorphisms E ' µ ν it turns out [72, 32, 31] that
Normalizing the matrix Y will yield the (modular) S-matrix. Then from Eq. (4.2) it follows that if the ω's and N 's coincide then so does the modular matrix S in the subfactor context and that in conformal field theory. Next define z = λ∈∆ d 2 λ ω λ . If z = 0 put c = 4 arg(z)/π, the central charge which is defined modulo 8, and set
Then the matrices S and T obey the partial Verlinde modular algebra
where C is the conjugation matrix, i.e. C λ,µ = δ λ,µ . Moreover, the following conditions are equivalent [72] :
• The braiding is non-degenerate, i.e.
is the global index of the system ∆) and S is invertible so that S and T obey the full Verlinde modular algebra, in particular (ST ) 3 = S 2 = C, and S diagonalizes the fusion rules, i.e. the Verlinde formula of Eq. (1.2) holds. In our setting of a subfactor N ⊂ M with a system N X N of braided endomorphisms of N we will show how to induce endomorphisms of M . This method corresponds to Mackey-induction in the group-subgroup subfactor. The standard subfactor induction λ → ιλι will not be multiplicative on sectors as e.g. the statistical dimension is multiplied by d θ -so that in some sense we need to divide out by θ. This is achieved by the notion of α-induction which goes back to Longo and Rehren [62] in the (nets of) subfactor setting, and it was studied in [6, 7, 8, 10, 11, 9] and in a similar framework (the relation is explained in [87] ) also in [86] .
Note that γ(v) ∈ Hom(θ, θ 2 ) as v ∈ Hom(id, γ). Therefore the braiding fusion relations can be applied to obtain
and as
we find by M = N v that Ad(ε ± (λ, θ)) • λγ maps M into γ(M ), and so, in a more stream-lined notation,
The maps α
+ and α − are well-defined on sectors and are multiplicative, additive and preserve conjugates:
In particular the sectors [α
In the restriction direction we write
for β an endomorphism of M . Now σ is additive on sectors and preserves conjugates but it is not multiplicative (as e.g. σ id = θ). In general we have
with equality in the case of chiral locality. One has to be careful though for which endomorphisms β of M one is considering in this formula. The inequality is true for any subsector of [α
To help compute such subsectors and their fusion rules, one has the relation
again with equality in the case of chiral locality. Note that we really have divided out by θ, as in the case of standard sector induction λ → ιλι we would have ιλι, ιµι = θ 2 λ, µ by Frobenius reciprocity [49] . We may also compare the two different "chiral" inductions α + and α − . Then α + λ = α − λ is equivalent to the monodromy being trivial, i.e. ε + (λ, θ)ε + (θ, λ) = 1. Moreover, whenever chiral locality holds then we even have that the chiral induced sectors coincide, [α
, if and only if the monodromy is trivial [6] . Nevertheless one has quite generally that
so that the sectors [α 
Modular invariants, graphs and α-induction
The A-D-E classification of [13, 14, 55] associates a Dynkin diagram to each SU (2) modular invariant in such a way that the multiplicities of the eigenvalues S 1,λ /S 0,λ of the associated graphs match the diagonal entries Z λ,λ of the modular invariant. Here S is the modular S-matrix for SU (2) at level k, and λ just takes the values in the SU (2) k spins λ ∈ {0, 1, 2, ...., k}. For SU (3), Di Francesco and Zuber [22, 23, 20] sought graphs to describe the modular invariants in an analogous way, guided partly by the principle that the affine A-D-E diagrams correspond to the finite subgroups of SU (2), and so began with fusion or McKay graphs [64] of finite subgroups of SU (3) and sought truncations with the correct eigenvalues -a science essentially based on trial and error. Nevertheless they found a lot of interesting and puzzling relations between graphs, fusion rules and coupling matrices, giving the impetus to further research. We illustrate our subfactor approach through analyzing one of the exceptional SU (2) modular invariants which occurs at level k = 10. The modular invariant is
This invariant was labelled by the Dynkin diagram E 6 by [13] since the diagonal part {λ : Z λ,λ = 0} of the invariant is {0, 3, 4, 6, 7, 10} in this case are the Coxeter exponents of E 6 , i.e. the eigenvalues of the incidence (or adjacency) matrix of E 6 are precisely {S 1,λ /S 0,λ = 2 cos((λ + 1)π/12) : λ = 0, 3, 4, 6, 7, 10}. The E 6 modular invariant can be obtained from the conformal embedding SU (2) 10 ⊂ SO (5) (5) Fig. 2 . Analogous to what we discussed for LSU (n), they give rise to three endomorphisms in the loop group subfactor setting of LSO(5) with the same Ising fusion rules [5] . The conformal embedding SU (2) 10 ⊂ SO (5) 1 then gives in the vacuum representation a net of subfactors
. Over the net {N (I)} we have a system of braided endomorphisms {λ j } labelled by vertices (enumerated by j = 0, 1, ..., 10, λ 0 = id) of the Dynkin diagram A 11 , and braided endomorphisms {τ b = id, τ v , τ s } over {M (I)} corresponding to the vertices of A 3 , where the graphs A 11 and A 3 represent fusion by λ 1 and τ s .
We can put the Ising A 3 system to one side for the time being and focus on the A 11 system of {N (I)}. Then (cf. [62, 76] ) the dual canonical endomorphism θ of N is as a sector the sum [λ 0 ] ⊕ [λ 6 ] coming from the vacuum block -this is basically Eq. (4.1). We can thus perform first our α + -induction to obtain 11 endomorphisms {α original braided system A 3 on {M (I)}. Reading off from the blocks of the modular invariant we find for σ-restriction:
because σ-restriction reflects the restriction of (DHR) representations [62] , which is basically Eq. Other conformal inclusions and also simple current extension invariants (often also called orbifold invariants) can be handled similarly, the latter are realized by socalled crossed product subfactors using the simple current groups which represent the center Z n of SU (n) amongst the SU (n) k fusion rules [7, 8] . (See also Section 8.)
So far we have only considered "positive" α + -induction, arising from the braiding ε + . The same way we can use the opposite braiding ε − , giving α − -induction with "negative" chirality. In either case, say for the conformal inclusion SU (2) 10 ⊂ SO(5) 1 , we have two induced systems E . Di Francesco and Zuber [22, 23, 20] had already empirically observed that the graphs which they sought to describe the diagonal part of a given modular invariant carried in the type I case fusion rule algebras with certain distinguished marked vertices forming fusion rule subalgebras describing the extended fusion rules. This now finds a clear explanation in terms of the game of induction and restriction of sectors.
More generally, in the case of conformal embedding subfactors, the following were shown to be equivalent [8] :
• V
Here V ± are the two chiral systems of induced irreducible sectors, T ⊂ V ± is the subsystem of neutral or "ambichiral" sectors, arising from either induction and corresponding to the marked vertices, and finally V α is the system of irreducible sectors generated by products of the different chiral systems or equivalently obtained by decomposing sectors [α The third and hence all completeness properties could be verified in a case by case analysis for e.g. all SU (2) and SU (3) conformal inclusion subfactors, and by a general proof for all simple current extensions of SU (n) all levels in [8] . By adopting a graphical argument of Ocneanu [68] from the bimodule sectors to the sector framework, the generating property was proven in [10] to hold quite generally, provided the braiding is non-degenerate. (And this is the case for SU (n) k due to unitarity of the S-matrix.)
A more careful analysis in [9] using algebraic instead of graphical techniques shows that the "α-global index" w α = β∈V α d of even spins.) Moreover, the methods of [10, 11] allow us to handle type II modular invariants as well as conformal embedding and simple current invariants.
We now turn to the general framework of [10, 11, 9] . We take a subfactor N ⊂ M and a system N X N ⊂ End(N ) of endomorphisms by which we mean a collection of irreducible endomorphisms of finite statistical dimension, containing the identity morphism and closed under conjugation and irreducible decomposition of products. Then for ι : N ֒→ M being the inclusion homomorphism and θ = ιι and γ = ιι the dual canonical endomorphism and canonical endomorphism, respectively, we assume that θ lies in Σ( N X N ), the set of morphisms representing sector sums corresponding to the irreducibles in N X N -but make no assumption on γ. Moreover we assume that the system N X N is braided. We let M X M ⊂ End(M ) denote a system of endomorphisms consisting of a choice of representative of each irreducible subsector of sectors [ιλι], λ ∈ N X N . We define M X Defining now a "coupling matrix" Z by setting
turns out to commute [10] with matrices Ω and Y , where Ω λ,µ = δ λ,µ ω λ and Y is defined as in Eq. (4.2). (When the braiding is non-degenerate, we thus have a physical modular invariant Z which commutes with the modular S-and T-matrices, being the normalized matrices Y and Ω.) Moreover, the relative sizes of the various systems are encoded in Z, namely we have [11] w + = w
as well as [9] w α = w
where N X Although the original system N X N is braided, the induced systems M X M or even M X ± M need not even be commutative. Indeed if we complexify the fusion rules of M X ± M to obtain finite-dimensional C * -algebras Z ± we find [11] (assuming non-degeneracy of the braiding)
where b ± τ,λ = τ, α ± λ are the chiral branching coefficients for λ ∈ N X N and a neutral morphism τ ∈ M X 0 M -a marked vertex of Di Francesco and Zuber. In particular, the chiral systems are commutative only when b ± τ,λ ≤ 1 for all τ, λ. This explains the non-commutativity discovered by Feng Xu [86] with direct computations of some fusion rules for the conformal embedding SU (4) 4 ⊂ SU (15) 1 (and which lead to conceptual problems in the partially systematic approach to graphs from modular invariants of [70] based on certain assumptions) and provides now a whole series of non-commutative chiral fusion rules for SU (n) n ⊂ SU (n 2 − 1) 1 , n ≥ 4. Moreover, by counting dimensions we find for the cardinality
In the matrix algebra Mat(b ± τ,λ ), the induced [α ± ν ] is scalar, being S λ,ν /S λ,0 . However, even in the degenerate case, the neutral elements always possess a braiding (hence have commutative fusion) arising as restriction of the relative braiding, and this braiding is non-degenerate if the original braiding on N X N is. In that case we have "extended " S-and T-matrices S ext and T ext from the neutral system, and in Mat(b (This particular decomposition has also been claimed by Ocneanu in his lectures [68] in case of A-D-E graphs and SU (2) modular invariants.) Moreover, in the matrix algebra Mat(Z λ,µ ), the induced [α We can illustrate this with the E 7 modular invariant of SU (2):
Instead of simply extending to a diagonal invariant, as in the E 6 case, we also insert a twist on the blocks. This is an example of the setting of Moore and Seiberg [66] (see also Dijkgraaf and Verlinde [24] ) that taking a maximal extension of the "chiral algebra" A ⊂ B, a modular invariant of A is the restriction of some permutation invariant
where ω is a permutation of the sectors of the extended theory B, defining an automorphism of their fusion rules and preserving the extended vacuum sector, ω(0) = 0. The E 7 invariant is a twist of the D 10 invariant, the latter we can realize from a subfactor with the dual canonical endomorphism sector decomposing as [λ 0 ] ⊕ [λ 16 ], being a simple current extension [7] . As shown in [11] , the E 7 modular invariant appears for a subfactor with dual canonical endomorphism sector [ 16 ]. For either invariant we find tr( t b ± b ± ) = 10 (= tr(Z D10 )) so that indeed in either case the fusion graph of the generator [α
However, tr(Z E7 ) = 7 and the fusion graph of [α
6. Type II modular invariants, extended fusion rule automorphisms, and all that Now in our general setting we have
with chiral branching coefficients b 
Note that by ω(0) = 0 and b ± τ,0 = δ τ,0 (do not worry that we denote both the original and the extended "vacuum" i.e. identity morphism by the same symbol "0") we are automatically forced to have symmetric vacuum coupling Z λ,0 = Z 0,λ . To cover more general cases, which do occur as we shall see, we should consider instead of one maximal extension A ⊂ B of the chiral algebra A, but two different extensions A ⊂ B ± , yielding different labelling sets of extended fusion rules so that the extended modular invariant is
where ω now is an isomorphism between the two sets of extended fusion rules, still subject to ω(0) = 0. Note that when we have two different labelling sets it makes no sense to ask whether a coupling matrix is symmetric or not. When chiral locality does hold then
In particular, when β = τ is neutral, i.e. lies in the intersection
, and we have a block decomposition or "type I" modular invariant
Permutation invariants can be classified as follows. The following conditions are equivalent [11] :
• Z λ,µ = δ λ,ω(µ) with ω a permutation of N X N with ω(0) = 0 and defining a fusion rule automorphism,
In this case the two inductions α ± are isomorphisms (i.e. each [α ± λ ] is irreducible) and ω = (α + ) −1 • α − . This result does not rely on non-degeneracy of the braiding. We would like to decompose a modular invariant into its two parts, a type I part together with a twist, and in order to take care of heterotic vacuum coupling we will need to implement such a twist by an isomorphism rather than an automorphism. First we characterize chiral locality. If chiral locality holds, i.e. ε
, id = λ, θ , and similarly Z 0,λ = λ, θ . Indeed the following conditions are equivalent [9] :
• We have Z λ,0 = θ, λ for all λ ∈ N X N .
• We have Z 0,λ = θ, λ for all λ ∈ N X N .
• Chiral locality holds:
Thus chiral locality holds if and only if
In general we define sectors 
and that N ⊂ M ± satisfy chiral locality. We then can form theα 
with chiral branching coefficients b
If the two intermediate subfactors happen to be identical, M + = M − (so that the "parent" coupling matrices coincide, Z + = Z − ), then we can write
for the (generically type II) coupling matrix Z. Here the permutation ω = ϑ −1 + •ϑ − , satisfying ω(0) = 0 clearly defines an automorphism of the neutral fusion rules.
In general when M + = M − we would write the extended coupling matrix as
where
M− is a bijection defining an isomorphism of the chiral fusion rules. We will illustrate that such heterotic situations do exist, in fact examples are already provided by certain SO(n) k current algebra models. We will deal with the simplest case at level k = 1 in Section 7.
What is the connection between the two chiral inductions and the picture of leftand right-chiral algebras in conformal field theory? An appropriate notion of chiral algebras in the setting of algebraic quantum field theory are "chiral observables" [74] , and one can show that our coupling matrices describe in fact a Hilbert space decomposition of the vacuum sector of a two-dimensional quantum field theory upon restriction to the action of a tensor product of left-and right-chiral observables [75] . Suppose that our factor N is obtained as a local factor N = N (I • ) of a quantum field theoretical net of factors {N (I)} indexed by proper intervals I ⊂ R on the real line, and that the system N X N is obtained as restrictions of DHR-morphisms (cf. [46] ) to N . This is in fact the case in our examples arising from conformal field theory where the net is defined in terms of local loop groups in the vacuum representation. Taking two copies of such a net and placing the real axes on the light cone, then this defines a local net {A(O)}, indexed by double cones O on two-dimensional Minkowski space (cf. [74] for such constructions). Given a subfactor N ⊂ M , determining in turn two subfactors N ⊂ M ± obeying chiral locality, will provide two local nets of subfactors {N (I) ⊂ M ± (I)} as a local subfactor basically encodes the entire information about the net of subfactors [62] . Arranging M + (I) and M − (J) on the two light cone axes defines a local net of subfactors {A(O) ⊂ A ext (O)} in Minkowski space. Rehren has recently proven [75] (see also [12] for a different but less general derivation) that there is a (type III) factor B such that we have an irreducible inclusions N ⊗ N opp ⊂ B such that the dual canonical endomorphism Θ of the inclusion N ⊗ N opp ⊂ B decomposes as
(Here the superscript "opp" just denotes the opposite algebra, i.e. N opp is N as a linear space, with reversed multiplication. There is a canonical way of identifying N (I) opp with the CPT reflection of N (I) [44] which is involved in the twodimensional construction.) Refining this result it has been shown [9] that our local extensions M ± produce an intermediate subfactor
such that moreover the dual canonical endomorphism Θ ext of the inclusion
The embedding M + ⊗ M opp − ⊂ B gives rise to another net of subfactors {A ext (O) ⊂ B(O)}, and a condition which ensures that the net {B(O)} obeys local commutation relations can be established. The existence of the local net was already proven in [75] , and now the decomposition of [Θ ext ] tells us that the chiral extensions N (I) ⊂ M + (I) and N (I) ⊂ M − (I) for left and right chiral nets are indeed maximal (in the sense of [74] ), following from the fact that the coupling matrix for {A ext (O) ⊂ B(O)} is a bijection. This shows that the inclusions N ⊂ M ± should in fact be regarded as the subfactor version of left-and right maximal extensions of the chiral algebra.
Heterotic examples
Let us now consider the SO(n) loop group models at level 1, where n is a multiple of 16, n = 16ℓ, ℓ = 1, 2, 3, ... . These theories have four sectors, the basic (0), vector (v), spinor (s) and conjugate spinor (c) module, corresponding to highest weights 0, Λ (1) , Λ (r−1) and Λ (r) , respectively; here r = n/2 = 8ℓ is the rank of SO(n). The conformal dimensions are given as h 0 = 0, h v = 1/2, h s = h c = ℓ, and the sectors obey Z 2 × Z 2 fusion rules. The Kac-Peterson matrices are given explicitly as
It is easy to check that there are exactly six modular invariants, and X c = W X s W . (Note that Q = X s W and t Q = W X s .) The matrix Q and its transpose t Q are two examples for modular invariants with non-symmetric vacuum coupling. Such "heterotic" invariants seem to be extremely rare and have not enjoyed particular attention in the literature, perhaps because they were erroneously dismissed as being spurious in the sense that they would not correspond to a physical partition function. Examples for truly spurious modular invariants were given in [78, 82, 37] and found to be "coincidental" linear combinations of proper physical invariants. Note that although there is a linear dependence here, namely
we cannot express Q (or t Q) alone as a linear combination of the four symmetric invariants. This may serve as a first indication that Q and t Q are not spurious. We will now demonstrate that they can be realized from subfactors.
The Z 2 × Z 2 fusion rules for these models were proven in the DHR framework in [5] , and together with the conformal spin and statistics theorem [32, 31, 45] we conclude that there is a net of type III factors on S 1 with a system {id, ρ v , ρ s , ρ c } of localized and transportable, hence braided endomorphisms, such that the statistics S-and T-matrices are given by Eq. (7.1). Because the statistics phases are second roots of unity as ω v = −1 and ω s = ω c = 1, we can by [73] choose the morphisms in the system such that obey the Z 2 ×Z 2 fusion rules even by individual multiplication,
This is enough to proceed with the DHR construction of the field net [25] , as already carried out similarly for simple current extensions with cyclic groups in [7, 8] . In fact, all we need to do here is to pick a single local factor N = N (I) such that the interval I ⊂ S 1 contains the localization region of the morphisms, and then we construct the cross product subfactor N ⊂ N ⋊ (Z 2 × Z 2 ). Then the corresponding dual canonical endomorphism θ decomposes as a sector as
Checking ιλ, ιµ = θλ, µ = 1 for λ, µ = id, ρ v , ρ s , ρ c , we find that there is only a single M -N sector, namely [ι] . From trZ = # M X N we conclude that the modular invariant coupling matrix Z arising from this subfactor must fulfill trZ = 1. This leaves only the possibility that Z is Q or t Q. We may and do assume that Z = Q, otherwise we exchange braiding and opposite braiding. 
Realization of modular invariants from subfactors
In our general setting, we have the following situation: For a given type III von Neumann factor N equipped with a braided system of endomorphism N X N , any embedding N ⊂ M of N in a larger factor M which is compatible with the system N X N (in the sense that the dual canonical endomorphism decomposes in N X N ) defines a coupling matrix Z through α-induction. This matrix Z commutes with the matrices Y and Ω arising from the braiding and in turn is a "modular invariant mass matrix" whenever the braiding is non-degenerate. Suppose we start with a system corresponding to the RCFT data of SU (n) k . Then the following question is natural, but difficult to answer:
Can any physical modular invariant be realized from some subfactor N ⊂ M ?
The first problem with this question is that one needs to specify what the term "physical" means. Quite often in the literature, any modular invariant matrix (i.e. ZS = SZ, ZT = T Z) subject to the constraint that all entries are non-negative integers and with normalization Z 0,0 = 1 is called a physical invariant. Well, with this interpretation of "physical" the answer to the question is clearly negative. Namely, our general theory says that there is always some associate extended theory carrying another representation of the modular group SL(2; Z) which is compatible with the chiral branching rules. As mentioned above, it is however known [78, 82, 37] that there are "spurious" modular invariants satisfying the above constraints but which do not admit an extended modular S-matrix. But even with this relatively simple specification we have another problem: Complete classifications of such modular invariant matrices are known only for very few models, not much more than Z n conformal field theories [19] , SU (2) all levels [14, 55] , SU (3) all levels [39] , and some classifications for affine partition functions at low levels [40] .
Another specification of "physical" (but unfortunately mathematically harder to reach) would be that Z arises from "the existence of some 2D conformal field theory". A promising way of making this precise seems for us to be the concept of chiral observables as light-cone nets built in an observable net over 2D Minkowski space [74] . As mentioned in Section 6, Rehren has shown [75] that any subfactor N ⊂ M of our kind which arises as an extension of a local factor N = N (I • ) of a Möbius covariant net {N (I)} over R (or equivalently S 1 \ ζ) determines an entire 2D conformal field theory over Minkowski space. The converse direction, however, is an open problem: Does any 2D conformal field theory with chiral building blocks containing {N (I)} determine a subfactor N ⊂ M producing the modular invariant matrix Z which describes the coupling between left-and right-chiral sectors? (In particular in the case that the coupling matrix is type II.) Nevertheless there are partial answers to this question. First of all the trivial invariants, Z λ,µ = δ λ,µ , are obtained from the trivial subfactor N ⊂ M with M = N . Next, any conformal inclusion determines a subfactor which in turn produces a modular invariant, being the type I exceptional invariant which arises from the diagonal invariant of the extended theory, here the level 1 representation theory of the larger affine Lie algebra (e.g. of SO(5) for the embedding SU (2) 10 ⊂ SO (5) 1 as treated above). The situation is even better for simple current invariants, which in a sense produce the majority of non-trivial modular invariants. Simple currents [77] are primary fields with unit quantum dimension and appear in our framework as sectors with statistical dimension one, hence its representatives are automorphisms. They form a closed abelian group G under fusion which is hence a product of cyclic groups. Simple currents give rise to modular invariants, and all such invariants have been classified [42, 58] .
If we take generators [σ i ] for each cyclic subgroup Z ni then we can construct the crossed product subfactor N ⊂ M = N ⋊G whenever we can choose a representative σ i in each such simple current sector such that we have exact cyclicity σ ni i = id (and not only as sectors). As we are starting with a chiral quantum field theory (e.g. from loop groups), Rehren's lemma [73] applies which states that such a choice is possible if and only if the statistics phase is an n i -th root of unity, or in the conformal context if and only if the conformal weight h σi is an integer multiple of 1/n i . Sometimes this may only be possible for a simple current subgroup H ⊂ G, but any non-trivial subgroup (H = {0}) gives rise to a non-trivial subfactor and in turn to a modular invariant. In fact one can check by our methods that all simple current invariants are realized this way. For example, for SU (n) k the simple current group is just Z n , corresponding to weights kΛ (j) , j = 0, 1, ..., n − 1. The conformal dimensions are h kΛ (j) = kj(n − j)/2n which allow for extensions except when n is even and k and j are odd. (This reflects the fact that e.g. for SU (2) there are no D-invariants at odd levels.) An extension by a simple current subgroup Z m ⊂ Z n , i.e. m is a divisor of n, is moreover local, if the generating current (and hence all in the Z m subgroup) has integer conformal weight, h kΛ (q) ∈ Z, where n = mq. This happens exactly if kq ∈ 2mZ if n is even, or kq ∈ mZ if n is odd. For SU (2) this corresponds to the D even series whereas the D odd series are non-local extensions. For SU (3), there is a simple current extension at each level, but only those at k ∈ 3Z are local. Clearly, the cases with chiral locality match exactly the type I simple current modular invariants. Our results imply that the system M X 0 M of neutral morphisms, which is obtained by decomposing [α ± λ ]'s with colour zero mod m, carries a non-degenerate braiding. This nicely reflects a general fact about non-degenerate extensions of degenerate (sub-) systems conjectured by Rehren [72] and proven by Müger [67] .
For the exceptional modular invariants arising from conformal inclusions, the corresponding subfactor comes (almost) for free. A conformal inclusion means that the level 1 representations of some loop group of a Lie group restrict in a finite manner to the positive energy representations of a certain embedded loop group of an embedded (simple) Lie group at some level. As discussed for the E 6 example, a subfactor is obtained by taking this embedding as a local subfactor in the vacuum representation. Since the embedding level one theory is always local, the modular invariant will necessarily be type I. For SU (2), the modular invariants arising from conformal embeddings are, besides E 6 , the E 8 and the D 4 ones, corresponding to embeddings SU (2) 28 ⊂ (G 2 ) 1 and SU (2) 4 ⊂ SU (3) 1 , respectively, the latter happens to be a simple current invariant at the same time. For SU (3), the invariants from conformal embeddings are D (6) , E (8) , E (12) and E (24) , correspond-
With these techniques we can obtain a huge amount of modular invariants from subfactors. Nevertheless we still do not have a systematic procedure to get all physical invariants. The more problematic cases are typically the exceptional type II invariants. We did realize the E 7 invariant of SU (2) by some subfactor, namely we used the existence of a certain Goodman-de la Harpe-Jones subfactor [43] for this case, however, this method will not apply to general invariants of SU (n). It seems to follow from Ocneanu's recent announcement (see his lectures) that there are subfactors realizing all SU (3) modular invariants, but also his methods relying on the "SU (3) wire model" (as well as on Gannon's classification of modular invariants) do not solve the general problem. Nevertheless a large class of exceptional type II invariants can be dealt with quite generally, namely those which are type II descendants of conformal embeddings. Since the embedding level 1 theories are typically (whenever simply laced Lie groups are worked with) Z n theories, i.e. pure simple current theories, the subfactors producing their modular invariants can be constructed by simple current methods, and in turn we will obtain the relevant subfactors for the embedded theories, say SU (n).
For a while we will be looking at the so-called Z n conformal field theories as treated in [19] , which have n sectors, labelled by λ = 0, 1, 2, ..., n − 1 (mod n), obeying Z n fusion rules, and conformal dimensions of the form h λ = aλ 2 /2n (mod 1), where a is an integer mod 2n, a and n coprime and a is even whenever n is odd. The modular invariants of such models have been classified [19] . They are labelled by the divisors δ ofñ, whereñ = n if n is odd andñ = n/2 if n is even. Explicitly, the modular invariants Z (δ) are given by
where α = gcd(δ,ñ/δ) so that there are numbers r, s ∈ Z such that rñ/δα−sδ/α = 1 and then ω(δ) is defined as ω(δ) = rñ/δα + sδ/α. The trivial invariant corresponds to δ =ñ, i.e. Z (ñ) = 1 and δ = 1 gives the charge conjugation matrix, Z (1) = C. We now claim that
Notice that ω(δ) − 1 = 2sδ/α. Assume first that λ = xñ/δ, x ∈ Z. Then clearly λ = 0 mod α since α dividesñ/δ, and we have (ω(δ) − 1)λ = 2sxñ/α, implying
λ,λ = 1 so that λ = yα and (ω(δ)−1)λ = zn/α with y, z ∈ Z. This gives 2syδ = zn/α, hence 2sy = zn/δα. Now s is coprime toñ/δα, and therefore it follows that y is a multiple ofñ/δα (as we see that z must be even if n is odd) which implies in fact λ = 0 modñ/δ.
From Eq. (8.1) we obtain the following trace property of Z (δ) :
if n is odd. Now suppose that for such a Z n theory at hand we have corresponding braided endomorphisms ρ λ of some type III factor N , such that their statistical phases are given by e 2πih λ with conformal weights h λ as above (as is the case for level 1 loop group theories). As we are dealing with Z n fusion rules, all our morphisms ρ λ will in fact be automorphisms. Note that if n is odd then we can always assume that ρ n 1 = id as morphisms (and our system can be chosen as {ρ
). However, if n is even, then we cannot choose a representative of the sector [ρ 1 ] such that its n-th power gives the identity, nevertheless we can always assume that ρñ ǫ = id. Thus we have a simple current (sub-) group Zñ, for which we can form the crossed product subfactor N ⊂ M = N ⋊ Zñ /δ for any divisor δ ofñ. It is quite easy to see that
The crossed product by Zñ /δ gives the
]. The formula ιρ λ , ιρ µ = θρ λ , ρ µ then shows that the system of M -N morphisms is labelled by Z n /Zñ /δ ≃ Z ǫδ , i.e. # M X N = ǫδ. Therefore our general theory implies that the modular invariant arising from N ⊂ M = N ⋊ Zñ /δ has trace equal to ǫδ, and thus must be Z (δ) . Thus all modular invariants classified in [19] are realized from subfactors.
It is instructive to apply the above results to descendant modular invariants of conformal inclusions. Let us consider the conformal inclusion SU (4) 6 ⊂ SU (10) 1 .
The associated modular invariant, which can be found in [77] , reads
with SU (10) 1 characters decomposing into SU (4) 6 characters as χ 0 = χ 0,0,0 + χ 0,6,0 + χ 2,0,2 + χ 2,2,2 , χ 5 = χ 0,0,6 + χ 6,0,0 + χ 0,2,2 + χ 2,2,0 ,
As usual, this invariant can be realized from the conformal inclusion subfactor
with π 0 denoting the level 1 vacuum representation of LSU (10). The dual canonical endomorphism sector corresponds to the vacuum block,
Proceeding with α-induction λ p,q,r → α As for LSU (10) at level 1 we are in fact dealing with a Z n conformal field theory, we have n = 10 andñ = 5, we thus know that there are only two modular invariants: The diagonal one which in restriction to LSU (4) gives exactly the above type I invariant Z ≡ Z (5) , but there is also the charge conjugation invariant Z (1) , written as
Whereas Z (5) can be thought of as the trivial extension M + ⊂ M + , the conjugation invariant Z
(1) can be realized from the crossed product M + ⊂ M = M + ⋊ Z 5 which has dual canonical endomorphism sector
So far we have considered the situation on the "extended level", but we may now descend to the level of SU (4) 6 sectors and characters. Namely we may consider 
This subfactor produces the conjugation invariant Z
(1) written in SU (4) 6 characters which is the same as taking the original SU (4) 6 conformal inclusion invariant and conjugating on the level of the SU (4) 6 characters. Note that this invariant has only 16 diagonal entries.
Also note that we will still have entries Z λ,µ ≥ 2, for instance the diagonal entry corresponding to the weight (2, 1, 2) is 2 as |χ 2,1,2 | 2 appears in χ 1 (χ 9 ) * and in χ 9 (χ 1 ) * . Hence the system of M -M sectors will have non-commutative fusion rules (as had the M + -M + system). When passing from M + to M = M + ⋊ Z 5 , the M + -N system will change to the M -N system in such a way that all sectors which are translates by τ 2j , j = 0, 1, 2, 3, 4, have to be identified, and similarly fixed points split. Thus our new system of M -N morphisms will be some kind of orbifold of the old one. To see this, we first recall that all the irreducible M + -N morphisms are of the form βι + with β ∈ M+ X ± M+ . To such an irreducible M + -N morphism βι + we can now associate an M -N morphism ι ext βι + which may no longer be irreducible; here ι ext is the injection homomorphism M + ֒→ M . Then the reducibility can be controlled by Frobenius reciprocity as we have is labelled by the graph E (8) . Besides this diagonal invariant Z ≡ Z (3) , the extended SU (6) 1 theory, being a Z 6 theory, possesses only the conjugation invariant Z Whereas the M + -N system is labelled by the vertices of the graph E (8) and can be given by {βι} where β runs through the chiral M + -M + system determined in [7, Subsect. 2.3 (iv) ], the M -N system will now be obtained from this one by identification of all Z 3 translations (corresponding to the vertices labelled by [α (0,0) ], [α (5, 5) ] and [α (5, 0) ] in [7, Fig. 11] ). We have no fixed points here so that the 12 vertices of E (8) collapse to 4 vertices, and it is easy to see that the new M -N fusion graph is exactly the graph E (8) * in the list of Di Francesco and Zuber (see Zuber's lectures or [2] ). Note that this time the orbifold graph (E (8) * ) looses the triality of the original graph (E (8) ) because the even marked vertices (corresponding to the subgroup Z 3 ⊂ Z 6 ) of E (8) are not exclusively of colour zero.
This way we understand why the descendants of modular invariants of conformal inclusions (where the extended theory has Z n fusion rules) are in fact labelled Figure 16 . Graph G 2 associated to the conjugation invariant of the conformal inclusion SU (4) 6 ⊂ SU (10) 1 by orbifold graphs of the graph labelling the original, block-diagonal conformal inclusion invariant, and why the conjugation invariant corresponds to the maximal Zñ orbifold.
In the above examples, the trivial and conjugation invariant of the extended theory still remained distinct when written in terms of the SU (4) 6 characters. This need not be the case in general. Let us look at a familiar modular invariant of SU (3) at level 9, namely Z E (12) = |χ 0,0 + χ 9,0 + χ 0,9 + χ 4,1 + χ 1,4 + χ 4,4 | 2 + 2 |χ 2,2 + χ 5,2 + χ 2,5 | 2 , which arises from the conformal embedding SU (3) 9 ⊂ (E 6 ) 1 . Now E 6 at level 1 gives a Z 3 theory and in terms of the extended characters the above invariant is the trivial extended invariant
using obvious notation. Here both the (E 6 ) 1 characters χ 1 and χ 2 specialize to χ 2,2 + χ 5,2 + χ 2,5 in terms of SU (3) 9 variables. Let N ⊂ M + denote the conformal inclusion subfactor obtained by analogous means as in the previous example. It has been treated in [8] and produces the graph E Corresponding to the two divisors 3 and 1 of 3, we know that besides the trivial there is only the conjugation invariant of our Z 3 theory. It is given as
but this distinct invariant restricts to the same invariant Z E (12) when specialized to SU (3) 9 variables. Nevertheless we will obtain a different subfactor N ⊂ M since the conjugation invariant of our Z 3 theory is realized from the extension M + ⊂ M = M + ⋊ Z 3 . In particular, the subfactor N ⊂ M has dual canonical endomorphism sector As before, the M -N system can be obtained from the M + -N system by dividing out the cyclic symmetry carried by [θ ext ]. In terms of graphs, the cyclic Z 3 symmetry corresponds to the three wings of the graph E which accidentally happens to be the same as the selfconjugate Z E (12) when specialized to SU (3) 9 variables.
Though here the same modular invariant, possessing a second interpretation as its own conjugation, gave rise to two different graphs, it often happens that an exceptional self-conjugate invariant is labelled by only one and the same graph which is its own orbifold. The very simplest case is the conformal inclusion SU (2) 4 ⊂ SU (3) 1 , giving rise to the D 4 invariant which is self-conjugate for SU (2) though the non-specialized diagonal SU (3) 1 invariant is not. We could proceed as above, passing from the conformal inclusion subfactor N ⊂ M + to N ⊂ M = M + ⋊ Z 3 , collapsing the M + -N fusion graph D 4 into its Z 3 orbifold. However, identifying the three external vertices and splitting the Z 3 fixed point into 3 nodes gives us again D 4 : The Dynkin diagram D 4 is its own Z 3 orbifold.
