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ABSTRACT 
The aim of the work reported in this thesis is to investigate some fundamental 
issues, such as stability and robustness, and some new trends in the research on Model 
Predictive Control (MPC, also referred to as RHC, Le., Receding Horizon Control), 
and then to conduct some implementations ofMPC or RHC. 
In the theoretical work on stability and robustness of MPC, four new MPC 
algorithms are developed. The fIrst algorithm employs non-linear terminal control 
law; the second one calculates terminal region and terminal weighting matrix 
separately and covers some popular existing MPC algorithms; the third one discards 
traditional terminal penalty but still guarantees stability and robustness; and the fourth 
one is developed for uncertain constrained systems with time-varying delays. Besides, 
a case study is conducted where MPC is applied to the flight control system of a 
nonlinear missile with non-axisymmetric airframes. 
The concept of RHC is then introduced into management and operational 
research. A novel methodology of integrating the RHC strategy with genetic 
algorithm is proposed fIrst. Some case studies are reported focusing on introducing 
the concept ofRHC into ATM (air traffic management) system, where three classical 
ATM problems, namely, arrival sequencing and scheduling at airports, online 
optimizing free-flight paths for commercial aircraft, and airport capacity management, 
are investigated by using RHC based methodology. 
Both theoretical algorithms and case studies are proved successful by simulation 
results. 
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I. Introduction 
1. Introduction 
Last few decades have witnessed that Model Predictive Control (MPC) is 
becoming one of the most popular and most promising control methods in the area of 
control engineering (see [44], and [111]). In the meantime, the underlying idea of 
MPC, receding horizon, has been attracting more and more attentions from other 
fields such as business management and operations research (see [32], and [51]). 
Many problems have also arisen on MPC algorithms or receding horizon strategy. In 
this thesis, we attempt to attack some of these problems. Not only some classical 
issues in MPC research, such as stability, robustness and disturbance attenuation, are 
addressed, but also some new research directions are investigated, in particularly, 
attempting to introduce the concept of receding horizon technique to air traffic 
management problems which require real-time implementations in dynamic 
environments. 
First of all, an overview ofMPC schemes is presented in Chapter 2. The basic idea 
of MPC is explained, and then some relevant classic issues and new trends in MPC 
research are discussed in details. 
Classical theoretical research work is reported in Chapters 3, 4 and 5, and a 
classical case study is then given in Chapter 6. 
In Chapter 3, stability of terminal-penalty-based MPC is investigated in depth. 
The technique of terminal penalty is the most popular method used to address the 
stability issue ofMPC, and a large amount of research papers have been published on 
all aspects of terminal penalty based MPC, for example, see [24], [99], [101], and 
[111]. The focus of this chapter is on how to further improve the terminal region thus 
stability region of MPC, and two effective new algorithms are developed in this 
chapter. In terminal-penalty-based MPC algorithms, the terminal penalty is used to 
cover the performance cost under the terminal control for guaranteeing stability. 
Therefore, the terminal control is crucial in choosing the terminal penalty and also 
determining/estimating the terminal region. However, most existing MPC algorithms 
are developed based on linear terminal control which restricts the achievable 
performance and stability of MPC. The first development in this thesis is an MPC 
algorithm with nonlinear terminal control, where the gain of the terminal control 
varies with the terminal state. It is shown that, compared with the MPC algorithms 
- 1 -
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with fIxed linear tenninal gain, a nonlinear tenninal control results in a much larger 
tenninal region. The second development is motivated by the observation that, in all 
previous work, the ellipsoidal tenninal region exhibits a strong relationship to the 
tenninal weight. Consequently and unfortunately, such a tenninal region is very 
small, especially compared with a polyhedral terminal region which is probably 
infmite (in certain directions) (101]. In this thesis, it is clearly pointed out that the 
ellipsoidal tenninal region does not necessarily depend on the tenninal penalty, and 
then propose a new LMI (Linear Matrix Inequality)-based method to calculate the 
tenninal region and the tenninal penalty separately. Analysis is conducted to show 
that many existing ellipsoid-based methods are just special cases of this new method. 
Furthermore, as some polyhedron-based methods do, this new ellipsoid-based method 
could also result in tenninal regions which are infmite (in certain directions) even in 
the case of open-loop unstable systems. 
Although the technique of tenninal penalty and the concept of terminal region are 
also widely used in the robust MPC synthesis and analysis (see, (13], [25], [65], [91], 
and [103]), it is quite difficult and conservative to propagate the influence of 
disturbances and uncertainties from an initial state to the tenninal state, in particular, 
when the predictive horizon is long. Chapter 4 presents a new stable MPC algorithm 
where the additional weighting on the fust predicted state rather than on the terminal 
state in the horizon is imposed. Furthermore, a new tuning knob is introduced in the 
performance index, which can be used to trade off between disturbance 
attenuation/robustness and stability. Simulation results show that in the absence of 
disturbances and uncertainties, the new MPC algorithm achieves the similar 
performance as current tenninal-penalty-based MPC algorithms. However, it exhibits 
much better disturbance attenuation ability and robustness against uncertainties. The 
proposed method is favorably compared with terminal penalty based MPC algorithms 
by a numerical examp le. 
Unlike in Chapters 3 and 4, where the stability of MPC is established by 
modifying the performance index (introducing additional weighting for either the 
tenninal state or the fIrst predicted state), the work reported in Chapter 5 follows a 
common practice of so-called stability-enforced MPC algorithms (see [13], [42], [50], 
[132], and [163]), and simply employs some additional constraints to the online 
optimization process, in order to stabilize constrained linear systems with uncertain 
time delays. The reason why this topic is chosen is that there is little literature on 
-2-
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general MPC methods for robust stabilization of time-delay systems. To this end, a 
novel Lyapunov function and the associated sufficient conditions are proposed to 
guarantee robust stabilization. A state feedback control law and the associated 
stability region are simultaneously determined via an LMI formulation. A numerical 
example illustrates the effectiveness of the proposed method. 
Chapter 6 reports an attempt of applying model predictive control (MPC) to 
design an auto-pilot for a nonlinear missile. The nonlinearity and fast dynamics ofthe 
missile impose three issues in the design of an MPC algorithm; namely, the choice of 
the MPC performance index, in particular the terminal weighting term, to compromise 
the performance and the stability requirement, possible loss of the global minimum in 
the on-line optimization since it is a non-linear optimization, and the limitation of the 
computational time imposed by the fast sampling requirement. For the fIrst issue, an 
off-line procedure is developed to determine the terminal weighting term using a new 
representation of the control sequence in the moving horizon. For the other two issues, 
a new initial control profIle and control strategy are adopted in each optimization 
routine. It is shown that the new MPC algorithm can guarantee stability even when a 
local minimum is attained in the non-linear optimization or the optimization process 
has to stop due to the limitation of the sampling time. Simulation carried on the 
missile shows that good performance and stability are achieved by the new MPC 
algorithm. 
In Chapter 7 and Chapter 8, efforts are reported to introduce the concept of MPC 
into areas of management and operations research, particularly focusing on air traffic 
management. 
Many advantages of MPC result from the fact that a predictive horizon receding 
along the time axis is adopted in the online optimization process, and this is why MPC 
is also referred to as Receding Horizon Control (RHC). Obviously, the concept of 
RHC can also apply to many other dynamic processes outside the area of control 
engineering. Chapter 7 attempts to introduce the concept of RHC to Genetic 
Algorithm (GA) for real-time implementations in dynamic enviromnents. There are 
two reasons for why we want to combine RHC with GA. Firstly, GA can easily apply 
to various management/optimization problems in different fIelds, therefore it could 
bring RHC into these fIelds if they can be effectively combined together. Secondly, in 
real-time implementations ofGA, computational efficiency and solution quality under 
uncertainties/disturbances could be improved by introducing the concept of RHC. In 
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Chapter 7, the methodology of this novel GA based on RHC is presented with the 
emphasis on how to choose the length of receding horizon and how to modify the 
performance index for each step optimization to achieve the best overall performance. 
In Chapter 8, the concept of RHC is applied to the area of Air Traffic 
Management (ATM), in order to verify the thought reported in Chapter 7 that the 
RHC strategy can significantly contribute to many real-time 
management/optimization problems which are beyond the area of control engineering. 
Three fundamental optimization problems from ATM system are identified as 
demonstrating case studies to show how versatile the MPCIRHC scheme is indeed. 
These three ATM problems are: Arrival Sequencing and Scheduling (ASS) at airports, 
Free-Flight (FF) path planning for civil aircraft, and Airport Capacity Management 
(ACM). We apply the GA based on RHC proposed in Chapter 7 to the ASS problem 
and the FF path planning problem, and then integrate the RHC strategy with some 
existing algorithms to solve the problems of ASS and ACM. Simulation results prove 
that the potential benefits resulting from the concept of RHC include online 
computational efficiency, which is crucial for real-time implementations, and robust 
performance, which is very important when disturbances andlor uncertainties are 
considered in dynamic environments. 
At last, this thesis ends with some conclusions and perspectives. It is hoped that 
the work included in this thesis will help stimulate further research in the field of 
MPC and its applications. 
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2.1 The history and terminology ofMPC 
The term of Model Predictive Control (MPC) describes a class of computer 
control algorithms that control the future behavior of a plant through the use of an 
explicit process model. At each control interval the MPC algorithm computes an 
open-loop sequence of manipulated variable adjustments in order to optimize the 
future plant behavior. The flfst input in the optimal sequence is injected into the plant, 
and the entire optimization is repeated at subsequent control intervals (see Figure 2.1). 
Predictive control idea was flfst implemented by industrial practitioners, and 
several years later the flfst publications on such algorithms appeared independently by 
several people more or less simultaneously. 
Reference [144) proposed predictive control under the name Model Predictive 
Heuristic Control. The emphasis was on a control methodology which could be 
applied to problems loo difficult to be handled by conventional PID control, but 
which was based on intuitive concepts and offered ease ofluning. Constraint handling 
and optimaIity were not the principal objective. 
Reference [48) also proposed predictive control, called as Dynamic Matrix 
Control, or DMC. This emphasized optimal plant operation under constraints, and 
computed the control signal by repeatedly solving a linear programming (LP) 
problem. DMC went on to become the most well-known of the commercial predictive 
control products. 
Reference Model & Input Plant Output 
r(t) Optimizer u(t) y(t) 
+ 
Measurements 
Figure 2.1. Basic structure of Model predictive Control 
The earliest patent, however, appears to be that granted to Martin-Sanchez in 1976 
[109), who called his method simply Adaptive Predictive Control. As the name 
implies, the emphasis here was on exploiting the presence of internal models to obtain 
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adaptive control, by adapting the model and relying on optimization to compute 
appropriate control signals. 
All of these proposals shared the essential features of predictive control: an 
explicit internal model, the receding horizon idea, and computation of control signal 
by optimizing predicted plant behavior. There were many other early academic 
publicatious containing similar ideas. A very early contribution which addressed a 
rather different problem, but introduced some ideas similar to those now standard in 
predictive control, was that in [46]. This provided an approximate solution to the 
problem of synthesizing minimum-time "bang-bang" optimal controls; it did so by 
generating predictions of plant behavior, using a fast simulation model and assuming 
constant control signals, and deciding whether to switch the sign of control signal on 
the base of predicted behavior at the end of the prediction horizon. The horizon was 
not constant, which is different from other receding horizon strategies; but it did 
contain the essential ideas of using predictions generated from an explicit internal 
model (which was assumed at that time to be an analog computer), and of computing 
an optimal control signal on-line in real-time. 
Of course, the idea of using predictions is a very old and common one in control. 
The well-known Smith predictor [161], for example, which is a controller for a plant 
with large time delays, has as its heart a model of the plant without the time delays, 
thus providing a prediction of the plant output. 
There is a plethora of names denoting particular variants of predictive control, 
usually with corresponding acronyms. Examples of these are: 
Dynamic Matrix Control (DMC), 
Extended Prediction Self-Adaptive Control (EPSAC), 
Generalized Predictive Control (GPC), 
Model Algorithmic Control (MAC), 
Predictive Function Control (MFC), 
Quadratic Dynamic Matrix Control (QDMC), 
Sequential Open Loop Optimization (SOLO), 
and so on. 
Generic names which have been widely used to denote the whole area of 
predictive control are Model Predictive Control, or MPC, and Model-Based Predictive 
Control, or MBPC. 
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MPC technology was originally developed for power plant and petroleum refinery 
applications [104], but can now be found in a wide variety of manufacturing 
environments including chemicals, food processing, automotive, aerospace, 
metallurgy, and pulp and paper (see [44], and [111]). The success ofMPC technology 
as a process control paradigm can be attributed to the following important factors. 
First and foremost is the incorporation of an explicit process model into the control 
calculation. This allows the controller, in principle, to deal directly with all significant 
features of the process dynamics. Secondly the MPC algorithm considers plant 
behavior over a future horizon in time. This means that the effects of feed forward and 
feedback disturbances can be anticipated and removed, allowing the controller to 
drive the plant more closely along a desired future trajectory. Thirdly the MPC 
controller considers process input, state and output constraints directly in the control 
calculation. This means that constraint violations are far less likely, resulting in tighter 
control at the optimal constrained steady-state for the process. It is the inclusion of 
constraints that most clearly distinguishes MPC from other process control. Finally, 
MPC handles multivariable control problems naturally. 
The vast majority of MPC applications to date are based on linear dynamic 
models, which makes it feasible and easy to predict the behavior of plants and to 
optimize the control signals. And the control update rates are relatively low in these 
applications, so that there is plenty of time for necessary on-line computations. 
However, many plants run with significant nonlinearities, typically resulted from 
input saturation and state-constraints, and fast dynamic properties, which are the most 
important features in such areas as aeronautical engineering. When applying general 
MPC methods directly to these above cases, we will probably confront with two fatal 
difficulties. One is that the whole systems will never necessarily be stable after MPC 
algorithm is introduced. The other is that optimization computation cannot be finished 
in a sampling interval because of the complexity and fast dynamics of plants, so that 
the real-time property of MPC is lost. Fortunately in the past decade much work has 
been done and much literature has been published to deal with the stability and real-
time property ofMPC algorithms so that they could be applied to much wider control 
fields, especially to those demanding fields in aeronautical engineering. We will 
discuss them in more details in Section 2.3.2 and 2.3.4. 
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2.2 A basic formulatiou of MPC 
2.2.1 The basic idea ofMPC 
Figure 2.2 shows the basic idea of predictive control: the "receding horizon" idea. 
In this presentation of the basics, we confine ourselves to discussing the control of a 
single-input, single-output (SISO) plant. A discrete-time setting is assumed, and the 
current time is labeled as time step k. At the current time the plant output is y(k), 
and the figure shows the previous history of the output trajectory. Also shown is a set-
point trajectory, which is the trajectory that the output should follow, ideally. The 
value of the set-point trajectory at any time t is denoted by s(t). 
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Figure 2.2. Predictive control: the basic idea 
Distinct from the set-point trajectory is the reference trajectory r(tJk). This starts 
at the current output y(k), and defines an ideal trajectory along which the plant 
should return to the set-point trajectory, for instance after a disturbance occurs. The 
reference trajectory therefore defines an important aspect of the closed-loop behavior 
of the controlled plant. It is not necessary to insist that the plant should be driven back 
-8-
2. An Overview of Model Predictive Control (MPC) 
to the set-point trajectory as fast as possible, although that choice remains open. It is 
frequently assumed that the reference trajectory approaches the set-point 
exponentially from the current output value, with the "time constant" of the 
exponential defining the response. Alternative definitions of the reference trajectory 
are possible--for example, a straight line from current output which meets the set-
point trajectory after a certain time. The notation r(tlk) indicates that the reference 
trajectory depends on the conditions at time k, in general. 
A predictive controller has an internal model which is used to predict the behavior 
of the plant, starting at the current time, over a future prediction horizon. This 
predicted behavior depends on the assumed· input trajectory 
li(k + i 1 k)(i = 0,1,,, ., Hp -I) that is to be applied over the prediction horizon, and the 
idea is to select that input which promises the best predicted behavior. Hp means the 
length of prediction horizon. 
There are many input trajectories {u(klk),u(k+1Ik), .. ·,u(k+Hp-1Ik)}to 
achieve the purpose of bringing the plant output at the end of the prediction horizon, 
namely at time k + Hp, to the required value, or other purpose like this, and we could 
choose one of them, for example the one which requires the smallest input energy. 
Once a future input trajectory has been chosen, only the first element of that trajectory 
is applied as the input signal to the plant. That is, we set u(k) = u(k 1 k), where u(k) 
denotes the actual signal applied. Then the whole cycle of output measurement, 
prediction, and input trajectory determination is repeated; one sampling interval later, 
a new output measurement y(k + 1) is obtained; a new reference trajectory is defmed 
r(tlk+ I); predictions are made over the horizon k + 1 + i, with i = 1,2,,,,, Hp; a new 
input trajectory u(k+l+ilk+l), with i=O,I, ... ,Hp -1 is chosen; and finally the 
next input is applied to plant: u(k + 1) = u(k + 11 k + 1). Since the prediction horizon 
remains of the same length as before, but slides along by one sampling interval at 
each step, this way of controlling a plant is often called "a receding horizon strategy". 
2.2.2 State-space models 
There are mainly three classes of models which are adopted in MPC: step and 
pulse response models, transfer function models and state-space models. The original 
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formulations of predictive control, such as DMC, used step/pulse response models 
instead of state-space models. Some commercial products still use these 
representations. GPC popularized the use of transfer function, or difference equations 
in predictive control. However, state-space models have now been most widely used 
in the research literatures on predictive control. Step and pulse models and transfer 
function models can be transferred into state-space models. In this thesis, state-space 
models are adopted. We assume a linear, discrete-time, state-space model of the plant, 
in the form 
{
X(k+ 1) = Ax(k) + Bu(k), 
y(k) = Cx(k) 
x(O) = Xo (2.1) 
where x is an n -dimensional state vector, u is an I-dimensional input vector, y is 
an m-dimensional vector of outputs which are to be controlled, either to particular set-
points, or to satisfy some constraints, or both, and the index k counts ''time steps". 
A receding horizon implementation is typically based on the solution of the 
following open-loop optimization problem: 
minJ(U(k),x(k),Hp,H",Hw ) (2.2) 
U(k) 
subject to the plant dynamics (2.1) and input and/or state constraints 
{ 
J<;u(k+ilk)EG, 
E,x(k + i I k)+ F,u(k+i I k)E G, (2.3) 
where 
U(k)={u(k+ilk)}:~-' (2.4) 
~ H~ 
J(U(k),x(k),Hp,H",Hw ) = L: Ily(k +i I k)-r(k +i I k)II~(i) + ! II~u(k+i I k)II~(;) 
i=H", 1=1) 
(2.5) 
(2.3) means input and state constraints, Hp, H" and H ware respectively the 
prediction horizon, control horizon and the "window" parameter, which means we do 
not necessarily start penalizing deviations of 51 from r immediately (if H w > 1), the 
weights Q(i) and R(i), and the reference trajectory all affect the behavior of the 
closed-loop combination of plant and predictive controller. They are tuning 
parameters. 
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The above model is usually used in ''tracking problem", while for "regulation 
problem", the model we adopt is much more simpler 
x(k+l) = A.x(k) + Bx(k), x(O)=xo , (2.6) 
and the associated performance index becomes 
Hp H,,-1 
J(U(k),x(k),Hp,H,) = Lx(k+i I k)T {Xi)x(k+i I k)+ ~)(k+il k)T R(i)u(k+i I k). (2.7) 
;=0 ;::::0 
We are going to assume that the sequence of actions at time step k is following: 
(1). Obtain measurements y(k); 
(2). Compute the required plant input U(k) by solving problem (2.2); 
(3). Apply u(k) to the plant. 
In most control methodologies the linear model is used off-time, as an aid to 
analysis and design. In predictive control it is used as part of the control algorithm, 
and the resulting signals are applied directly to the plant. Because many plants are 
nonlinear, so it is the fIrst step to linearize a nonlinear plant to get its linear model. 
There are many methods to get a proper model of a real plant, among them are fIrst-
principle models and system identifIcation. 
Sometimes, we have to learn how to introduce duCk) into the model instead of 
u(k) , because the cost function penalizes changes in the input rather than input values 
themselves. 
How to compute the predicted values of the controlled variables has a great effect 
on the performance of the closed-loop system running under predictive control, so the 
choice of prediction strategy is another "tuning parameter" for predictive control. 
Besides, there are some other adjustable parameters in predictive control: weights, 
horizons, reference trajectory, disturbance model and observer dynamics. It is very 
useful to examine the effects ofthem, trying to obtain insight into the effects of these 
parameters, and some systematic methods of adjusting them. 
2.3 Some important issues ofMPC 
2.3.1 Solving predictive control problems 
For unconstrained problems, we can formulate the predictive control problem 
(2.2) as a least-squares problem, which is the best way of computing the solution, and 
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it is possible to work out offiine an explicit expression of the optimal solution [104]. 
Unfortunately, we are always confronted with constrained problems. In this case, 
in fact, we face a standard optimization problem known as the Quadratic 
programming (QP) problem, which generally needs to be solved on-line. There are 
some standard algorithms available for the solution. If we pass the QP problem to a 
solution algorithm in "square root" form, then we will have to solve a convex 
optimization problem. It will be much easier to solve. 
Two approaches to solving QP problems appear to offer the best performance--
Active Set methods and Interior Point methods [104]. 
Active Set methods: a potential advantage of Active Set method over other 
methods, for predictive control, is that the iterations remain feasible once an initial 
feasible solution has been found. In many predictive control problems, it is the 
feasibility of the solution, rather than exact optimality, that is most important. 
Interior Point methods: Interior Point method is a rival family of algorithms for 
solving convex optimization problem. It has led to the intense current interest in 
Linear Matrix Inequalities (LMIs) for solving control and other "systems" problems. 
A major problem which can occur with constrained optimization is that the 
problem may be infeasible. Standard QP solvers can not deal with such cases. So 
other approaches to this must be given. Softening the constraints is a systematic 
strategy for dealing with infeasibility. Usually input constraints really are "hard" 
constraints, there is no way in which they can be softened. A straightforward way of 
softening output constraints is to add new variables, so-called" slake variables". 
So long as all constraints are inactive, the solution of the predictive controller is 
exactly the same as that in the unconstrained case. In this case, the constrained 
predictive control law is a linear time-invariant control law, so long as the set of 
active constraints is fixed [104]. In practice the set of active constraints changes, so 
we have the picture of the control law as consisting of a number of linear controllers, 
each with a structure similar to that with no constraints and state observer. 
2.3.2 Stability 
MPC has been widely adopted in industry (see [44], [64], [104], and [111]), 
while stability has been one of the main problems in MPC [24]. Predictive control, 
using the receding horizon idea, is a feedback control policy. There is therefore a risk 
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that the resulting closed loop might be unstable. This is particularly likely to occur 
when there are constraints on the possible control input signals. If the control is too 
"short-sighted", namely the prediction horizon is too short, the resulting closed loop 
might be unstable. Today, many research works have been done on the stability of 
MPC (see excellent review in [Ill]). According to the basic ideas of guaranteeing 
stability, MPC schemes can be divided into two main categories: terminal-penalty-
based MPC and stability-enforced MPC. 
2.3.2.1 Terminal-penalty-based MPC 
The fIrst category of MPC algorithms, the most widely used methods, always 
introduce a special terminal weighting term into the performance index and (or) 
impose extra constraints on terminal state when conducting on-line optimization, in 
order to guarantee the stability of the closed-loop system. The modifIed performance 
index (a special terminal weighting term is introduced) is used to construct a 
Lyapunov function, or is even directly chosen as a Lyapunov function. When the 
modifIed performance index is minimized in the online optimization process, the 
associated Lyapunov function automatically holds certain properties, e.g., being non-
increasing, and therefore the stability of MPC is established. The design of the 
terminal weighting term and (or) the terminal constraints is the key, and should be 
subject to some appropriate stabilizing conditions. For example, let us have a look at 
the system (2.6). The typical performance index for the system (2.6) is given by Eq. 
(2.7). For the sake of simplicity, we choose Hp = Hu = N, Q(i)=Q and R(i)=R in Eq. 
(2.7) and then have 
J(k) = J(U(k),x(k),N) 
N N-I 
= Lx(k+iJ k)' Qx(k+i Jk)+ Lu(k+iJk)' Rt.{k+iJ k). (2.8) 
;=0 1==0 
However, the minimization of the performance index (2.8) in each online 
optimization routine can not guarantee the stability of the closed-loop system. 
Terminal-penalty-based MPC modifies Eq. (2.8) by introducing a special terminal 
weighting term 
JrCk) = x(k+N J k)' Px(k+NJ k)+J(k) 
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N 
=x(k+N I k)' Px(k+N I k)+ ~x(k+i I k)' Qx(k+i I k) + 
;=0 
N-l 
+ Lu(k+i I k/ Ru(k+il k) 
i=O 
= x(k+N I k)T Px(k+N I k)+ 
N-l 
+ L(x(k+ i I k)T Qx(k+i I k)+u(k +i I k)' Ru(k +i I k», (2.9) 
i=O 
where 0 < P = Q + P is the terminal weighting matrix. Only when P satisfies some 
certain conditions can the minimization of the performance index (2.9) establish the 
stability ofMPC. A famous condition, i.e., fake algebraic Riccati equation in [24) and 
[99), is 
(A+BK/ P(A+BK)+Q+KTRK$P (2.10) 
where K is a state-feedback gain. According to [99), for a given P, ifthere exists a K 
such that the Condition (2.10) holds, then the Jr(k) with this P as terminal weighting 
matrix is a Lyapunov function candidate, and the online optimization process can 
automatically guarantee that Jr(k) is non-increasing at each step. As a result, the 
stability ofMPC is established. 
The Condition (2.10) is crucial for designing a proper terminal weighting term. A 
stabilizing gain K, so-called terminal state feedback gain, is always determined along 
with the terminal weighting term, although it is never actually implemented. 
When input constraints are considered, the terminal weighting matrix can also be 
used to determine a terminal region like 
V={XE Rn IxTpx$I}, (2.11) 
which is very important regarding the feasibility ofMPC. For any state belongs to this 
terminal region, the terminal state feedback gain K is feasible, i.e. input constraints 
will not be activated. For more details, one can refer to [99). 
Terminal-penalty-based MPC algorithms have achieved a great success in the case 
of linear systems (see [24), [49J, [65), [99), [lOO), [101), [122), [142), and [148)), and 
recently these results are extended to nonlinear case (see [36), and [Ill)). 
For some special systems, global stability can be guaranteed with terminal penalty 
techniques. For example, a terminal weighting matrix satisfying the so-called fake 
algebraic Riccati equation can globally stabilize an unconstrained linear system [24). 
For a stable linear system with a convex input constraint, if the terminal weighting 
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matrix covers the performance cost of the free system (no control action imposed after 
the terminal time), then global stability is also guaranteed [142]. For general 
constrained linear systems, global stability is unlikely to achieve. However, a 
systematic LMI -based method has been proposed by [99] and [100] to determine the 
terminal weighting term to maximize the stability region ofMPC. The underlying idea 
is to optimize the terminal weighting matrix and the terminal control law in terms of 
stability region. Most recently, Reference [101] proposes a new approach to relax the 
stability region on the eigenvector decomposition for a given linear stabilizing gain. It 
is shown that it is possible to result in an infinite stability region in certain directions. 
For constrained nonlinear systems, a terminal equality constraint is firstly used by 
Mayne and Michalska for MPC to achieve stability under certain assumptions [110]. 
That means the terminal state is required to arrive at a point in the state space when 
solving the on-line optimization problem (OP). Similar results also have been reported 
in [65] and [142]. However, solving a nonlinear dynamic optimization problem with 
equality constraints is very time-consuming, and in many cases is impossible to 
perform within a limited time. Furthermore, the stability region of the proposed MPC 
is very small. To avoid this, Reference [117] presents a dual mode control scheme. 
This method employs a local linear state feedback controller and a receding horizon 
controller, which replaces terminal equality constraints with terminal inequality 
constraints. The receding horizon controller is used to drive the terminal state into a 
terminal region determined by the terminal inequality, and then the local linear 
controller is employed to guarantee stability. Obviously, the advantage ofMPC is lost 
when the local controller is activated. Recently Chen and Allgower proposed a quasi-
infinite MPC algorithm [34]. Different from that in a dual mode control, the local 
linear state feedback controller is just used to compute the infinite horizon cost of the 
nonlinear system starting from the terminal region. Then, to guarantee stability, a 
terminal cost which bounds this infinite horizon cost is involved into the performance 
index of the MPC, and only the control signal yielded by optimization is employed 
actually to control the plant. Therefore, the local controller is called a virtual linear 
stabilizing control and never implemented, and the advantage of MPC does not lose 
until the system arrives at the equilibrium. Taking account of computational delay and 
loss of optimality arising in the optimization procedures, Chen and Ballance recently 
presented a new terrninal-constraint-based MPC for nonlinear systems [36]. It is 
shown that when an initial control profile/sequence is chosen to satisfy a terminal 
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inequality condition in each online optimization procedure, the nonlinear system 
under the proposed nonlinear MPC is asymptotically stable. The stability condition 
enables the "fictitious" terminal control to be nonlinear, rather than only linear, thus 
the stability region is greatly enlarged. Furthermore, it is pointed out that nominal 
stability is still guaranteed even though the global, or even the local, minimization of 
the performance index is not achieved within the prescribed computational time. 
Terminal-penalty-based MPC usually works out some regions where the MPC 
method can stabilize plants. Basically, no additional online computational burden is 
added to the online optimization process. However, it is usually difficult or 
conservative for this category of MPC to analyze its robustness property, and its 
optimality is often affected by modifying the original performance index for the sake 
of stability. 
2.3.2.2 Stability-enforced MPC 
The second category of MPC is to achieve stability by explicitly imposing some 
extra stabilizing constraints upon the online optimization process, rather than 
modifying the original performance index. These extra stabilizing constraints come 
from some special conditions which guarantee a certain kind of Lyapunov function to 
be non-increasing. Usually, this Lyapunov function has nothing to do with the original 
performance index for MPC. Most stabilizing constraints require that the state shrink 
in terms of a certain norm in each step, and the associated Lyapunov function 
candidate is just the norm of state or is composed of it. To this end, some extra 
constraints are imposed upon the online optimization process. For example, in a 
stability-enforced MPC for the system (2.6), the online optimization problem (2.2) is 
subject not only to the system dynamics (2.6) and input/state constraints (2.3), but 
also to some extra constraints such as 
Ilx(k+ i + 11 k)II, ::; t'lIx(k+i 1 k)II, , i = 0, .. . ,N-l (2.12) 
where 0 < t'::; 1 is a coefficient for adjusting the converging speed of state. Clearly, a 
Lyapunov function candidate is 
V(k) = IIx(k 1 k)II" (2.13) 
and the stability of MPC is established in a straightforward way under the 
constraints(2.12). 
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Since the stability constraints and the associated Lyapunov function candidate can 
be chosen freely, the stability-enforced MPC scheme can easily apply to a wide range 
of systems, e.g., uncertain systems. However, the extra constraints are not necessarily 
convex constraints, which means heavy extra online computational burden. 
Perhaps the earliest proposal for this version of MPC is due to Reference [165], 
which employs an auxiliary Lyapunov function whose level set {x I v(x)::; I} is the 
state constraint set. An extra stability constraint v(f(x,u)) < vex) is added to the 
optimal control problem. Reference [13], in the context of constrained, linear, 
discrete-time systems, proposes the use of an auxiliary quadratic Lyapunov function; 
the descent property of the Lyapunov function is similarly enforced by an additional 
stability constraint in the optimal control problem. The methods proposed in [42], 
[132] and [133] are much more representative. Simply put, they introduce constraints 
to the norm of every predicted state when solving the on-line optimization problem. 
Further more, the method presented in [50] only requires the fIrst predicted state, not 
the whole predicted state sequence or trajectory over the predictive horizon, is 
decreasing in some norm. 
Stability-enforced MPC can overcome the shortcomings of terminal-constraint-
based MPC, but it also has its own drawbacks. One of them is that those additional 
stability constraints imposed on the on-linear optimization process result in extra on-
line computational burden. Another drawback is that there are few effective methods 
to calculate the stability/feasibility region omine. Therefore the region where the 
MPC algorithm is applicable/feasible is hardly known priori and no feasible initial 
control sequence is available. 
2.3.3 Robust predictive control 
A fundamental question about MPC is its robustness to model uncertainty and 
noise. When we say that a control system is robust, we mean that stability is 
maintained and that the performance specifIcations are met for a specifIed range of 
model variations and a class of noise signals (uncertainty range). To be meaningful, 
any statement, about "robustness" of a particular control algorithm must make 
reference to a specifIed uncertainty range as well as specifIed stability and 
performance criteria. Although rich theory has been developed for robust control of 
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linear systems, little is known about the robust control of linear systems with 
constraints. Recently, this type of problem has been addressed in the context ofMPC. 
This subsection will give an overview of these attempts to endow MPC with certain 
robustness. The discussion is limited to linear time invariant (L TI) systems with 
constraints. While the use of MPC has also been proposed for LTI without constraints, 
MPC does not have any practical advantage in this case, and many other methods are 
available which are at least equally suitable [I I I]. 
The basic MPC algorithm assumes that the plant to be controlled and the model 
used for prediction and optimization are the same, and no unmeasured disturbance is 
acting on the system. In order to talk about robustness issue, we have to relax these 
hypotheses and assume that (I) the true plant [A,B] = So E S, where S is a given 
family of LTI systems, and/or (2) an unmeasured noise w(k) enters the system, 
namely 
{
X(k + I) = Ax(k) + Bu(k) + Hw(k), x(O) = xo. 
y(k) = Cx(k) + Kw(k) 
where W(k)E Wand W is a given set (usually a polytope). 
2.3.3.1 Uncertainty descriptions 
(2.14) 
As part ofthe modeIing effort it is necessary to arrive at an appropriate description 
of the uncertainty, i.e. the sets S and W. This is difficult because there is very little 
experience and no systematic procedure available. On one hand, the uncertainty 
description should be "tight", i.e., it should not include "extra" plants which do not 
exist in the real situation. On the other hand, there is a trade-off between realism and 
the resulting computational complexity of the analysis and controller synthesis. In 
other words, the uncertainty description should lead to a simple (non-conservative) 
analysis procedure to determine if a particular system with controller is stable and 
meets the performance requirements in the presence of the specified uncertainty. 
Alternatively, a computationally tractable synthesis procedure should exist to design a 
controller which is robustly stable and satisfies the robust performance specifications. 
As for uncertainty descriptions, different uncertainty sets Sand W have been 
proposed in the literatures in the context of MPC, and mostly based on time-domain 
representations. Frequency-domain descriptions of uncertainty are not suitable for the 
formulation of robust MPC because MPC is primarily a time-domain technique. 
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Impulse/step-response: Uncertainties on the impulse-response or step-response 
coefficients provide a practical description in many applications, as they can be easily 
determined from experimental tests, and allow a reasonably simple way to compute 
robust predictions [64]. Uncertainty is described as range intervals over the 
coefficients of the impulse- andlor step-response. Impulse- and step-response 
descriptions are only equivalent when there is no uncertainty. If there is uncertainty 
they behave rather differently. In order to arrive a tight uncertainty description both 
may have to be used simultaneously and further conditions may have to be imposed 
on the coefficient variations. Another subtle point is that the uncertain FIR (Finite 
Impulse Response) model is usually unsuitable if the coefficients must be assumed to 
be time varying in the analysis or synthesis. In this case, the model would predict 
output variations even the input is constant, which is usually undesirable. In 
conclusion, simply allowing the step- or impulse- response coefficients to vary within 
intervals is rarely a useful description of model uncertainty unless additional 
precautions are taken. Nevertheless, compared to other descriptions, it leads to 
computationally simpler algorithms when adopted in robust MPC design. 
Structured feedback uncertainty: A common paradigm for robust control consists 
ofa linear-time-invariant system with uncertainties in the feedback loop [91]. 
Multi-plant: We refer to a multi-plant description when model uncertainty is 
parameterized by a finite list of possible plants [6] 
So E {S,,···,S.}. (2.15) 
When we allow the real system to vary within the convex hull defmed by the list 
of possible plants we obtain the so called polytopic uncertainty. 
Poly topic uncertainty: The set of models S is described as 
{
X(k + 1) = A(k)x(k) + B(k)u(k), x(O) = Xo [ k) 
y(k) = Cx(k) , A( B(k»)E n (2.16) 
and n = Co {[AI BI ], ... , [AM BM]}' the convex hull of the "extreme" models 
[A, B,l is a polytope. As remarked in [91], polytopic uncertainty is a conservative 
approach to model a nonlinear system x(k + 1) = f(x(k),u(k),k) when the lacobian 
[af af] is known to lie in the polytope n. ax au 
Bounded input disturbances: The uncertainty IS limited to the unknown 
disturbance WE W in (2.14). The plant So is assumed to be known, and it is also 
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assumed that bounds on the disturbance are known, i.e. W is a given set. Although 
the assumption of knowing model So might seem restrictive, the description of 
uncertainty by additive terms w(k) that are known to be bounded in some norm is 
reasonable choice, as shown in the recent literature on robust control and 
identification (see [107], and [118]). 
2.3.3.2 Robustness analysis 
We distinguish robustness analysis, i.e. analysis of the robustness properties of 
standard MPC designed for a normal model without taking into account uncertainty, 
and synthesis of MPC algorithms which are robust by construction. The robustness 
analysis of MPC control loops is more difficult than the synthesis, where the 
controller is designed in such a way that it is robustly stabilizing [64]. 
Indeed, there are very few analysis methods discussed in literatures. By using a 
contraction mapping theorem, Reference [187] derives a set of sufficient conditions 
for nominal and robust stability ofMPC. Because the conditions are difficult to check, 
he also states some necessary conditions for these sufficient conditions. 
Reference [65] gives sufficient conditions for robust closed-loop stability and 
investigate robust performance of DMC systems with hard input/soft output 
constraints. The authors consider an ',-norm performance index, a terminal state 
condition as a stability constraint, an impUlse-response model with bounds on the 
variations of the coefficients. They derive a robustness test in terms of simple 
inequalities to be satisfied. This simplicity is largely lost in the extension to the 
MIMO case. 
Reference [135] provides an off-line robustness analysis test of constrained finite 
RHC which requires the solution of a set of LMIs. The test is based on the so called 
S -procedure and provides a (conservative) sufficient conditions for J(k) to be 
decreasing for all So E S, Vw(k) E W. Both polytopic and structured uncertainty 
descriptions are considered. The authors also extend the idea to develop a robust 
synthesis method. It requies the solution ofbilinear matrix inequalities (BMIs) and is 
computationally demanding. 
More recently, Reference [134] presents a new formulation of analysis technique 
which is less conservative. The idea is to express the (optimal) input u(k) obtained by 
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the MPC law through the Lagrangian multipliers associated with the optimization 
problem (2.2), and then to write the S -procedure in the [x,u, k ]-space. 
2.3.3.3 Robust MPC synthesis 
In light of the discussion above, one has the following alternatives when 
synthesizing robust MPC law: 
• Optimize performance of the nominal model or robust performance? 
• Enforce state constraints on the nominal model or robustly? 
• Adopt an open-loop or a closed-loop scheme? 
• How to guarantee robust stability? 
(1). Nominal vs. robust performance: 
The performance index (2.7) depends on a particular model S and disturbance 
realization w(k). In an uncertainty framework, two strategies are possible: (I) define 
a nominal model S and nominal disturbance w(k) = 0, and optimize nominal 
performance; or (2) solve the min-max problem to optimize robust performance 
min max J(U(k),x(k),So' w(k +i)). (2.17) 
U(k) SoeS,w(k+i)eW,i:O .. ··,Np-1 
Min-max robust MPC was first proposed by [29], and further developed by [2] and 
[190] for 5150 FIR (Finite Impulse Response) plants. Reference [91] optimizes robust 
performance for polytopic/multi-model and structured feedback uncertainty, [155] for 
input disturbances only, and [98] for linear time-varying and time-invariant state-
space models depending on a vector of performances. However, min-max robust MPC 
has two possible drawbacks. The first one is computational: solving the problem 
(2.17) is computationally much more demanding than solving (2.2) for a nominal 
model S with W(k) = O. However, under slightly restrict assumptions on the 
uncertainty, quite efficient algorithms are possible [191]. The second one is that the 
control action may be excessively conservative. 
(2). Input and State constraints: 
In the presence of uncertainty, the constraints on the states variable can be 
enforced for all plant So E S (robust constraint fulfillment) or for a nominal system S 
only. One also has to distinguish between hard and soft state constraints, although the 
latter are preferable for the reasons discussed above. As command inputs are directly 
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generated by optimizer, input constraints do not present any additional difficulty 
relative to the nominal MPC case. 
For uncertainty described in terms of w(k)e Wonly, when the set W is a 
polyhedron, state constraints can be tackled through the theory of maximal output 
admissible sets (MOAS) developed by [67) and [68). The theory provides tools to 
enforce hard constraints on states despite the presence of input disturbances, by 
computing the minimum output prediction horizon N p which guarantees robust 
constraint fulfillment. 
Reference [112) and [155) use tools from MOAS theory to synthesize robust 
minimum-time control on line. The technique is based on the computation of level 
sets of the value function, and deals with hard input/state constraints. 
Reference [14) also considers the effect of the worst input disturbance over the 
prediction horizon, and enforce constraint fulfillment for al1 possible disturbance 
realizations (output prediction horizons are again computed through algorithms 
inspired by MOAS theory). In addition, the authors consider the case when full state 
information is not available. They use the so-called set-membership (SM) state 
estimation (see [19), and [153]), through recursive algorithms based on parallelotopic 
approximation of the state uncertainty set (see [43), and [178]). 
When impUlse-response descriptions are adopted, output constraints can be easily 
related to the uncertainty intervals of the impUlse-response coefficients. For 
embedding input and state constraint into LMls, the reader is referred to [91). 
Robust fulfillment of state constraints can result in a very conservative behavior. 
Such an undesirable effect can be mitigated by using closed-loop prediction. 
Alternatively, when violations of the constraints are allowed, it can be more 
convenient to impose constraint satisfaction on the nominal plant S only. 
Although unconstrained MPC for uncertain systems has been investigated, we do 
not review this literature here, because many superior linear robust control techniques 
are available. 
2.3.3.4 Robust stability 
The minimum closed-loop requirement is robust stability, i.e., stability in the 
presence of uncertainty. In MPC the various design procedures achieve robust 
stability in two different ways: indirectly by specifying the performance objective and 
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uncertainty description in such a way that the optimal control computations lead to 
robust stability; or directly by enforced a type of robust constraint which guarantee 
that the state will contract to the origin for all plants in the uncertainty set. 
(1). Min-max performance optimization: 
While the generalization MPC for a fixed plant using min-max approach in (2.17) 
to the robust case appears natural, it is not without pitfalls. The original min-max 
formulation as proposed by [29] does not guarantee robust stability as demonstrated 
by [191] through a counterexample. To ensure robust stability, the uncertainty must 
be assumed to be time varying. This added conservativeness may be prohibitive for 
demanding applications. 
(2). Robust contraction constraint for stability-enforced MPC: 
For stable plants, Reference [191] introduces the stability constraint 
Ilx(k + 11 k)llp ::; 1Ix(k)llp ::; I, (2.18) 
which forces the state to contract. When P> 0 is chosen as the solution of the 
Lyapunovequation AT PA - P = -Q, Q;::: 0, then this constraint can always be met for 
some u (u(k + i) = 0 satisfies this constraint and any constraint on u). Reference 
[191] achieves robust stability by requiring the state to contract for all plants in S. 
For the uncertain case, constraint (2.18) is generalized by maximizing Ilx(k+llk)llp 
over SoE S. 
For the mUlti-plant description, Reference [6] proposes a robust MPC algorithm 
for stable, constrained, linear plants which is direct generalization of the nominal 
stabilizing regulator presented by [142]. By using Lyapunov argumnets, robust 
stability can be proved when the following stability constraint is imposing for each 
plant in the set 
J(U(k),x(k),S,)::; J(U, (k), x(k), S,) (2.19) 
where U,(k)={u(klk-l),.··,u(k+Um-1Ik),O} is the shifted optimal sequence 
computed at time k -I. This can be seen as a special case of the contraction 
constraint, where J(U(k),x(k),S,) is the cost associated with the prediction model S, 
for a fixed pair (Np , Nm ), Note that the stability constraints (2.19) are quadratic. 
(3). Robustly invariant terminal sets for terminal-penalty-based MPC: 
Invariant ellipsoidal terminal sets have been proposed recently in the nominal 
context as relaxations of the terminal equality constraint mentioned above (see [13] 
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for instance and references therein). Such techniques can be extended to robust MPC 
formulations, for instance by using the LMI techniques developed by [91]. Invariant 
terminal ellipsoid inevitably leads to Quadratically Constrained Quadratic Programs 
(QCQP), which can be solved through interior-point methods [103]. Alternatively, 
one can determine polyhedral robustly terminal invariant sets [25], which would lead 
to linear constraints, and therefore QP, which is computationally cheaper than QCQP, 
at least for smalVmedium size problems. 
2.3.4 Feasibility 
Besides stability and robustness of MPC, there are many other practical issues in 
real implementations ofMPC. Among them are (1) how to guarantee stability in the 
case of critical computational time limitation, and (2) how to deal with computational 
delay, which are important in real implementations ofMPC but unfortunately ignored 
in most existing literature. 
2.3.4.1 Computational time limitation 
One practical issue is computational time limitation, which is very likely 
confronted by practical implementation of MPC schemes. For example, fast-dynamic 
systems allow a very short sampling time, or the computer, which solves the online 
optimizing problem, performs many other tasks within a sampling interval. Although 
many stability results have been established, most of them are not applicable in 
practical implementations due to the presence of computational time limitation. 
Solving the constrained optimization problem (2.2) means a heavy online 
computational burden, especially for nonlinear systems. A heavy online 
computational burden leads to two major problems in the implementation of MPC. 
One problem is the computational delay, which we will discuss in the following 
subsection. The other problem is that the online optimization cannot be finished in a 
sampling period. Once this happens, what control signal should we apply and what 
action can we take to still guarantee stability? 
Many existing MPC algorithms, especially stability-enforced MPC algorithms, 
always assume that there exists at least one theoretical feasible solution, mostly a 
global or local optimal solution, to the online optimization problem so that stability 
would be guaranteed by applying the optimized control. Only if the sampling time is 
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long enough such a feasible solution can be found out to guarantee the stability of 
MPC. Obviously, this kind of MPC can hardly meet the need of practical 
implementations. For practical implementations, computational burden is often a 
serious problem. It is very possible to happen that the theoretical feasible solution can 
not be found out within a sampling period, especially for those fast dynamic systems, 
which only allow a very short sampling time. 
There are two ways for guaranteeing stability in the case with computational time 
limitation. One is to work out some feasible control laws offline in advance and then 
use them as standby solutions to the online optimization problems. Once the optimal 
solution cannot be found out in time and the control sequence yielded by the online 
optimization process is not capable of guaranteeing stability, these standby control 
laws are actually applied to plants. The other way is impose some proper constraints 
on the online optimization process so that any control sequence given by online 
optimization can stabilize the plant. Unfortunately, there is few literature addressing 
this practical issue. The MPC method proposed by [35) follows the first way. It finds 
out some feasible control laws omine when maximizing stability region, and then it 
uses these control laws as standby solutions in the online optimization process to 
guarantee stability. With this method, the solution yielded by online optimization 
process must be checked for the sake of stability. This is a large extra computational 
burden. When computational time limitation is restrict, it very likely that only those 
standby control laws are actually applied. This means a loss of optimality, which is 
one advantage we expect to achieve by employing MPC schemes. So, Reference [37) 
also proposes another new method following the second way above. He gives some 
LMI -based conditions for maximizing stability region so that, for any initial state 
within such a stability region, any intermediate solution of the online optimization 
problem is feasible to stabilize plants. 
In Reference [92), [93) and [95J, a computationally efficient robust MPC 
algorithm for linear systems is proposed and improved. The basic idea is that a certain 
robust optimal state-feedback gain is designed omine. In the online optimization 
process, if no input constraints are activated, this control gain will be directly applied 
to the plant. Otherwise, a variation will be online introduced into the control to make 
sure that the input constraints are not exceeded. The online optimization process aims 
not to minimize the original performance index on which the omine design of control 
gain is based, but to minimize the variation sequence of the control given by the fixed 
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gain over the receding horizon. The online optimization problem in this MPC 
algorithm can be easily solved by Newton-Raphson method rather than QP. 
Therefore, the linear MPC reported in [92], [93] and [95] is very computationally 
efficient. 
2.3.4.2 Computational delay 
As mentioned above, solving problem (2.2) always leads to a heavy online 
computational burden. Owing to the large online computational burden, the 
computational delay time in MPC is significant and cannot be ignored in many cases. 
The online optimization process for MPC with computational delay is described as 
following. When the state measurement x(k) is available at the sampling time k, the 
optimal control sequence U(k) yielded by minimization of the performance (2.7) is 
not available until time k + 8 where 8 is the computational delay. It makes no sense 
to optimize the control sequence U(k) from time k because, generally, x(k) is 
different from x(k + 8). Therefore, it probably causes mismatching in the MPC 
implementation and thus degrades system performance. 
The effects of computational delay in implementation of MPC have been 
investigated by many authors. Several schemes taking into account computational 
delay have recently been proposed for linear systems (see [72], [179], and [31]). 
Reference [72] gives a delayed generalized predictive control scheme where control 
only depends on past measurements rather than current and past measurement. This 
strategy is compared with [45]. Reference [179] investigates the effect of 
computational delay in descriptor predictive control. It is shown that the closed-loop 
system remains stable as long as the delay is smaller than a specified threshold. 
Design of reference governors in predictive control with computational delay is 
addressed by [31]. 
Although the computational burden in nonlinear MPC is much heavier than the 
linear one, only the algorithm proposed by [147], Open-loop Intermittent Feedback 
Control, considers the computation delay in implementation of MPC for nonlinear 
systems. Similar to other schemes considering the computational delay, the last 
control profile found by minimization the performance index is used until the new 
optimization process is finished and a new control profile is available. It has been 
shown that this scheme is promising by application to several plants. In addition to 
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computational delay, measurement delay is considered in [34]. Measurement delay is 
different from computational delay in that control depends on current measurement. 
Recently, Reference [39] proposes a new nonlinear model predictive control 
algorithm which addresses the computational burden and stability issues. The 
proposed nonlinear predictive controller is given in a closed-form and thus no online 
optimization is required. The stability is also guaranteed. It is also pointed out that the 
well-known computed torque method or dynamic inversion control is a special case of 
this MPC algorithm [38]. However, this method is only applicable for nonlinear 
systems with stable zero dynamics and a well-defined relative degree. Most recently, 
Reference [36] develops a practical MPC with guaranteed stability for general 
nonlinear systems. Several practical issues, including computational delay, are 
addressed. It is shown that when an initial control profile is chosen to satisfY an 
inequality condition in each online optimization procedure, an asymptotically stability 
is guaranteed even though there is computational delay. 
2.3.5 Optimality 
Basically, optimality property is referred to the fact of whether the control 
performance is optimal or how close it is to the ideal performance in terms of a certain 
specified performance index. Optimality is generally embodied by the value of the 
performance index, and is greatly affected by the construction of the performance cost 
function. 
In most existing terminal-constraint-based MPC schemes, the performance index 
is constructed by taking account of not only optimality but also stability. Because 
stability is essential for practical implementations, optimality is always degraded as a 
secondary factor. For example, most terminal-constraint-based MPC methods 
introduce a special terminal weighting term into the performance index for the sake of 
stability. In order to guarantee stability or to maximize terminal regions, such terminal 
weighting term is often a lot larger than other weighting terms. Especially in [37], to 
maximize terminal regions, the terminal weighting term could be thousands of times 
larger than other weighing terms. This means a great degradation of optimality. On 
the other hand, since the performance index is chosen as the Lyapunov function and 
then is used to analyze stability and to derive stabilizing conditions, all weighting 
terms in the performance index usually have to satisfY the stabilizing conditions 
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someway, for example, see [99]. In other words, the freedom of choosing those 
weighting terms other than the terminal weighting term is also somehow sacrificed. 
However, in many terminal-constraint-based MPC algorithms, non-terminal-
weighting terms are freely chosen first and then fixed. Based on fixed non-terminal-
weighting terms, the terminal weighting term is calculated subject to the stabilizing 
conditions. This compensates the freedom of choosing non-terminal-weighting terms, 
but clearly at the cost of further constraints on the terminal weighting term. 
In stability-enforced MPC, the least influence of stability requirements is 
introduced to the optimality, because stability is guaranteed by imposing some extra 
state constraints rather than changing the original performance index (2.7). In fuct, 
most stability-enforced MPCs allow a free choice of weighting terms in the 
performance index. This means we can construct the performance index completely 
according to ideal performance we desire. If computational time limitation is not a 
problem, it is imaginable that stability-enforced MPC will fulfil! a better control 
performance than terminal-constraint-based MPC. However, those extra state 
constraints inevitably increase the online computation time, so in many cases only 
hypo-optimal or local-optimal rather than global-optimal solution can be found out in 
a sampling period. Consequently, the optimality is very likely degraded, although we 
employ a most proper performance index. In summary, stability-enforced MPC is 
promising in separating stability issue from optimality issue, while how to reduce its 
online computational burden is an interesting topic. 
The optimality ofMPC is also affected by the algorithm which is adopted to solve 
the online optimization problem, which is usually a QP problem. As mentioned in 
Sub-section 2.3.1, Active Set methods and Interior Point methods are two most 
promising approaches to solving QP problems. As this research work does not focus 
on these optimizing algorithms, no more discussions are made here. 
2.4 Some other interesting topics in research on MPC 
Because of the success MPC has achieved in the area of control engineering, more 
and more attentions have been paid to and more and more efforts have been made to 
introduce or apply the MPC strategy to complicated systems or to the areas outside of 
control engineering, such as business management and operations research. Therefore, 
besides those classical issues as discussed in Sub-section 2.3, some other interesting 
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topics and directions for the research on MPC have emerged and attracted many 
researchers recently. Here we pick up some topics in which we are interested. 
2.4.1 MPC for time-delay systems 
Time delay-system is not a new area for MPC. In fact, dealing with time-delay 
systems is one of the earliest motivations for the development ofMPC. For instance, 
the Smith predictive control, one of the earliest and most famous control strategies for 
time-delay systems, belongs to the big family ofMPC (104). A time-delay system can 
often be described by using a state-space model as fol1owing 
jX(k + 1) = AX(k?~ AdX.~-dx(k)) +.Bu.(~+ ~d~(k-d"(k)), X(/) - XI" - -Dx, ... ,O,U(/) - U"I- -D", ... ,-I, 
y(k) = Cx(k) 
(2.20) 
where dxCk) is the state-delay, duCk) is input the delay, and Dx and Du are the upper 
bounds for the state-delay and input delay separately. 
Time delay is due to measurement, transmission and transport lags, computational 
delays, or unmodelled inertias of system components. In many engineering systems, 
time-delays may vary over time. For example, the transport delay in an internal 
combustion engine changes with the engine speed. Similarly, time-varying delays 
often appear in many manufacturing and chemical process, biomedical systems and 
robotic systems where changes in the system dyuamics result in variable delay times. 
As is well known, the inherent time delays contained in the dyuamical behavior of 
many physical processes are unavoidable, and often lead to poor performance and 
instability (see (108), and (145)). 
In the past decades, many efforts have been made to address the stability issue in 
the case of time-delay systems. For example, several authors have used different 
approaches such as the quadratic Lyapunov function, finite dimension 
approximations, robust H ~ control, and linear matrix inequalities (LMl's) to study 
linear systems with time delay (see [88J, [106J, and [159]). Although no general 
theory for nonlinear time-delay systems has been developed until now, some 
interesting work has been reported (see (79), and (121)). For example, bilinear time-
delay systems have been studied in (79), and the disturbance decoupling problem for a 
class of single-input-single-output nonlinear systems with multiple delays in the input 
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and state has been tackled in [121]. Robust stabilization of time-delay systems has 
also been addressed in many papers, e.g., see [106] and [181]. 
The stabilization of uncertain systems with both time-delays and input constraints, 
which is the topic of Chapter 5, has also attracted an amount of interest in recent 
years. Many.stabilizing conditions have been presented mainly based on the use of 
matrix measure, complex Lyapunov equations or Razumikhin's approach (see [33], 
[77], [90], [126], [163], and [169]). Some recently reported methods have introduced 
LMI techniques to address the control problem for systems with time-delays and input 
constraints simultaneously (see [162], [166], [167], and [168]). In [167], the 
stabilization of linear continuous-time system with constant state delay and subject to 
saturating controls is considered. Sufficient conditions are obtained via a LMI 
formulation, and a state feedback control law and the associated stability region can 
then be determined such that the value of a specified Lyapunov function is 
monotonously deceasing. The basic idea in [167] is then extended in [166] to systems 
with the polytopic type of uncertainties. In addition to constant state-delay, time-
varying state-delay is also discussed in [166]. Based on Lyapunov-Krasovskii 
functions combined with LMI techniques, the robust stabilization for a class of 
uncertain linear systems with both saturating actuators and time-varying state-delays 
is also studied in [162]. 
For the state of the art of the research on time delay systems, please refer to the 
recent survey paper [145]. 
Because of its many advantages against other control schemes, MPC has attracted 
many attentions to control time-delay systems, and many practical applications of 
MPC to time-delay systems have been reported these years, e.g., see [149] and [186]. 
However, little work has been done to develop a general stabilizing MPC algorithm 
for time-delay systems. Some theoretical literature on MPC, although presented for 
delay-free systems, also claims to be able to deal with time-delay systems by simply 
employing equivalent augmented delay-free systems [91]. The drawback of this 
algorithm is that, as pointed out in [145], simply replacing delays is not a general 
alternative, and it could lead to a high degree of complexity in the control design, 
specially in the case of time-varying delays. Most recently, a general receding horizon 
control algorithm for linear continuous-time systems with a single constant state-delay 
is proposed in [97], where the stability is established by following the terminal-
penalty-based MPC practices but having a very special performance index 
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rI, T T J(X1o,u,IQ,lf ) = J10 [x ('l')Qx('l')+U ('l')Ru('l'»)d'l' 
+XT (tf )F;X(lf ) + r. XT (tf +s)F2x(tf +s)ds (2.21) 
where 10 is the initial time, If is the final time, h is the time-delay, and Q;::: 0, R>O, 
F»O and Fz>O are weighting matrix with appropriate dimensions. Two terminal 
weighting terms are employed in this performance index to guarantee closed-loop 
stability, one of which is specially an integral term of weighted delayed state 
trajectory. In [97), the general solution is derived using the generalized Reccati 
method, and furthermore, an explicit solution is obtained for the case where the 
horizon length is less than or equal to the time-delay. An LMI condition on the 
terminal weighting matrices is also proposed, under which the performance index 
(2.21) is guaranteed to be mono tonically non-increasing. However, many practical 
issues such as input constraints, system uncertainties and time-varying delays are not 
taken into account in (97). 
In summary, the theoretical work on general MPC algorithms for time-delay 
systems is just at the beginning, although there have been so many MPC practices for 
controlling time-delay systems in the process industry. Therefore, much work still 
needs to be done to address this issue. 
2.4.2 MPC for discrete-event systems 
Traditionally MPC uses linear discrete-time models for the process to be 
controlled. Because of those attractive features of MPC as discussed in Section 2.1, 
recently, people have begun to extend MPC to a class of discrete-event systems: the 
max-plus-linear (MPL) systems [51). Loosely speaking, this class corresponds to the 
class of discrete event systems in which there is synchronization but no concurrency. 
Such systems can be mode led using the operations maximization (corresponding to 
synchronization: a new operation starts as soon as all preceding operations have been 
finished) and addition (corresponding to durations: the finishing time of an operation 
equals the starting time plus the duration). This leads to a description that is "linear" 
in the max-plus algebra [172). MPL discrete event systems usually arise in the context 
of manufacturing systems, telecommunication networks, railway networks, and 
parallel computing. 
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Discrete-event systems with only sychronization and no concurrency can be 
modeled by a max-plus-algebraic model of the following form [5]: 
{
X(k+ 1) = A ®x(k) EI3 B®u(k) 
y(k)=C®x(k) (2.22) 
where EI3 and ® are maximization and addition operation in the max-plus algebra, 
respectively (for more knowledge of the max-plus algebra, refer to [5]), AE R;xn, 
BE R;xm and CE R:xn , and m is the number of inputs and I the number of inputs. An 
important difference between the system (2.22) and the system given by (2.1) is that 
now the components of the inputs, the outputs and the state are event times, and that 
the counter k in (2.22) is an event counter (and event occurrence instants are in 
general not equidistant), whereas in (2.1) k increases at each clock cycle. A discrete-
event system that can be modeled by (2.22) will be called a max-plus-linear time-
invariant discrete-event system or MPL system for short, while the discrete-time 
system in (2.1) is called plus-time-linear (PTL) system. 
For PTL system the influence of noise is usually modeled by adding an extra noise 
term to the state and/or output equation. For MPL models the entries of system 
matrices correspond to production times or transportation times. So instead of 
modeling noise (Le. variation in the processing times) by adding an extra max-plus-
algebraic term in (2.22), noise should rather be modeled as an additive term to these 
system matrices. However, this would not lead to a nice model structure. Therefore, 
the MPL model (2.22) is usually used as an approximation of a discrete-event system 
with uncertainty and/or modeling errors when the MPC framework is extended to 
MPL systems [172]. This is also a motivation for using a receding horizon strategy 
when the MPC is defined for MPL systems, since then the model ofthe system can be 
regularly updated as new measurements become available. 
The standard MPC problem for MPL systems at event step k can be formulated as 
minJ = min(JO"' + .V,,), V(') V(') 
subject to the system dynamics (2.22) and input and/or output constraints 
E(k)U(k) + F(k)Y(k) 5: h(k), 
/lu(k+ })~O, }=O, ... ,Np-l, 
/l2u(k+ })=O, }=N" ... ,Np-1, 
where 
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U(k) = [u(k 1 k),··,u(k+ Np -11 k)], 
Y(k) = [y(k 1 k), .. ·,y(k+ Np 1 k)], 
(2.27) 
(2.28) 
Jout is the output cost criterion and 1in is the input cost criterion. Since for MPL 
systems the input and output sequences correspond to occurrence times of consecutive 
events, they should by non-decreasing. Therefore we have Constraint (2.25) to 
guarantee that the input sequences are non-decreasing. Constraint (2.26) introduces 
regularity in the input sequence and it prevents the buffer overflow problems that 
could arise when all resources are fed to the system at the same time instant [51]. 
The above MPC problem for MPL systems is firstly proposed and discussed in 
[51]. In general, the associated optimization problem is nonlinear and nonconvex. 
However, if the control objective and the constraints depend monotonicaIly on the 
outputs of the system, the above MPC problem can be recast as problem with a 
convex feasible set, and if in addition the performance index is convex, this leads to a 
convex optimization problem, which can be solved very efficiently [51]. More 
discussions about the properties of MPC for MPL systems can be found in [171]. 
Discrete-event system is quite a new area for MPC applications. Fortunately, in 
the past few years, researchers have begun to pay attentions to this new of topic of 
MPC. For example, Reference [172] extends the results in [51] to cases with noise 
and/or modelling errors, Reference [173] presents a stochastic approach of MPC for 
perturbed MPL systems, Reference [175] proposes an adaptive MPC using MPL 
input-output models, and References [52] and [53] introduce MPC to max-min-plus-
scaling systems and discrete-event systems with soft and hard sychronization 
constraints. However, the theoretic work in this new area of MPC for discrete-event 
systems is still far away from meeting practical needs. 
2.4.3 Applications of MPC in operations management problems 
Many advantages ofMPC against other control strategy result from the idea that a 
predictive horizon is receding along the time axis. This idea of receding horizon is 
now also widely adopted in operations management, where the idea is usuaIly caIled 
roIling horizon. Studies of forecast, solution and rolling horizons in dynamic 
optimization problems are motivated by many important real-world planning 
problems such as production scheduling and capacity-expansion problems. Dynamic 
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problems are often referred to as multiperiod problems, especially when time is 
discrete. For mUltiperiod problems, the decisions for the first period or the first few 
periods, are usually seen to be of immediate importance to the decision maker. In 
general, the optimal decisions for these initial periods depend upon the forecast data 
for periods further into the future. However, because forecasts further into the future 
are required, the forecasts become less reliable and the cost of forecasting becomes 
more expensive. Also, there is the increased computational burden associated with 
solving problems with long horizons. Fortunately, for many dynamic optimization 
problems in operations management and related disciplines, the distant forecasts seem 
to have a diminishing effect on the initial decisions. This diminishing effect allows 
decision makers, when making their initial decisions, to rely only upon the forecast of 
the future data for some finite number of periods, which is much less than the future 
horizon faced by the decision maker. 
For reasons of efficiency and practicality, rolling horizon decision making is a 
common business practice in a dynamic environment (see [123] for an application in 
the steel industry). Under a rolling-horizon procedure, at the beginning of the first 
period, an R I-period problem is so lved based on the current state (e.g., 
inventorylbacklog in production-planning problems) and the forecast data for an 
appropriately chosen RI. Only the current period's decisions become firm. One period 
later, at the beginning of the second period, the problem state is observed and the 
forecasts for future periods are updated. A new R2-period problem, where R2 mayor 
may not be chosen to equal RI, is solved at the beginning of period two, and the 
second period's decisions become firm. This procedure is repeated every period, 
hence the term rolling horizon. The number of periods included in the finite-horizon 
problem is called a study horizon in [10]. In most cases, the length of the study 
horizon is fixed, i.e., R I=R2, and so on. The essential aspect is that the horizon gets 
"rolled over" each period. 
Horizon research attempts to quantify the diminishing effect, if any, of the future 
data on the initial decisions. The ideas of forecast/solution/rolling horizons date back 
to the works reported in [86], [120] and [180]. Since then, much related research, 
theoretical as well as applied, has been conducted. Because of the importance of 
horizon issues and the vast amount of associated research, Reference [32] presents an 
excellent classified bibliography of over 200 published papers (articles in journals and 
conference proceedings) and working paper in the horizon literature. These papers 
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span from operations management, economics, finance, marketing, and control 
engineering, and they are categorized according to the horizon type, the model type, 
the sources of horizon, the method, and the subject. 
As mentioned above, the horizon research focuses on quantifying the diminishing 
effect of future data on the initial decisions. To formalize the different horizon 
concepts, let an integer 0 ~ I represent the terminal period or the length of the 
problem horizon. The problem is termed a finite-horizon problem if 0 < 00; 
otherwise, it is called an infinite-horizon problem. Let (t,T) be a pair of real integers, 
with I ~ t ~ T ~ 0-1. If the optimal decisions in the periods in [I,t] are unaffected by 
the model parameters (e.g., demands, costs) in the periods in [T+I, 0], then t is 
called a decision horizon and T is the corresponding forecast horizon [20]. In many 
papers, a decision horizon is also referred to as a planning horizon. The literature 
differentiates between ''weak'' and "strong" forecast horizon; see [18] for example. If 
there are restrictions imposed on the model parameters in [T+ I, 0], then T is a weak 
forecast horizon. Otherwise, T is a strong forecast horizon. For example, T will be 
considered as a weak forecast horizon if the model requires that there is an upper 
bound on demands in periods [T+I, 0]. A solution horizon, where a complete 
knowledge of all model parameters in [T+ I, 0] is required, is an extreme special case 
of a weak forecast horizon. 
It should be noted that the terms "weak" and "strong" are not sufficiently precise. 
Their meanings depend on the context. For example, when one obtains a strong 
forecast horizon in the dynamic lot-size model in [180], it is so only because no 
restrictions are imposed beyond the standard assumptions of the model. One of these 
standard assumptions is that the demands are nonnegative. Clearly, if one allows 
demands in [T+ I, 0] to take negative values, then the forecast horizon obtained 
under the standard assumptions may no longer be a strong forecast horizon. These 
considerations led [20] to refme these concepts for general discrete-time dynamic 
deterministic and stochastic optimization problems. They defined the notion of a 
forecast of the problem parameters for T periods and a set I of all extensions of that 
forecast. 
A concept related to horizons is that of optimal myopic policies discussed in the 
inventory literature (see [78], and [192]). Reference [176] is an early reference on this 
topic. A myopic solution is found by solving a (possibly modified) one-period 
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problem, which is derived easily from the information about the present and the future 
values of the model parameters. In some cases, it can be shown that the solution to the 
one-period problem is optimal for the multiperiod problem. Because the optimal 
myopic policy in these problems is calculated usually under the assumption that the 
cost and demand parameters are known, these problems can be considered to have 
weak forecast horizons. The horizon in such problems generally arises because of the 
nature of costs and constraints on demand. There are several papers that develop 
optimal and/or near-optimal myopic policies for multiperiod stochastic inventory 
problems. 
Any rolling-horizon procedure may lead to sub-optimal decisions if the study 
horizon chosen in the rolling-horizon procedure is smaller than the forecast horizon 
and/or the forecast of the periods within the forecast horizon needs to be updated as 
time progresses. Many rolling-horizon studies focus on deriving an error bound that 
provides the maximum possible increase in cost over an infinite-horizon optimal plan 
when the study horizon used in the rolling-horizon procedure is smaller than the 
minimal forecast horizon and the forecasts remain unchanged. 
Finally, there are some literature in which the horizon is defmed in some other 
unites than time periods. For example, horizon could be in terms of the number of 
jobs in scheduling. 
Not all problems have finite solution and/or forecast horizon. Source of horizon 
identifies properties of the model that lead to a finite solution/forecast horizon. For 
example, in [120], the non-negative constraint on inventory and the presence of 
positive holding costs are identified as two sources of horizons in the convex 
production-planning problem. Reference [8], [9J and [150J also provide some 
discussion of the conditions that lead to horizon. Unfortunately, most papers do not 
explicitly identify the sources of horizons. Moreover, it may be quite complicated to 
identifY the complex interactions of the various model parameters that give rise to 
forecast horizons. 
Although there have already been many applications of the receding/rolling 
horizon idea in business management and operations research, unfortunately most 
attentions were put on how to design/develop an effective and/or efficient online 
optimizer. Little work has ever been done systematically investigating the 
receding/rolling horizon methodology itself. As discussed at the beginning of this 
section, computational burden (or computational time) and influence of 
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uncertainties/disturbances in the future are two main practical problems in any real-
time implementations of any algorithms in dynamic environments. The 
receding/rolling horizon strategy can effectively handle these two problems. However, 
this is true only when those strategy-related parameters, e.g., the length of horizon, are 
properly chosen. If the horizon is too short, the reSUlting performance will be myopic 
or short-sighted, while if the horizon is too long, this usually means heavy online 
computational burden and performance very sensitive to uncertainties/disturbances. 
Clearly, how to choose these methodology-related parameters is at least as important 
as designing the online optimizer. Besides, it should also be very useful to investigate 
whether it is possible to design or introduce some special techniques in order to 
improve the receding horizon strategy itself. For example, terminal penalty technique 
is widely used in the MPC practice of control engineering. Could this technique also 
be useful when the receding horizon strategy is applied in management and operations 
research? These issues will be investigated in depth in Chapter 8, where we attempt to 
introduce the receding horizon strategy to air traffic management (ATM). Unlike most 
other literature on ATM research, we will not put our emphasis on the design 0 f 
online optimizers, but mainly focus on those receding horizon strategy related 
techniques and parameters. 
2.5 Conclusions 
Model predictive control has been widely accepted in the area of control 
engineering, and the idea of receding horizon has also been greatly valued in many 
other areas such as business management and operations research. There are many 
topics in the research of MPC. In this thesis, we will pick up both some classical 
issues and some new topics in MPC to have a look in depth. Both theoretical research 
work and case studies will be reported in the remainder of this thesis. 
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3. Maximization of Stability/Terminal Region of MPC 
3.1 Introduction 
As discussed in Section 2.3.2, the introduction of the terminal penalty and the 
usage of terminal region have boosted the research work on the stability of MPC for 
systems with input constraints, while how to expand the terminal region as large as 
possible is an important issue (see [44], [64], [104], and [Ill]). In last decade, many 
research works have been done by considering the terminal region as either an 
ellipsoidal region (see [13], [34], [35], [37], [99], [lOO], and [117]), or a polyhedral 
region (see [30], [101], and [102]). 
To maximize terminal region, one possible direction for carrying on research is to 
choose a proper terminal control law, which is able to guarantee stabilizing the system 
within the associated terminal region. Since terminal control law is usually 
determined and then works in association with terminal penalty, a deep investigation 
into the relationship between terminal penalty and terminal region could reveal a clue 
for further enlarging terminal region for MPC. 
3.1.1 Terminal control law 
As indicated in the survey paper [111], the core idea behind terminal-penalty-
based MPC algorithms is to add a terminal penalty into the performance index of 
MPC which covers the performance cost under a terminal control. The terminal 
control, although it is not implemented in MPC, plays an important role in 
establishing stability. Firstly, the terminal penalty can be chosen as the performance 
cost under the terminal control, which provides a way for the designer to determine 
the terminal weighting term and thus the performance index of MPC. Secondly, the 
terminal control provides a feasible control sequence for MPC. In each time instant, 
the optimization in MPC starts from the terminal control or an initial sequence 
consisting of the sequence yielded by the last optimisation routine and the terminal 
control in a certain way, the stability is guaranteed even though the online 
optimization is not completed due to the time limitation or other reasons (i.e. 
feasibility implies stability) (see [34], and [156]). Thirdly, the MPC is a very 
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complicated controller with an onIine optimizer involved in the loop and it is quite 
difficult to estimate its stability region directly. The stability region of an MPC 
algorithm can be estimated by the stability region under the terminal control, i.e., the 
terminal region (see [37], and [101]). 
It is obvious that the choice of the terminal control has a significant influence on 
the performance and stability of MPC. Effort has been made on determining the 
terminal control and the associated terminal weighting term to enlarge the stability 
region ofMPC by several researchers, e.g., see [30], [34], [35], [37], [99] and [lOO] as 
discussed in Section 2.3.2 and 2.3.4. However, in all these papers, the terminal control 
is restricted to be linear. Although the stability conditions for nonlinear MPC 
presented in [36], [110] and [Ill] allow the terminal control to be non-linear and a 
numerical example was given in [36] to illustrate that a nonlinear terminal control 
may provide a much larger stability region for MPC, there is no systematic method to 
fmd nonlinear terminal control for MPC. In Section 3.2, we will further explore the 
idea of using nonIinear terminal control for MPC and a systematic procedure to 
determine nonlinear terminal control for MPC of linear systems is presented. 
3.1.2 Terminal weighting matrix and terminal region matrix 
The ellipsoidal terminal region is usually determined by a positive defmite matrix. 
Many ellipsoid-based methods, e.g., [99], adopt the terminal weighting matrix to 
defme the terminal region. The terminal region is then maximized by solving the 
offline optimization problem formulated in LMI in terms of the terminal weighting 
matrix and stabilizing constant state feedback gains. In other ellipsoid-based methods 
such as [37], to enlarge the terminal region further, an extra parameter f1 is 
introduced as a tuning knob, and the terminal region is determined by mUltiplying the 
terminal weighting matrix by f1. However, the above two strong relationships 
between the terminal region and the terminal weighting matrix have never been 
proved to be really necessary by any existing literature. Therefore, they are very likely 
artificial relationships and result in conservativeness. Furthermore, because the 
terminal weighting matrix must be positive defmite, the ellipsoidal terminal regions 
worked out by them are impossibly infmite, unless f1 is infmite, which is hardly 
possible when a digital computer is employed to optimize f1 and other parameters. 
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The work reported in [35] is an interesting attempt to remove those artificial 
relationships. It defmes stability region and terminal region as two different ellipsoids 
with no explicit relationship, and every state in the stability region must be able to be 
driven into the terminal region within just one predictive horizon by the MPC 
controller. However, Reference [35] does not point out, probably does not realize 
either, the importance of removing those artificial relationships. The size of the 
stability region in [35] mainly depends on the length of the predictive horizon, and, 
like other ellipsoid-based methods, it seems impossible to achieve an infmite stability 
region. 
In Section 3.3, we will follow a common model predictive control practice and 
employ a terminal penalty in conjunction with an ellipsoidal terminal region, but 
calculate them separately in order to allow more degrees of freedom with which to 
maximize the terminal region. Based on this novel idea of removing any artificial 
relationship between terminal region and terminal penalty, our ellipsoidal region 
based method could also achieve a stability region infmite in the direction of system's 
stable modes by means of Jordan canonical form, just like the polyhedral region based 
method in [101]. Better than [101], the new method in Section 3.3 calculates the 
stabilizing feedback gains in terms of the maximization of terminal region, and can 
easily apply to high-order systems. 
3.1.3 Problem formulation of terminal-penalty based MPC 
The constrained linear discrete-time system under consideration in this chapter is 
with control constraints 
{
X(k+l) = Ax(k) + Bu(k) 
x(O) =Xo (3.1) 
(3.2) 
where k is the discrete time index, x E Rn represents the system state, U E Rm is the 
input vector, and u" i = I",', m is the input constraints. 
The terminal-penalty based MPC aims, at state x(k) and time instant k, to solve a 
minimization problem formulated as 
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mm J(k) (3.3) 
u(klk),o-,II(k+N-Ijk) 
subject to (3.1) and (3.2), where 
J(k) =x(k+NI W Px(k+NI k)+ 
N-I 
+ I (x(k +i 1 k)" Qx(k+i I k) +u(k + ilk)" Ru(k + ilk», (3.4) 
is the performance index, Q > 0 (or Q? 0 and [A, Q1I2 J is detectable) and R > 0 are 
state and control weighting matrices respectively, P> 0 is the terminal weighting 
matrix, and N is the length of the predictive horizon. When an optimized control 
sequence u' (k 1 k),. .. , u' (k + N -Ilk) is obtained. The MPC law is then determined 
by 
u(k)=u'(klk). (3.5) 
Before developing our main results, some definitions are necessary for this 
chapter. 
Definition 3.1: Tenninal region v is defmed as a region where, once the terminal 
state x(k + N 1 k) under the control sequence u· (k 1 k),.··,u· (k+ N -11 k) yielded by 
minimization of the cost (3.4), arrives, there exists a control sequence u(k + N + i), 
i = 0,1"",00 , satisfying the constraints (3.2), which steer the state to the origin. 
Definition 3.2: Stability region refers to a set of all initial state Xo from which the 
system state under the MPC stemming from the optimization problem (3.3) subject to 
constraints (3.2) approaches to the origin, i.e., x(k) -7 0 as k -7 00 in the absence of 
disturbance. In this chapter, the terminal region is used as an estimate of stability 
region. 
3.2 MPC with Nonlinear Terminal Control for Linear System 
This section provides a systematic procedure to determine nonlinear terminal 
control for MPC of linear systems. An offline LMI-based iteration method is proposed 
to improve the tenninallstability region yielded by linear terminal control, and a series 
of gains varying with the terminal state is derived to expand the terminal region step 
by step. This leads to nonlinear tenninal control. As a consequence, terminal region is 
greatly enlarged. The new MPC scheme with nonlinear terminal control is presented 
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in Sub-section 3.2.1 and its properties are analyzed in Sub-section 3.2.2. Simulation 
results are reported in Sub-section 3.2.3. 
3.2.1 New MPC algorithm 
Consider the constrained system given by (3.1) and (3.2) in Sub-section 3.1.3. 
Similar to other terminal penalty based MPC algorithms, the performance index for 
the new MPC proposed in this section is given by (3.4). 
The existing MPC algorithms employ linear terminal control. After the terminal 
control gain is determined, the terminal weighting term can be determined and the 
associated stability region can be estimated. It is expected that the stability region of 
an MPC algorithm may be significantly expanded by using nonlinear terminal control. 
A method to systematically design nonlinear terminal control is presented in this 
section and its basic idea is described as follows: 
(1). An initial terminal region is calculated with a fixed terminal gain. The 
terminal region (i.e., the associated matrix that determines the region) and its 
corresponding control gain are calculated and then saved as the frrst record in 
a gain database (GD). 
(2). Based on this terminal region, find a new feasible fixed gain that drives the 
system state from a larger region into this terminal region, and calculate the 
corresponding new region. Save the new region and its corresponding gain 
into GD. Choose this region as a new terminal region and repeat the above 
process until the resulted terminal region is large enough or the terminal 
region cannot be significantly enlarged any more. 
(3). Choose the last terminal region as stability region v. Calculate the terminal 
weighting matrix P in the performance index (3.4) such that stability ofMPC 
is guaranteed by the feasible terminal control gains in GD. 
(4). In the online optimization, the terminal control gain is chosen from the 
feasible control gains in GD, depending on the corresponding regions. Since 
the terminal gain varies with the state region, this gives a nonlinear terminal 
control. 
The new MPC algorithm consists of two parts: omine algorithm and online 
algorithm. 
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3.2.1.1 Offline algorithm 
The omine algorithm is to generate GD, which records feasible terminal control 
gains and their associated regions, and to determine the terminal weighting matrix P 
in the performance index (3.4). The amine algorithm is illustrated by the flow chart in 
Figure 3.1. As shown in Figure 3.1, the nonlinear terminal control is used to enlarge 
the terminal! stability region upon linear terminal control. The first step is to calculate 
the optimal linear terminal control in terms of the terminal region. This problem has 
been considered in [99]. It can be cast into Minimization Problem 3.2.1 (MP3.1). 
Minimization Problems 2 (MP3.2) is used to iteratively expand the terminal region 
and results in a nonlinear control sequence. The terminal weighting matrix in the 
performance index (3.4) is determined to guarantee stability of the MPC with the 
nonlinear terminal control. This is achieved by solving Minimization Problem 3.2.3 
(MP3.3). 
Minimization Problem 3.1 (MP3.1): Find matrices 0 < WE R""n and WE Rmxn 
to minimize 10g(det(W-I », i.e., solve 
min log(det(W-I » 
w,w 
subject to 
W (AW+BW)' (Q I12W)' WT 
AW+BW W 0 0 
Q1I2W 0 I 0 
W 0 0 R-I 
j=I, .. ·,m, 
Then, TRI and KI are determined respectively as 
TRI ={XE Rn I XT MIX ~ I}, MI = W-I , 
KI =WMI =WW-
I
. 
<! 0, 
(3,6) 
(3,7) 
(3,8) 
(3,9) 
(3.10) 
where TRI is referred as an initial terminal region and KI the associated fixed 
terminal control gain, They provide the basis for further expansion of the terminal 
region with nonlinear terminal control. 
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Solve Minimization Problem 3.2. I (MP3.1) . 
.!. 
-I -Let MI = W ,K1 = WM1,M'a" = M1,1= I. Set I"op. Save (M1, K1) as 
the fIrst record in GD. 
Solve Minimization Problem 3.2.2 (MP3.2) . 
.!. 
No Solution to MP2 exists, and IS I"op ? /Yes 7 I 
.!. 
Let I = I + I,M, = S-I ,K, = SMI. Save (MI,KI) as lth record in 
GD. Let Mlo,' =MI . 
• 
Let I"op = I . Solve Minimization Problem 3.2.3 (MP3.3). l,~ 
~l 
Let P = Z-I , M"o = MI , V = {x E Rn I x T M"ox SI}. 
"(JP :'~ 
Figure 3.1. Offline algorithm 
Minimization Problem 3.2 (MP3.2): Based on the latest terminal region TR,o,,' 
which is determined by M IM" this is to find a new larger terminal region TR"", and 
the associated control gain K n",' which is able to steer the system state from TR"", 
but not within TRio" to the last terminal region TRIM' . 
Find matrices 0 < SE R""" and SE Rmxn to minimize 10g(det(S-I)), i.e., solve 
mill 10g(det(S-I)) (3.11) 
s.s 
subject to 
(3.12) 
Yji Sul, j=l,.··,m. (3.13) 
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Then, TRn~ and Kn~ are determined by 
TRn", = {x E Rn I XT Mn",x::; I}, 
where 
(3.14) 
(3.15) 
Mn~ =S-'. (3.16) 
This is an iterative process. In each iteration, the terminal region is expanded 
based on the previous terminal region and the corresponding control gain is found. 
During the course of solving MP3.1 and MP3.2, the gain database GD is created 
for the purpose of online implementation. In GD, the pair of (M" K,) is the fIrst 
record, followed by pairs of (Mn""Kn~) that are generated by iteratively solving 
MP3.2. 
The fmal terminal region determined by the procedure described in Sub-section 
3.2.2.1 is given by 
v = {XE Rn I XT Mstox::; I} (3.17) 
where M", = M{ , and I,ton is the number of iterations of solving MP3.2. 
stop r 
Minimization Problem 3.3 (MP3.3): This minimization is performed to fmd a 
terminal weighting matrix P such that stability is guaranteed when the nonlinear 
terminal control defIned by the control gains in GD is applied. 
Find a matrix 0 < Z E R""n to minimize log( det(Z-'», i.e., solve 
min 10g(det(Z-'» (3.18) 
z 
subject to 
Z ZT(A+BK{)T (Q"2 Z)T 
(A+BK{)Z Z 0 
Q"2Z 0 I 2':0, 1=1, .. ·,I",p (3.19) 
K{Z 0 0 
where I,top is the number of the records saved in GD. The terminal weighting matrix is 
determined by 
P=Z-'. (3.20) 
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3.2.1.2 Online algorithm 
The feature of the online algorithm in the MPC developed in this section is that 
the terminal control gain varies with the region where the terminal state lies. The 
online algorithm is illustrated by the flow chart in Figure 3.2. 
The optimization problem to be solved online is given by 
mm J(k) (3.21) 
u(klk),· ··,u(k+ N-Ilk) 
subject to (3.1), (3.2) and x(k+Nlk)E v, where J(k) is defmed in (3.4) with 
P = Z-' as in (3.20), and v is the final terminal region given in (3.17). 
as 
Measure x(O). Let k = O. Set Uinma/(O) as terminal control. 
Solve Online Optimization Problem (3.21). Execute u' (k 1 k). 
Let k = k + 1. Measure x(k) . Set Uin"ia/(k) according to (3.22). 
Figure 3.2. OnIine algorithm 
Record I: (M"K,) 
Record 2: (M"K,) 
• 
• 
• 
Record i-I: (Mi_"KH ) 
Record i: (Mi,Ki) 
• 
• 
• 
Record I"op: (M/,", ,K/
n
",) 
(a) The gain database (GD) 
TR/ = v... TR. TRi_1 stop I 
x(k+Nlk) 
""' ... 
~~~ 
... 
/X(k) 
••• TR , 
(b) Corresponding terminal regions 
Figure 3.3. MPC with nonIinear terminal control 
In each time instant, the initial control sequence for online optimization is formed 
Uin"ia/(k) =[u'(k 1 k-I),. .. ,u'(k+N -21 k-I),K/x'(k+N -11 k-I)] (3.22) 
- 46-
3. Maximization of StabilitylTenninal Region ofMPC 
where u' (i 1 k -I), i = k,···, k + N - 2 is the optimal control sequence yielded by the 
optimizer at time instant k -1 and KI depends on the region where the state 
x' (k+ N -11 k-I) lies, i.e., x' (k+ N -11 k-I)E TRI but x' (k+ N -11 k -1)\0 TRI_, 
for I> I, or x' (k + N -11 k -I) E TRI for 1=1. 
Figure 3.3 illustrates the MPC algorithm with nonlinear terminal control. 
3.2.2 Stability and Feasibility of new MPC 
The stability of the proposed MPC algorithm is established by three steps. First of 
all, it is shown that once the state enters the region TR, defined by AI" the control 
law u(k) = K,x(k) can maintain the state within the same region while satisfying the 
input constraints. In the second step, it is shown that when the state is within the 
region TR, but not within the region TRI_, for I > 1, then the control law 
u(k) = Klx(k) satisfying the control constraints can steer the state into TRI _, in the 
next step. Finally, the stability of the MPC with the nonlinear terminal control is 
established by showing that the MPC performance index with P as the terminal 
weighting matrix is non-increasing. 
Lemma 3.1: Suppose that there exist matrices 0 < WE R""" and WE RmX. such 
that condition (3.7) and (3.8) are satisfied. For any X(k)E TR" u(k)=K,x(k) 
satisfies the control constraints (3.2) and can maintain the state in the set TR, . 
Proof Similar to the proof in [99], one can show that condition (3.7) guarantees 
AI, ~(A+BK,)T AI,(A+BK,)+Q+K;RK, 
~(A+BK,)' AI,(A+BK,) , (3.23) 
which implies that for any X(k)E TRp x(k + 1) = (A + BK,)x(k) belongs to TR,. It 
can also be shown that condition (3.8) guarantees the control constraints (3.2) are 
satisfied. 
QED 
Lemma 3.2: Suppose that there exist matrices 0 < SE R"Xn and SE R mxn such 
that condition (3.12) and (3.13) are satisfied. Then for any state X(k)E TR
n
,.., but 
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x(k) iO TR'a<" the control law u(k 1 k) = Kn~x(k) can steer the system state from 
TRn~ to TR,a" in the next step while satisfying the constraints (3.2). 
Proof Suppose that there exist M"~ and K"w such that 
(A+BK"~)'M'a,,(A +BKn~) S; Mn~ (3.24) 
is satisfied. Then, for all X(k)E TRn~' but x(k)iO TR'a<" after choosing 
u(k 1 k) = Kn~x(k), one has 
x(k + 11 k) = Ax(k) + Bu(k 1 k) = (A + BKnew)x(k). 
It follows from x(k) E TRnew and Eq. (3.24) that 
X(k)T (A + BKn~)' M,a" (A + BKn~)x(k) S; X(k)T Mnewx(k) S; I 
==> x(k + 11 k)T M'a<,x(k + 11 k) S; 1 
==> x(k+II k)e {XE R" 1 xT M,a"x S; I} 
In the absence of system uncertainties or disturbances, x(k + 1) = x(k + 11 k) . 
Therefore, when condition (3.24) is satisfied, the control u(k 1 k) = Knewx(k) steers 
the state from TRn~ to TR,a" . 
Using the transform (3.15) and (3.16), condition (3.24) is implied by (3.12). 
Similar to the proof in [99], one can show that, for all x(k) E TRnew, the control 
u(k 1 k) satisfies the input constraints (3.2) if 
[ Y K] new > < -2 . (K)T _0, Yjj _uj,;=I,···,m. new Mnew (3.25) 
Using the transform (3.15) and (3.16), Eq. (3.25) is implied by condition (3.13). 
Therefore, conditions (3.12) and (3.13) guarantee that for every X(k)E TRn~' but 
x(k)iO TR,a", the control law u(k 1 k) = KneAk) ensures x(k+l)E {XE Rn 1 xT M;a<,x S; I}. 
QED 
Theorem 3.1: Consider the system (3.1), (3.2) with the MPC performance index 
(3.4) where the terminal matrix is chosen as P = Z-1 in (3.20). Iffor any initial state, 
the MPC algorithm is feasible at ~ k = 0, then it is always feasible for k > O. 
Furthermore, the MPC stemming from the optimization problem (3.21) stabilizes the 
system (3.1). 
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Proof: Suppose that at time k, the MPC algorithm, or online optimization (3.21) 
is feasible. Let {u'(k 1 k),.··,u'(k+N -11 k)} be the optimal control sequence which 
minimizes J(k), {x'(klk),.··,x'(k+NI k)} be the associated state sequence, and 
the associated performance index (3.4) be denoted by J' (k). 
At time k + I, the initial control sequence is set according to (3.22), i.e., 
U,nilial(k+l) = {u'(k+11 k),.··,u' (k+N -11 k),K/(k+N 1 k)} (3.26) 
It can be seen that the control sequence in (3.26) satisfies the control constraints 
(3.2) since u'(klk), .. ·,u'(k+N-llk) are carried on from the feasible solution 
yielded by the optimizer at time k and, as shown in Lemma 3.1 and Lenuna 3.2, 
K1x' (k + N 1 k) satisfies the control constraints (3.2). Furthermore, as shown in 
Lenuna 3.1 and Lenuna 3.2, K1x'(k+N 1 k) can steer the state from the region TRI 
to TR1_1 for I> I or keep the state in TRl for I = I. This implies the terminal state 
under the initial control sequence (3.26) is within the set v. Therefore, the online 
optimization (3.21) is feasible since at least U mWal is a feasible sequence. The same 
argumentation holds for k = O. 
Now we are in the stage to prove the stability of the proposed MPC algorithm. 
The performance index under U;nwal(k + I) can be expressed as 
Jm;tlal(k + I) = x;nWal(k + N + 11 k + I)T PX;nWal(k + N + 11 k + I) + 
N-l 
+ L(x;nwa,(k+ i + 11 k + 1)' QX;nilia,(k + i + 11 k + 1) + 
i=1 
= J' (k)+x;nilla,(k+N + 11 k+ I)' PXmWal(k +N + 11 k+l) + 
+ u;nit;al(k + N 1 k+ I)' RU;nltIal(k+N 1 k+I)+ 
+x' (k+N I k)' Qx' (k+ N 1 k)-
-x' (k+ N 1 k)T Px'(k+ N 1 k)-
-x' (k 1 k)' Qx'(k 1 k)-u'(k 1 k)' RU'(k 1 k) 
= J'(k) +x'(k+N 1 k)' «A+BKJ peA +BK1)+ 
+K;RK, + Q-P)x'(k+NI k)-
-x' (k 1 k)T Qx'(k 1 k)-u'(k 1 k)' Ru'(k 1 k). 
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From the optimality condition, one has 
J' (k + 1)::; J;'itla[(k + I) ::; J' (k) (3.27) 
if 
(A + BKJ P(A+BK[)+KjRK[ +Q-P:S:O (3.28) 
holds. Using the transform (3.20), condition (3.28) is implied by (3.19). 
When the performance index (3.4) is chosen as a Lyapnov function candidate, 
since (3.27) holds for any K[, / = 1, ... ,/",p' one can conclude that the performance 
index is non-increasing at each step. Since Q > 0 (or, [A,Q1I2 ] is detectable) and 
R > 0, one can deduce that the MPC with the terminal weighting matrix P = Z-' 
stabilizes the system about the origin (see [34], and [36]). 
QED 
Remark 3.1: From the proofofTheorem 3.1, it can be seen that even in each time 
instant, the on-line optimization is not completed, the stability of the proposed MPC 
algorithm can still be guaranteed. 
Remark 3.2: According to Theorem 3.1, the MPC algorithm is feasible as long as 
it is feasible at k = 0 . In general, it is quite difficult to determine the feasible region 
for an initial state x(O). However, when the initial state is within the set v, it can be 
seen that the optimization problem (3.21) is always feasible. This also implies that for 
any initial state starting from v, the MPC algorithm can guarantee stability. Thus, 
similar to most of the existing terminal weighting based MPC algorithms, the fmal 
terminal region v is used as an estimate of the stability region in the proposed MPC 
algorithm. 
3.2.3 Simulation results 
For the sake 0 f clarity 0 f illustration, consider a second-order system 
{
X, (k +1) = 0.875x, (k) + 1.125x2 (k) +u(k) 
x2 (k +1) = 0.375x, (k) + 1.625x2 (k) 
with control constraint 
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This discrete-time system is derived from a continuous-time system with a 
sampling time of 0.05 time-units. It is an unstable plant with one pole outside the unit 
circle. In the simulation, the weighting matrices in the performance index (3.4) are 
chosen as 
- R-l [
10 0] Q - 0 10' -, (3.31 ) 
and the predictive length is 0.15 time-units, i.e., N = 3. 
3.2.3.1 Terminal regions 
As shown in Figure 3.4, the introduction of nonlinear terminal control 
significantly enlarges the terminal region. The tiny dashed ellipsoid is the terminal 
region generated by using the method in [99] where linear terminal control is 
employed and the solid ellipsoid is the final terminal region yielded by the nonlinear 
terminal control technique proposed in this section. Figure 3.5 shows more details 
about how the terminal region is expanded step by step using the iteration procedure 
proposed in this section. Figure 3.6 shows that the volume of region TR{ increases 
with 1 going up. When I;:: 12, the volume of TR{ does not increase significantly any 
more. Thus, I",p is chosen as 12, and the fmal terminal region is shown in Figure 3.4. 
For comparison, two other methods, i.e., the methods in [37] and [35], for 
expanding the terminal region or stability region are tried on this example and the 
results are listed in Table 3.1 along with the above results yielded by [99] and the 
nonlinear terminal control method in this section. The solution to the Riccati equation 
of an LQR (Linear Quadratic Regulator) with the same weighting matrices (Q, R) is 
also given in Table 3.1, and then the solution is used to determine the stability region 
in the presence of the input constraint (3.30). 
In [37], a new parameter a is introduced to expand the terminal region while in 
[35], a method to directly estimate the stability region with linear terminal control is 
proposed (rather than using terminal regions as the estimate of the stability regions). 
As such, the latter allows to increase the receding horizon to increase the stability 
region (when a terminal region is used as an estimate of stability region, it is 
impossible to increase the stability region by using longer receding horizon). The 
result reported in Table 3.1 for the method in [35] is calculated for N = 15. However, 
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long prediction horizon leads to a large amount of computational burden. For this 
example, the average computational time for N = 15 is about 40 times ofthe one for 
N = 3. As it can be seen from Table 3.1, the nonlinear terminal control method 
proposed in this section gives the largest stability region. 
0.8 
Terminal region in [99] 
0.6 New Terminal region 
0.4 
0.2 
X2 0 
-0.2 
-0.4 
-0.6 
-0.8 
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Figure 3.4. Terminal regions under nonlinear terminal control vs linear terminal control 
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Figure 3.5. Terminal region is expanded step by step during the iteration procedure 
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Figure 3.6. Volume of TR, vs I : terminal region expands as I increases 
Table 3.1. TerminaVstability regions 
LQR MPC in [99] MPCin [35] MPC in [37] NewMPC 
(N=3) (N=l 5) (N=3) (N=3) 
M [32.2234 91.2904 [32.2483 91.3477 [1.0032 3.0065 [1.0007 3.0018 [1.0081 3.0242 
91.2904 390.7752] 91.3477390.9721] 3.0065 9.0195] 3.0018 9.0063] 3.0242 9.0722] 
[32.2234 91.2904 [32.2483 91.3477 [78.7755 I 96.8677 1.0e+004 • 1.0e+004 • 
p 91.2904 390.7752] 91.3477 390.9721] 196.86774 6.3857] [0.4204 1.2544 [0.1196 0.3448 
1.2544 3.7566] 0.3448 1.0593] 
Volume I 0.0481 0.0481 32.54 16 74.0240 194.2666 
(where M is the matrix used to determine the tenninaIlsta bility region, P is the terminal weighting 
matrix used in the performance index.) 
3.2.3.2 Online control petformance 
Figure 3.7 shows the online control performance of the new MPC algorithm. The 
control performances of the MPC with linear terminal control proposed in [99] and an 
LQR controller are also provided for the purpose of comparison. Simulation is 
conducted with 2 different initial states. The following observations can be made from 
Figure 3.7. 
(a). In terms of stability, the new MPC is much better than the MPC with linear 
terminal control in [99] or LQR. It is evident that the new MPC stabilizes the 
plant in both CASEI and CASE2, while both the MPC with linear terminal 
control and the LQR fail in CASE2, where the initial state is far away from the 
origin. 
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(b). In the simulation, the MPC with linear terminal control exhibits the similar 
performance as LQR in CASEI since as shown in Table 3.1 the terminal 
matrix P used in this MPC algorithm is close to the solution to the Riccati 
equation of the LQR. However, in CASE2, it appears LQR has poorer stability 
than MPC with linear terminal control although both of them are unstable. It 
might have some region where the MPC algorithm in [99] can stabilize but 
LQRcannot. 
k 
(c). The summed up cost, i.e., ~)x(i)T Qx(i) + u(i)' Ru(i» at time instant k, is 
j=O 
calculated to compare the resulting performances of these three controllers. 
When all the three controllers stabilize the plant, e.g., CASEI in Figure 3.7, 
the LQR controller achieves the smallest cost, because it is the ideal optimal 
control strategy. On the other hand, the cost ofthe new MPC is quite close to 
LQR performance index. This implies that the new MPC achieves a 
significantly enlarged stability region with the price of slight degradation of 
the performance. 
Control history State trajectory Summed up cost 
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Figure 3.7. Control performance (CASEI: x(O) = [-10 3.2]'; CASE2: x(O) = [-150 50]') 
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3.3 Calculate terminal weighting and terminal region separately 
The preceding section reports a new MPC algorithm which significantly enlarges 
terminal region by employing nonlinear terminal control. Although it is not explicitly 
pointed out, the idea of designing the TRM (terminal region matrix) and the TWM 
(terminal weighting matrix) separately is clearly reflected in the methodology of using 
nonlinear terminal control. By solving the problems MP3.! and MP3.2, a series of 
terminal regions (equivalently TRMs) and associated state-feedback gams are 
designed. After that, based on those state-feedback gains, MP3.3 is solved to 
determine the TWM. Clearly, there is no explicit relationship between the TWM and 
the TRM in Section 3.2. 
Most MPC algorithms only use linear terminal control, and the polyhedral-
terminal-region based algorithm in [101] could achieve infmite terminal regions by 
using linear terminal control. Therefore, one needs to think about this question: Is it 
possible to apply the idea of designing the TWM and the TRM separately, as reflected 
in Section 3.2, to ellipsoidal-terminal-region based MPC with linear terminal control, 
in order to significantly enlarge terminal region? 
In this section, we follow a common linear-terminal-control based MPC practice 
and employ a terminal penalty in conjunction with an ellipsoidal terminal region, but 
calculate them separately in order to allow more degrees of freedom with which to 
maximize the terminal region. The terminal penalty is determined by a positive 
defmitive matrix P, called terminal weighting matrix (TWM), while the terminal 
region is determined by a semi-positive defmitive matrix Z, called terminal region 
matrix (TRM). No explicit relationship between TWM P and TRM Z is required. 
The problem of maximizing terminal region is cast into a minimization problem in 
terms 0 f TRM Z and the constant terminal state feedback gains K,,= considering the 
input constraints. When K,,= is available, another minimization problem needs to be 
solved in terms of TWM P such that, when P is applied to the online optimization, 
the performance index is non-increasing and then the closed-loop stability can be 
guaranteed. Both above minimization problems are formulated in LMI format so that 
it can be solved by quadratic programming. To minimize the influence of numerical 
computation errors, a system transformation into its Jordan canonical form may be 
necessary to get its stable modes and unstable modes de-coupled. Then, the above 
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minimization problems become relatively easier to solve, and the maximized terminal 
region is infmite in the direction of stable modes of the open-loop system. Further 
more, the new MPC seems very promising to achieve the possible maximum stability 
region, which should have nothing to do with control strategies, but only depends on 
the system dynamics and input constraints. 
This section is organized as follows. In Sub-section 3.3.1, the basic structure of 
model predictive control is reviewed briefly and some necessary defmitions are also 
given. The new MPC method based on separated TWM and TRM is proposed in Sub-
section 3.3.2. The feasibility and stability of the new MPC method are proved in Sub-
section 3.3.3. In Sub-section 3.3.4, it is shown that the terminal region can be 
extended arbitrary to the direction of open-loop stable modes when the Jordan 
canonical form of the system is available. In Sub-section 3.3.5, analysis shows that 
some existing ellipsoid-based methods are covered as special cases of the new 
method. Two numerical examples are given in Sub-section 3.3.6 to illustrate the 
qualities of the new method proposed in this section. 
3.3,1 Problem formulation 
The constrained system under consideration in this section is the same one as 
given by Eq. (3.1) and (3.2) in Sub-section 3.1.3. A terminal penalty based MPC 
algorithm aims, at state x(k) and time instant k, to solve the optimization problem 
defmed by (3.3) subject to system dynamics (3.1) and input constraints (3.2), so that 
the value of the performance index J(k) given in (3.4) is minimized under an 
optimized control sequence u'(k 1 k),.··,u'(k+N -11 k). The MPC law is then 
determined as u(k) = u· (k 1 k). 
As is well known, the terminal penalty term x(k+N 1 k)T Px(k+N 1 k) in the 
performance index (3.4) is introduced for stability purposes. For any initial state xo' if 
it is feasible for MPC to steer the terminal state x(N 1 0) to a certain region, usually 
called terminal region, then the stability ofMPC is guaranteed for any k> 0 when the 
terminal penalty is applied. As most relevant literature does, in this section, the 
terminal region is regarded as a stability region. Due to the input constraints (3.2), the 
terminal region is usually just a subset of the whole state space. It is very difficult, 
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especially for complicated systems, to tell what is exactly the possible maximum 
terminal region, but it is possible and practicable to calculate a subset of it. The 
ellipsoid-based methods suppose the terminal region is an ellipsoidal region, and 
usually formulate it as following 
V={XE Rn JxTZx$;I} (3.32) 
where 0 < Z E R nxn . Obviously, this ellipsoidal terminal region is determined by the 
positive defmite matrix Z. In order to distinguish from the terminal weighting 
matrix (TWM) P, we call Z terminal region matrix (TRM). How to find an 
ellipsoidal terminal region as large as possible and how to determine the 
corresponding TWM P become the focus of the research reported in this section. 
Many results have now been developed based on the introduction of some artificial 
relationships between the TWM P and the TRM Z, e.g., P = Z or P = pZ. With 
either of these relationships, the terminal region can be easily maximized by 
optimizing the TWM P. However, the price for these artificial relationships is 
conservativeness. Consequently, these ellipsoidal terminal regions are usually very 
small, and according to relevant literature, it seems impossible to achieve an infmite 
terminal region even if the system itself is stable. 
In this section, we try to remove any artificial relationship between the TWM P 
and the TRM Z so that the ellipsoidal terminal region could be maximized with much 
more degrees of freedom. As will be shown later in this section, the idea of 
calculating the TWM P and the TRM Z separately proves successful to significantly 
enlarge the terminal region, and could even lead to an infmite terminal region as long 
as the system has stable modes. 
Some necessary assumptions are adopted in this section. 
Assumption 3.1: Let the terminal control law at the time instant k be given by 
u(k+NJ k) =K,,~x(k+N J k), (3.33) 
where K,,~ is the terminal feedback gain. 
Assumption 3.2: The possible maximum stability region in this section means the 
state set within which, for every state, there exists at least one control sequence (it 
does not matter what kind of control strategy is adopted) to stabilize the system, while 
out of which, for every state, no stabilizing control sequence exists. It is obvious that 
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the possible maximum stability region only depends on the system dynamics and the 
input constraints. 
3.3.2 New MPC algorithm (MPCSWR) 
For the sake of simplicity, we denote the new MPC algorithm with separately 
determined TWM and TRM as MPCSWR hereafter. The design of a MPCSWR 
controller is a twofold problem. One needs to solve the following two optimization 
problems one by one to determine the terminal region, terminal control gain, and then 
the terminal weighting. 
Minimization Problem 3.4 (MP3.4): This problem aims to maximize the terminal 
region, and it can be formulated as a convex optimization problem 
subject to 
min log(det(S-I» 
s,s 
[ 
S (AS + BS)T] 
_ >0, 
AS+BS S 
[ 
Y S] 2 ST S ::::0, Yji 5.uj , j=l,.··,m 
where 0 < SE R"xn and SE R mxn • Let the TRM be 
Z=S-I , 
then the terminal region is determined by 
V={XE Rn IxTZx5.I}, 
and the associated terminal control gain is 
K,,~ = SS-I = SZ . 
(3.34) 
(3.35) 
(3.36) 
(3.37) 
(3.38) 
(3.39) 
Remark 3.3: In effect, MP3.4 just minimizes the TRM Z, but has nothing to do 
with the TWM P. As is well known, a large P will probably afflict the performance 
ofMPC. Therefore, a TWM as small as possible is preferable. To this end, we need to 
solve another minimization problem not only to determine but also to minimize P. 
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Minimization Problem 3.5 (MP3.5); Suppose MP3.4 is completed and 
consequently K""" is already available. Then, based on K""", this problem aims to 
[md the minimal TWM. It is formulated also as a convex optimization problem 
min 10g(det(W-' » 
w 
subject to 
W WT(A+BK"",,)T (QI/2W)T 
(A + BK'enn)W W 0 
QII2W 0 I 
K"""W 0 0 
where 0 < WE R""" . Then, the TWM is determined by 
P=W-1 • 
(3.40) 
(K"""W), 
0 ~o 
0 
(3.41) 
R-1 
(3.42) 
Remark 3.4; By solving MP3.4 and then MP3.5, one can get not only a large 
terminal region but also a relatively small terminal penalty. 
3.3.3 Stability and feasibility ofMPCSWR 
Theorem 3.2: Suppose there is a solution to MP3.4, i.e., there exist matrices S 
and S such that conditions (3.35) and (3.36) hold. Then MP3.5 is solvable, i.e., there 
exists at least one matrix W such that condition (3.41) is satisfied. 
Proof: By using the transform (3.37), (3.39) and (3.42), it is easy to prove that 
conditions (3.35) and (3.41) are equivalent to 
Z > (A+BK"",,), Z(A+BK"",,) 
p ~ (A + BK"",,)T peA + BK"",,) + Q + K;,,,,,RK,enn 
(3.43) 
(3.44) 
respectively. When a solution to MP3.4 is available, it means there exist Z and K""" 
to satisfy condition (3.43). MP3.5 is solvable if there exists a P such that condition 
(3.44) holds. 
Because Q ~ 0, R > 0 and K""" are all fmite constants, according to (3.43), there 
always exists a scalar 0 < f1 E R large enough to make 
pZ ~ f1(A+ BK"",,)T Z(A+BK"",,) +Q+ K;,,,,,RK,,,,,, 
hold. This implies that P = pZ is a solution to MP3.5. 
- 59-
(3.45) 
3. Maximization of StabilityiTerminai Region ofMPC 
So, MP3.5 is solvable ifMP3.4 is solvable. 
QED 
Remark 3.5: Theorem 3.2 shows that the idea of separating the TWM and the 
TRM is feasible. As long as a maximum terminal region is determined by solving 
MP3.4, there exists a feasible TWM, and further more, it can be minimized by solving 
MP3.5 for the sake of the performance ofMPC. 
Theorem 3.3: Consider a discrete-time linear system (3.1) subject to the input 
constraints (3.2). Suppose there exist matrix 0 < SE R"xn, SE Rmxn and 
0< WE R""" such that conditions (3.35), (3.36) and (3.41) hold. Let the terminal 
region and the TWM be determined according to (3.38) and (3.42) respectively, then 
the MPC optimization problem (3.3) subject to (3.1), (3.2) and x(k + N 1 k) E V is 
feasible for all k;? 0 and all initial states Xo E V • Moreover, the MPC stemming from 
this optimization problem exponentially stabilizes the system for all initial states 
Xo E v while satisfying the constraints (3.2). 
Proof There are three steps to prove this theorem. 
(a). Suppose Xo E v. Let 
D(o) = {K"~xo,K"",,x(11 0),.· ·,K,,~x(N -11 o)}, 
, .. I 
N 
where 
x(i+ 110) = (A+ BK,,~)x(i 1 0), i = O,.··,N - 2, X(O 10) = xO' 
(3.46) 
(3.47) 
As shown in the proof of Theorem 3.2, the condition (3.35) is equivalent to 
(3.43), which implies 
xCi 10)' ZXU 10) > xCi 1 0)' (A + BK"",,), Z(A + BK,,,,,,)x(i 1 0) 
=x(i+1 1000ZX(i+1 1 0), i=O,.··,N-l. (3.48) 
So, xCi + 11 0) E V for i = 0,.··, N -1 if Xo E v . 
The control 17 (i 1 0) = K"""x (i 1 0), i = 0,.··, N -1 satisfies the input constraints 
(3.2) if 
(3.49) 
holds where K"",,(j) denotes the j th row of the control gain K""" [99]. 
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For all xci I 0) E v, (3.49) is satisfied if the following matrix inequality holds: 
[ Y K
tenn ] > 0 Y < -2 . -1 ... T -, jj_Uj , J-, ,m. (K"nn) Z 
(3.50) 
Using the transform (3.37) and (3.39), (3.50) is implied by (3.36). 
This means, if Xo E v, then the MPC optimization problem (3.3) subject to (3.1), 
(3.2) and x(k + N I k) E V is feasible at time instant k = O. 
(b). Suppose the MPC optimization problem (3.3) subject to (3.1), (3.2) and 
x(k + N I k) E V is feasible at time instant k, {u' (k I k), .. ·,u' (k + N -11 k)} is the 
optimal control sequence which minimizes J(k) at time instant k, and 
{x'(klk), .. ·,x'(k+Nlk)} is the associated state sequence. Then, at time instant 
k + I, let the initial contra I sequence be set as 
U'nmal(k + I) = {u' (k + 11 k), .. ·,u' (k + N - I I k),K,ennx' (k + N I k)} (3.51) 
Because x'(k+Nlk)EV, following a similar way in (a), one has that 
K,ennX' (k + N I k) satisfies the input constraints (3.2) and x(k + N + 11 k + I) E v. 
This means, if the MPC optimization problem (3.3) subject to (3.1), (3.2) and 
x(k + N I k) E V is feasible at time instant k, then it is also feasible at time instant 
k+1. 
(c). Suppose {u'(klk),,,·,u'(k+N-llk)} is the optimal control sequence at 
time instant k. Denote the optimized performance index as J' (k). Then, at time 
instant k + I, let the initial control sequence U'nit'al (k + I) be set by (3.51). Therefore, 
the cost under U inmal (k + I) can be expressed as 
J'nmal(k+l) = J' (k) +x(k+N +11 k+ I)T Px(k +N +11 k+l) + 
+u(k+Nlk+I)T Ru(k+Nlk+I)+ 
+x' (k+N I k)T Qx'(k+ N I k)-
-x'(k+N I k)' Px'(k+ NI k) 
-x'(k I k)' Qx'(k I k) -u'(k I k)' Ru'(k I k) 
= J'(k)+x'(k+ N I k)'«A+ BK,enn)T P(A + BK,enn ) + 
+KI~nnRK,enn +Q-P)x'(k+N I k)-
-x'(k I k)' Qx'(k I k)-u'(k I k)' Ru'(k I k). 
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From the properties of the optimal point values, one has 
J' (k + 1)!5: Jinitia/(k + 1)!5: J' (k) 
if 
(A+BK,,~)' P(A+BKle~)+K,~~RK,,~ +Q-P!5:0 
holds. Using the transform (3.42), condition (3.53) becomes (3.41). 
(3.52) 
(3.53) 
When the performance index (3.4) is chosen as Lyapnov function, it is easy to 
prove that the MPC with P = W-1 and the terminal gain K,,~ exponentially stabilizes 
the system (3.1) [99]. According to (a) and (b) of the proof; the input constraints (3.2) 
hold for all initial states Xo E V. 
QED 
Remark 3.6: The proof of Theorem 3.3 shows that the condition (3.35) and (3.36) 
guarantee the feasibility of MPCSWR, i.e., the input constraints (3.2) and 
x(k+Nlk)E v are always satisfied, while the condition (3.41) guarantees the 
exponential stability. It also reveals that no explicit link between Wand S is 
necessary, i.e., the TWM P and the TRM Z are unnecessarily the same one or 
strongly related to each other. Therefore, when this artificial link is cut of!; much 
more degrees of freedom are likely available to maximize the terminal region. 
3.3.4 MPCSWR based on Jordan canonical form 
Consider a system described by (3.1) and (3.2), where (A,B) is stabilizable. Let 
x(k) = YX(k) be the transformation which brings the system of (3.1) into its Jordan 
canonical form, so that 
x(k+l) = y-1AYx(k)+Y-'Bu(k) 
=[A, ~ ]X(k)+[~']U(k)' 
o Au Bu 
(3.54) 
x(O)=xo 
where A, E Rn,xn, has all its eigenvalues strictly inside the unit circle, whereas 
Au E Rn,xn, has all its eigenvalues on or outside the unit circle and n, + nu = n. The 
assumption of stabilizability implies that (Au,if.) is controllable. 
Suppose the ellipsoidal terminal region is determined by 
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v = {:X E R" I :x T ZX :::; I}, (3.55) 
where Z is the TRM and is a semi-positive defmitive matrix so that the terminal 
region is possible to be infmite. 
Because (A"B,) is stable, one can choose the terminal gain and the TRM 
respectively as 
(3.56) 
__ [0 0] z- _ 
o Z, (3.57) 
where K, and Z, are determined by solving MP3.4. 
Then, for the system described by (3.1) and (3.2), the terminal gain is 
(3.58) 
and the corresponding terminal region is v = {x E Rn I x T Zx :::; I} where 
Z = (y-l)T Zy-l . (3.59) 
Based on K,,~, the TWM P can be optimized by solving MP3.5. 
Remark 3.7: The condition (3.57) implies that the ellipsoidal terminal region is 
infInite in certain directions, and these directions are determined by the stable mode 
(A,,:8,) . 
Remark 3.8: According to the condition (3.35) in MP3.4, one has 
(A" +B,KY Z,(A" +B,KJ < Z, (3.60) 
(3.61) 
Although Condition (3.61) is different from Condition (3.43), it is easy to prove that 
the feasibility in Theorem 3.3 is still guaranteed by (3.61). The stability in Theorem 
3.2 depends on whether MP3.5 is solvable under (3.60). Since A, is stable, one can 
fmd a matrix Z, > 0 such that 
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-T- - -
A,Z,A, <Z,. (3.62) 
Then, it follows from (3.56), (3.60) and (3.62) that 
P=J.l[Z, ~] 
o Zu 
(3.63) 
is a feasible solution to MP3.5, as long as 11 is large enough. Therefore, Theorem 3.2 
still ho lds. 
3.3.5 Further analysis (some special cases of MPCSWR) 
Case 1: Suppose that the TWM and the TRM must be the same one, i.e. P = Z . 
Then, one has the following corollary: 
Corollary 3.1: Consider a discrete-time linear system (3.1) subject to the input 
constraints (3.2). Suppose there exist matrix 0 < WE Rn" and WE R""'n such that 
W (AW +BW), (Q1I2W)T W T 
AW+BW W 0 0 
QJl2 W 0 I 0 
W 0 0 R·1 
[; ;]~O, Yji <-2 _Uj , j=I,.··,m 
hold. Let 
-I - -I -P=W , K,,~ =WW =WP, Z=P, 
V={XE R" IxTZx:>I}={xE Rn I XTpX:> I}, 
~O, (3.64) 
(3.65) 
(3.66) 
(3.67) 
then the optimization problem (3.3) is always feasible for all k ~ 0 and for all initial 
state Xo E v. Moreover, the MPC stemming from this optimization problem 
exponentially stabilizes the system for all initial state Xo E v while satisfying the 
constraints (3.2). 
To maximize the terminal region and minimize the TWM, one needs to solve just 
one minimization problem below instead of the two ofMP3.4 and MP3.5: 
Minimization Problem 3.6 (MP3.6): Solve the convex optimization problem 
min 10g(det(W'I» (3.68) 
w.w 
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subject to (3.64), (3.65). 
Remark 3.9: Corollary 3.1 and MP3.6 are just what is reported in [99]. Due to the 
assumption of P = Z , Corollary 3.1 and MP3.6 are simpler than Theorem 3.3 and 
MP3.4 and MP3.5. Firstly, the condition (3.35) is discarded in Corollary 3.1, because, 
when P = Z, the condition (3.35) is automatically satisfied if the condition (3.41), 
i.e., the condition (3.64), holds. The another difference is that the constraint 
x(k + N I k) E V is unnecessary in Corollary 3.1, because, when P = Z, it is 
automatically satisfied for all k;:: 0 if Xo E V and the MPC optimization problem 
(3.3) is feasible at time instant k = O. 
Remark 3.10: However, also because of this artificial restrictive assumption of 
p = Z , the disadvantage, as mentioned in [37] and [101], is that the achieved terminal 
region is very small. Simulation results in this section will also support this point. 
Case 2: Suppose that TWM is proportional to TRM, i.e. P = f1Z where f1 is a 
positive scalar, then one obtains 
Corollary 3.2: Consider a discrete-time linear system (3.1) subject to the input 
constraints (3.2). Suppose there exist matrix 0 < SE Rn"", WE R mxn and a scalar 
f1 > 0 such that 
hold. Let 
S (AS+BWl (Q'/2 S)T W T 
AS+BW S 0 0 
;:: 0, QII2S 0 Jll 0 
W 0 0 pR-I 
[; : ] ;:: 0, Yji $uf, j = I"",m 
Z = S-I , P = f1Z , K,,~ = WP, 
V={XE Rn IxTZx$I}={XE Rn IxTPx$f1}, 
(3.69) 
(3.70) 
(3.71) 
(3.72) 
then the optimization problem (3.3) is always feasible for all k;:: 0 and for all initial 
state Xo E v. Moreover, the MPC stemming from this optimization problem 
exponentiaIly stabilizes the system for all initial state Xo E v while satisfying the 
constraints (3.2). 
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Minimization Problem 3.7 (MP3.7): To maximize terminal region and also to 
minimize the TWM, one needs to solve 
min 10g(det(S-')) 
S,W,p 
(3.73) 
subject to (3.69), (3.70). 
Remark 3.11: In effect, Corollary 3.2 and MP3.7 are just what is reported in [37]. 
There is only a small difference in expressions. In [37], the assumption of P = Z is 
still adopted, but a new defmition of terminal region is introduced, i.e. 
V={XE Rn I xTpx=:;,u} rather than the original V={XE Rn IxTpx=:;l} While in 
Corollary 3.2 and MP3.7, the terminal regIOn is still defmed by 
v = {x E Rn I xT Zx =:; 11 but a new assumption is adopted, i.e. P =.uz . 
Remark 3.12: The main difference between Corollary 3.2 and Theorem 3.3 is that 
the condition (3.35) and the constraint x(k + N I k) E V are both unnecessary, because 
they are both satisfied automatically under the assumption of P =.uz and other 
conditions and constraints are satisfied. 
Remark 3.13: The assumption of P =.uz is much less conservative than that of 
P = Z , and therefore a much larger terminal region is achieved by solving MP3.7. 
However, when compared with the idea of completely separating P from Z, the 
assumption of P =.uz is still very conservative, as will be illustrated by the 
following numerical examples. 
3.3.6 Numerical examples 
There are two objectives in the simulation study. Firstly, we need to compare the 
new method with some other MPC algorithms to find out whether or not the terminal 
region is significantly enlarged after introducing the idea of designing the TWM and 
the TRM separately. Secondly, it is necessary to investigate the gap between the 
terminal region the new MPC achieves and the possible maximum stability region 
defmed in Assumption 3.2, in order to see how much room left to further enlarge the 
terminal region ofMPC. 
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3.3.6.1 Compared with some other MPC methods 
In this sub-section, the constrained system defmed by (3.29) and (3.30) in Sub-
section 3.2.3 is used again. In fact, this system is borrowed from [101], so that 
comparison could be made between the terminal regions calculated with different 
MPC methods. The system matrix and the control matrix are given as 
A = [0.8750 1.1250] B = [1] 
0.3750 1.1625' ° ' 
(3.74) 
and the input constraint is lul S I. This is an unstable but controllable system. To 
apply MPC scheme to stabilize this system, the prediction horizon is chosen as N = 3 
and the weighting matrices in the performance index (3.4) are chosen as 
[10 0] Q= 010' R=1. (3.75) 
First, two popular ellipsoid-based methods are tried, one requires P = Z [99] and 
the other introduces the parameter Jl so that P = pZ [37]. Then, the MPCSWR 
method is tried twice, one time with the original system and the other time with the 
corresponding Jordan canonical form. Figure 3.8 shows the terminal regions. The 
result of the polyhedron-based method in [101] is also included in Figure 3.8. All 
MPC algorithms discussed here use only linear terminal control. Table 3.2 gives the 
volume of each terminal region. 
From Figure 3.8, one can come to the following points: (a) Compared with 
previous ellipsoid-based methods, the new method proposed in this section 
significantly enlarges the terminal region. (b) Based on the corresponding Jordan 
canonical form, the new method results in a terminal region infmite in the direction of 
stable modes. (c) The new method is even more effective than the polyhedron-based 
method reported in [101]. In fact, unless one can pre-determined the stabilizing 
constant gains in terms of the maximization of terminal region, the result in [101] is 
even locally worse than TR2 , as illustrated in Figure 3.8.(a). 
For the constrained system defmed by (3.29) and (3.30), the MPC algorithm with 
nonlinear terminal control proposed in Sub-section 3.2 achieves a maximum terminal 
region whose volume is about 195. Table 3.2 shows that, if the design is not based on 
the Jordan canonical form, the MPCSWR has a terminal region (TR4) of ahnost the 
same volume. It is noticed that they both have one thing in common: the TRM for 
ellipsoidal terminal region has to be positive defmite for the sake of stability. 
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Figure 3.8. Termiual regions determined by different MPC algorithms 
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Therefore, an interesting question arises: because of the conservativeness introduced 
by the usage of positive defmite TRM based ellipsoidal tenninal region, for the 
system defmed by (3.29) and (3.30), does the maximum tenninal region they can fmd 
have a volume of something like 195, no matter if they use Imear tenninal control or 
not? If the answer is yes, this can further prove the idea of calculating the TWM and 
the TRM separately. However, it is quite difficult to answer this question directly. 
The another way to further prove the idea of designing the TWM and the TRM 
separately is to investigate the gap between the terminal region the MPCSWR 
achieves and the possible maximum stability region defmed in Assumption 3.2. To 
make the physical meaning of possible maximum stability region much clearer, we 
will apply the MPCSWR to a simplified system derived from an inverted pendulum 
system in the following sub-section. 
Table 3.2. Volumes of terminal regions 
f-T.!.:errn=~in~al~r~egi.,·( o~n~ ______ ..!:R~eq::J.!lu~ir~e",m~en~t=sJ.!o [IR:;:e~fe~ren=ce::.L] _____ -!r---:Volume 
T.R P = Z [99] 0.05 1 1---T.-R-'-2--+-------P-=-=-f.lZ-=''-[3'-7]--------I--74.02 
T.R Polyhedron-based [lOll 3 00 
TR4 Separate TWM P from TRM Z 194.82 
TRs Separate TWM P from TRM Z , based on Jordan canonical form 00 
3.3.6.2 How far away from the possible maximum stability region? 
Much work has been done to enlarge the stability/tenninal region of MPC for 
systems with input constraints, but how close the estimated region of MPC is to the 
possible maximum stability region still remains an unsolved problem. The main 
objective of this sub-section is to investigate whether the estimated stability region of 
the MPC algorithm developed in this section is close to the possible maximum 
stability region. 
In this sub-section, the possible maximum stability region of the following system 
is investigated 
(3.76) 
which is derived from an simplified inverted pendulum system under some 
assumptions. 8 is the angle and u(t) is the external force, as depicted in Figure 3.9. 
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More details about this inverted pendulum system can be found in [56]. However, in 
our simulation study, the physical background and those assumptions for simplifying 
the inverted pendulum system are ignored, in order to better concentrate on our 
objective of studying the possible maximum stability region. The input constraint on 
the system (3.76) is 
M= 200 kg 
3 
, ~ 
lu(t)I:;;IOO. 
m = O.1kg 
u(t) : the force on the cart 
~ y(t): the position of the cart Frictionless surface 
Figure 3.9. An inverted pendulum system mounted on a cart 
(3.77) 
According to (3.76), one has that, because of the input constraint (3.77), any initial 
state [Bo of with IBol ~ 1.5 can never be driven back to the origin. For any initial 
state [Bo Bof, suppose a proper extreme input (±IOO) is applied, if Breaches ± 1.5 
at the right moment when B is reduced to 0 from B 0' then all these initial states 
compose the boundary of the possible maximum stability region of the system (3.76). 
The who le boundary is tested out through extensive simulation study, as shown in 
Figure 3.10. For example, [0 ±0.4743f are the intersections of the boundary with 
the B axis. It is obvious that the boundary has nothing to do with control strategies 
but only depends on the system dynamics (3.76) and the input constraint (3.77). From 
a mathematical point of view, the possible maximum stability region of the system 
(3.76) is infmite in a certain direction, as shown in Figure 3.10, regardless of the 
physical meaning of Band B. To make it much clearer, some state trajectories are 
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also plotted in Figure 3.10. Since these state trajectories are somehow symmetrical 
with respect to the origin, we only chose initial states (represented by "*,, in Figure 
3.10) from certain areas to start simulation. The thick solid lines stand for those state 
trajectories starting from initial states within the stability region, while the thick dot-
and-dash lines for those starting from the outside of the stability region. Clearly, the 
possible maximum stability region of the system (3.76) should be infmite in a certain 
direction. 
Based on the corresponding discrete-time system of (3. 76) with a sampling time of 
0.1 seconds, some existing MPC algorithms [99], [37] and the MPCSWR proposed in 
this section are tested to estimate their abilities of maximizing terminal region. For the 
polyhedron-based method in [101], the stabilizing constant gains are predetermined as 
LQR gains. For the MPCSWR, the Jordan canonical form of the system (3.76) is 
adopted. Their terminal regions are given in Figure 3.11 along with the possible 
maximum stability region. One can see clearly that the terminal region determined by 
the MPCSWR is the largest one among all MPC terminal regions, and more 
important, it is very close to the possible maximum stability region in this case. This 
means that the idea introduced in this section to design the TWM and the TRM 
separately is very successful in terms of the size of terminal region. 
It should be noticed that, to test the possible maximum stability region of the 
system (3.76), quite a few controllers are designed based on theories of MPC, LQR 
and PID. Given a certain initial state, as long as the system (3.76) can be stabilized by 
no matter which controller, then this initial state is within the possible maximum 
stability region. In the simulation, it is observed that, if MPC is properly designed, it 
is capable of stabilizing the system (3.76) ahnost within the whole possible maximum 
stability region, although there is a gap between its terminal region and the possible 
maximum stability region. This observation implies that using terminal region as an 
estimate of stability region for MPC is somehow conservative. In the following two 
chapters, we will present some MPC algorithms which calculate their stability regions 
in a straightforward way, rather than using terminal region as an estimate. 
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Figure 3.11. MPC terminal regions 
3.4 Conclusions ofthis chapter 
Terminal-penalty-based MPC scheme with ellipsoidal terminal region is the focus 
of this chapter. Using terminal penalty is the most popular technique to guarantee the 
stability ofMPC. Terminal region is always used as an estimate of stability region in 
most terminal-penalty-based MPC practices. When the initial system state Xo lies 
within the terminal region, the associated MPC algorithm guarantees to stabilize the 
closed-loop system. Therefore, how to maximize the terminal region is a very 
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important issue from the practical point of view. In this chapter, we develop two new 
effective terminal-penalty-based MPC algorithms considering the maximization of 
ellipsoidal terminal region. The fIrst algorithm employs nonlinear terminal control, 
where the gain of the terminal control varies with the terminal state. It is shown that, 
thanks to a nonlinear terminal control, this new algorithm has a much larger terminal 
region than existing MPC algorithms with fixed linear terminal gain. Our second 
MPC algorithm introduces a novel idea that the terminal region matrix and the 
terminal weighting matrix should be designed separately. In other words, those 
explicit artifIcial relationships set up in existing literature between the terminal region 
matrix and the terminal weighting matrix should be removed for the sake of the 
maximization of terminal region. By following this novel idea, the terminal region of 
our second terminal-penalty-based MPC algorithm is signifIcantly enlarged. 
Furthermore, if the Jordan canonical form of the system is used, our ellipsoidal 
terminal region could also be.come infmite in certain directions even in the case of 
open-loop unstable systems, as some polyhedron-based methods do. At last, we 
investigate the gap between the possible maximum stability region and the terminal 
regions our new MPC algorithms achieves, and the results prove that the proposed 
algorithms are very successful in terms of maximizing terminal region. 
For the sake of stability, terminal-penalty-based MPC always requires that the 
terminal state x(k+NJk) be steered into the terminal region. However, it is quite 
difficult and conservative to predict the terminal state x(k+NJk) when there are 
disturbances or system uncertainties. In the next chapter, we will present a novel MPC 
algorithm which replaces the traditional terminal penalty with an extra weighting term 
specially introduced for the fust predicted state x(k+ Ilk) and therefore overcomes 
those difficulties faced by terminal-penalty-based MPC algorithms when the stability 
under disturbances and system uncertainties becomes the main concern. 
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4. A Stable MPC without Terminal Weighting 
4.1 Introduction 
In the preceding chapter, how to maximize the stability region (estimated by the 
associated terminal region) of the terminal weighting based MPC (TW-MPC) scheme 
has been investigated in depth and two effective new TW-MPC algorithms have been 
presented. However, the stability established by the means of terminal penalty in the 
preceding chapter is no longer guaranteed in the case of disturbances andlor system 
uncertainties. 
Most of the engineering systems are subject to disturbances and uncertainties. 
When the TW-MPC algorithms are applied, it is quite difficult and conservative to 
propagate the influence of disturbances and uncertainties from an initial state to the 
terminal state, which should be within a terminal region determined by stability or 
feasibility requirements. This results in the difficulties and conservativeness in 
analysis and design ofMPC for systems under disturbances or with uncertainties. 
The first purpose ofthis chapter is to propose a new MPC scheme to overcome the 
above mentioned shortcomings of the TW-MPC algorithms. Unlike the TW-MPC 
algorithms where the stability is achieved by inspecting the terminal state, the 
algorithm proposed in this chapter guarantees the stability by inspecting the first state 
in the predictive horizon. In other words, an extra weighting on the fIrst state in the 
horizon is added in the performance index, which leads to that the frrst state holds 
certain properties, and then the stability is established based on this. This new MPC 
algorithm is referred to as frrst state weighting based MPC algorithm (FW-MPC). 
This is motivated by the observation that only the frrst control action in the control 
sequence yielded by online optimization is implemented in MPC, and as long as the 
frrst state holds certain properties, it is possible to establish stability for the whole 
MPCscheme. 
The idea to establish stability based on the frrst state in the horizon has appeared 
in the stability enforced MPC algorithms, as discussed in Section 2.3.3. Although the 
stability enforced MPC algorithms have their own advantages, in contrast to the 
widely used TW-MPC, it is difficult for them to offline calculate stability/feasibility 
region and feasible initial control sequence. The latter is quite important for 
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guaranteeing stability and performance ofMPC when on-line optimization cannot be 
completed within a given sampling interval [111]. The FW-MPC tries to retain the 
features of TW-MPC and the performance index is modified to enforce the state to 
contract to the origin in each step. 
The robust MPC algorithm proposed in [91] also combines some features of both 
TW-MPC and stability-enforced MPC, but in a different way as FW-MPC does. An 
infmite horizon performance index is adopted by this MPC algorithm and the purpose 
of online optimization is to minimize the worst performance under uncertainties. Like 
other stability-enforced MPC algorithms, an additional constraint is imposed on the 
online optimization for the stability purpose, but the additional constraint is similar to 
those stabilizing conditions for TW-MPC algorithms. In view of the large amount of 
computational burden imposed by this algorithm, Reference [93J and [95J refmed this 
algorithm and developed much more computationally efficient MPC algorithms by 
shifting most of the computational burden from online to offline. 
When a system is subject to unknown disturbances, in general, asymptotic 
stability cannot be achieved by an MPC algorithm any more. In this case, not only the 
stability/feasibility region but also disturbance attenuation ability is concerned. The 
second purpose of this chapter is to understand the influence of the design parameters 
on the disturbance attenuation ability and to provide a way to trade off between the 
stability region, performance and disturbance attenuation ability. Two indices are used 
to describe the disturbance attenuation ability of MPC: the allowable disturbances 
under which the MPC can maintain its stability and the level the MPC can attenuate 
the disturbance to. The latter is defmed by a region where once state enters, it remains 
within it. 
This chapter is organized as follows. In Section 4.2 the constrained MPC problem 
for linear systems is formulated and then the FW-MPC algorithm is proposed. The 
properties of the FW-MPC are analyzed in Section 4.3 to 4.5, including stability, 
disturbance attenuation and robustness against uncertainties. The influence of the 
design parameters in the FW-MPC is discussed in Section 4.6. Section 4.7 further 
investigates the potential way to improve the FW-MPC algorithm. Simulation results 
are reported in Section 4.8 and the chapter ends with conclusions in Section 4.9. 
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4.2 FW-MPC algorithm 
Consider a linear discrete-time system 
with control constraints 
{
X(k + I) = Ax(k) + Bu(k) 
x(O) = Xo (4.1) 
(4.2) 
where k is the discrete time index, x E Rn represents the system state, u E Rm is the 
input vector, and li;, i = 1,···, m is the input constraints. 
The original MPC performance index is given by 
N N-I 
J(k) = Lx(k+i 1 k)T Qx(k+i 1 k)+ Lu(k+i 1 k)' Ru(k+i 1 k), (4.3) 
;=0 
where Q> 0 (or Q ~ 0 and [A,Q'/'] is detectable) and R> 0 are state and control 
weighting matrices respectively, and N is the length of the predictive horizon. 
Since MPC algorithm based on the performance index (4.3) may lose its stability, 
in TW· MPC algorithms, the stability is achieved by adding the weighting on the 
terminal state, x(k + NI k), in the performance index J(k), that is, 
J,(k) = x(k+N 1 k)' Px(k +NI k)+ 
N-' 
+ 2)x(k + ilk)' Qx(k+i 1 k) +u(k+ ilk)' Ru(k+ ilk», (4.4) 
j=O 
where P > 0 is the terminal weighting matrix. 
Then the stability of the TW-MPC can be established if the terminal weighting 
term and the terminal state satisfY certain conditions. However, when the system (4.1) 
is subject to disturbances or (and) uncertainties, it is quite difficult and conservative to 
establish the stability by inspecting the behaviour of the terminal state x(k + N 1 k) 
since the disturbances and the uncertainties in the receding horizon, k, ... , k + N -1 
have the influence on the terminal state in a quite complicated way. 
A new performance index, which emphasizes the first predicted state rather than 
the last one in the horizon, is proposed in this paper 
J, (k) = x(k + 11 k)T Mx(k + 11 k) + 
N-' 
+ L(x(k + i 1 k)T Qx(k + ilk) +u(k +i 1 k)T Ru(k +i 1 k», (4.5) 
- 76-
4. A Stable MPC without Terminal Weighting 
where M is the weighting matrix for the first predicted state. 
Similar to the current TW-MPC algorithms, at each step, the performance index 
(4.5) is minimized on-line, that is, 
mm J 2 (k) (4.6) 
u(klk),.··,u(k+N-llk) 
subject to (4.1) and (4.2) by using an optimization solver and the optimal control 
sequence u' (k 1 k),.··, u • (k + N -11 k) is yielded. Then the MPC law is determined by 
u(k) =u'(k 1 k). 
4.3 Exponential Stability ofFW-MPC 
Let the control effort in each time instant be given by 
u(k+ilk)=K(k+i)x(k), i=O, ... ,N-I, 
where K(k + i) is the control gain at time instant k + i . 
(4.7) 
(4.8) 
Then the predicted state at time instant k + i driven by the control sequence 
u(klk), ... ,u(k+N-llk) from the state x(k) can be expressed by 
x(k+ilk)=(A' + [Ai-lB ... AOBj.K,(k».x(k), i=I, ... ,N (4.9) 
where 
K, (k) = [K(k)' ... K(k + i _I)T)', i = I, .. . ,N . (4.10) 
Substituting Eq. (4.9) into the performance index (4.5) gives 
J2(k) = x(k)' «A+ BK(k»' M(A + BK(k» + 
...... - T '-' ,..., T 
+(<1>N + rNKN(k» QN(<1>N +rNKN(k»+KN(k) RNKN(k»x(k) 
= x(k)' «A + BK(k», (M + Q)(A + BK(k» + 
+(<1> N + rNKN(k»' QN(<1> N + rNKN(k» + KN(k)T RNK N(k))x(k) 
(4.11) 
where 
0 0 0 0 I 
B 0 0 0 A 
rN = AB B 0 0 , <l>N = A2 (4.12) 
AN-2B AN-' B B 0 AN- l 
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0 0 0 0 I 
0 0 0 0 0 
rN = AB B 0 0 , iilN = A' (4.13) 
AN-'B AN-3B B 0 AN-t 
and 
QN =diag{Q, ... ,Q}, RN =diag{R, ... ,R}. 
'-----v--' '-.r--' 
(4.14) 
N N 
In this chapter, stability region v is under the same defmition as given by 
Defmition 3.2, but the MPC optimization problem (3.2) should be replaced by the 
optimization problem (4.6). 
Theorem 4.1: Suppose that there exist matrices S > 0, S and scalars /l > 0, e > 1 
such that 
-S (AS + BSO)T (<I>~S +r~S)T ST 
AS+BSo -S/e' 0 0 
<l>Qs+rQs N N 0 -pI 0 
and 
hold where 
S 0 0 - f.L(RN rt 
[(S~)T ~ J;::o, Yjj S;u}, i=O, ... ,N-I;j=I, •.. ,m 
s = [(SO)T ... (S N_t)T]" 
<l>Q = (Q )112 <I> r Q = (Q )tl2 r 
N N N' N N N' 
S;O (4.15) 
(4.16) 
(4.17) 
(4.18) 
<l>N' rN' QN and RN are given in (4.13) and (4.14). Then the FW-MPC with the 
predictive performance index (4.5) exponentially stabilizes the constrained linear 
system (4.1) for all initial states within the set 
v = {XE R" : XTZX S; f.L} 
if the extra weighting matrix for the first predicted state is chosen as 
M=eZe-Q 
where Z = s-t/l. 
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Proof: Suppose that there exist J.L > 0, e> I, 0 < Z ER""', 
K(k), ... ,K(k + N -1) such that 
Z <: (A +BK(k»' eZe(A+BK(k»+ 
+ (<I> N + rNKN(k»T QN(<I> N + rNKN(k» + KN(k)' RNK N(k), (4.21) 
and 
[ 
Y K(k+i)] 
K(k + i)' Z / J.L ;?: 0, j = l, ... ,m;i = O, ... ,N-1. (4.22) 
Condition (4.22) implies that the state feedback control sequence, 
u(k+ilk)=K(k+i)x(k),i=O, ... ,N-l, satisfies the control constraints (4.2) if 
x(k) E v, Le., X(k)T Zx(k) 5 J.L (for more details, see [91]). 
Let x(k + ilk) denote the predicted state under u(k + ilk) and J2 (k) denote the 
corresponding performance index. Similarly, x'(k+i I k) and J;(k) denote the state 
under the optimal control sequence yielded by solving the on-line optirrllzation 
problem and the corresponding performance index, respectively. It fo llows from the 
principle of optimality, Eqs. (4.11), (4.20) and condition (4.21) that 
x'(k+ll k)T eZex'(k+11 k) 5 J;(k) sJ2 (k) 
=x(k+11 W MX(k+11 k)+ 
N-J 
+ Lx(k + i I k)T QX(k+ iJ k)+ u(k+i I k)' RU(k+ il k) 
i=O 
= X(k)T[(A+BK(k)/(M +Q)(A + BK(k» + 
+(<I>N +rNKN(k)f QN(<I>N +rNKN(k»+KN(k)T RNKN(k)Jx(k) 
= X(k)T[(A + BK(k»T eZe(A + BK(k» + 
+ (<I> N + rNK N(k»T QN(<I> N + rNKN(k» + KN(k)T RNK N(k)Jx(k) 
Sx(WZx(k). (4.23) 
In MPC the first control action in the optimal sequence is executed. If there are no 
disturbances and no system uncertainties, one has 
x(k+l) = x'(k +11 k). 
Hence (4.23) implies that 
x(k + I)' eZex(k + I) 5 X(k)T Zx(k). 
It follows from e > I that x(k + I) contracts to the origin. 
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Conditions (4.21) and (4.22) can be transferred into conditions (4.15) and (4.16) 
by using the transform 
Z = S-'/1, KN(k) = SS-', and K(k+ i) = S,S-'. (4.25) 
Since conditions (4.15) and (4.16) imply that condition (4.24) holds for any 
k = 0,1, ... , it can be shown that for any initial state in the set v, the trajectory of xO 
converges to the origin exponentially. This completes the proof. 
QED 
Remark 4.1: At each time instant, after the state is measured, the initial control 
sequence for the online optimization is chosen as u(k+ilk)=K(k+i)x(k), 
i=O, ... ,N-l, and the associated performance index is given by J2 (k). Even if the 
computational time runs out before the optimization is completed, the first predicted 
state x' (k + 11 k) under the latest control sequence yielded by the optimizer and the 
corresponding performance index J; (k) still satisfy 
x' (k + 11 k)T eZeX' (k+ 11 k):; J; (k):; J2 (k):; x(k)' Zx(k), 
which implies that the FW-MPC is always feasible and exponentially stable. 
Remark 4.2: According to Theorem 4.1, the system under the FW-MPC is 
exponentially stable when all states are available. For the output feedback case, by 
integrating a state estimator with exponential stability with the FW-MPC algorithm, 
as demonstrated in [157], asymptotic stability can be achieved. 
Remark 4.3: In Theorem 4.1 the weighting matrix M on the fIfst predicted state 
is determined by (4.20) and e> 1 is an extra design parameter introduced in this 
paper. As it will be seen, the parameter e provides a tuning knob to trade off between 
the stability region and disturbance attenuation/robustness of the FW-MPC. 
4.4 Disturbance attenuation 
This section investigates the disturbance attenuation ability 0 f the MPC algorithm 
proposed in Section 4.3. To this end, suppose that the constrained system (4.1) is 
subject to a bounded disturbance, that is, 
{
X(k+l) = Ax(k) +Bu(k)+ Cd(k) 
x(O)=xo, /u,/:;iI" i=I,.··,m' 
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where C E Rnxl and the disturbance is bounded by 
d(k), E [D"DJ i = 1, ... ,1. (4.27) 
It is obvious that it is impossible to achieve asymptotic stability for a MPC 
algorithm under disturbances. Furthermore, due to the constraints imposed on the 
system, different from unconstrained linear systems, the stability of the MPC may be 
destroyed by disturbances. Hence, the size of the stability region depends on the range 
of the disturbances. 
To establish our results, the following definitions are necessary. 
Definition 4.1 ([47J): System (4.26) under the FW-MPC and the bounded 
disturbance (4.27) is said to be uniformly ultimately bounded if there exists a 
neighborhood of the origin x = 0, 8, such that the state trajectory enters it in finite 
time and remains within it thereafter. The set 8 is referred to as Uniform Ultimate 
Boundedness Region (UUBR). The set of all the initial state Xo from which the 
system (4.26) under the FW-MPC and the bounded disturbances (4.27) is uniformly 
ultimately bounded is referred to as the stability region under the disturbances. 
Definition 4.2: Maximum Allowable Disturbance Set (MADS) <I> is referred to as 
a set of allowable bounded disturbances under which for all the states starting from 
the stability region v, the system (4.26) under the FW-MPC remains stable. 
Theorem 4.2: Consider the constrained system (4.26), (4.27) with the MPC 
performance index (4.5), where M is determined by (4.20). Suppose that there exist 
matrices S > 0, S and a scalar Jl > 0 such that conditions (4.15) and (4.16) are 
satisfied. Then 
(I). the MADS is 
<I> = {d(k)E RI t~J d(W CTZCd(k) ~ Jl} (4.28) 
where Z = S-'Jl; 
(2). when the disturbance belongs to the set (4.28), for any initial state Xo E V as 
defmed in (4.19), the FW-MPC can steer the state into the UUBR 
8={XE R" IxTZx~(e~J d(k)TCTZCd(k+ (4.29) 
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where d(k) is the disturbance which maximizes d(k)' CT ZCd(k) subject to (4.27). 
Proof: Similar to the proof of Theorem 4.1, it can be shown that in the absence of 
disturbances, the FW-MPC satisfying conditions (4.15) and (4.16) guarantees that 
x' (k + 11 k)' eZe.x' (k + 11 k)::; X(k)T Zx(k) (4.30) 
where x' (k + 11 k) is the fIrst predicted state under the control u' (k 1 k) . 
Since Z > 0, it can be decomposed as Z = UTU where U is of full rank. Since 
e> 0 , using the transformation xO = UxO, Eq. (4.30) becomes 
(4.31 ) 
When a bounded disturbance is present, the actual state x(k + I) is different from 
the fIrst predicted state, x'(k+llk), i.e., x(k+I)=x'(k+llk)+Cd(k), which 
implies 
x(k+l) = x'(k+11 k)+UCd(k). (4.32) 
Combining (4.31) with (4.32) yields 
Ilx(k + 1)lle = Ilx' (k+ 11 k) + UCd(k)lle::; Ilx' (k + 11 k)lle+ IIUCd(k)lle 
::; Ilx' (k + 11 k)lle +IIUCd(k)lle ::; Ilx(k)11 +IIUCd(k)lle 
= Ilx(k)lle +llx(k)II(l- e) + IIUCd(k)lle. (4.33) 
When (l-e)llx(k)ll+ eIIUCd(k)11 < 0, one has that Ilx(k+ 1)11 < Ilx(k)11 from (4.33). 
Since e> I, this implies that any state satisfying Ilx(k)11 > e ~ IIIUCd(k)11 contracts to 
the region e until Ilx(k)ll::; e~IIIUCd(k)ll. Therefore, any state outside of the region 
El in (4.29) will fInally enter it. 
Now we prove that once the state enters the region El, it will remain in that 
region. Suppose that in time instant k, the state belongs to the region El and hence 
satisfies the condition Ilx(k)ll::; e ~ IIIUCd(k )11· It follows from (4.33) that 
2 
Ilx(k+I)lle::; e~IIIUCd(k)HIUCd(k)lle= eeJIUCd(k)11 
=>llx(k+I)II::; e~IIIUCd(k)ll· (4.34) 
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Therefore the state remains in the region e once it enters. 
When the state trajectory starts from any initial state within the stability region v , 
a sufficient condition for the system being stable under the disturbances is that the 
state in the next step still remains in the region v. From the above proof, it can be 
seen that if the disturbance satisfies 
(_e_) , d(k)' CT ZCd(k)::; f1, e-l 
then for any X(k)E v, the state in the next step under the FW-MPC still remains in the 
stability region v . This is because 
x(k + 1)' Zx(k + 1) = Ilx(k + 1)11::; e: IIIUCd(k)11 =C: J d(k)T CT ZCd(k)::; f1. 
Hence the MADS and UUBR are determined by (4.28) and (4.29) respectively. 
QED 
Remark 4.4: d(k) which maximizes d(k)CTZCd(k) can be found in the 
following way: differentiating d(k)CT ZCd(k) with respect to d(k) twice gives 
d'd(k)CT ZCd(k) 
dd(k)· dd(k)' 2CTZC~O, 
which implies d(k)CT ZCd(k) reaches its maximum value at a vertex of d(k). 
4.5 Robustness 
Robustness is another important property of control methods. This section 
addresses the robustness issue of the FW-MPC algorithm. It is supposed that there are 
uncertainties in the system matrix described by 
A=A,+A, (4.35) 
where A, is a nominal system matrix and A, is the perturbation matrix which is 
within a given set 
A, E n. (4.36) 
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In general, it is reasonable to assume that the set Q is convex or can be covered 
by a convex hull ofa set of vertex matrices [:4,,,,, .,AuL1 [911. Thus, any A, E Q can 
be represented by a linear combination of these vertex matrices 
L L 
A" = La,A"" La, = 1, a, ;:: 0, (4.37) 
i=l i=l 
Theorem 4.3: Suppose that there exist matrices S > 0, S and a scalar f.L > 0 such 
that conditions (4,15) and (4,16) hold for the nominal system and 
[ 
S (A",S)T 1 
- e-12 >O,i=I, ... ,L 
A"S ( ) S 
, e 
(4.38) 
is satisfied. Then the FW-MPC with first predicted state weighting M, which is 
determined by (4.20), can asymptotically stabilize the uncertain system defmed by 
(4.35) and (4.36) for all initial states in the region v in (4.19), 
Proof: Similar to the proof for Theorem 4,2, when conditions (4.15) and (4.16) 
hold for the nominal system, the first predicted state satisfies (4.30), and then (4.31) 
holds. 
In the presence of system uncertainties, the actual state, which is different from 
the first predicted state based on the nominal system, is given by 
which implies 
x(k + I) = (A, + 4,)x(k)+ Bu(k) = x· (k+ I1 k)+ A"x(k) 
=> x(k + I) = x' (k + 11 k)+ UA,x(k) , 
11X(k+ 1)lle ~llx' (k+ I1 k)lle + IIUA"x(k)lle Sllx(k)II+IIUA"x(k)lle, 
If 1- e Ilx(k)II+IIUA,x(k)11 < 0, then one can conclude that Ilx(k + 1)11 < Ilx(k)ll, 
e 
which means that the state trajectory converges. Therefore any state satisfYing 
Ilx(k)11 > _e_IIUA,x(k)11 converges to the origin. This condition is equivalent to 
e-I 
which is met if 
x(k/ Zx(k) > (_e_) 2 x(k)' A~ ZA,x(k) , 
e-I 
Z_(_e_)2A T ZA >0. 
1 ' , e-
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Using the transform Z = S-I/1 , it is shown that condition (4.40) is equivalent to 
[ 
S (AuS), ] 
Au S (:1)2S >0. (4.41) 
Since Au E n. and can be represented by (4.37), one has that (4.41) holds if(4.38) 
holds. 
QED 
4.6 Design parameters in the FW-MPC algorithms 
A large e means a heavy penalty imposed on the fIrst predicted state, which 
implies a high convergence rate of the FW-MPC algorithm in the absence of system 
uncertainties and disturbances, or, in general, a good disturbance attenuation 
ability/strong robustness in the presence of disturbances/uncertainties. Unfortunately, 
a large e also leads to a small stability region. Hence e should be chosen based on the 
trade off between the stability region and convergence rate/disturbance attenuation 
ability/robustness. 
After a proper e is chosen, the matrix Z is determined by solving offiine the 
optimization problem 
min 10g(det(S-I» (4.42) 
S>O,S,p>O 
subject to conditions (4.15) and (4.16). The largest stability region can be achieved 
under a desired convergence rate. Then the weighting matrix M is determined by 
(4.20) and a feasible initial control law can be determined according to (4.25). 
In the presence of disturbances, the MADS can be estimated by (4.28). If the 
given range of disturbances is within the MADS, then the FW-MPC algorithm is 
feasible and the UUBR can be estimated by (4.29). Otherwise, we can increase e and 
then repeat above process until a feasible solution is found. 
For the case with system uncertainties, besides conditions (4.15) and (4.16), 
condition (4.38) must be satisfIed when solving the optimization problem (4.42) 
offiine. This is intended to maximize the stability region under a given range of 
uncertainties. If there is no solution, we can increase e and then repeat until a feasible 
FW-MPC algorithm is found. 
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As shown in [37J and [111J, the stability region can be significantly enlarged by 
introducing f.l. However, it should be chosen according to the trade-off between the 
size of the stability region and the achievable perfonnance, which is defmed by the 
integral part in the perfonnance index [37]. 
4.7 Further modification of performance index 
The inequality (4.21), which comes from Condition (4.15), is the key to establish 
the main results in Theorems 4.1, 4.2 and 4.3. However, the inequality (4.21) is a little 
restrictive since it requires that the cost under the control gain sequence 
K(k), ... ,K(k+N-l) over the predictive horizon should be no more than the weighted 
nonn of the current state, i.e., 
J2(k) ~ x(W Zx(k) (4.43) 
It is noticed that there is little sense to integrate the weighted nonn of x(klk), i.e., 
x(k), into perfonnance index, because the current state x(k) is fIXed and can not be 
improved by online optimization. Therefore, the conservativeness introduced by Eq. 
(4.21) can be partiallY compensated by removing the weighted norm of x(klk) from 
J2(k), and then we have a new performance index 
J,(k) =x(k+ll k)' eZex(k+llk)+ 
N-l N-J 
+Lx(k+ilk/Qx(k+ilk)+ Lu(k+ilk)T Ru(k+ilk) (4.44) 
j.,2 j:O 
where Z has the same defmition as in J2(k). 
It is easy to prove that adopting J,(k) instead of J2(k) has no influence on the main 
results ofTheorerns 4.1, 4.2 and 4.3, as long as we replace the defmitions of r Nand 
<l>N in (4.13) with 
B 
o '" 0] [ A2 j 
. " . 
. .. _.
. :. ; ~ ,<l>r A~-l . (4.45) 
WithJ3(k) and the new defmitions of rN and <PN in (4.45), the Condition (4.15) 
in Theorem 4.1 leads to 
J,(k) ~ x(k)' Zx(k). (4.46) 
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Suppose, based on the old defmitions of r N and et> N in (4.13), S and S satisfY 
the Conditions (4.15) and (4.16) in Theorem 4.1, and consequently, the corresponding 
K(k), ... ,K(k+N-l) and Z make the inequality (4.43) hold. With the same 
K(k), ... ,K(k+N-l) and Z, one has J,(k) ~J2(k) according to the defmitions of J,(k) 
and J2(k). Therefore, the inequality (4.46) also holds with the same K(k), ... ,K(k+N-l) 
and Z, which make (4.43) hold. In other words, if (S , S) is a solution to Theorems 
4.1, 4.2 and 4.3 based on J2(k), then, replace J2(k) with J3(k), and all results in 
Theorem 4.1, 4.2 and 4.3 still holds under the same (S ,S). Clearly, the solution 
space to Theorems 4.1,4.2 and 4.3 based on J2(k) is included by the solution space 
associated with J3(k). This means that J3(k) makes the MPC algorithm proposed in 
this chapter less conservative, which will be proved by simulation results later. 
4.8 Simulation results 
Consider.a second order system 
{
XI (k + 1) = 0.875xJ(k) + 1.125x,(k) +u(k) 
x,(k + 1) = 0.375x l (k)+ 1.625x, (k) 
(4.47) 
with control constraint lul::; 1. It is an unstable plant with one pole outside the unit 
circle. The prediction horizon is chosen as N = 3 and the weighting matrices in the 
performance index (4.5) are chosen as 
[
10 0] Q = 0 10' R=l. (4.48) 
To make fair comparison with other MPC algorithms, the performance index 
J2(k), which, like the performance index used in existing literature on MPC, includes 
the weighted norm of x(klk), is chosen to design our new MPC, except where it is 
explicitly stated that J3(k) is used. 
4.8.1 The influence of e 
Firstly, influence of e on stability and robustness properties of the new MPC 
proposed in this chapter is investigated. The results are listed in Table 4.1, where the 
volume ofMADS is calculated when C in (4.26) is given by 
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c=[~ n (4.49) 
The second row in Table 4.1 shows that the stability region is getting smaller, as 
e increases. e implies the convergence rate of the system state under the MPC 
algorithm. This is also illustrated in Figure 4.1 in a more intuitive way. A large e 
implies that the state rapidly contracts to the origin. As shown in Figure 4.1, the 
volume of stability region reaches its maximum 11.4096 when e = 1.0001. When e 
increases to a critical value, there will be no stability region for the system. This is 
easy to understand: in this critical case, even the extreme control signal (due to the 
control constraints) cannot push the first predicted state into the sub-region 
determined by x T eZex $1' . 
Table 4.1 The inflnence of e 
e 1.2 1.4 1.6 1.8 2.0 2.2 
Volume of stability region 9.0594 7.3411 5.8485 4.4686 3.2725 2.3924 
Maximum allowable Au ±8%A" ±14%A. ±18%Ao ±22%Ao ±24%Ao ±25%Ao 
Volume ofMADS 0.2435 0.5803 0.7960 0.8522 0.7958 0.6929 
Volume ofUUBR 8.7660 2.9422 1.8279 1.4848 1.4505 1.5684 
4r---.-----------.-----------.-----------,-----------.---~ 
3 
2 
1 
o 
-1 
-2 
-3 
",...~----- e=1.0001 
e=1.8 
e=2.0 
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e=l.4 
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RMPC in [93J 
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Figure 4.1. Stability regions 
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The third row in Table 4.1 gives estimates of maximum allowable system 
uncertainty under different e. It is quite difficult to make an accurate estimate. The 
data in the third row are worked out in this way: Given a certain e, we increase the 
system uncertainty Au (starting point is 0) by ± O.S%Ao each time, until no solution 
exists satisfying the conditions given in Theorem 4.3, and then we choose the 
previous value of Au as an estimate of maximum allowable system uncertainty. The 
data show that the maximum allowable system uncertainty increases with e. 
However, when e reaches certain value, e.g., e = 1.8 for this system, the maximum 
allowable system uncertainty does not increase significantly any more. 
The fourth row in Tab 1 illustrates the influence of e on MADS. When e is 
small, e.g., e = 1.2, although the stability region is relatively large, the corresponding 
MADS is small A small e implies the small ability to accommodate the influence of 
the external disturbance or uncertainties. In general, the MADS increases with e. 
However, as indicated in (4.28), the MADS depends not only on e but also on Z , 
and, as shown in Figure 4.l, the stability region which is determined by matrix Z 
decreases with e. This causes that when e is larger than 1.8, increasing e actually 
reduces the allowable maximum disturbance. The influence of e on the MADS is 
illustrated in Figure 4.2 in a more intuitive way. 
1 
0.8 
0.6 
0.4 
0.2 
d2 0 
-0.2 
-0.4 
·0.6 
·0.8 
-1 
-3 -2 -1 0 1 2 3 
dr 
Figure 4.2. Maximum controllable disturbance regions with different values of e 
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The last row in Tab I is to demonstrate the influence of e on the disturbance 
attenuation level of the FW -MPC algorithm and they are calculated under the 
disturbance which is within the MADS of e'" 1.2. As shown in Tab 1, at the 
beginning, the UUBR reduces with e, which implies that the MPC algorithm can 
attenuate the persistent disturbance to a smaller region. However, since, similar to the 
MADS, both e and Z have the influence on UUBR according to (4.29), after e is larger 
than certain value, e.g., e = 1.8 in this example, the UOOR does not reduce and might 
even increase, as illustrated in Figure 4.3. 
4r-~------~------~------~--------~~ 
3 
2 
1 
X2 0 
-1 
-2 
-3 
-4 
-10 
e=2.2 
-5 
e=1.2 
e=1.4 
Xl 
e=1.6 
o 5 10 
Figure 4.3. UUBR (assuming d(k) lies in the MADR of e '" 1.2 ) 
4.8.2 Online control performance 
This study is carried out to investigate the performance of the FW-MPC algorithm 
proposed in this paper, and also to compare it with some existing MPC algorithms. 
The FW-MPC algorithm is designed with e'" 1.8 assuming the uncertainties of the 
system matrix lie in a convex set n given as 
{ [
0.05 0] [0.05 A" En", Co 0.2A, -O.2A, , -
° 0.15 0 
(4.50) 
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Two typical existing MPC algorithms are chosen: a conventional TW-MPC 
algorithm in [99], and a robust MPC algorithm, denoted as RMPC, in [93]. The TW-
MPC is designed based on the nominal plant (4.47) and no uncertainties or 
disturbances are considered. The terminal weighting matrix for the TW-MPC IS 
determined as 
[
32.2483 91.3477] 
P = 91.3477 390.9721 . (4.51) 
The RMPC is designed for the system (4.47) with the uncertainty (4.50). Since the 
length ofthe predicitve horizon for the FW-MPC and the TW-MPC is 3, the length of 
the control perturbation horizon, i.e, n, in [93], is also chosen as 3 in the design of the 
RMPC. 
As shown in Figure 4.1, the stability region of the RMPC is smaller than the 
stability regions of the FW-MPC. Figures 4.4 to 4.9, where when relevant, the solid 
line, dashed line and dot-dashed line denote the FW-MPC, the TW-FRC and the 
RMPC, respectively, illustrate the achieved performances ofthese three controllers. 
Figures 4.4 to 4.8 illustrate that both the FW-MPC and the RMPC exhibits very 
satisfactory stability against uncertainties. Figure 4.9 shows that very satisfactory 
disturbance attenuation is also achieved by the FW-MPC, while the RMPC might 
become unstable under bounded disturbances since it is not proposed to handle 
disturbances. The TW-MPC gives the worst stability because it might become 
unstable in the presence of either uncertainties or disturbances (Figures 4.7 and 4.9). 
In order to fairly compare the performances of these MPC algorithms, the 
k 
summing up cost, i.e., L (X(i)T Qx(i) + u(if Ru(i)), k = 0, ... ,=, is introduced. It can 
;=0 
be seen that in the normal case (Figure 4.4), the TW-MPC achieves the smallest 
summing up cost since it is designed to minimize the upper bound of the summing up 
cost with k = = for the nominal system (4.47). For this numerical example, the FW-
MPC achieves better performance than the RMPC, see Figures 4.4, 4.5, 4.6, 4.8 and 
4.9, except at only one vertex of the uncertainty set (4.50) (Figure 4.7). 
It is observed that the RMPC has the smallest computational burden. When there 
are disturbances/uncertainties, most of the computational burden in the FW-MPC is 
shifted from online to offline. As a result, the FW-MPC is as computationally efficient 
as the TW-MPC, which does not consider uncertainties or disturbances. 
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4.8.3 Further analysis of FWMPC 
4.8.3.1 On stability region 
The FW-MPC uses an ellipsoidal region to estimate the actual stability region. It 
will be very interesting if we can fmd out how much the gap between this estimate of 
stability region and the actual stability region is. To this end, it is necessary to test out 
the actual stability region by extensive simulation study of the behavior of FW-MPC 
starting from different initial states. 
The actual stability region tested out is given in Figure 4.1 0 along with the 
estimated region by the FW-MPC, where "V" denotes the initial states of unstable 
state trajectories and "*,, the initial states of stable state trajectories under the FW-
MPC. It is clear that the estimated region is very close to the actual one except in the 
direction of the major axis of the ellipsoid. In practical applications, a nonlinear plant 
can always be simplified by some linear models based on different operation points, a 
series controllers can then be designed for these linear models, and each controller 
works within a certain state region. This means, as long as the estimated stability 
region is close to the actual one around the operation point, e.g., like the case shown 
in Figure 4.10, one can conclude that the FW-MPC is efficient to estimate its own 
stability region. 
-1 
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4.8.3.2 On disturbance attenuation ability 
In Section 4.4, two indices are defmed to describe the disturbance attenuation 
ability of FW-MPC: MADS (Maximum Allowable Disturbance Set) and UUBR 
(Uniform Ultimate Boundedness Region). The former describes the allowable 
disturbances under which the MPC can maintain its stability, and the latter estimates 
the level to which the FW-MPC can attenuate the specified disturbance. It is 
necessary to investigate whether or not the MADS and the UUBR calculated 
according to Theorem 4.2 are conservative. 
Roughly speaking, the maximtnn disturbance the FW-MPC is actually able to 
attenuate should be outside or on the boundary of the MADS calculated by Eq. (4.28). 
Otherwise, Theorem 4.2 is not correct. If the maximum disturbance the FW-MPC can 
actually endure is much farther beyond the MADS calculated by (4.28), then this 
estimate ofMADS is more conservative. It is quite hard to assess the conservativeness 
of the estimated MADS since it is difficult to find the "worst" random disturbance. 
However, it is observed that a disturbance which is about 1.5 times of the maximum 
allowable disturbances estimated by (4.28) destablises the closed-loop system under 
the controller. This indicates that the estimate of the MADS for the FW-MPC is quite 
reasonable. 
As defmed in Section 4.4, UUBR is the region which the FW-MPC can eventually 
steer the state into and thereafter maintain the state in it. Suppose that the disturbance 
is bounded in a specified set and the initial state lies within the stability region. lfthe 
UUBR estimated by (4.29) is smaller than the actual UUBR where the FW-MPC is 
capable of maintaining the state, then the estimate is wrong. If the estimated UUBR is 
larger, then the estimate is conservative. The larger, the more conservative. So, the 
ideal situation is that the estimated UUBR is the same as the actual region, but this is 
very difficult, if not impossible, to achieve. What we try to do is to make the 
estimated UUBR is larger than but as close as possible to the actual UUBR. 
Figures 4.11 and 4.12 give the estimated UUBRs under different bounded 
disturbances, along with the actual regions where the state trajectories are maintained 
by the FW-MPC. In Figure 4.11, the disturbance d(k) varies within <P" while in 
Figure 4.12, d(k) is within <P2 
<PI = {d(k)E RJ 1(~)2d(k)TCT Z Cd(k)~O.2}' 
e-I J.l 
(4.52) 
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From Figures 4.11 and 4.12, one can see that, on one hand, both the estimated 
regions encircle the actual regions, which proves the estimated UUBRs are correct, 
and on the other hand, the actual regions are very close to the estimated ones, which 
implies that the FW-MPC gives very satisfactory estimate ofUUBR. 
4.8.3.3 On robustness against uncertainties 
According to Theorem 4.3, only the four vertices of n given in (4.50) are used 
for the robust design ofFW-MPC. As long as the MPC stabilizes the plant (4.47) with 
each of these four vertices as the perturbation matrix, the robustness is achieved 
against any Au En. 
Now we introduce a parameter Cl'> 1. The vertices of the uncertainty set n are 
multiplied by Cl' to produce some new uncertainties outside n. Then the robust 
controller designed to handle uncertainties within n is applied under these new 
uncertainties in order to find out how far the FW-MPC can go with robust 
stabilization. For each vertex of n, Cl' is increased gradually until the controller 
becomes unstable, and this critical value of Cl' is used to assess the conservativeness 
of FW-MPC at the associated vertex regarding robustness. Roughly speaking, the 
closer to 1 the critical value of Cl' is, the less conservative the controller is at that 
vertex in terms of robustness. 
Table 4.2 gives the critical value of Cl' at every vertex of n. Generally, a robust 
controller mainly focuses on stabilizing the system in the worst case of uncertainty, 
which means it might be very conservative for most other uncertainties. Therefore, 
When the conservativeness in tenns of robustness is concerned, the worst case of 
uncertainty should be investigated. In Table 4.2, the critical value at the vertex 
[0.050;00.15] is the smallest, so it is the worst case of uncertainty. Since the value is 
very close to 1, one can conclude that the conservativeness in terms of robustness is 
not significant for the FW-MPC algorithm proposed in this chapter. Figures 4.13 to 
4.16 illustrate the Table 4.2 on robustness in a more intuitive way. 
Table 4.2. Critical values of Cl' 
Vertex of n 0.2A -0.2A 
° 0.15 ° 0.15 [
0.05 0] _[0.05 0] 
I-:::C~ri::-;ti:-ca-;1-v-a-;-lu-e-o-;;f:-Cl'-t--<:;;2:-.5;;--t--<:;;2:-.5;;--t-=---<-;1-:.0'"'9:--"-+-"--<1.5 
.....::..:..:-----' 
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4.8.3.4 FW-MPC based on J3(k) 
As mentioned in Section 4.7, the inequality (4.21), i.e., (4.43), based on the 
performance index J2(k) is a little restrictive, which means the associated results we 
have got in the above simulation study may be conservative. By removing the 
weighted norm of x(klk), the performance index J3(k) results in a more efficient 
inequality (4.46), which could make the design process of FW-MPC more efficient. It 
is necessary to investigate the stability regions, the disturbance attenuation ability and 
the robustness against uncertainties when the FW-MPC is designed with different 
performance indices. The results of comparison are listed in Table 4.3. 
The row of "Volume of stability region" gives the stability regions achieved by 
employing different performance indices. It shows that, when e is the same, the 
stability region based on J3(k) is always much larger than that based on J2(k). 
The data given in the row of "Maximum allowable Au" are estimated in the same 
way as described in Sub-section 4.8.1. In this row, one can see that the FW-MPC 
designed based on J3(k) is capable of covering a wider range of system uncertainties. 
The row of "Volume of MADS" implies that the FW-MPC designed based on 
J3(k) can endure much more disturbances. 
The data in the row of "Volume of UUBR" are calculated under the assumption 
that disturbances are within the MADS of J2(k) with e = 1.2. Again, the FW-MPC 
designed based on J3(k) shows better disturbance attenuation ability, i.e., it maintains 
the system state in a much smaller UUB region when e has the same value. 
Table 4.3. Stability regions with different performance indices 
e 1.0001 1.2 1.4 1.6 1.8 2.0 2.2 
Volume of J,(k) 11.4096 9.0594 7.3411 5.8485 4.4686 3.2725 2.3924 
stability J,(k) 40.7924 30.2389 26.3599 20.9452 15.7908 7.6925 3.9646 
region 
Maximum J,(k) / ±8%A, 
allowable A. 
±14%A, ±18%Ao ±22%A, ±24%Ao ±25%Ao 
J,(k) / ±8.5%A, ±lS.5%, ±19.5%A, ±24%A, ±25%A, ±25.5%A, 
Volume of J,(k) / 0.2435 0.5803 0.7960 0.8522 0.7958 0.6929 
MADS J,(k) / 0.8400 2.1518 2.9454 3.1194 1.9231 1.1795 
Volume of J,(k) / 8.7660 2.9422 1.8279 1.4848 1.4505 1.5684 
UUBR J,(k) r 2.1404 0.8227 0.5139 0.4285 0.6383 0.9535 
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4. A Stable MPC without Tenninal Weighting 
From the data associated with J3(k) in Table 4.3, one can also see that the 
conclusions we have drawn in Sub-section 4.8.1 about the influence of e on stability 
region, disturbance attenuation ability and robustness against uncertainties still hold. 
In summary, for the FW-MPC algorithm proposed in this chapter, as e increase, the 
stability region becomes smaller, the robustness is enhanced, while the disturbance 
attenuation ability is improved at flfst, but after e:1.8, it turns to the opposite 
direction. 
4.9 Conclusions 
This chapter presents a novel MPC algorithm with promising robustness and 
disturbance attenuation ability. Different from the most conventional MPC 
algorithms, where a terminal state weighting is added in the performance index to 
guarantee stability, the new algorithm employs an additional flfst predicted state 
weighting term in the performance index. This provides an alternative way to design 
stability guaranteed MPC algorithms. As shown by theoretic analysis and numerical 
simulation, when there are no uncertainties or disturbances, similar stability and 
performance are achieved by this new algorithm and terminal weighting based MPC 
algorithms. In the presence of disturbances and uncertainties, the new MPC algorithm 
exhibits much better disturbance attenuation ability and robustness. 
The new MPC algorithm reported in this chapter has at least one thing in common 
with those so-called stability-enforced MPC algorithms: the first state in the predictive 
horizon is guaranteed to converge in a certain way. To achieve this, the new MPC 
algorithm in this chapter modifies the performance index by introducing an extra flfst 
predicted state weighting, while stability-enforced MPC algorithms simply impose 
some additional constraints upon the online optimization process. Although stability-
enforced MPC algorithms always suffer from heavy online computational burden, it is 
straightforward for them to deal with a wide range of disturbances and/or system 
uncertainties effectively. In the next chapter, we will report a new stability-enforced 
MPC algorithm for constrained linear systems with time-delays. 
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5. Stability-Enforced MPC for Constrained Systems 
with Uncertain Time Delays 
5.1 Introduction 
In the previous two chapters, the stability of MPC was established by modifying 
the performance index. The technique employed in Chapter 3 is adding terminal 
penalty, which is probably the most popular strategy. The novel idea in Chapter 4 is 
introducing an extra weighting term particularly for the fIrst state in the predictive 
horizon rather than using terminal penalty for the terminal state. Either of these two 
modifIed performance indices is directly used to construct a Lyapunov function and 
then the online optimization process of minimizing the performance index guarantees 
that the corresponding Lyapunov function is non-increasing. The stability of MPC is 
therefore established. 
However, modifying the performance index is not the only way of establishing the 
stability for MPC. As discussed in Section 2.3.2, many so-caUed stability-enforced 
MPC algorithms, for stability purposes, directly introduce some additional constraints 
to the online optimization process. These additional constraints are derived from some 
kinds of artifIcial Lyapunov functions, which generally have nothing to do with the 
performance index employed by MPC algorithms. As long as these constraints are 
satisfied during the online optimization process, the associated artificial Lyapunov 
functions maintain non-increasing and therefore the MPC algorithms are stable. 
Compared with those MPC algorithms which modify the performance index, although 
stability-enforced MPC algorithms usually suffer from heavy online computational 
burden, they do have one advantage, thanks to their straightforward way of 
establishing stability. The artificial Lyapunov function and the associated stability 
conditions (will be used as online constraints by MPC) can be chosen freely according 
to different classes of systems and various stability/robustness requirements. In other 
words, as long as a proper artifIcial Lyapunov function and the associated stability 
conditions can be found, which is beyond the scope of research on MPC, stability-
enforced MPC scheme can easily apply to any systems and any situations. 
In this chapter, we apply stability-enforced MPC scheme to control constrained 
linear systems with uncertain time delays. To this end, the first thing we need to do is 
to fmd a proper artifIcial Lyapunov function and the associated stability conditions. 
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As is well known, the inherent time delays contained in the dynamical behavior of 
many physical processes are unavoidable, which often leads to poor perfonnance and 
instability (see (108], and [145]). As discussed in Section 2.4.1, the past few decades 
have witnessed significant advances in the study of the stabilization problem for time-
delay systems, including constrained time-delay systems. 
However, when handling time-varying state delays, the methods in existing 
literature, e.g., [166] and [162], assume that the varying rate of delay must be less 
then I, which is restrictive for many practical applications. For instance, in some 
pulse and digital circuit systems with registers, input history and/or state history could 
be stored in serial registers and have influence on the current state [85]. Which input 
and state in the history will become active depends on some uncertain factors, e.g., the 
current input signal, as illustrated in Figure 5.1. At time instant k, state x(k-I) and 
input u(k-I) are active under input u(k), but at k+ I, maybe state xCk-3) and input u(k-
3) instead are chosen by the new input u(k+ I). In this case, the varying rate of either 
state delay or input delay is larger than 1. Another potential source oftime delay with 
random varying rate is time delayed controL where time delays are deliberately 
introduced in feedback control action to achieve various objectives even for systems 
without delays. Examples of time delayed control include canceling out uncertainties 
[185], tuning an active vibration absorber [128], steering the system trajectory 
towards some unstable periodic trajectory (139], [140], and designing control laws for 
the case of non-collocated sensors/actuators in flexible structures [184]. Since these 
delays are artificial, one could choose delays with random varying rate. By intuitions, 
time delay with random varying rate could be a better option than constant delay used 
in existing literature on time delayed control, because the former offers a much higher 
degree of freedom for system design. Obviously, the existing work such as [166] and 
(162] is not enough to guarantee stability of these systems. 
MPC has many advantages compared with other control strategies. For example, it 
is an optimal control scheme (most non-MPC methods mentioned in Section 2.4.1 
only focus on stability and little attention has been paid to perfonnance), it can 
efficiently handle both input and state constraints, can easily apply to multi-input-
multi-out (MIMO) systems, and can robustly stabilize many complex systems. These 
features make MPC very promising to stabilize time-delay systems with constraints. 
In fact, many practical applications of MPC to time-delay systems have been reported 
in recent years, e.g., see [149] and [186]. Even some attempts have been made to 
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develop general stabilizing MPC algorithms for time-delay systems (see [91], and 
[97]). However, as discussed in Section 2.4.1, Reference [91] could lead to a high 
degree of complexity in the control design in the case oftime-varying delays, and [97] 
only considers a single fixed state-delay, and no system uncertainties or input 
constraints are taken into account. 
I (k) S x(k) nputu tate 
Main 
* 
circuit r 
Input Reg.l State Reg.l 
u(k-l) 
* 
x(k-l) 
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"(k-2) 
r re • ~ 
x(k-2) 
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"(k-3) x(k-3) 
Impulse signal of time k 
Figure 5.1. A pulse and digital circuit system with registers 
In this chapter we aim at developing a new stability-enforced MPC algorithm for 
uncertain discrete-time linear systems with input constraints and time-varying delays. 
The system uncertainties are of the polytopic type. The varying rate of delays is 
allowed to be larger than 1, which is more general than the case discussed in existing 
literature like [166] and [162]. To achieve this, the key is to fmd a proper Lyapunov 
function and the associated stabilizing conditions for the system under consideration. 
To cover the case where varying rate of delay is larger than I, instead of constructing 
an equivalent augmented time-varying delay-free system, a novel artificial Lyapunov 
function is introduced to develop new stabilizing condition for the stability-enforced 
scheme, so that uncertain time delays are directly and explicitly taken into account 
when the MPC controller is designed. The stabilizing condition is given in an LMI 
form, not only for the omine controller design and the assessment of stability regions, 
but also for the on1ine optimization. The specified artificial Lyapunov function is thus 
guaranteed to be non-increasing, and the desired performance index for the online 
optimization maintains its original form. The simulation results show that the new 
MPC algorithm exhibits some advantages against existing methods. 
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The remaining of this chapter is organized as follows: The new stability-enforced 
MPC algorithm is described in Section 5.2, and its stability and feasibility are 
investigated in Section 5.3. The new algoritlnn is then extended to uncertain systems 
with multiple state-delays and input delays in Section 5.4. Some numerical results are 
presented in Section 5.5, and concluding remarks are given in Section 5.6. 
5.2 MPC algorithm for constrained systems with uncertain state-delay 
The constrained time-invariant linear discrete-time system with uncertain state-
delay under consideration is 
{
X(k+ I) = Ax(k) + AdX(k -d(k» + Bu(k) 
d(k)E [1,D),x(i) = x;,i=-D .. ··,O 
with control constraints 
(5.1) 
(5.2) 
where k is the discrete time index, XE Rn represents the system state, UE Rm is the 
input vector, u i , l, ... ,m, are the input constraints, d(k) is the uncertain time delay, 
possibly varying with time, and D is the upper boundary of the uncertain time delay. 
Many existing algorithms, such like those reported in [162], [166] and [167], which 
are proposed to control constrained systems with time-delays, can not really guarantee 
stabilizing the above system, since the varying rate of d(k) in (5.1) could be larger 
than I. Neither can they achieve optimal control performance in terms of a certain 
specified index. The main objective of this chapter is to, based on predictive control 
scheme, develop an optimal control algorithm for the regulation problem of the 
system given by (5.1) and (5.2), no matter what is the varying rate of d(k). 
A common MPC problem, at the time instant k, can be formulated mathematically 
as 
min J(k) (5.3) 
u(klk).-oo,u(k+N -Ilk) 
subject to (5.1) and (5.2), where J(k) is a certain specified performance index, and 
u(klk), .. ·,u(k+N-llk) is the control sequence which needs to be optimized. 
Suppose an optimized control sequence u'(k 1 k),. .. ,u·(k+N -11 k) is yielded by 
solving the minimization problem (5.3). Then the MPC law at the time instant k is 
determined by 
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u(k)=u·(klk). (5.4) 
If there is no state-delay in (5.\), i.e., Ad=O, the stability of MPC can be easily 
guaranteed by choosing a proper J(k), e.g., a J(k) with terminal weighting term [99]. 
For time-delay systems, stability-enforced MPC (see [13], [50], [64], and [91]), which 
requires the minimization problem (5.3) to be solved subject to not only (5.1) and 
(5.2), but also some extra constraints for stabilizing purposes, provides an easy and 
feasible solution. For instance, the MPC algorithm presented in [91], although its 
extra constraints are developed based on delay-free systems, is claimed to be able to 
stabilize constrained systems with uncertain time-delays, such as the system given in 
(5.1) and (5.2), by replacing the original time-delay system with an equivalent 
augmented delay-free system. 
The new MPC algorithm proposed in this chapter will also follow the fashion of 
stability-enforced MPC scheme, but different from the algorithm in [91], it will be 
designed directly based on the original time-delay system. This results from 
introducing a novel artificial Lyapunov function, and could result in improved 
computational efficiency of the MPC algorithm. In general, global stability can not be 
achieved when input constraints are present for an unstable system. Therefore, it is 
very important to fmd out the stability region for the control algorithm. The new MPC 
algorithm is composed of two parts: omine algorithm and online algorithm. The 
omine algorithm is used to design the MPC, particularly to construct an artificial 
Lyapunov function, and to assess the stability region. Only when the system state is 
within the stability region, the online algorithm can work properly to optimize the 
control performance. 
5.2.1 Offiine algorithm 
The omine algorithm is described as follows: 
Step I: choose a scalar f.l > 0, and then solve the minimization problem formulated 
as 
min log(det(H-1,u-l)) (5.5) 
H,W,G 
subject to 
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[
H-DW 0 
o W 
AH+BG AdH 
(AH+BGYj 
HA; >0, 
H 
Yii s:uj, j==l,···,m 
where O<HeK""',O<WeR= and GeR-'. 
(5.6) 
(5.7) 
Step 2: change the value of /J, and repeat Step 1 until (5.5) reaches the minimum. 
Step 3: pick out the pair of /J and H, W, G which makes the minimum of (5.5), 
and then calculate the initial state-feedback gain for the online algorithm as 
(5.8) 
choose the associated artificial Lyapunov function as 
-1 
V(x(k» = X(k)T Px(k) + l: x(k+if (D+i+I)Qdx(k+i) (5.9) 
i::-D 
where 
(5.10) 
as will be proved in Section 5.3, the stability region can be determined by 
v = {X E R,(D+1) I XT ZX 5; Ji} 
where 
X(k)=[x(k), x(k-l)' ... x(k-Dff,k"?O, 
Z =diag(P,DQd,(D -l)er,···, Qd)' 
5.2.2 Online algorithm 
(5.11 ) 
(5.12) 
(5.13) 
The online algorithm aims, at each sampling time k, to optimize the behavior of 
the plant in (5.1) and (5.2) according to a desired performance index J(k), usually 
chosen as 
N N-l 
J(k) = .Lx(k+ilk)'Qx(k+ilk)+ .Lu(k+iIW Ru(k+ilk) (5.14) 
1=0 i:::O 
where Q>O and R>O are state and control weighting matrices respectively, N is the 
length ofthe predictive horizon. 
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Step I: at the sampling time k <: 0, measure the current state x(k). 
Step 2: solve an online minimization problem formulated as 
min J(k) 
u( klk l.u(k+ Ilk l.··· ,u( k+ N -Ilk l 
subject to (5.1), (5.2), where 
u(k I k) = Kx(k) 
and K is subject to the following extra online stabilizing constraints 
(A+BKfj 
AT >0 d , 
p-l 
j=I,···,m. 
Step 3: implement the first control signal, i.e., 
u(k) = u(k I k). 
Step 4: let k=k+ 1 and go to step 1. 
(5.15) 
(5.16) 
(5.17) 
(5.18) 
(5.19) 
Remark 5.1: Like other stability-enforced MPC algorithms, besides (5.1) and (5.2), 
the online algorithm in this chapter employs some extra online constraints specially 
for stabilizing purposes, i.e., Conditions (5.17) and (S.18). By using the transforms 
(5.8) and (S.10), one can see that Conditions (S.17) and (S.18) are equivalent to (S.6) 
and (S.7), which are convex constraints to the optimization problem (S.5) for 
constructing the artificial Lyapunov function (S.9) and assessing the stability region 
(S.II). Obviously, both omine algorithm and online algorithm are directly based on 
the original time-delay system As will be proven in Section S.3, Conditions (5.6), 
(S.7), (S.I7) and (S.18) guarantee the new MPC algorithm is feasible and stable as 
long as X(O)E V, no matter what is the varying rate of time-delay. 
Remark 5.2: Compared with Lyapunov functions employed in most other literature 
on constrained time-delay system, the artificial Lyapunov function (S.9) introduced in 
this chapter is quite new, because the weighting term (D+i+ 1 )Qd varies with the 
delayed state, i.e., x(k+i), i=-D, ... ,-l. In fact, Lyapunov functions with time-
varying weighting terms in a more general form have already been used for time-
delay systems [83]. However, as mentioned in [14S], the general computation of these 
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time-varying weighting terms comes up against computational problems and the result 
cannot be applied for the robust stability purposes. While the Lyapunov function (5.9) 
makes an interesting trade-off between the reduction of the conservatism and the 
computational burden, because the weighting term (D+i+ 1 )Qa is simple piecewise 
constant functions in terms of i, and only one constant matrix Qa needs to be 
determined in the off1ine design process. As will be shown in Section 5.3, Condition 
(5.17), or (5.6), results from the introduction of the Lyapunov function (5.9). In other 
words, to choose or construct the Lyapunov function (5.9) is the precondition for the 
robust stability ofthe new MPC against time-varying state-delay. 
Remark 5.3: Unlike other MPC algorithms, whose stability/terminal region 
depends on just the current state, e.g., Vx ={XE Rn IxT PxS;II}, for time delay 
systems, the stability region is defmed by (5.11). Clearly, this is a higher dimensional 
region compared with the traditional stability region defmition. At each sampling time 
k ~ 0, because x(k-D),-··, x(k-l) are fixed and available, one can still calculate a 
traditional stability region for the single state x(k) as 
-1 
Vx = {x(k)e Rn I x(kf Px(k) S;j.l- L x(k + i)' (D+i+l)Qdx(k+i),k ~ O}. (5.20) 
i=-D 
Since X_I"" X_D are given, Eq. (5.20) can be used to calculate offiine the 
traditional stability region for Xo. But this is not necessary for the algorithm proposed 
in this chapter, because, as will be shown in Section 5.3, as long as X(O)e v and a 
feasible K exists at the beginning time k=O, the algorithm is feasible and the state 
sequence X(k) is guaranteed to be within v for any k ~ O. Therefore, the algorithm 
does not require to online check whether or not a single state x(k) belongs to a certain 
region vx ' 
5.3 Stability and feasibility 
Theorem 5.1: Suppose that there exist matrices P>O, QvO, K and a scalar j.l > 0 
such that conditions (5.17) and (5.18) hold. Then MPC with the predictive 
performance index (5.14) asymptotically stabilizes the constrained linear time-delay 
system (5.1) if the initial state sequence (xO,X_I,",X_D ) is within the set v 
defmed by (5.11). 
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Proof: To establish the stability, the Lyapunov function candidate is chosen as 
(5.9). 
One can rewrite condition (5.17) as 
] [
DQd -P 0] 
Ad + < 0, 
o -Qd 
which is equivalent to 
M=[(A+BKf P(A+BK)+D~-P 
A~P(A+BK) 
(5.21) 
(5.22) 
When K satisfies condition (5.17), i.e., (5.22), no matter what value d(k) is, one 
always has 
because 
V(x(k + I» :s; V(x(k» 
V(x(k + I» - V(x(k» = x(k + If Px(k + 1)-x(k)T Px(k) + 
-1 
+x(kf DQdx(k)- I x(k+i)' Qdx(k+i) 
j::-D 
:s; x(k+l)' Px(k+l)-x(k)T Px(k)+ 
+x(k)' Dflax(k)-x(k-d(k»' Qdx(k-d(k» 
x(k) x(k) 
[ ]
T [ ] 
= x(k-d(k» M x(k-d(k» <0. (5.23) 
The last inequality follows from Eq. (5.22). The inequality (5.23) implies 
asymptotic stability of the closed-loop system. 
Now the feasibility needs to be proved, that is, the input constraints (5.2) are 
always satisfied along the state trajectory which makes Vex) non-increasing. 
Because Qd>O, D>O and f.l > 0, condition (5.18) is equivalent to 
[:r z!-}O 
where Y is defmed in (5.18), Z in (5.13), and 
K=[K 0 ... OJ. 
(5.24) 
(5.25) 
Suppose that at the beginning time k=0, the initial state sequence X(O)E v and K 
satisfies (5.18), i.e., If satisfies (5.24). Then, it is easy to prove that the input defined 
as 
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u(O I 0) = Xx(O) 
satisfies the input constraints (S.2) [99]. 
(S.26) 
Therefore, for any X(O)e v, condition (S.18) guarantees the proposed MPC 
algorithm is feasible at the time instant k=O. 
Suppose that the proposed MPC algorithm is feasible at the time instant k;" 0, and 
the corresponding gain is K(k). It follows from the fact K(k) always satisfies condition 
(5.17) that 
V(x(k + 1» ~ V(x(k» ~ ... ~ V(x(O» ~ /1, (S.27) 
i.e., 
X(k+ll ZX(k+l)~.u or X(k+l)e v. (S.28) 
When K(k+l) is chosen to be equal to K(k), K(k+l) satisfies (5.18). Along with 
X(k+ l)e v , this implies 
u(k+llk)=[K(k+l) 0 ... O]X(k+l) (5.29) 
satisfies the input constraints (5.2). 
Hence, ifthe proposed MPC algorithm is feasible at the time instant k;" 0, it is also 
feasible at the time instant k+ I. Furthermore, if there exists a matrix K such that 
conditions (5.17) and (5.18) hold, then the proposed algorithm is feasible for any 
k ~ 0 and any X(O)e v. 
QED 
Remark 5.4: Theorem shows that condition (S.17) gives the stabilizing condition 
for the MPC algorithm. This condition needs the information on the delay range, D, 
which is generally available in engineering practice. It was pointed out in [145] that 
delay-dependent conditions are likely to give better performances compared with 
delay-independent ones. Furthermore, from condition (5.17) and the above proof, one 
can also see that no restriction is required on the varying rate of delay. 
Remark 5.5: The stabilizing condition (5.17) is independent of the weighting 
matrices Q and R in the performance index (5.14), because another artificial 
Lyapunov function (S.9) is employed for the sake of stability. This is different from 
those terminal penalty based MPC algorithms, where the stability is explicitly 
dependent on Q and R; for example, see [99]. 
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5.4 Extension to uncertain systems with multiple state-delays and input delays 
Consider a linear time varying (LTV) system subject to input constraints (5.2) 
{:~~:l::i~(~~:~~,~o~D~~~~~:i+=~~~~~::lBD(k)UD(k) (5.30) 
where 
AD (k) = [Ad'l (k) 
XD(k) = [x(k-dx,l(k»T 
BD(k)=[Bd,l(k) 
UD(k) = lUCk -du l(k»T 
Ad 1 (k)], (5,31 ) 
x(k - dx l(k»T J, 
dx,j(k)e[I,Dxl, j=l, ... ,I, (5.32) 
Bdh(k)], (5,33) 
u(k - du h(k»T f, 
du,j(k)e[I,Du]' j=l, ... ,h, (5.34) 
X De Rnl is a vector composed of multiple time-varying state-delays, U DE Rmh is 
a vector composed of multiple time-varying input-delays, A (k) e R nxn , 
B(k)e Rnxm, AD(k)e R nxnl and BD(k)e R nxmh are system matrix, input matrix, 
state-delay matrix and input-delay matrix, respectively, dxik) is thejth state delay, Dx 
is the upper bound of state delay, while duik) and Du are related to input delay, 
Matrices A(k), B(k), AD(k) and BD(k) vary in a given set 
[A(k) AD(k) B(k) BD (k)]e n, (5.35) 
It is assumed the set n is convex or can be covered by a convex huJI of a set of vertex 
matrices, i.e" 
n=Co{[Al ADl Bl BDl ],[A2 AD,2 B2 BD,,], 
,··,[AL ADL BL BDd} (5.36) 
where Co denotes the convex hull, Thus, any lACk) AD(k) B(k) BD (k)] e n can 
be represented by a linear combination of these vertex matrices 
L 
lACk) AD(k) B(k) BD (k)] = LAJA, AD' 
" 
(5.37) 
i=l 
where 
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L LA, =1, AI ~O. (5.38) 
i=l 
L= 1 corresponds to the nominal L T1 system. 
To apply stability-enforced MPC to the above constrained uncertain systems with 
multiple state-delays and input delays, frrstly, we need to find an artificial Lyapunov 
function and associated stability condition for robust control gains. Fortunately, the 
Lyapunov function (5.9) can be easily extended to the system (5.30) as 
-I 
V(x(k»=x(W Px(k)+l Lx(k + i)T(Dx +i+l)Qx(k+i) 
i=-D;x 
-I 
+h Lu(k+i/(Du +i+I)Ru(k+i) 
i=-Du 
-I 
= X(k)T Px(k) + I L x(k + i/(Dx + i + I)Qx(k + i) 
;=-D" 
-I 
+h L x(k + if (Du + i + I)KT RKx(k + i) (5.39) 
;=-Du 
where PE R"'U, Q E RU'" and RE R"",m are positive defmitive. The following 
Theorem provides sufficient conditions to guarantee the robust stabiIization for 
system (5.30). 
Theorem 5.2: Suppose that there exist matrices P>O, Q>O, R>O, K and a scalar 
f1 > 0, such that 
[
(A, + BJ1)T peA, + BIK) +lDxQ +hDuKT RK - P 
AJJ;P(A, + B,K) 
BJ,;P(A, + B,K) 
(A, + B,K)T PAD" 
AJ,jPAD; -QD 
BJ",PAD" 
[ y K]> <-2._ KT pp-I _0, Yjj_Uj , J-I, ... ,m 
hold, where 
i==l, ... ,L, 
QD = diag{Q, .. · ,Q}, RD = diag{R,·· ,R}, 
'--..,--' '--v-' 
I h 
Then, for any state sequence within the super-region defmed as 
v={XERu(D+I)IXTZX ~p} 
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where 
X(k)=[x(kl x(k-l)T .. , x(k-Dlt, 
k;:::O, D=max(Dx,Du ), 
1 
diag{P,(DxQ+DuKTRK),.··,(D,-D.)Q,"·,Q}, Dx>Du 
Z= diag{P, D(Q + KTRK), (D-l)(Q +KTRK), .. ·, (Q+K'RK)}, Dx=D .. 
diag{P,(D,Q+DuKTRK) .. ··,(Du -Dx)K'RK .... ,KTRK}, Dx <Du 
(5.44) 
(5.45) 
the input u(k) given in (5.16) satisfies input constraints (5.2) and robustly stabilizes 
the system (5.30) under all the described uncertain parameters and delays. 
Proof: It can be shown that if Condition (5.40) is satisfied, for any 
[A(k) AD(k) JJ..k) BD(k)jEn, one has 
[
(A(k)+B(k)K)T P(A(k) +B(k)K) +lD,Q+hD.,K' RK -P (A(k)+B(k)K)' PAr,(k) (A(k)+B(k)K)' PBD(k)] 
AJ,(k)P(A(k)+B(k)K) AJ,(k)PAD(k)-Q, AJ,(k)PBD(k) <0 
BJ,(k)P(A(k)+B(k)K) liJ,(k)PAr,(k) Bi,(k)PBD(k)-R,; 
(5.46) 
holds. For the sake of convenience, we denote the left side of (5.46) as M. 
When K satisfies condition (5.46), it can be proved that for any dx,;(k)e [1, DJ, 
i=I, ... ,l, and du.iCk)E [I,DJ, i=I, ... ,h, 
V(x(k+ 1» < V(x(k», (5,47) 
this is because 
V(x(k+ l»-V(x(k)) = x(k+ If Px(k+ l)-x(k)T Px(k) + 
-I 
+x(knDxQx(k)-1 Lx(k+i)T Qx(k+i) 
i=-D", 
-I 
+U(k)T hD.Ru(k)-h Lu(k+i)T Ru(k+i) 
i=-Du 
sx(k+I)T Px(k+l)-x(k)T Px(k)+ 
I 
+ x(k)' lDxQx(k)- L x(k-dx,;(k»T Qx(k-dx,;(k» 
h 
+u(W hD.Ru(k)- Lu(k-d.,;(k»T Ru(k-du,;Ck» 
i=1 
= x(W (A(k)+B(k)K)T P(A(k) + B(k)K)x(k) + 
+ X(k)T (A(k) + B(k)K)T PAD (k)X D(k)+ 
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+ X;(k)A~(k)P(A(k)+ B(k)K)x(k) + 
+X;(k)A;(k)PAD(k)XD(k) + 
+x(k/(A(k)+B(k)K/ PBD (k)UD (k)+ 
+X~(k)A;(k)PBD(k)UD(k)+ 
+ U~ (k)A; (k)P(A(k) + B(k)K)x(k) + 
+ U~(k)B~(k)PAD(k)XD(k) + 
+ U;(k)B;(k)PB D(k)UD(k) + 
+ x(k/ lDxQx(k) + x(k/ hDuKT RKx(k)-
_X(k)T Px(k)-X;(k)QDXD(k)-U~(k)RDUD(k) 
= [x(k) XD(k) UD(k)]M[x(k) XD(k) UD(k)Y 
<0 
where the last inequality follows from (5.46). The asymptotic stability of the c1osed-
loop system under the control (5.16) is implied by the inequality (5.47). 
Now the feasibility needs to be proved, that is, the input constraints (5.2) are 
always satisfied along the state trajectory which makes V(x) non-increasing. 
Because Q>O, R>O, Dx>O, Du>O and /.l > 0, condition (5.41) is equivalent to 
[:T ;_1]~0 
where Y is defmed in (5.41), Z in (5.45), and 
K=[K OmXDnj. 
(5.48) 
(5.49) 
Suppose that at the beginning time k=0, the initial state sequence X(O)E v and K 
satisfies (5.41), i.e., K satisfies (5.48). Then, it can be proved that the input defined as 
u(O 10) = ilx(O) = Kx(O) (5.50) 
satisfies the input constraints (5.2) (see [167]). Therefore, for any X(O)e v, condition 
(5.41) guarantees that K, or equivalently K, is feasible at the time instant k=0. 
Suppose that K is feasible at the time instant k ~ O. It follows from the fact K 
satisfies condition (5.40) that 
V(x(k + I» :;; V(x(k»:;; .. · :;; V(x(O»:;;,ll, (5.51) 
i.e., 
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X(k+l/ ZX(k+l) 5.J.l or X(k+I)E V. (5.52) 
When K is applied at the time instant k+l, since it satisfies condition (5.48) and 
X(k+ I)e v , one has 
u(k+ I1 k) = Kx(k+l) = Kx(k+l) (5.53) 
satisfies the input constraints (5.2). Hence, if it, or equivalently K, is feasible at the 
time instant k ~ 0, it is also feasible at the time instant k+ 1. 
Therefore, if conditions (5.40) and (5.41) hold, K is feasible for any k ~ 0 and any 
X(O)E v. 
QED 
Based on Theorem 5.2, we have the following theorem further 
Theorem 5.3: Suppose there exist matrices P>O, Q>O, R>O and K, such that 
Condition (5.40) is satisfied, then one has 
[
(A, +B,K)T peA, +B,K)+ID,Q+hD.KTRK-P 
A);.,P(A, + B,K) 
Ki;B);.,P(A, + B,K) 
(A, +B,K)" PAD.' (A, +B,K)T PBD,Ku 1 
A);.,PAD., -QD A);"PBDiKu <0 
Ki;B);"PAD" KJ;(B);"PBD" -RD)Ku 
i= 1,2,.,·,L, (5.54) 
where 
Ku =diag{K,. .. ,K}. (5.55) 
Replace Condition (5.40) with Condition (5.54), and then all conclusions in Theorem 
5.2 still ho Id. 
Proof: Let the left side of Condition (5.40) be denoted by MJ, and the left side of 
(5.54) by M2. It is evident that 
[
1 0 
M, = 0 1 
o 0 
~ lMl[~ 
KT 0 U 
One concludes that M2<0 since MJ<O. 
It follows from M2<0 that 
o 0 1 1 , 
o Ku 
V(x(k+I»-V(x(k»=[x(k) XD(k) UD(k)]M;[x(k) XD(k) UD(k)Y 
(5.56) 
= [x(k) XD(k) Xu(k)]M;[x(k) XD(k) Xu(k)Y <0 (5.57) 
where 
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dU,j(k)E [1,Du], j = I, .. ·,h, (5.58) 
Un(k) = KuXu(k). (5.59) 
In the same fashlon as in the proof of Theorem 5.2, it can be shown that all 
conclusions in Theorem 5.2 still hold if M2<O. 
QED 
Condition (5.54) can be reformulated in LMI form as 
H-/DW-hDV 
x U ° ° 
(A;H + B;G)T 
° 
W 
° 
HA~.i 
>0 
° ° 
V G:;B~i , 
AiH+BiG AD.iH BD.iGU H 
i=I, ... ,L, (5.60) 
where 0 < HE Rnxn , 0 < W E R nxn , G E R mXn and 
W=diag{W, .. ·,W}, V=diag{V,· .. ,V}, Gu =diag{G, .. ·,G}. (5.61) 
The state-feedback gain for robust stabilization is calculated as 
K = GH-1 , (5.62) 
and the weighting matrices in the Lyapunov function (5.39) are 
P = H-1, Q = H-'WH-' , KT RK = H-'VH-1 • (5.63) 
With the artificial Lyapunov function (5.39) and Condition (5.60), we are now in 
the place to apply stability-enforced MPC to the system (5.30). The only thing we 
need to do is replace the condition (5.6) in the omine algorithm with (5.60), and 
replace the condition (5.17) in the online algorithm with (5.54). 
5.5 Numerical example 
Let the system (5.1) be a second order system where 
[0.875 1.1251 [0.1 ° J [IJ A= 0.375 1.625J' Ad = ° 0.125' B = 0 ' (5.64) 
x(0)=xo,x(i)=0,i=-I'''',-4, d(k)E {1,2,3,4}, (5.65) 
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with control constraint lul:O; 1. Ifregardless of the state delay, this system is unstable. 
The length of predictive horizon and the weighting matrices in the performance index 
(5.14) are chosen as N=3, Q=diag(10,IO) and R=I, respectively. 
To fully understand the features of the MPC proposed in this chapter, it is 
compared with the method in [167J and the MPC algorithm in [9IJ. For the sake of 
identification, hereafter the algorithm proposed in this chapter is denoted as MPCI, 
the method in [167J as FixGain, and the algorithm in [91J as MPC2. FixGain is a 
delay-independent fixed state-feedback gain controller. MPC2 is a robust control 
scheme, and it can be extended to handle uncertain time delay by transforming the 
original system given by (5.64) and (5.65) into an augmented LTV delay-free system 
as 
X(k+ I) = A (k)X(k) + Bu(k) (5.66) 
where 
X(k) = [x(k/ x(k-I/ ... x(k-4/Y, 
A Al(k) A2(k) A,(k) A4(k) B 
I 0 0 0 0 0 
A(k)= 0 I 0 0 0 
, B '" 0 (5.67) 
0 0 I 0 0 0 
0 0 0 I 0 0 
4 
and ~>i(k)=Ad' AJk)E {Ad'O}. 
i=l 
Firstly, three controllers are designed offiine according to the above three 
algorithms. To handle uncertain time-delay, MPC2 needs the augmented LTV system 
defmed by (5.66) and (5.67). Consequently, in addition to input constraint, the extra 
online constraints for stabilizing purposes consist of 4 LMIs with a dimension of 
31x31 (see [91J for more details). While, MPCI just uses one LMI (5.6) with a 
dimension of 6x6 along with the input constraint. It takes 49.18s to solve the offiine 
design optimization problem of MPC2, while MPCI just needs 7.92s, as shown in 
Table 5.1. This implies MPCI is more computationally efficient than MPC2. The size 
of stability region for initial states is an important index from a practical viewpoint. 
As shown in Figure 5.2, MPCI achieves a larger stability region than MPC2, which 
means MPCI is less conservative than MPC2. 
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It is also observed that the omine design of FixGain just takes 6.67s, a little bit 
faster than MPCI, and it achieves a larger stability region than MPCI. This is 
reasonable since FixGain is developed for constant time-delay although it may be 
unknown, while MPCI is designed to deal with time-varying delay. When FixGain is 
applied to control ofa system with time-varying delay, FixGain may be unstable. This 
will be illustrated in the following simulation study. 
Table 5_1. Computational efficiency of MPCl against MPC2 
Computational 
time (s) 
Number and dimension of stabilizing 
conditions/constraints in LMI form 
Omine 
design 
MPCI 
MPC2 
7.92 I LMI inR x, ILMI inR x 
48.18 4 LMls inR x ,ILMI inR x 
Online 
optimization 
MPCI 
MPC2 
0.69 I LMI inR x , ILMI inR x 
33.16 4LMlsinR ,ILMlinR x 
x, 
5 .:: ... ,.. 
4 •. ::: .....1:::::.::-. --- Stability region of FixGain 
(Volume=14.2556) 
3 
2 
1 
'1~.------ Stability region of MPC2 
0 
-1 
-2 
-3 
-4 
-:;15 
Stability region of MPCl 
(Volume=9.4091 ) 
-10 -5 o 
XI 
(Volume=5.1097) 
5 
Figure 5.2. Stability regions for x(O) 
10 15 
The control performance of these three controllers is then compared. The plant 
used in the simulation is described by (5.64) and (5.65), and the time-delay varies 
randomly. The control performances for two random time varying delay sequences 
are presented in Figures 5.3 and 5.4. As it is shown that both MPCI and MPC2 work 
quite well and achieve similar control performance while FixGain only works for the 
fIfst random time varying sequence. It should be mentioned that in order to apply 
MPC2 for time delay systems, a system with time delay is augmented to a delay free 
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system with much higher order. As a result, the online computation burden of MPC2 
is much heavier than the new MPC developed in this chapter, i.e., MPCI, which is 
supported by the corresponding data given in Table 5.1. 
Control history State trajectory 
r:l-
-lrr'-- ................ .. .,. . .,. . 
... ~ ..... ,/' ... : .. 
• • on 
: 0 • ." ...... 
... . ......... J L..r~" 
- MPC1 
x 
.......................... 
-15 
- MPC1 
-- MPC2 
...... FixGain 
- - MPC2 
FixGain -20 
0.5 1 1.5 o 0.5 1 
t (time-unit) t (time-unit) 
Figure 5.3. Control performances (1) 
Control history State trajectory 
0.5~--------~---~ if 
o 
-0.5 
-1 
o 0.5 
t (time-unit) 
5.6 Conclusions 
1 
MPC1 
MPC2 
FixGain 
x 
1.5 
o 
-5 
-10 
-15 
-20 
o 
.' . 
........ ;l 
0.5 
Figure 5.4. Control performances (2) 
- MPC1 
-- MPC2 
FixGain 
1 
t (time-unit) 
Time-delay and input constraints are very often the factors leading to poor 
performance and instability in practical control applications. In this chapter, a new 
stability-enforced MPC algorithm is proposed for constrained systems with uncertain 
state-delay, whose varying rate could be larger than 1. Thanks to a novel Lyapunov 
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function, a delay-dependent stabilizing condition in an LMI form is presented to 
directly handle the uncertainties of time-delay. This condition is fIrst used omine to 
design the controller and to assess the stability region, and then is used online as a 
stabilizing constraint. The new MPC algorithm is then extended to L TV systems. 
Finally, the numerical results demonstrate the advantages of the new MPC algorithm 
against some existing algorithms when uncertain time-delay is present. 
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6. Implementation of Model Predictive Control for Missiles 
6.1 Introduction 
In this chapter, we present a case study on the implementation ofterminal-penalty 
based MPC to the flight control system of a certain missile. Our emphasis is put on 
some practical issues in flight control of the missile. To address these issues. some 
techniques other than those reported in Chapter 2 are introduced to terminal-penalty 
based MPC. 
Although MPC has been widely adopted in process industry, due to various 
reasons it has not been widely accepted by many other areas like electrical, 
mechanical and aeronautical engineering where most of the systems possess strong 
nonlinearity and fast dynamics. This chapter reports an attempt of applying MPC to 
design a lateral autopilot for a missile. It is found that, in order to successfully apply 
MPC in the system like the missile, several issues need to be solved. The frrst issue is 
how to choose the performance index to be optimized, in particular the terminal 
weighing term, in MPC. For a system with nonlinear dynamics, a nonlinear 
optimization problem has to be solved on-line in each step. There is no guarantee that 
the global minimum can be found for a nonlinear optimization problem. The second 
issue is that how to maintain stability of a nonlinear system under the MPC when a 
control profile generated by an optimizer stopping at a local minimum is 
implemented. The third issue is how to guarantee stability in the presence of the 
limitation of the on-line computational time. Allowable sampling interval for a system 
with fast dynamics is quite small and consequently it is very important to decide what 
control strategy should be employed when the on-line optimization is not completed. 
For the frrst issue, it is well known that the terminal weighting term in the 
performance index is introduced for the stability requirement of MPC [lll]. 
However, how to choose the terminal weighting term to compromise the performance 
and stability requirement remains largely unsolved, and has been identified by [50] as 
one of the main obstacle in the application of the MPC. It is mainly due to the fact that 
it is quite difficult to estimate the stability region of an MPC algorithm, in particular 
for nonlinear systems. In most of the current work, the stability region is estimated by 
the terminal region. Chapter 3 specially investigates how to calculate the terminal 
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region. Therefore, the terminal term is chosen based on terminal region rather than 
stability region in above papers. For linear discrete time systems, Reference [35] 
proposes a method to estimate the stability region directly by parameterising the MPC 
sequence in moving horizon. This idea will be extended to the nonlinear missile 
control problem in this chapter. Then a new approach is proposed in this chapter to 
determine the terminal weighting term to compromise the performance and the 
stability requirements. 
In implementation of MPC for nonlinear systems, a nonlinear optimization 
problem, which is quite time-consuming, needs to be solved in real time. It is well 
known that the only a local minimum might be attained. For a nonlinear optimization 
problem, implementation of such a control sequence implies that the MPC may lose 
not only its optimality but also its stability. It is even worse for a nonlinear system 
with fast dynamics like missiles. In this case the optimization process has to stop 
before the next sampling time arrives. One way to tackle this problem is to reduce the 
on-line computational burden by developing suboptimal but fast MPC algorithms 
[94]. 
Another way, the choice of the initial control profile, is adopted in this chapter. 
We believe that it is crucial that at each optimization routine, the optimization process 
starts from a "good" initial control sequence. This is even more important for MPC of 
nonlinear systems. In MPC of nonlinear systems, a "poorly" chosen initial sequence 
may imply that it is impossible to attain the global optimum and then good 
performance even when there is no computational time limitation. A good initial 
control sequence implies that stability and reasonable performance can be guaranteed 
even only several iterations in on-line optimisation are allowed. Based on the new 
parameterising the control sequence in the moving horizon, a new initial control 
profile is suggested. It is then successfully applied to the control of missiles where the 
currently widely used methods for the choice of the initial control profile fail. 
The remainder of this chapter is organized as follows. Section 6.2 describes the 
nonlinear missile problem. The choice of the performance index is discussed in 
Section 6.3 and Section 6.4 devotes to the choice of the initial control sequence and 
the new MPC algorithm. Simulation results carried on the nonlinear lateral dynamics 
of the missile are reported in Section 6.5. Finally the chapter ends with conclusions in 
Section 6.6. 
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6.2 NonIinear Missile Control Problem 
The missile model to be considered in this chapter is the Extended Medium Range 
Air-to-Air Technology (EMRAAT) airframe [154]. The EMRAAT missile is a paper 
design used to explore a bank-to-turn (BTT) steering logic for the control of air-to-air 
missiles. Conventionally, such missiles are axisymmetric and use a skid-to-turn (STT) 
steering logic whereby motion is controlled by a set of cruciform fins at the tail. These 
are used to skid the missile through a turn in response to a sideslip demand whilst 
maintaining zero roll rate. 
Several factors have driven the desire to move from the conventional 
axisymmetric missile shape and the associated STT logic towards less conventional 
non-axisymmetric airframes. These factors include the desire to reduce drag, the need 
to conformally carry missiles on the aircraft and the drive towards reducing the radar 
signature of the missile for low observable purposes. These missiles adopt 
configurations that are more aircraft-like and hence possess preferred orientation and 
preferred manoeuvre planes. This renders the STT logic redundant since non-
axisymmetric airframes are difficult to skid and aerodynamic coupling between 
sideslip and other degrees of freedom becomes very significant. As an alternative, a 
BTT steering logic is proposed and EMRAAT may be used to help to design suitable 
controllers. 
As can be seen in Figure 6.1, the EMRAAT airframe is longitudinally non-
axisymmetric with four tail control fins and two wings approximately half way along 
the fuselage. 
The equations of motion of this missile are fully derived in [154]. The motion is 
described by eight nonlinear ordinary differential equations. They are given for the 
incidence time derivative, the sideslip time derivative, the rate time derivatives and 
the actuator deflection time derivatives. Figure 6.1 shows four tail control fms to 
generate moments about three axes. The actual fin deflections are given by a mixing 
logic which related the effective deflections about each of the axes to the actual 
deflections required. The missile dynamics in this chapter are given in terms of these 
effective deflections. Table 6.1 is the nomenclature on the lateral dynamics of the 
missile. 
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Table 6.1. The nomeuclature of the lateral dynamics ofthe missile 
Variables Physical meaning Unit 
p Roll rate degree/second 
r Yawrate degree/second 
fJ Sideslip angle degree 
t/J Rank angle degree 
Op Effective roll control input degree 
0, Effective yaw control input degree 
<------..=~J )? 
<~ __ c::::7 ___ ;g) 
Figure 6.1. EMRAAT Airframe 
It is desirable to avoid exciting coupling modes with the flight control system and 
as such the controller designed here comprise separate pitch and roll 
autopilots/controller to achieve angle of attack and bank angle demands from the 
guidance laws of the missile. Clearly this approach will not avoid all of the coupling, 
but in particular the coupling between the product of angle of attack and roll rate with 
sideslip may be minimized. Since a pitch controller and a roll controller are required, 
a key assumption must be made. Those full equations of motion may be decoupled 
into longitudinal and lateral-directional modes. Clearly this will introduce some error 
into the controller since the models of motion are closely coupled. However, the 
assumption simplifies the analysis and design. 
Finally, the flight case of the missile must be discussed. The flight condition 
considered in this chapter is that the missile travels at Mach 2 and at an altitude of 
30,OOOft. This flight condition is representative of a missile as it nears the target: the 
engine has ceased thrusting and the missile carried out violent maneuvers in order to 
intercept the target. The data we used includes dynamic pressure, density and velocity 
and importantly a full set of aerodynamic derivatives which are crucial for describing 
the dynamics of the missile. A full listing of all the flight condition data may be found 
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in [94] and [154]. Several nonlinear control methods have been designed and tried on 
this missile [94], [154]. This chapter discusses how to design an autopilot for the 
lateral dynamics of the missile using the MPC technique. 
There are some requirements in the roll controller design [154]. The primary 
requirement of the roll controller is to roll the missile to a commanded bank angle up 
to a maximum of 180" in either direction. These commands must be followed as 
quickly and precisely as possible. Furthermore, the real world hardware restrictions 
must be enforced. The actuator deflection cannot exceed 45" in either direction. The 
propulsion system of the missile is air-breathing. As excessive sideslip will cause a 
disruption of flow into the air intake causing the engine to cease thrusting-an 
undesirable situation. For this reason, the sideslip angle must remain below 5". At this 
stage, for the sake of simplicity, the maximum deflection rate, actuator dynamics, 
disturbances and system uncertainties are not considered. 
After the EMRAA T missile specific terms, flight condition specific terms, and 
a = 0" (angle of attack), 8 = 0" (pitch angle), q = 0" / s (pitch rate), cos(fJJr 1180) ~ I 
(because 1,81 s: 5") have been substituted in the full equations of motion, the equations 
(6.1 )-( 6.4) of motion for the lateral dynamics of the missile obtained, 
P = h(p,r,,8,I/J,t5p,t5,) = 0.000179p2 -0.0184r2 -0.00232pr- 2.177 p + 
0.8055r + 1001.167,8 -1243.48t5p -959.52315, (6.1) 
r = fz(p,r,,8,I/J,t5p,t5,) = 0.00388p2 +0.OOOI81r2 +O.0005024pr-O.00354p-
O.60526r+96.093,8 + 17.524t5p -75.99515, (6.2) 
iJ = f3(p,r,,8,I/J, t5p, 15,) = 1.000398r -0.368,8 - 0.00001803p + 0.0166 sin i& (6.3) 
~ = J.(p,r,,8,I/J,op,O,) = p (6.4) 
where 
(6.5) 
Thus, the state vector and input vector are give by 
x=[p r ,8 I/Jj', u=[op t5,J, (6.6) 
Due to the actuator limits mentioned earlier, the control input is subject to the 
constraint 
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(6.7) 
It is clear to see the nonlinearities in each of the equations. The presence of 
trigonometric functions, products of state variables and state variables raise to more 
than the fIrst power indicates the nonlinearity. 
6.3 Choice of the Performance Index 
To implement an MPC algorithm on the lateral dynamics of the missile, fIrst a 
performance index to he optimised online should be determined. In general the MPC 
performance index is chosen as 
J = g(x(t+ T»+ f: X(tH)T Qx(t +'£)+ u(t+ r;x(t))T Ru(t+ r;x(t»dr (6.8) 
where, in order to distinguish the real variables from the variables in the moving 
horizon time frame, hatted variables are used in the moving horizon time frame. 
Q 2: 0, R > 0 and u(-;x(t» explicitly indicates that the control proflle,. u, depends on 
the state measurement x(t) at time t. It is required that the terminal weighting term 
g(x) is a continuous, differentiable function of x, g(O) = 0 and g(x) > 0 for all 
0* XE R4. A typical choice of g(x), as used in this chapter, is given by 
g(x(t» = x(t)' Px(t) (6.9) 
where 0 < PE R4X4 is called terminal weighting matrix. 
The integral part in the performance index represents the performance requirement 
and following the LQR method, it can be chosen. The terminal weighting is imposed 
due to the stability requirement. Unfortunately, few methods are available to 
determine the terminal term, or P , for nonlinear systems. Even for linear MPC, it is 
chosen based on the terminal region rather than the stability region. In the following, 
for the missile control problem, a procedure to choose the terminal weighting term is 
proposed based on the stability regions. 
6.3.1 LDI representation of missile lateral dynamics 
The nonlinear lateral dynamics (6.1)-(6.4) can be represented by its Linear 
Differential Inclusion (LDI) as (6.10). 
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p p 
r r [0 ] /J =A(p,r,p,lj!,opA) p +B(p,r,p,lj!,op,o,) ;, 
Ij! Ij! 
df. df. df. df. df. df. 
dP dr dP dlj! dOp dO, 
df, of, of, of, p of, of, 
op or op olj! r dOp dO, [~] = + of, of, of, of, p of, of, 
op or op olj! Ij! OOp 00, 
of. of. of. of. df. of. 
op or op olj! dOp dO, 
3.5802x10-5 p- -3.6800xlO-2 r-
2.3000x10-3r- 2.3000x10-3 p+ 1.0012x103 0 
2.117 8.0560 x 10-1 
7.8000x 10-3 p + 3.6226x10-4 r+ 
= 5.0240x10-4 r+ 5.0240x10-4p- 9.6093xlO l 0 
3.5000x10-3 6.0530x10-1 
-1.8030xlO-5 -9.9960x10-1 -3.6800xlO-1 
2.8972x10-4 
xcos~ 
1 0 0 0 
-1243.5 -959.5304 
17.5241 -75.9936 [~] (6.10) + 0 0 
0 0 
Let 
AO = A(p,r,p,lj!,op,o,), BO = B(p,r,p,lj!,op ,0,), (6.11) 
and a(i, j) denote the element in i th row and j th column. 
Let G denote the set of [AO, BO] when the missile operates with a given range. 
Let CoG denote the minimum convex hull which covers the set G and the 
corresponding system is called the relaxed LDI. It is known that every trajectory of 
the nonlinear system is also a trajectory of the relaxed LDI. As a result [27], a MPC 
that can stabilise the relaxed LDI also can stabilize the original nonlinear system. 
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At the first glance, there are 5 variable elements in AO and BO is a constant 
matrix. However it is found that within the operation range, compared with the 
constant 2.1 77, the variation caused by p and r in the element a(l, 1) are very small 
and thus can be ignored. Similarly, a(2,2) can also be considered as a constant. 
Therefore CoEl has 8 vertices depending on a(1,2), a(2,1) and a(3,4). These 8 
vertices can be calculated according to the range of p, r and tjJ. Denote these 8 
vertices as 
V(/) = [A/ BJ 1=1, .. ·,8. 
and the corresponding 8 linear vertex systems are given by 
x(t) = A/x(t)+B/u(t), U(t)E U; 1=1, .. ·,8. 
(6.12) 
(6.13) 
When the missile is digitally controlled with a sampling time T"mpling, the 
corresponding discrete time vertex systems are 
U(k)E U'I=1 ". 8 
, " 
(6.14) 
with the discrete performance index 
J(k) =x(k+N I k)' Px(k+N Ik)+ 
N-! 
+ ~::Cx(k +iJ k)' Qx(k + ilk) + (u(k + i I W Ru(k + ilk». (6.15) 
i=1 
Here, it should be noted that the computational delay caused by the online 
optimization is taken into account in the performance index. For details, please refer 
to [36]. 
In this chapter, the terminal region is under the same defmition as given by 
Defmition 3.1, but the stability region, as defmed by the following defmition, is a 
little different from Defmition 3.2. Actually, Defmition 6.1 can be considered as a 
sub-set ofDefmition 3.2. 
Definition 6.1: The stability region M refers to a set of initial state points Xo from 
which, there exists open-loop control profile ii' (k + i I k),i = 0,,,, N -1, such that the 
state trajectory x(k + ilk), i = 1,'" N is steered into the terminal region vat terminal 
time T. 
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6.3.2 Determining the terminal term 
In this section we will extend the method in [35] to choose the terminal term to 
maximize the stability region for linear systems to the case where the LDI of a 
nonlinear system is covered by convex hull of several vertex systems as in (6.14). The 
underlying idea in [35] is to use a new representation of the control sequence in the 
moving horizon and by such it is possible to determine the terminal term directly 
based on the stability region rather than on the terminal region. Another significant 
advantage of this approach is that, as it will be discussed later, it provides a new initial 
control profile for on-line optimization, which enable MPC working in a larger range. 
Suppose that there exist 0 < WE R4X4, WE R4X2 and I ~ Jl ER. and 0 < SE R4X4, 
SI E R4X2 such that the following conditions hold 
[ S (AtSW+f,S>,]::::o, 1=1 .... ,8 l.,Ns+f,s 
, >0 S.] S - , Y <45 2 i=O··· N-l'J'=12 jJ-' " , , 
W - -- T (A,W+B,W) (Q"2W)T W T 
A,W+B,W W 0 0 
:::: 0, I = 1 .. ··,8 Q1I2W 0 pI 0 
W 0 0 pR-I 
[:T :]::::0, Yjj ~ 45
2
, j=I,2 
where 
s = [So' ... S~_Il', 
(6.16) 
(6.17) 
(6.18) 
(6.19) 
(6.20) 
(6.21) 
Then when the terminal weighting matrix P, terminal control gain K,,~, stability 
region matrix Z and the associated control gain K"ab are chosen as 
P= W-IJl, K,,~ =WPI Jl, Z = S-I, K"ab =SZ, 
and according to [35], the corresponding terminal region is given by 
V={XE R4IxTpX<Jl}. 
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This is because condition (6.18) and (6.19) are the same as the conditions in [99) 
to determine the terminal region except that the extra parameter 11 is introduced. It 
has been proved that the introduction of 11 can significantly enlarge terminal region 
[37). 
Actually, 11 is also a tuning knob for trade-off between the performance and 
stability. That is large 11 gives large stability region, but results in less influence from 
the integral part. By fixing 11 to a proper value, the trade-off between stability 
performance can be achieved [37]. 
The following theorem will state that the stability region for the set of discrete 
time systems (6.14) can be estimated by 
M = {XE R4 I xTZx < I} (6.24) 
Theorem 6.1: For a set of discrete-time systems (6.14), suppose that there exist 
0< WE R4X4, WE R 4x2 and I::;; 11 ER. and 0 < SE R4X4, S, E R 4X2 such that condition 
(6.18), (6.19), (6.16) and (6.17) hold. Then the MPC proposed in Section 6.3 and 6.4 
is feasible for all k>O and all initial state within the set M and the closed-loop system 
is asymptotically stable about the origin with the stability region M 
Proof: Set the initial control sequence as 
u(k+ilk)=K(k+i)x(k), K(k+i) = S,Z, i=I,.··,N-1. 
Substituting the above control law to the system (6.14) gives 
x(k+Nlk)=(At+~KN(k»x(k), 1=1"",8 
where 
[ 
K(k) 1 
KN(k) = : . 
K(k+N-l) 
For all x(k) within the set M, if 
one has 
- 130-
(6.25) 
(6.26) 
(6.27) 
(6.28) 
6. Implementation of Model Predictive Control for Missiles 
This implies that if condition (6.28) is satisfied, there exists a control sequence to 
steer any initial state within the set M into the terminal set v. 
Using the transform (6.22) and (6.25), condition (6.28) can be expressed in the 
same LMI form as condition (6.16). It can be shown that condition (6.17) guarantees 
that the input constraint is satisfied. 
In other words, condition (6.16) and (6.17) guarantee that for any initial state 
Xo within the set M, there exist a control sequence such that the state arrives in the 
terminal set v at time instant N. Condition (6.18) and (6.19) ensure that there exist a 
terminal control satisfYing the control constraints which can steer every state within 
the terminal set v to the origin [99]. Hence the results. 
QED 
Theorem 6.1 gives the estimation of the stability region M for the initial state 
instead of the terminal region v for the terminal state. The stability region can be 
maximized by off-line solving the optimization problem: 
min 10g(det(S-'» 
s.S,W,W,j.l 
(6.29) 
subject to (6.18), (6.19), (6.16) and (6.17). 
Then the terminal term in the performance (6.15) for the missile control is 
determined by (6.22), and the associated terminal region and stability region are given 
by (6.23) and (6.24) respectively. 
6.4 Initial Control Profile and MPC Algorithm 
After the performance index of an MPC algorithm is determined, the on-line 
implementation issue is considered. The lateral dynamics of the missile are 
continuous and are digitally controlled with sampling time T,ampling' At each sampling 
time, also referred to as time instant, after the state is measured, the on-line 
optimization problem to be solved is formulated as: 
mm ] (6.30) 
u(k+ljk ),.··,u(k+N-ljk) 
subject to input constraint (6.7), the lateral dynamics (6.1)-(6.4) and (6.31), 
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j u(t)=u(k+ilk), u(t) =u· (k I k-I), 
u(t) =K"ab(1: 2,:)xo, 
(k + i)I',ampling '5, t < (k + i + I)I',ampling' i = I,. .. , N - I; k ~ 0 
kT,ampling'5, t < (k + I)I',amPling' k:> 0 
o '5, t < I',ampling' k = 0 
(6.31) 
where u· (k I k -I) is given by the optimizer at last sampling instant. Due to the 
computational delay, it takes one sampling interval to calculate the control sequence. 
The maximum computational time available for the optimizer is I',ampling' 
MPC algorithm: 
Step I: Measure the state x(to). Start the MPC algorithm by implementation of 
the control u(to) = K,tabx(tO)' Let k = O. 
Step 2: Check whether the state x(k) is within the set v. If it is, go to Step 4; 
otherwise, go to Step3. 
Step 3: Determine the initial control profile according to (6.31) and 
u(k + ilk) = K"ab(2i -1: 2i,:)x(k), i = 1, .. ·,N-I (6.32) 
Start online optimization process with the initial control sequence to solve 
the optimization problem (6.30). If the optimization is completed before 
the next sampling time arrives, execute the first element of the yielded 
control sequence. When the on-line optimization can not be completed 
within the specified sampling time, first the latest control sequence yield 
by the optimizer is tested to see whether it can drive the state into the 
terminal region. If it can, it will be implemented. Otherwise, execute the 
flfst element of the initial feasible control sequence. 
Step 4: Determine the initial control profile using the terminal control Start online 
optimization process with the initial control sequence to solve the 
optimization problem (6.30). If the optimisation is completed before the 
next sampling time arrives, execute the first element of the yielded control 
sequence. Otherwise, execute the control sequence yielded by the 
optimizer. 
StepS: Measure the state x(t). Let x(k)=x(t). Letk=k+l, i.e., t=t+I',ampling and 
go to Step 2. 
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When the system arrives in the terminal region v, the stability is guaranteed by 
using the terminal control. For the state outside the terminal region v, the first part of 
the new MPC is to steer the system state from M into v. This is a dual mode control 
in the sense that the different initial control profiles are used for the on-line optimizer 
and different control strategies are used when the on-line optimization is not 
completed for a state within or outside the terminal region. However it should be 
noticed that the same online optimization problem with the same performance index is 
intended to solve for both cases. 
6.5 MPC for the Lateral Dynamics 
Before applying MPC for the missile control problem, there are several 
parameters, i.e., T,ampling' T, N, Q and R, to be determined. 
A typical flight control system has the sampling frequency 80 Hz. Therefore 
T,ampling = 0.0125 seconds is chosen. T is determined based on the trade-off between 
optimality and online computational burden. Here T = 0.05 seconds is chosen which 
gives N= 4. 
Q and R can be tuned and determined according to the performance of an LQR. 
In the simulation, Q and R are chosen as 
50 0 0 0 
0 50 0 0 'R=[~ ~l Q= 0 0 250 0 (6.33) 
0 0 0 5000 
6.5.1 Choice ofthe terminal weighting and the stability region 
Following the procedure developed in Sub-section 6.3.2, the terminal matrix P, 
/l and the associated terminal control gain K,,= are obtained as 
0.4478 -0.0202 0.0825 1.7776 
-0.0202 0.4530 -0.2167 -0.0999 
P=jJ 
0.0825 -0.2167 22.3971 2.4211 
(6.34) 
1.7776 -0.0999 2.4211 57.2101 
/l=1.3119xl0 3 , (6.35) 
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K =[ 0.3715 -0.5788 0.1744 1.4145] 
term _ 0.4547 0.7932 0.7984 -1.6632 . (6.36) 
Then Z and the associated feasible initial control gain sequence K,wb 
1.9909xl0-S -8.5828xIO-6 5.9945xl0-4 4.3341xl0-4 
Z= 
-8.5828xl0-6 3.5914xIO-4 -0.0154 -7.1358xl0-4 (6.37) 
5.9945 x 1 0-4 -0.0154 1.1417 0.0772 
, 
4.3341xl0-4 -7.1358xIO-4 0.0772 0.0844 
0.0552 -0.6973 0.4358 0.4036 
0.0132 0.8998 0.4901 -0.1258 
0.0941 -0.7457 21.6451 4.4088 
0.0008 0.9631 -26.9118 0.8435 
K Stab = 0.0730 -0.6960 33.9518 3.5038 (6.38) 
0.0240 0.9013 -43.2202 1.8471 
0.0679 -0.5136 15.8675 1.9790 
0.0316 0.6190 -18.2080 0.9526 
Therefore the terminal weighting matrix in the performance index is chosen as 
(6.34). 
Since the state space is of 4-Dimension, it is difficult to plot either the terminal 
region or the stability region. However, we can use the value of 10g(det(P I fl)) or 
10g(det(Z)) to approximately represent the size of terminal region or stability region. 
It was found that log(det(Plfl))=5.4178 while 10g(det(Z)) =-22.1544. This 
indicates that the stability region determined by the new MPC proposed in this 
chapter, denoted as NMPC hereafter, is much larger than the terminal region. 
However, as is well known, the LDI technique is quite conservative. Simulation 
has shown that the actual stability region of the MPC algorithm under this 
performance index is much larger than what is estimated. Nevertheless, this gives a 
practical way to choose the terminal weighting term for the missile control problem. 
How to reduce the conservativeness caused by LDI representation of a non-linear 
system is an interesting problem worth of further investigation. 
Another way to further enlarge stability region is to use long predictive horizon. 
For example, when the predictive length is chosen as N=7, a new Z is yielded with 
10g(det(Z)) = -27.3951. Compared with the predictive length N=4, a much larger 
stability region is obtained. However, if the terminal region is used to estimate the 
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stability region, the length of predictive horizon has no influence on that which 
indicates the deficiency of the estimate ofthe stability region by the terminal region. 
6.5.2 MPC performance without computational time limitation 
In following simulation tests, NMPC is compared with four other methods to 
choose initial control profiles. These fours are denoted as OMPCI, OMPC2, OMPC3 
and OMPC4 respectively in Table 6.2 where "Inheriting" means that at time instant 
k+ I, the initial control sequence for optimization is chosen as 
u(k+ilk+l)inWal =u'(k+ilk), i=I,··,N (6.39) 
where u' (k + ilk) denotes the fmal sequence yielded by the optimizer at time instant 
k. For example, OMPCI means that at time instant 0, the initial control profile is 
chosen as zero and after that the initial control sequence for the on-line optimizer 
consists of two parts: the first N-I components are carried from the sequence yielded 
by the optimizer in the last time instant, as in (6.39), and the last component is chosen 
as K"""x(k). 
Firstly, suppose that there is no time limitation for the on-line optimization 
process. The purpose of this test is to fmd the average computation time required to 
perform the online optimisation for the different MPC algorithms with different initial 
control profile. Figure 6.2 and Figure 6.3 illustrates the online control performances of 
OMPC and NMPC. For the lateral autopilot of the missiles, the same control 
performances are achieved for the MPC algorithms with the different choices of the 
initial control sequence. It should be noticed that the initial state in the simulation 
shown in Figure 6.2 and Figure 6.3 is outside the set v. This also implies that using a 
terminal region to estimate the stability region is quite conservative. 
The simulation has been conducted for the missile starting from different initial 
states. Table 6.3 compares the average and maximum time of the on-linear 
optimization process for one initial state. It indicates that as the time goes, the average 
time for all the MPC algorithm reduces. This is mainly because after 0.5 second (see 
Figure 6.2 and Figure 6.3), the control effort for all MPC algorithms is close to zero 
and takes a short time to achieve minimum. Table 6.3 shows that (a). OMPCI, 2 and 4 
take less computational time than NMPC, and the key reason is that they inherit the 
"optimal" solution yielded by optimization at last time instant. (b). The maximum 
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computational time of a nonlinear optimization routine depends on many factors, e.g., 
the method to set initial control sequence, the plant chosen for simulation tests and the 
state. Although it might make little sense to compare the maximum computational 
times of these MPC algorithms, the maximum computational time can help us to 
understand the computational time limitation imposed by fast sampling. 
Table 6.2 Methods to set initial control profiles 
Initial control profile ii In;';a[ (-; x(t» 
Time OMPCI OMPC2 OMPC3 OMPC4 NMPC 
1=10 K"abO 
[0, .. ·,0] [0, .. · ,0] [0, .. ·,0] it' (-;x(toll 
xx(to) 
I> 10 [Inheriting [Inheriting, [Inheriting, See the 
,K,,~X(I) ] 0] [0, .. ·,0] K,,~X(I) ] algorithm 
Table 6.3. Comparison of computational time (xo =[0, 0, 1, 45]') 
Simulation time (second) Maximum 
0.25 0.5 1.0 computational 
time (second) 
Average OMPCl 1.0680 0.7675 0.6089 2.2000 
Computational OMPC2 0.5575 0.4447 0.4406 1.0500 
time of a run of OMPC3 0.5655 0.4640 0.4278 2.5800 
online 0 P solver OMPC4 0.8790 0.6303 0.4908 2.1900 
(second) NMPC 1.1590 0.7965 0.6036 1.8800 
6.5.3 MPC performance with computational time limitation 
For a nonlinear system with fast dynamics like the missile, it is unlikely to 
perform all the online optimization within the sampling interval. If the online 
optimizing computation is not completed when time runs out, the intuitive way is to 
execute the latest solution yielded by the optimizer. This idea is adopted in all the 
OMPC while NMPC uses the latest solution if and only if this solution is feasible, i.e., 
it can drive the state trajectory into the terminal region at the end of the predictive 
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horizon. Otherwise, the associated initial control law, which has been worked out 
oftline as in (6.38), is implemented to avoid loss of stability. 
In the simulation, the computational time limitation is set as 0.5 seconds. In reality 
the computational time limitation must not exceed the sampling time, i.e. 
T,ampling = 0.0125 seconds. The choice of 0.5 seconds is based on the justification that, 
in practical implementation, special purpose designed computer and assemble code 
rather than the PC and general MATLAB code as in the simulation will be employed, 
which can lead to a much higher online computing speed than in the simulation tests. 
As shown in Figure 6.4 and Figure 6.5, OMPC can not stabilize the system when the 
initial state is outside the terminal region. While in Figure 6.6 and Figure 6.7, NMPC 
still achieves good control performances. 
Another option is that the MPC is to use the terminal control as a back up control 
law. That is, when the on-line optimisation is not completed, the terminal control 
rather than the control sequence yielded by the optimiser as in the simulation of the 
Figure 6.4 and 6.5 is executed. However, as shown in Figure 6.8 and Figure 6.9, for 
the same initial states as in the previous simulation, all OMPC's with K,,~ as backup 
control gain still cannot stabilize the missile. This is because the terminal region v is 
too small and both the initial states are outside the terminal region. However, Figure 
6.6 and 6.7 show that the new MPC work well for the both cases. The feasible initial 
control sequence generated by the procedure in Section 6.3 is very useful in 
implementation ofMPC for the lateral dynamics of the missile. 
6.6 Conclusions 
Motivated by the attempt to apply MPC for missiles, several practical issues in the 
implementation of MPC for nonlinear systems with fast dynamics have been 
identified in this chapter. Several contributions have been made in this chapter. The 
frrst contribution is that a new way to choose the terminal term in the performance to 
enlarge the stability region, which is different from most existing MPC methods 
where the terminal term is chosen bases on the terminal region. The second 
contribution is that a feasible initial control profile for the on-line optimization is 
suggested to guarantee stability, which can be determined off-line. The third 
contribution is that a new control strategy is suggested when the on-line optimization 
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is not completed in the sampling interval. The simulation carried on the nonlinear 
model of the missile shows that if there is no computational time limitation, the 
existing MPC algorithms and the new MPC scheme can guarantee stability. However, 
in the presence of the computational time limitation, the existing MPC algorithms 
might fail to stabilize the missile, while the new MPC still works well. 
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Figure 6.2. Performances of OMPCs without online computational time limitation 
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Figure 6.3. Performances ofNMPC without online computational time limitation 
(xo = [0,0,1,45]') 
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7. Genetic Algorithm Based Receding Horizon Control for 
Real-Time Implementations in Dynamic Environments 
7.1 Introduction 
The research work reported in the previous four chapters focuses on some 
classical issues of MPC purely from the viewpoint of control engineering, while in 
this chapter, we will push MPC to a wider range of applications, such as the field of 
management and operations research. As discussed in Chapter 2, many advantages of 
MPC result from the strategy that a predictive horizon is receding along the time axis. 
This is why MPC is also referred to as Receding Horizon Control (RHC). In this 
chapter and also in chapter 8, we will use the name of "RHC" rather than "MPC" for 
emphasizing the strategy of receding horizon. To make it easy to be understood by 
those people who have no or little background knowledge of control engineering, 
RHC can be simply considered as an N-step-ahead online optimization strategy. At 
each step or time interval, based on current available information, RHC optimizes the 
concerned problem for the next N steps/intervals in the near future, and only the part 
of solution corresponding to current step/interval is implemented. At the next 
step/interval, RHC repeats the similar optimizing procedure for another N 
steps/intervals in the near further based on updated information. Clearly, the idea of 
RHC should not be limited only within the area of control engineering. For instance, 
when a commercial company is making its business plan, it may focus on next 5 
years. But after one year, some unforeseen changes happen in the market, so the 
company has to make a new 5-year-long plan, which is very likely to be modified 
again another year later. The idea ofRHC is clearly reflected in this case, where each 
step/interval is a period of one year and the receding horizon is 5 steps/intervals long. 
Compared with the idea of making one-year-long plan each time or sticking to 5-year-
long plan no matter what happens, RHC is no doubt the best way for the company to 
survive and succeed in a dynamic commercial enviromnent full of fierce 
competitions. 
As discussed in Section 2.4, recently, attention has been paid to applications of 
RHC to those areas like business management and operations research, where the 
receding horizon is often called rolling horizon. For example, theoretical research 
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work on how to apply MPC to a certain class of discrete-event systems was presented 
in [51] and [171], and many practical implementations of RHC in the area of 
commercial planning and marketing were reported in [32]. However, as mentioned in 
[40], the research work on applying RHC to areas other than control engineering is 
just at the beginning. 
This chapter proposes a genetic algorithm (GA) based RHC which is suitable for 
real-time implementations to a wide range of optimization problems in dynamic 
environments. No matter engineering process or business management, no matter 
discrete-time systems or discrete-event systems, as long as the problem can be 
formulated in GA framework, which is generally possible since GA itself is very 
flexible and versatile, our new method will bring the concept of RHC to the area 
associated with the problem. GA is summarized in Section 7.2. Section 7.3 gives the 
conventional methodology of applying GA in dynamic environments, while Section 
7.4 describes the details of how to combine the concept ofRHC with GA for real-time 
implementations. Potential benefits of GA based RHC are analyzed in Section 7.5. 
Some examples of applying GA based RHC will be reported in the case studies in 
Chapter 8. 
7.2 Genetic algorithms 
Genetic algorithms are large-scale parallel stochastic searching and optimizing 
methods inspired by the biological mechanisms of evolution and heredity. In recent 
years, GAs have been widely used for numerical optimization, combinatorial 
optimization, classifier systems and many other engineering problems (see [71], 
[116], [119], and [189]). Surprisingly enough, the idea to apply Darwinian principles 
to automated problem solving originates from the fifties of last century, long before 
the breakthrough of computers [61]. During the sixties of last century three different 
implementations of this idea have been developed at three different places. In the 
USA Fogel introduced evolutionary programming [62], [60], while Holland called his 
method a genetic algorithm [81], [71]. In Germany Rechenberg and Schwefel 
invented evolution strategies [143], [152]. For about 15 years these areas developed 
separately; it is since the early nineties that they are envisioned as different 
representatives (dialects) of one technology, call evolutionary computing. It was also 
in the early nineties that a fourth stream following the general ideas has emerged-
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genetic programming [96], [7]. The contemporary terminology denotes the whole 
field by evolutionary computing and considers evolutionary programming, evolution 
strategies, genetic algorithms, and genetic programming as sub-areas [58]. In this 
chapter, we just focus on genetic algorithms as an example of how to introduce the 
concept of RHC to evolutionary computing. The underlying idea behind GA based 
RHC proposed in this chapter can be easily applied to other sub-areas of evolutionary 
computing. 
The basic idea ofGA is: given a population of chromosomes (or individuals), the 
environmental pressure causes natural selection (survival of the fittest) and hereby the 
fitness of the popUlation is growing. It is easy to see such a process as optimization. 
Given an objective function to be maximized (equivalent to the performance index to 
be minimized in MPCIRHC), we can randomly create a set of candidate solutions 
(chromosomes) and use the objective function as an abstract fitness measure (the 
higher the better). Based on this fitness, some of the better chromosomes are chosen 
to seed the next generation by applying crossover and/or mutation. Crossover is 
applied to two selected chromosomes, the so-caIled parents, and results in one or two 
new chromosomes, the children. Mutation is applied to one chromosome and results 
in one new chromosome. Applying crossover and mutation leads to a set of new 
chromosomes, the offspring. Based on their fitness these offspring compete with old 
chromosomes for a place in the next generation. This process can be iterated until a 
solution is found or a previously set time limit is reached. Let us note that many 
components of such an evolutionary process are stochastic. According to Darwin, the 
emergence of new species, adapted to their environment, is a consequence of the 
interaction between the survival of the fittest mechanism and undirected variations. 
Variation operators must be stochastic, the choice on which pieces of information will 
be exchanged during crossover, as well as the changes in a chromosome during 
mutation, are random. On the other hand, selection operators can be either 
deterministic, or stochastic. In the latter case fitter chromosomes have a higher chance 
to be selected than less fit ones, but typically even the weak chromosomes have a 
chance to become a parent or to survive. The general scheme of a GA can be given as 
the flow chart in Figure 7.1. 
Let us note that this scheme falls in the category of generate-and-test, also known 
as trial-and-error, algorithms. The fitness function represents a heuristic estimation of 
solution quality and the search process is driven by the variation operators (crossover 
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and mutation creating new candidates solutions) and the selection operators. GAs are 
distinguished within the family of generate-and-test methods by being population 
based, i.e., process a whole set of candidate solutions and by the use of crossover to 
mix information of two chromosomes. As a member ofthe family of generate-and-test 
methods, the solution quality and convergence speed of GA strongly depend on the 
size of solution space of the concerned problem. Generally, as the size of solution 
space increases, the solution quality of GA degrades, and the convergence speed of 
GA slows down. These two negative changes in terms of the size of solution space 
often make real-time implementations of GAs unsatisfactory or even unrealistic for 
some complicated problems, since online computation process has to be subject to a 
certain time limit. 
Initialize population with random chromosomes (candidate solutions) 
~~ 
~ 
Evaluate (Compute fitness of) all chromosomes 
-~ 
~-
Yes If any stopping criterion is activated? ./' No 
... 
Select genitors from parent population 
... 
Create offspring using variation ope~ators (crossover and/or mutation) J 
to gemtors 
~r 
Evaluate new-born offspring 
+ 
Rep lace some parents by 0 ffspring J 
I 
• 
Figure 7.1. Flow chart of GA 
Another issue which has to be addressed about real-time implementation of GAs 
(actually any optimization algorithms or methods) in dynamic environments is the 
influence of disturbances/uncertainties on the solution quality. 
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However, existing literature on GAs fail to present a general methodology to 
improve the real-time properties and solution quality of GA for real-time 
implementations in dynamic environment. 
Every time RHC based algorithm carries out online calculation, it is only 
interested in the period of receding horizon rather than the entire dynamic process. In 
some sense, this means that the problem RHC needs to solve during each online 
routine is just a SUb-problem of the original problem associated with the entire 
dynamic process. Consequently, the size of solution space ofthe problem RHC needs 
to solve during each online routine is relatively small. For instance, every day, at a 
busy hub airport, air traffic flow control could go on for 10 hours (peak-load-time). 
This means that a control plan for the entire process spans 10 hours. While under 
RHC, the receding horizon could be just 15 minutes long, and so is the plan. 
Therefore, introducing the concept of RHC to GA could improve the real-time 
properties of GA, since the size of solution space associated with sub-problems is 
relatively small. Regarding solution quality of RHC _ GA, at least the introduction of 
RHC could make the performance of GA more robust under the influence of 
disturbances and uncertainties in dynamic environments, since the receding horizon 
can work as a filter to remove some unreliable information. 
To the best of the our knowledge, this chapter for the first time focuses on 
investigating the methodology and potential benefits of introducing the concept of 
RHC to GA for real-time implementations in dynamic environments. How to choose 
the length of receding horizon and how to design the terminal weighting are two key 
factors in the success of the new algorithm. 
Before we present our GA based RHC, for comparative purposes, let us fIrst 
explain the conventional methodology of applying GA in dynamic environments. 
7.3 Conventional methodology of applying GA in dynamic environments 
Consider a dynamic process with starting time Ts and ending time TE. We denote 
this dynamic process as DP(Ts, TE). Our purpose is to make a series of decision, plan, 
or control, etc, during the time period from Ts to TE, such that the behavior of DP(Ts, 
TE) is optimized in terms of a certain objective function. Suppose that the decision-
making process is based on a discrete-time frame in a dynamic environment, each step 
(sampling interval) is (SI and the process DP(Ts, TE) is E steps long. Let k indicates the 
- 146-
7. Genetic Algorithm Based RHC for Real-Time Implementations in Dynamic Environments 
time index. k=0 corresponds to the starting time Ts, while k=E to the ending time TE. 
Let s(k), k=0, ... ,E-I, denote the decision executed in the kth step/interval, and x(k), 
k=0, ... , E, denote the internal state of DP(Ts, TE) at time instant k. The behavior of 
DP(Ts, TE) in a dynamic environment is judged by an objective function 
Jo = Jo ([s(O), s(l), ... , sCE -1)],[x(l),x(2),.··, x(E)]) . (7.1) 
Hereafter, we call s(.) as control signal, while x(.) as system state and Jo as 
performance index in order to keep consistent with the terminologies of RHC. As 
shown in (7.1), Jo is usually a function of control sequence and system state trajectory. 
Control sequence is basically related to consumed energy/cost, and system state 
trajectory is usually expected to follow a specified reference or have a certain feature. 
The purpose to optimize the process DP(Ts, TE) is actually to achieve desirable system 
state trajectory by consuming as little as possible energy/cost. In a dynamic 
environment, s(k) needs to be online calculated in real-time at time instant k, and then 
executed during the kth step/interval. 
To apply GA to optimize the above process, at time instant k (or at the kth step), 
we need to consider a general optimization problem formulated as 
min J,(k), subject to 8,(k) (7.2) 
Sl(k)e~(k) 
where Jl(k) is a new performance index, S,(k) is a solution, 9, (k) is the solution 
space, and 8,(k) is a set of constraints. S,(k) is actually a predicted control sequence 
starting from time instant k: 
S,(k) = [s(k 1 k),s(k + 11 k),-·· ,sCE -11 k)], E? k+ I (7.3) 
where s(k+ilk), i=O, ... ,E-k-l, is the control signal for the (k+i)th time instant but 
determined at the kth time instant, different from s(k), which is the control signal 
executed at the kth time instant. As defmed before, E is the moment when the 
dynamic process ends. E is sometimes a fixed time, but sometimes an uncertain 
moment, depending on the nature of optimization problem. For instance, the peak-
load-time at a certain airport may starts at 8:00 am and ends at 8:pm, therefore, the 
focus of air traffic management at the airport is basically on this period of time. In this 
case, E can be set fixed according to 8:00 pm While in the case of online route 
planning problem, how long it will take to reach the destination depends on the 
current route under planning, so E is an uncertain variable rather than a constant. J,(k) 
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is usually defined based onJo but in terms of predicted control sequence and predicted 
system states 
Design the structure of chromosomes mainly based on Sj(k) . 
. 
• Design fitness function mainly based on Jj(k). 
. 
-+-
Define crossover operation, mutation operation and evolution process according J 
to the system dynamics and the nature of the problem. 
-+-
Introduce some criterions, heuristic rules or other necessary techniques possible 
to improve the performance ofGA for solving a certain problem. 
• Let k=O . 
•• Yes Ifk=E-I ? /' No 
• Collect necessary system and/or environment information available at 
time instant k. Based on this information, choose Np (the population of a 
generation of chromosomes), Ng (the maximum generations of 
evolution), and the criterions for stopping evolution. 
Initialize the first generation of chromosomes. Let n= 1 . 
... 
Calculate the fitness for each chromosome in the nth generation. 
-+-
Carry out crossover, mutation and evolution operation to the nth 
generation according to the fitness of each chromosome. 
The result is a new generation, i.e., the (n+l)th generation. 
• No If any stopping criterion is activated? /' Yes r ... y Let n=n+1. I Execute s~klk), i.e.,.s(k)=s(k1k). Let k=k+ I. Jr 
I Judge the performance of G~ according to Jo in (7.1) .. 1 
Figure 7.2. Flow chart of conventional methodology of applying GA in 
dynamic environment 
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Jj(k) = Jj([s(k 1 k),s(k+ 11 k),.··,s(E-II k)], 
[x(k+ 11 k),x(k+ 21 k),.··,x(E 1 k)]) (7.4) 
where x(k+ilk), i=I, ... ,E-k, is the system state for the (k+i)th time instant but 
predicted at the kth time instant. A maximization problem can be easily transformed 
into the form above by changing the sign of the original performance index. 
Based on the optimization problem (7.2), the conventional methodology about 
how to apply GA to the process DP(Ts, TE) is given by the flow chart in Figure 7.2. 
To distinguish from our GA based RHC, hereafter, the conventional methodology 
based GA is denoted as C_ GA. 
7.4 Genetic algorithm based receding horizon control (RHC_GA) 
As explained in Section 7.1, RHC is an N-step-ahead online optimization strategy. 
At each time interval, based on current available information, RHC optimizes the 
concerned problem for the next N intervals into the near future, but only the part of 
solution corresponding to current interval is implemented. In order to introduce the 
concept of RHC to GA for resolving the optimization problem (7.2) in a dynamic 
environment, we need to reformulate the problem as follows. 
With the idea of receding horizon, at time instant k (or at the kth step), we need to 
resolve the following optimization problem 
where 
min J,(k) , subjectto 8,(k) 
S,(k)e",(k) 
{
[S(k 1 k),s(k+ 11 k),.··,s(k + N -11 k)], k < E - N 
S (k)-
, - SjCk), k'?E-N' 
(7.5) 
(7.6) 
is a solution for the period of receding horizon at time instant k, N is the length of 
receding horizon, 9,(k) is the solution space for S2(k), 6,(k) is a set of constraints, 
and 
jjl([S(k 1 k),s(k+ 11 k),.··,s(k+ N -11 k)], J,(k) = [x(k+ 11 k),x(k+ 21 k),.··,x(k+N 1 k)])+ T(x(k+ N 1 k» 
Jj(k) 
k<E-N (7.7) 
k~E-N 
is the performance index for RHC_GA. In J2(k), J1 is a function similar to J1(k) in 
(7.4), and T(x(k+N',k» is terminal weighting, which has been widely used in control 
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engineering for guaranteeing the stability of RHC and is also very important to 
RHC_GA. Clearly, the concept ofRHC is explicitly reflected inS2(k) andJ2(k). 
Determine N according to the feather ofthe problem. Mainly based on N, choose 
Np (the population of a generation of chromosomes), Ng (the maximum 
iJ~and the ( . for_ ., . 
... 
Design the structure of chromosomes mainly based on S2(k) . 
... 
Design fitness function mainly based on J2(k) . 
... 
Defme crossover operation, mutation operation and evolution process according J 
to the system dynamics, the nature of the problem and the feather ofRHC. 
t 
Introduce some criterions, heuristic rules or other necessary techniques possible J 
to improve the performance ofGA and/or RHC . 
... 
Let k=O . 
... 
Yes Ifk=E-l? /' No 
t 
Collect necessary system and/or environment information available at 
time instant k. Initialize the frrst generation of chromosomes. Let n= 1 . 
.... 
Calculate the fitness for each chromosome in the nth generation . 
... 
Carry out crossover, mutation and evolution operation to the nth 
generation according to the fitness of each chromosome. 
The result is a new generation, i.e., the (n+l)th generation . 
... 
No If any stopping criterion is activated? /' Yes 
.r 7' ... 
Lt Let n=n+l. I Execute s(klk), i.e., s(k)=s(klk). Let k=k+ 1. 
°1 Judge the performance ofRHC _ GA according to Jo in (7.1). 
Figure 7.3. Flow chart ofRHC_GA for implemeutatious in dynamic environment 
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From the defmitions of SI (k) and S2(k), one can see that, in most time, S2(k) is 
shorter than SI (k). Suppose each control signal s(·) e Rh and k<E-N, then 
S,(k)e R(E-k)xh and S2(k)e R NXh at time instant k, i.e., lACk) r;;;, R(E-k)Xh and 
IP/O) r;;;, RNxh. There is some kind of relationship between IA(k) and 1P2(k), but we 
can never say that 1P,(k) is a subset of 1P,(k). As for 8 1(k) and 8 2(k), they should 
both include the same system dynamics, constraints for single control signal and 
single system state. If 8 1(k) has some constraints for SI(k) rather than for a single 
control signal, then 8 2(k) should also have similar but different constraints for S2(k) 
due to the introduction of receding horizon. 
Based on the optimization problem (7.5), the methodology of RHC_GA for 
optimizing the process DP(Ts, TE) is described by the flow chart in Figure 7.3. 
7.5 Further analysis ofRHC_GA 
7.5.1 Receding horizon and online computational burden 
As is well known, GA is a large-scale parallel stochastic searching and optimizing 
algorithm, and basically, it is suitable for a wide range of optimization problems, 
particularly NP complete problems. However, computational burden is often a 
problem if the degree of complexity of optimization problems is high, especially when 
GA is applied in real time. One motivation of introducing RHC to GA is to reduce the 
computational burden so that the new algorithm can be practicable for real·time 
implementations. Here, let us have a look why and how RHC_ GA could significantly 
save computational time. Since GA is stochastic searching algorithm by nature, the 
computational burden theoretically strongly depends on the size of solution space IP. 
Suppose each element in a control signal, Sl(.), i=I, .. . ,h, is represented by d genes in a 
chromosome, and the value stored in each gene can only vary within a certain discrete 
set, which has w different values. This is reasonable, since in numerical computation, 
all variables are in fact discrete rather than continuous. The size of solution space 
91 (k) can then be estimated as 
Size(91 (k» = W(E-k)xhxd, (7.8) 
while the size of 1P2(k) is 
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{ 
w"Xhxd 
Size(t/J,(k» = (E-k)x~d 
w , 
k<E-N 
k?E-N 
(7.9) 
Clearly, the size of t/JJk) is W(E-k-N)xhxd times larger than the size of t/J2 (k). 
Therefore, theoretically, the computational burden for C _ GA to find out the global 
optimal solution is W(E-k-N)xhxd times heavier than that for RHC _ GA when k<E-N. 
Practically, the computational burden of GA is more related to the length of 
chromosomes. Basically, to prevent the performance of GA from significantly 
degrading as the result of huge solution space, the population of a generation of 
chromosomes, Np, and the maximum generations of evolution, Ng, should increase to 
a reasonable level correspondingly. Suppose they are both simply proportional to the 
length of chromosomes. At time instant k, one has 
!
roUnd(E-k)Np2(k), k<E-N 
Np.,(k) = N' 
Np.,(k), k?E-N 
(7.1 0) 
!
roUnd(E-k)Ng,(k), k<E-N 
Ng.,(k) = N' 
Ng.,(k), k?E-N 
(7.11 ) 
where Np.,(k) and Ng.l(k) are related to C_ GA, while Np.z(k) and Ng.2(k) to RHC_ GA. 
Therefore, let the total number of all chromosomes used by RHC_ GA be Ne•2, and 
then Ne.!' the total number of all chromosomes used by C _ GA, is 
! E-k _ (round( __ »2Ne•2(k), k<E-N N,,(k)- N . N,.,(k), k?E-N (7.12) 
For those operations carried out based on chromosomes, such as calculating 
fitness and then sequencing, the corresponding computational burden for C_ GA and 
RHC_GA can be estimated according to (7.12) by taking into account which 
algorithm is adopted to carry out operations. The chromosome-based computational 
burden of C_GA may be 'I',((round((E-k)/N»2) times heavier than that of 
RHC _ GA. 'I', is a function determined by the algorithm adopted for those 
chromosome-based operations. Generally, the value of 'I', increases much more 
rapidly than a linear function does in terms of (round((E -k)/ N»2 . 
For those operations based on genes of chromosomes, such as crossover and 
mutation, how many times they apply to a single chromosome often depends on the 
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length of chromosomes. Simply suppose the total times those gene-based operations 
apply to a chromosome is proportional to the length of chromosomes. Therefore, the 
gene-based computational burden for a single chromosome in C _ GA is 
'Pg(round«E-k)/N)) times heavier than that ofRHC_GA. 'Pg is determined by 
the algorithms for crossover and mutation, and usually increases very rapidly in terms 
ofround«E-k)/N). The total gene-based computational burden for all chromosomes in 
C_GA is then (round«E-k)/ N))''Pg(round«E-k)/ N)) times heavier than that of 
RHC_GA. 
The above analysis on computational burden is conducted just for the simplest 
case, where, for example, Np, Ng and how many times those gene-based operations 
apply to a single chromosome are all assumed to be simply proportional to the length 
of chromosomes. This simple assumption can not always guarantee good 
performance, especially when the solution space is immense. Therefore, the 
computational burden of C _ GA could be even much heavier than that ofRHC _ GA. 
If the algorithms adopted for chromosome-based and gene-based operations are 
already chosen, the upper bound for computational time in C_GA mainly depends on 
E, which is a system parameter and cannot be changed artificially. If a sampling 
interval is fixed, this means that, for those systems whose E results in an upper bound 
larger than a sampling interval, any real-time implementation of C _ GA is impossible. 
Differently, in RHC_ GA, the upper bound for computational time can be adjusted by 
choosing different N, making sure that the sampling interval is not exceeded, no 
matter what E is. Therefore, the introduction of RHC to GA can significantly reduce 
the computational burden, and as a result, RHC _ GA is suitable for real-time 
implementations. 
7.5.2 Terminal weighting and solution quality 
What is the price for RHC _ GA to achieve computational efficiency? One may 
guess that the performance of RHC _ GA is sacrificed. It is understandable that people 
may doubt about the performance of RHC_GA. Like in C_GA, after the whole 
dynamic process ends, i.e., the time instant E comes, the performance ofRHC_GA 
should also be judged by the performance index Jo given in (7.1). Unlike the online 
performance index J1(k) in (7.4) for C_GA, which covers the rest of whole dynamic 
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process and therefore looks quite similar to (7.1), the online performance index J2(k) 
in (7.7) only considers the current N steps, which looks myopic or shortsighted. 
However, due to a properly designed terminal weighting T(x(k+N]k)) in J2(k), the 
performance of RHC_GA could be as good as C_GA in terms of (7.1). Simply 
speaking, the terminal weighting T(x(k+N]k)) is used to estimate the cost when the 
system runs from the terminal state x(k+N/k) to the end of dynamic process. How to 
design a proper terminal weighting T(x(k+N]k)) is a crucial issue for RHC _ GA. This 
mainly depends on the characteristics of the system dynamics and the optimization 
problem we want to solve. 
For some systems, we can simply set T(x(k+N]k))=O for RHC_GA without any 
degradation of performance. For example, the sequencing problem in traffic systems 
or service systems, where minimizing delays is often the main concern, does not need 
a terminal weighting. By the nature of sequencing problem, generally, if the delay at 
the early stage is small, then the total delay in the whole dynamic process is also 
small. Therefore, for such systems, as long as the delay over the receding horizon is 
minimized, the terminal weighting is not necessary. Seriously speaking, the idea of 
RHC can only achieve sub-optimal solution in terms of Jo. Since GA is a stochastic 
searching algorithm by nature, even though the optimization is based on whole 
dynamic process rather than the receding horizon, C _ GA can generally find only sub-
optimal solutions, as RHC _ GA does. Furthermore, when E is very large and 
consequently the solution space for C _ GA is so huge, it is very likely that only some 
feasible solution is found within the time limit. For RHC_GA, since the solution space 
is significantly smalL it can still find sub-optimal solutions for the receding horizon. 
Then, because of the nature of sequencing problem, the fmal solution for the whole 
dynamic process based on a series of sub-optimal solutions for receding horizons 
could also be sub-optimaL better than the feasible solution calculated by C _ GA. This 
will be proved later by the case study on the problem of arrival scheduling and 
sequencing at airports in Chapter 8. 
Terminal weighting T(x(k+N]k)) may be crucial to many other systems, 
particularly to those optimization problems with special constraints on the system 
states at the end of dynamic process. For example, a successful implementation of 
RHC _ GA in online route planning problem mainly depends on a properly designed 
terminal weighting. Suppose that fuel cost is the main concern. The estimate of fuel 
cost which could be consumed travelling from the location represented by the 
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terminal state x(k+N]k) to the destination is very important to plan the travelling route 
over the receding horizon. If the terminal weighting is properly designed, RIlC_GA 
can achieve similar performance in terms of Jo as C _ GA does; Otherwise, for 
instance, if we set T(x(k+N]k»=O for route planning problem, RIlC_GA might never 
lead to the destination. This will be illustrated by the case study on free-flight path 
optimization problem in Chapter 8. 
In summary, by employing a proper terminal weighting according to different 
system or problem, RIlC _ GA is still able to achieve good performance along with 
computational efficiency. 
7.5.3 Influence of disturbances and/or uncertainties 
The discussion about performance in Sub-section 7.5.2 does not take into account 
the influence of disturbances or uncertainties in dynamical environments, which is 
another motivation for introducing the concept of RIlC to GA. In a dynamical 
environment, basically, the accuracy of information decreases with time. In other 
words, the information for the farther future is more uncertain and therefore more 
unreliable. At the same time, if the optimization is conducted over a longer time 
period, this means more disturbances or uncertainties get involved and consequently 
the solution could be less optimal. Without the receding horizon strategy as used in 
RIlC _ GA, C _ GA exposes its performance to more disturbances or uncertainties, 
some of which are more unreliable. 
It is very important to choose a receding horizon with proper length. There are two 
factors we need to take into account. Firstly, RIlC _ GA uses the receding horizon as a 
filtering window. Any information beyond this window will not be used for current 
optimization since it is usually more unreliable. If the receding horizon is too long, 
much inaccurate information will be involved in optimization, while if too short, some 
necessary information will be filtered off and consequently the performance of 
RIlC _ GA becomes shortsighted. Secondly, the choice oflength of receding horizon is 
subject to real-time properties. Clearly, a longer receding horizon results in heavier 
online computational burden for RHC _ GA. If the upper bound of computational 
burden associated with a certain receding horizon goes beyond a sampling interval, 
the real-time implementation ofRHC_GA will be out of the question. Based on above 
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two factors, the length of receding horizon should be chosen carefully considering 
both the performance and the real-time properties ofRHC _ GA. 
Once the receding horizon is chosen properly, RHC_GA is capable of achieving 
better performance than C _ GA in a dynamic environment, as will be proved in 
following case studies. 
7.6 Conclusions 
This chapter introduces the concept of receding horizon control to genetic 
algorithm for real-time implementations in dynamic environments. The methodology 
of the new algorithm is presented with the emphases on how to choose the length of 
receding horizon and how to design the terminal weighting. Advantages, in respect of 
computational burden and performance, of the GA based RHC proposed in this 
chapter will be proved later by air traffic control case studies given in Chapter 8. 
Online computational burden and umeliable information are often two of main 
problems for real-time implementations in dynamic environments, no matter whether 
optimization is carried out under GA or other algorithms. The introduction of receding 
horizon always has the potential in both reducing online computational burden and 
improving robustness under the influence of umeliable information. Therefore, 
besides GA, many other optimization algorithms could also benefit from the concept 
of RHC when their real-time implementations in dynamic environments are 
investigated. This point is strongly supported by two case studies in Chapter 8, where 
the concept of RHC is combined with some optimization algorithms other than GA 
for real-time implementations in dynamic environments. 
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8. Receding Horizon Control for Air Traffic Management 
8.1 Introduction 
In this chapter, we will apply MPC to the field of Air Traffic Management 
(ATM), rather than those classical application areas of MPC. As already explained in 
Chapter 7, we will call MPC as RHC (Receding Horizon Control) in this chapter to 
emphasize its main feature of receding horizon. RHC has now been widely accepted 
in the area of control engineering [44]. Recently, attention has been paid to 
applications of RHC to areas such as management and operations research (see [32], 
and [51]). As discussed in Chapter 7, when the idea ofRHC is integrated with genetic 
algorithm (GA), the resulted new algorithm, i.e., GA based on RHC or RHC _ GA, will 
be suitable for real-time implementations to a wide range of systems/processes in 
dynamic environments. Chapter 7 also points out that the concept of RHC could be 
introduced to many dynamic processes which require online optimization in dynamic 
environments, no matter which kind of optimizing algorithm is used as online 
optimizer (in the case of RHC _ GA, GA is chosen as online optimizer). The potential 
benefits include computational efficiency, which is crucial for real-time 
implementations, and robust perfonnance, which is very important when disturbances 
and/or uncertainties are present in dynamic environments. In this chapter, three 
fundamental optimization problems from ATM system are identified as case studies to 
show how versatile our RHC scheme is indeed. These three ATM problems are: 
Arrival Sequencing and Scheduling (ASS) at airports, Free-Flight (FF) path planning 
for civil aircraft, and Airport Capacity Management (ACM). We will apply our 
RHC_GA to ASS problem and FF path planning problem, and then integrate RHC 
with existing algorithms to solve the problems of ASS and ACM. To start this 
chapter, it is necessary to explain the general methodology of introducing the concept 
ofRHC to ATM system. 
8.1.1 Why to choose ATM system for case study? 
The continued projection of growth in aviation as well as airline and civil 
aviation economics demand changes in ATM [130]. In the United States, the Air 
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Transport Association claims that delays attributable to the ATM system cost the U.S. 
airlines billions of dollars per year [69]. While air transport is the safest mode of 
transportation (in 1996, in the United States, more people were killed in animal drawn 
vehicle accidents than in commercial aviation) [188], the flying public cries out for a 
safer system. Developing nations are finding that aviation is a promising underpinning 
for the transportation infrastructure necessary for economic development. Modern 
technology and innovative ways of using this technology have the promise of 
unprecedented ATM system advances necessary to meet the economic challenges, to 
further the potential of air transport, and to improve the safety of aviation system in 
countries ranging from the U.S. with many thousands of aircraft and millions of 
operations per year to small nations, such as Fiji, with only tens of aircraft [188]. 
Although the idea of rolling horizon, similar to receding horizon, has already been 
adopted in the ASS problem (see [12], [59], [124], and [151]), our literature search 
shows that no special attention has ever been paid to the potential role the rolling 
horizon scheme (or the RHC scheme) could play in the automated ATM system. In 
other words, existing literature on rolling horizon for A TM focuses on how to design 
effective online optimizer, while simply use rolling horizon scheme by intuition. This 
chapter, for the first time, aims to systematically investigate how to effectively 
introduce the RHC concept to ATM system and what is the contribution the RHC 
scheme could make to the improvement and innovation of ATM system. 
ATM is a continuous process in a dynamic environment. Most ATM problems, 
such as ASS, ACM, and FF path planning, need to be solved in a real-time strategy. 
Online computational burden of candidate algorithms for solving A TM problems and 
disturbances/uncertainties in dynamic A TM environments are two of main concerns 
in automated ATM system. For example, in the problems of ASS and ACM, some 
planned aircraft may be canceled and some unscheduled aircraft may turn up 
requiring for landing, while in the FF path planning problem, storm areas are always 
moving and changing. Therefore, a practical automated A TM system must be able to 
make response quick enough to these changes in the dynamic environment, without 
degrading its solution quality. 
As explained in Chapter 7, RHC is an N-step-ahead online optimization strategy, 
and it has the potential by nature to meet the needs for real-time properties and robust 
solutions in ATM system. Since there is lack of relevant systematical study, in this 
chapter, we identify ATM as a new area for RHC and will focus on the methodology 
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of effectively introducing the RHC concept to ATM. As will be proved in the case 
studies later, although we just pick up three ATM problems for research purposes, our 
research results imply that the concept of RHC is no doubt capable of applying to 
many other ATM online optimization/management problems. 
8.1.2 Arrival sequencing and scheduling (ASS) at airports 
One of the main problems which Air Traffic Control (ATC) has to face nowadays 
is airborne delays caused by air traffic congestion. To a certain extent, this is due to 
the traffic distribution that, owing to the requirements of transport users, is mainly 
concentrated at large airports, particularly so-called busy hub airports, where the 
management of the region around the airport, i.e., the terminal area (TMA) becomes 
critical. Air traffic management in the TMA has two components: separation 
assurance and traffic flow management. Separation assurance is the function of 
providing safe separation between pairs of aircraft. Traffic flow management, by 
contrast, manages groups or aggregations of flights, seeking to balance the demand 
for service with the available capacity. ASS is one of the standard problems in ATC. 
Simply speaking, ASS is the function of generating efficient landing sequences and 
landing times for arrivals at the airport such that the safety separation between arrival 
aircraft is guaranteed, the available capacity at the airport is efficiently used and 
airborne delays are significantly reduced (see [59], [124], [130], and [151]). 
A simple way to perform ASS is to schedule arrival aircraft in a first-come-first-
served (FCFS) order based on a predicted landing time (PLT) at the runway. Although 
FCFS scheduling establishes a fair order based on predicted landing time, it ignores 
much other useful information which can be used to efficiently make use of the 
capacity of the airport, reduce airborne delays and/or improve the service to airlines. 
In [74], "delay exchange" is introduced into ASS, where a fair method is proposed to 
accommodate an airline request for an earlier arrival by advancing the landing time of 
one aircraft while simultaneously delaying another aircraft from the same airline. In 
[75], individual airline priorities among in-coming flights are taken into account in 
ASS, and the concept of "priority scheduling" is then defined as the scheduling of a 
bank of arrival aircraft according to a preferred order of arrival. The most widely 
accepted concept in the practices of ASS is "position shifting" (see [3], [11], [12], 
[21], [22], [23], [55], [59], [124], [137], [138], [146], [151], and [177]), which is 
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based on two facts: First, safety regulations state that any two co-altitudinal aircraft 
must maintain a "minimum horizontal separation", which is a function of the type and 
of the relative positions of the two aircraft; Second, the "landing speed" of a type of 
aircraft is generally different from that of another type of aircraft. As a consequence 
of the variability of the above parameters, the Landing Time Interval (L TI), which is 
the minimum permissible time interval between two successive landings, is a variable 
quantity. These differences in separation are mandatory and recognized by ATM 
regulations. By shifting the aircraft position, it is possible to significantly reduce the 
airborne delay and increase the capacity of an airport. Section 8.2 will focus on 
introducing the RHC scheme to the problem of "position shifting" based ASS. 
8.1.3 Free-flight (FF) path planning for civil aircraft 
Due to the continuously rapid increase in air traffic around the world and the 
projected further fast growth in the near future, the existing air traffic control (ATC) 
infrastructure has been struggling to keep things going under large amounts of endless 
criticisms in terms of safety, capacity, flexibility and efficiency (see [16], [17], [87], 
[114], [130], and [183]). Consequently, a lot of attentions have been attracted and 
many efforts have been made to either improve the existing systems or develop new 
ones, to attack these problems in the ATC area. One of the most ambitious and 
promising schemes in the development and innovation of future aviation concepts and 
systems is the so-called "Free Flight (FF)" (see [87], [114], [130], and [183]). "Simply 
put, FF is the safe, efficient movement of air traffic resulting from the coordinated 
actions of pilots, air traffic controllers, dispatchers and planners, and traffic flow 
specialists" [183]. The traditional approach to managing air traffic is characterized by 
central control of flight operations by ground based personnel supported by ground-
based technology. Differently, FF will feature collaborative decision making among 
pilots, ground based controller personnel, and air line operations control centers - all 
supported by space based technology with significant airborne and ground 
components. The effective realization of FF requires advances in communications, 
navigation, surveillance (CNS), and human factors technology and procedural 
changes. Some investigations required to support these advances have been reported 
in much literature in recent years (see [28], [80], [87], [114], and [183]). 
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One of the primary features of FF is allowing pilots to change routes, with respect 
to safety, efficiency and flexibility, in real time without consulting with ATC [82]. As 
is well known, the current air traffic system is characterized by structured airspace, 
where aircraft fly predefined routes by using ground-based CNS stations and 
rudimentary decision support, with limited collaboration between ATC agencies and 
aircraft. This traditional structured airspace has proved to be a bottleneck for further 
improving air traffic capacity and efficiency to cope with the rapid increase in air 
traffic volume. Hopefully, under the FF scheme, the structured airspace will be 
discarded, and the pilots can decide and fly their preferred routes in the entire non-
conflict-airspace, as illustrated in Figure 8.1 in an intuitive way. Basically, ATM 
agencies collect various data and information such as weather conditions and air 
traffic flows. Then, they periodically broadcast information, such as weather 
conditions and calculated constraints/criteria for the sake of safety, efficiency and 
capability, to aircraft. Based on the information from ATM agencies, civil aircraft 
need to recalculate the remaining flight path in the non-conflict-airspace to minimize 
a certain cost index. After that, aircraft stick to the new profile until next time A TM 
agencies broadcast updated information. Section 8.3 will give more details about both 
the concept of FF and the problem of flight path planning in a dynamic FF 
environment. 
t:l Il] Non-contlict-airspace 
" ~ 0 eNS station ~ "'" Q g. IIIll Unavailable region ~ Q 
" 
.a" Path following stations 
0 
" 
Possible FF path 
Figure 8.1. Structured airspace & FF scheme 
Like most route planning problems, optimizing free flight path to minimize a 
certain flight cost with safety constraints is an NP-complete problem. It is even 
difficult to find a static optimal solution, let alone online optimization. Challenges 
come from three aspects. Firstly, it is not a convex optimization problem and exhibits 
significant nonlinearalities. Secondly, the real-time optimization suffers from heavy 
computational burden and restrictive time limit, especially in the case of long-distance 
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flight. Thirdly, the real flight environment is dynamic and uncertain. In general, the 
optimum solution at each time instant does not necessarily make the actual flight cost 
minimized. As will be proved in Section 8.3, our GA based on RHC proposed in 
Chapter 7 is ideal for resolving this real-time optimization problem, because GA can 
effectively solve route planning problems while RHC leads to good real-time 
properties and robust performance in dynamic environments. 
8.1.4 Airport capacity management (ACM) 
The most important and restrictive ATM component is the airport. The Federal 
Aviation Administration (FAA) has identified certain major airports as pacing 
airports, so called because the traffic throughput at these airports paces the flow of 
traffic through the NAS (National Airspace System) as whole. A pacing airport is 
identified by two characteristics: it has a high volume of traffic and the traffic volume 
frequently exceeds the operational capacity of the airport [69]. 
A simplified scheme of a single airport system that reflects the arrival-departure 
processes at the airport and its fixes is shown in Figure 8.2. The system comprises naf 
arrival fixes AF, ndfdeparture fixes DF, and a runway system. There are separate sets 
of arrival and departure fixes locates in the near-terminal airspace area (50-70 km off 
the airport) so that the arrival fixes serve only arrival flow, and the departure fixes 
serve only departure flow. The runway system on the ground serves both arrival and 
departure flows. 
The arrival flights are assigned to special arrival fixes, and before landing, they 
should pass the fixes. After leaving runways, the arrival flights follow the taxiways to 
the gates at the terminal. The departure flights, after leaving the gates, are headed for 
the runways, and after leaving runways, go through the departure fixes. The departing 
flights are also assigned to the special fixes. 
The arrival queues are formed before the fixes (see Figure 8.2). This means that 
the flights which pass through the fixes, must be accepted at the runways. If there is 
an arrival queue, a certain amount of flights should be delayed. Some of them are to 
be delayed in the air and some of them on the ground at the departure airports. The 
departure queue is formed before the runway system, and flights can be delayed either 
at their gates or on the taxiway. 
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Figure 8.2. The arrival-departure scheme of a single airport 
The arrival and departure fixes have constant capacities ( service rate), which show 
the maximum number of flights that can cross the fix in a certain interval, e.g., 15-min 
interval. These capacities determine the operational constraints in the near-terminal 
airspace. The operational limits on the ground (runways) are characterized by arrival 
capacity and departure capacity. These capacities are generally variable and 
interdependent. 
How to optimally allocate the arrival capacity and departure capacity at the 
airport is crucial to air traffic flow management. That is, if a large value is set for 
arrival capacity, more departure flights have to be delayed, otherwise, more arrival 
flights have to wait in the air. There are a number of major airports with runway 
configurations that practice the tradeoff between arrival and departure capacities. 
The role of ACM becomes especially significant [70]. Simply speaking, the 
purpose of ACM is, for a given time period, runway configuration, weather forecast, 
and predicted arrival and departure demand for runways and fixes (input data), to 
determine an optimal capacity allocation strategy for managing arrival/departure 
traffic at an airport (output), i.e., how many flights can be accepted (arrivals) and 
released (departures) during congested periods at the airport, how many flights are to 
be delayed and how long. In general, the optimal solution provides time-varying 
capacity profiles which most effectively solve a predicted congestion problem by 
reflecting the dynamics of the traffic demand and the operational conditions at the 
airport. 
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8.1.5 Methodology of applying RHC to ATM 
Most existing literature mainly focuses on developing effective static algorithms 
to solve the above three ATM problems. In the real word, A TM environment is time-
varying. Therefore, ATM problems need to be optimized in a real time strategy. In 
ATM practices, there are mainly two real-time strategies: one-step-ahead adjustment 
and conventional dynamic optimization. Figure 8.3 illustrates the basic ideas of 
different optimization strategies. 
(a). Offline optimization: Optimize the whole dynamic process based on the predicted information in 
advance, and then the solution is carried out no matter what happens. 
--D~============~~~============~b~--~. Start pomt End pomt 
(b). One-step-ahead adjustment: Make adjustment only for the current step/interval based on the latest 
information and the solution of the offline optimization. 
s~~--------c-u-rr-e-m~ti~r+-l---------------------E-n-<d~rin-t----~. 
(c). Conventional dynamic optimization: Optimise over the period from the current time k to the end of the 
dynamic process, and then execute the optimal sub-solution over the period from k to k+ 1. At time k+ 1, 
repeat the same procedure based on new infonnatioo. And so no. 
----o~------~6~==~O~====~~========~O~---~. 
Start ponit Current time k k+ 1 End pOint 
(d). Receding Horizon Control (RHC): Optimise over the predictive horizon ( from the current time k to time 
k+N), and then execute the optimal sub-solution over the period from k to k+ 1. At time k+ 1, repeat the same 
procedure based on new infonnation. And so no. 
----O~------~6~==~O~~~~~.~ ..~===O==~~----~O~---~. 
Start point Current time k k+ 1 k+ N End point 
Figure 8.3. Basic ideas of some optimisation strategies 
Clearly, omine optimization strategy is not suitable for dynamic problems. One-
step-ahead strategy is very shortsighted, since much information is ignored. 
Conventional dynamic optimization is too time-consuming, particularly in the 
problems of ASS and FF planning, and it is also very sensitive to disturbances and 
uncertainties. RHC provides a good trade-off between one-step-ahead strategy and 
conventional dynamic optimization. To make successful applications of RHC to 
A TM, attention needs to be paid to some methodology-related parameters, in 
particular, the length of receding horizon, i.e., N, and terminal weighting in 
performance index, which are really crucial and will be investigated in the following 
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ATM case studies. Figure 8.4 briefly explains the methodology of how to apply RHC 
strategy to ATM problems. 
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Fil!;llre 8.4. Methodology ofRHC for ATM 
The remainder of this chapter is organised as follows. Section 8.2 gives the full 
details about the case study of applying RHC to ASS. In Section 8.3, the problem of 
FF path planning is fully investigated under the RHC strategy. The case study on the 
ACM problem is reported in Section 8.4. 
8.2 Receding Horizon Control for Arrival Seqnencing and Scheduling 
As mentioned in Sub-section 8.1.2, the most widely accepted concept in the 
practices of ASS is "position shifting". This section aims to systematically study the 
methodology of introducing the RHC concept to the problem of "position shifting" 
based ASS, and it is organized as follows. Sub-section 8.2.1 analyzes some relevant 
literature. Sub-section 8.2.2 describes the details of the problem of arrival scheduling 
and sequencing, and then two RHC algorithms with different online optimizers to 
solve this problem are presented in Sub-section 8.2.3. Some interesting results of 
Monte Carlo simulations are given in Sub-section 8.2.4. 
- 165-
8. Receding Horizon Control for Air Traffic Management 
8.2.1 Literature search on position-shifting based ASS 
There are a number of papers studying the problem of "position shifting" based 
ASS, for example, see [11], [12], [21], [23], [55], [59], [124], [137], [138], [146], 
[151], and [177]. Reference [55] presents an excellent investigation of the ASS. In 
particular, the author points out that, in order to determine the landing sequence, all 
aircraft in the system need to be considered. This is denoted as the "static" version of 
the problem where all aircraft are present at the same time in the holding stacks and 
they can land at any time. In the "dynamic" version, the author considers the 
composition of the aircraft mix to change over time. The operational constraints on 
the re-arrangement of the sequence mentioned above are mode1ed by introducing the 
notion of Constrained Position Shifting (CPS). With respect to this, the final position 
of an aircraft in the actuated sequence cannot differ from the initial one by a specified 
parameter, termed Maximum Position Shifting (MPS). In [137] and [138], a dynamic 
programming algorithm is developed for the static case which implements also the 
CPS concept, with the objective of minimizing the total time required to land a set of 
aircraft having the same PLT. The sequencing problem is recognized to have a 
structure similar to the Travelling Salesman Problem (TSP). Grouping aircraft by 
weight-class, and considering that the number of different classes is fixed, it is 
possible to show that the algorithm run in polynomial time. In [21], referring to the 
same optimization criterion, a combinatorial approach is proposed which, for 
selecting the aircraft to land next, takes into account not only the weight class but also 
the preferred landing time of the individual aircraft with the same optimization 
criterion. In [23], for the static case, the ASS problem is modeled as a Cumulative 
Traveling Salesman Problem with Ready Times and two lower bounds are proposed 
for testing heuristic solutions. For the dynamic case, where only limited knowledge of 
the arrivals is assumed, a set of constraints are added to the basic model to allow the 
controller to maintain given patterns of the landing sequences previously generated. 
Reference [11] reports a population heuristic algorithm for static ASS problem, and 
the result is then extended to dynamic case in [12], although where the emphasis is 
introducing displacement function to the dynamic version of ASS problem in order to 
explicitly link each new decision to be made back to the previous decisions. Fuzzy 
theory is attempted in [146], where experts' knowledge of ASS problem is used to 
form the core of fuzzy reasoning mechanism. In [177], three models and 
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corresponding algorithms are developed for the Boston Logan Airport terminal 
airspace to expedite the landing of incoming aircraft. The paper reports results on real 
airflow data sets for the Logon airport which show that better sequencing can 
reducing delays by 30% in some instances. 
Most above papers mainly focus on developing effective static algorithms to solve 
the problem of position-shifting based ASS. Although the dynamic case is also 
discussed in [23], [137] and [138], the proposed dynamic algorithms are just simple 
extensions of the associated main static results by introducing some constraints. In the 
real world of ATC, ASS is always carried out in a dynamic environment. Therefore, 
modeIing and developing algorithms directly based on the dynamic feature of the ASS 
problem could bring advantages. Reference [12], [59], [124] and [151] attack the ASS 
problem in a dynamic fashion, and a common methodology based on freeze horizon, 
optimization interval or similar ideas is adopted. However, most attention is stilI paid 
to the online optimizer, and little information is provided about how to design 
methodology-related parameters or what is the influence of these parameters. In [12], 
[59], [124] and [151], those methodology-related parameters are simply and 
artificially linked to some airport system parameters. For example, the length of 
scheduling horizon is mainly determined by route traversal times within center 
boundaries or terminal areas (see [59], and [124]). As a result, they are not variable 
and the only adjustable factor is the online optimizer. 
In this section, the concept of RHC is introduced to provide alternative approach 
to the dynamic ASS problem. Besides online optimizer, those RHC-re1ated 
parameters such as the length of receding horizon and operating interval are all free to 
choose. How to choose them and what is the influence are focuses of this section. 
Another main objective of this section is to verify whether or not any potential 
benefits with respect to airborne delay and online computational burden could be 
obtained by applying RHC to online sequence and schedule the arrival traffic flow at 
the airport in a dynamic environment. Firstly, the RHC based GA proposed in Chapter 
7 is tested. After that, we choose the algorithm reported in [23], which is specially 
designed for ASS problem, as online optimizer to further study the RHC strategy 
against conventional dynamic optimization strategy. 
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8.2.2 The problem of arrival scheduling and sequencing 
A set of aircraft are supposed to land at the same runway of an airport during a 
period of time of interest, as illustrated by Figure 8.5. Assume the number of the 
aircraft of concern is N AC, and the period of time is Trange-minute long. Then NAC and 
Trange can be used to estimate the degree of congestion at the run way of the airport. 
For the ith aircraft AC(i) in the original sequence, i = 1, ... ,NAc , there is a Predicted 
Landing Time (PLT) at the runway, denoted as (PLT(i). Based on this set of PLTs, i.e., 
(PLT(i), i = I, ... , N AC' an FCFS landing sequence can be directly worked out with 
respect to safety regulations. 
Iy. ... t+ -----.. ~... H- ----.. Iy.... H- --- " 
, , , 
. . , 
EntrY. Fix .. ~I .. ,1 '. /_. -.-.4r""'"~:--------t+-----------.--. ; 
/ \ " 
/common ""-- --- -- -- ----- - - - ------ - ---+t------------------/ 
( Glide Path 
'. Runway \·--·--H---·--Er---------'-'-=-'-"-"'-------------------------,j 
Figure 8.5. A set of aircraft waiting for landing 
As mentioned in Sub-section 8.1.2, the safety separation, i.e., minimum L n, 
between a pair of successive aircraft is a function of the type and of the relative 
positions of the two aircraft. For the sake of simplicity, like [23], it is assumed in this 
section that aircraft, waiting to land, can be classified into a relatively small number 
of distinct categories, according to speed, capacity, weight and other technical 
characteristics. Table 8.1 shows the minimum L TIs relative to main categories of 
commercial aircraft. In particular, we consider 4 categories: category number 1 
identifies Boeing 747 (B747), category number 2 corresponds to Boeing 727 (B727), 
category number 3 identifies Boeing 707 (B707) and finally category number 4 
corresponds to Mc Donnel Douglas DC9 (DC9). 
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Table 8.1. Minimum landing time intervals (L TI) f231 
Sij(seconds) Category of following aircraft: j 
I 2 3 4 
Category of I 96 200 181 228 
leading 2 72 80 70 110 
Aircraft: 3 72 lOO 70 130 
i 4 72 80 70 90 
Note: I-B747; 2-B727; 3-B707; 4-DC9. 
It is evident that the LTIs in Table 8.1 are asymmetric. For example, a minimwn 
LTI of200 seconds is required for a B727 to follow a B747, while a minimwn LTI of 
only 72 seconds needs to be satisfied for the same pair of aircraft in reverse order. By 
taking advantage of the asymmetries of the L TIs, in other words, by shifting positions 
of aircraft in an FCFS landing sequence, it is possible to reduce delays and to improve 
the capacity of the airport. The potential benefits resulting from position shifting, 
considering airborne delay, are illustrated by Figure 8.6 in an intuitive way. 
Suppose by using some certain algorithm to shift positions based on an FCFS 
landing sequence, a new landing sequence, PS (position shifting) landing sequence, is 
worked out, where the ith aircraft in the original landing sequence is given an 
Allocated Landing Time (ALT), denoted as tALT(i), i = 1, ... ,NAc . Then, the goal of 
the algorithm for shifting position is usually to minimize the total airborne delay of 
the PS landing sequence, T delay, which is defined as 
N AC 
Tdday = 2)t ALT (i) - t PLT (i» . (8.1) 
i=l 
Instead of Tdelay, sometimes the length of the PS landing sequence, Tlength, which is 
calculated as 
(8.2) 
is adopted as the index for the optimization. The index T delay emphasizes the operating 
cost of airlines, while the index Tlength focuses on the capacity of the airport. In many 
cases, a minimum T delay occurs simultaneously along with a minimum Tlength. 
However, this does not mean they are equivalent to each other. Due to the space limit, 
the proposed RHC algorithm in this section will be described only based on the index 
Tdelay. 
No matter which index, T delay or Tlength, is chosen for optimization, the 
corresponding minimization problem is proved to be a NP complete problem [23]. As 
the nwnber of aircraft of concern, i.e., NAC, goes up, the computational burden for 
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optimization will significantly increase. To further reduce airborne delay and improve 
airport capacity, aircraft should be classified into more than 4 instinct categories, 
which means the optimization will be based on much more complicated tables of 
minimum L Tls. Consequently, the computational efficiency of position shifting will 
therefore encounter much bigger challenges. 
The original sequence based on PLTs 
~---------~----------~ r '\ 
AC(J): B707 
tPL1{l)=O 
AC(2): B727 AC(3): B747 
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.. .............. ... 
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FCFS landing sequence with r~spect to safety regulations: Td,,\,y=2~2, 1/,"glh=405 
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Optirnised landing sequence by shifting positions: Tdd",,=212, 1/,"glh=287 
Figure 8.6. FCFS landing sequence and position shifting 
If the landing sequence only needs to be optimized offline, then the computational 
burden might be manageable. This is the case when the arrival flow is managed in the 
offline planning phase, which is generally carried out based on predicted information 
one or two days before the arrival flow actually happens. Unfortunately, in real world, 
air traffic goes on in a dynamic environment and there exist many uncertainties in the 
arrival flow at the airport. Therefore, the offline plan is not enough and the arrival 
flow should be re-sequenced and re-scheduled on the ground of online updated 
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information in real-time. In this case, the computational burden for optimization is 
vital to any candidate algorithms. Besides, how to provides a robust performance in a 
dynamic environment is another important issue. In other words, because of 
uncertainties on arrival flow, a good algorithm proposed to attack the ASS problem 
should consider not only making the most of onIine updated information, but also 
filtering out unnecessary/low-valuable information or disturbances. 
8.2.3 RHC algorithms 
Before the proposed RHC algorithm for solving the ASS problem is described, 
some denotations are necessary. TOI is length of an operating interval. N is length of 
receding horizon, i.e., the receding horizon has N operating intervals. NAc(k) denotes 
the number of aircraft in the original predicted landing sequence at the kth operating 
interval. tPLz(ilk) and tALz(ilk) stand for the predicted landing time and actual landing 
time of the ith aircraft in original predicted landing sequence at the kth operating 
interval, respectively, where i = I, ... ,NAC (k). To(k) denotes the beginning time of the 
receding horizon at the kth operating interval. MAc(k) is the number of those aircraft 
whose PLTs are not larger than To(k)+NTo1 at the kth operating interval. In other 
words, the first MAc(k)th aircraft in the original predicted landing sequence at the kth 
operating interval are predicted to land no later than To(k)+NTol' 
The detailed description of the RHC algorithm is as follows: 
Step I: Suppose an offline planned landing sequence is available. Set To(O) as the 
AL T of the first aircraft in the offline planned landing sequence. Set Nand 
TOI according to each individual airport. Let k=O, 
Step 2: During the kth operating interval, those aircraft with tALz(ilk) $ To(k)+Tol 
are cleared to land at the runway according to the optimized ALTs, i.e., 
implement the previously scheduled sequence for the kth operating 
interval. Meanwhile, collect updated information of the original predicted 
landing sequence at the (k+1)th operating interval, let To(k+I)=To(k)+TOI, 
and calculate MAc(k+ I). For those aircraft with tALz(ilk»To(k)+TOI, their 
PLTs updated at the (k+ I)th operating interval could be different from 
their PLTs collected at the kth operating interval due to uncertainties in the 
ATC environment. 
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\ 
Step 3: Solve the following minimization problem by shifting position and re-
scheduling aircraft 
MAc (k+l) 
min L (tALT Ulk+1)-tPLT (ilk+1» (8.3) 
tALT (1Ik+l),··,tALT(MAdk+l)lk+l) ;=1 
subject to the mininuuTI L TIs given in Table 8.1 and ACLL(k), which stands 
for the last aircraft to be cleared to land during the kth operating interval. 
Step 4: Remove those aircraft with tALy{ilk+ 1) ~ To(k+ l)+TOI from the original 
predicted landing sequence, and sum up their airborne delay as 
td,lay(k+1)= L (tALT (ilk+1)-tPLT Ulk+1» (8.4) 
ie8(k+l) 
where E>( k + 1) is the set of serial numbers of those aircraft with 
tALy{ilk+ 1)~ To(k+ 1)+To1. 
Step 5: Let k==k+ 1. If MAc(k)=NAc(k) and there is no aircraft with 
tALy{ilk»To(k)+TOI, implement the scheduled sequence and go to Step 6. 
Otherwise, go to Step 2. 
Step 6: Calculate the total airborne delay of the actual PS landing sequence as 
k 
Tde1ay = LtddayU) . (8.5) 
i=l 
Remark 8.1: There are many existing algorithm which can be modified and used 
as online optimizer to solve the minimization problem (8.3), for example, see [23]. 
Those algorithms are different in tenns of computational efficiency. No matter which 
algorithm is chosen to structure online optimizer, the proposed RHC algorithm, thanks 
to the technique of receding horizon, can further reduce computational burden 
compared with a conventional dynamic optimization strategy using the same online 
optimizer. In this section, we design two different online optimizers. One is based on 
genetic algorithm (GA). The GA based optimizer is designed in a very straightforward 
way, since our purpose is to verify the methodology of RHC based GA proposed in 
Chapter 7, Le., to compare the RHC based GA with conventional dynamic 
optimization based GA. As long as the same GA optimizer is used, the comparison is 
fair, no matter whether the GA optimizer is professionally designed or not. However, 
to deliver a good RHC algorithm for the ASS problem, a professionally designed 
online optimizer is very important, although which is beyond the scope of this section. 
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Therefore, the second online optimizer adopts the professional algorithm presented in 
[23], so that we can fairly compare our RHC algorithm with the existing results on the 
ASS problem. The designs of these two online optimizers will be described in Sub-
section 8.2.3.1 and Sub-section 8.2.3.2. 
Remark 8.2: The receding horizon is the key technique to enable the algorithm to 
be not only computational efficient but also robust in dynamic environment. As 
illustrated in Figure 8.7, the receding horizon can be considered as an optimization 
window sliding along the time axis. At the (k-l)th operating interval, the optimization 
window is composed of the kth, (k+l)th, ... , and the (k+N-I)th operating intervals. 
Those aircraft with PLTs within the optimization window are chosen out to be 
sequenced and scheduled at the (k-l)th operating interval. The first operating interval 
in the optimization window can be considered as a frozen window at the kth operating 
interval. When the optimized PS landing sequence is worked out, those aircraft with 
ALTs within the frozen window will be cleared to land at the runway. Then, at the kth 
operating interval, the optimization window recedes into the future by T 01, a new set 
of aircraft waiting to land are considered, and the online optimization is repeated. 
Original predicted landing sequence at the kth operating interval 
~-----------------------~~------------------------( , 
Receding horizon/Optimization window: aircraft with PLTs within 
this window will be optimised ~(k-l)th operating interval 
r-
•• ~. 
\ 1\ 
1 \ 
\~ '~ 
1 \ 1 \' 
1 \ 1 \', 
00 0000 
••••• •••••• •• 
To(k) To(k)+ TO! To(k)+NTol 
"---y----J 
Frozen window: aircraft with ALTs within this window will be 
cleared to land at the runway in the kth operating interval 
\ J 
Y 
The optimised PS landing sequence at the kth operating interval 
o ~ 
Time Axis 
Time Axis 
Figure 8.7. Receding horizon/optimisation window and frozen window 
The successful design of the RHC algorithm partially depends on a proper choice 
of the length of receding horizon, N. If N is too small, most useful information could 
be missed out, and therefore, the RHC algorithm could be too shortsighted and exhibit 
poor performance. However, if N is too large, the computational burden will become 
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heavy, and in addition, more information in the far future, which might be not very 
accurate or contain uncertainties, is used and could degrade the performance of the 
algorithm. 
8.2.3.1 GA based optimizer 
Naturally, GA is suitable for solving the ASS problem. As described in Chapter 
7, before we can apply GA, we need to design the structure of chromosomes to 
represent landing sequences, and then to choose the fitness function mainly based on 
Eq. (8.4). Since the GA optimizer will be integrated into both RHC strategy and 
conventional dynamic optimization strategy, hereafter, we denote the RHC based GA 
as RHC_GA, and the conventional dynamic optimization based GA as CDO_GA. In 
this section, we focus on the differences between CDO_GA and RHC_GA. As the 
result of the concept of RHC, the main differences between RHC _ GA and CDO _ GA 
are the structure of chromosomes and the choice of fitness function. 
The structures of chromosomes for both GAs are illustrated in Figure 8.8.(a), 
where ai is the serial number in the original landing sequence for the aircraft 
represented by the ith gene in the chromosome. The chromosomes for RHC_GA is 
generally much shorter than those for CDO _ GA, since not all aircraft in the original 
landing sequence but just those whose PLTs is within receding horizon will be 
considered. Clearly, each chromosome determines a possible landing sequence. The 
airborne delay of a landing sequence in the CDO _ GA is calculated by 
NAcCk+l) 
Tde1a/k+l)= L (tALT(ilk+l)-tPLT(ilk+l)), (8.6) 
i:::l 
while the airborne delay of a landing sequence in the RHC _ GA is calculated by 
MAc(k+l) 
Tde1ay(k+I)= L (tALT(ilk+I)-tPLT(ilk+I)). (8.7) 
i=! 
By the nature of the ASS problem, if the airborne delay related to the leading 
aircraft is small, then, generally, the delay related to the following aircraft is also 
small. In other words, if the airborne delay in each time interval is small, then the total 
delay of the entire operating day is usually small. Because of this feature, there is no 
need to introduce terminal weighting to (8.7), and therefore, the fitness function for 
RHC _ GA is in the same form as that for CDO _ GA. 
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Based on the airborne delay calculated in (8.6) or (8.7), the fitness function of the 
associated chromosome is defined as 
(8.8) 
where Tmax denotes the maximum airborne delay In a certain generation of 
chromosomes. 
(a). Structure of chromosomes for CDO GA: 
I al I a2 I I aMAc(k+l) I 
(b). Structure of chromosomes for RHC GA: 
I al I a2 I I aMAcCk+l) I 
Figure 8.8. Structures of chromosomes for CDO_GA and RHC_GA 
ff· "_l.-_a~i ..L_ 
Mutation: change the positions of any two 
genes in a chromosome. 
Figure 8.9. Mutation operator for CDO_GAlRHC_GA 
Usually, to improve the performance of GA, some special techniques such as 
heuristic rules are introduced according to different problems. Since our purpose is 
just to verify the methodology proposed in Chapter 7, we do not spend time studying 
how to design special techniques in this section. We only define a simple mutation 
operator for GA chromosomes, i.e., simply changing the positions of any two genes in 
a chromosome, as illustrated by Figure 8.9. As pointed out in [58], there has long been 
a strong debate about the usefulness of crossover, and the general agreement 
nowadays is that the answer is problem-dependent. In the ASS problem, each aircraft 
can appear only once in a chromosome. When information is exchanged between two 
chromosomes during crossover, an additional checking process has to apply to make 
sure that no aircraft appears more than once in any offspring chromosome. Actually, if 
more than 3 genes are exchanged randomly between two chromosomes, the offspring 
chromosomes are very likely invalid. If only two genes are exchanged, then the effect 
of crossover will be quite similar to that of mutation. Therefore, with the structure of 
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chromosomes given in Figure 8.8, it is difficult to define an effective crossover 
operator. Therefore, crossover operator is not employed in this section. 
The flow chart of our RHC based GA is given in Figure 8.10 
Plan landing sequence offline. Set To{O) as the ALT of ? the first aircraft in the offline planned landing sequence. 
Set N and TOJ• Let k=0. pecide the population of chromosomes and he maximum number of generations. 
Generate the first generation of 
In the kth operating interval, land aircraft with 
chromosomes by randomly mutating the 
iFCFS seauence. Let n= I. 
IAL,(ilk):<:; To{k)+ TOJ at corresponding ALTs. Collect 
the information of new predicted landing sequence. 
Let To{k+ I )=To{k)+ TO!. Calculate MAc(k+ I). ~ Is stopping criterion activated? / 
+N 
Calculate the fitness value of 
Solve the minimization problem (8.3). I:~ chromosomes, and pass on some best ones to the next generation. 
Calculate Id,l,y(k+ I) according to (8.4) for those 
Mutate chromosomes, calculate the aircraft with IAL,(ilk+l):<;; To(k+ 1)+TO!. Let k=k+ I. 
fitness of new chromosomes, and 
produce new generation based on 
N If LAc(k)= NAc(k)? / y both old and new chromosomes. 
I 
'*" 
... 
Let n=n+l. 
Calculate total airborne delay T dol,y according to (8.5). I~ 
-:; 
Figure 8.10. Flow chart ofRHC_GA 
8.2.3.2 Optimizer based on the algorithm in 123} 
Reference [23] presents a good static algorithm by modeling the ASS problem as 
a traveling salesman problem (TSP). We adopt it here to design a second online 
optimizer for our RHC algorithm. 
Stepl: Let Sl(k+I)={(AC(I/k+1), tAL7(1/k+I»} denote the initial feasible 
sequence, U(k+I)={AC(2/k+I), ... ,AC(MAclk+I)} denote the set of aircraft 
waiting to be inserted in Sl(k+ I), and set n=l. 
Step 2: While U(k+ 1);< <I> , i.e., U(k+ 1) is not empty, do 
Step 2.1: Select an aircraftAC(i/k+I)EU(k+1) such that it can be inserted 
in the sequence related to Sn(k+ I) at the lowest increase of 
airborne delay; let h be the relative insertion position; 
Step 2.2: Insert (AC(i/k+1), tAL1{i/k+I» at position h in the sequence 
related to Sn(k+ 1), update the ALTs of other aircraft in Sn(k+ I), 
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and let Sn+l(k+l) be the new feasible schedule related to the new 
sequence; 
Step 2.3: Let U(k+l)=U(k+l)-{AC(ilk+I)}, i.e., remove the aircraft 
AC(ilk+l) from U(k+l), and n=n+1. 
Figure 8.11 gives the flow chart of the proposed RHC algorithm with the above 
optimizer for solving the minimization problem (8.3). 
Plan landing sequence omine. Set To(O) as the ALT of 
the fIrst aircraft in the offiine planned landing sequence. 
Set N and TOJ. Let IFO. 
In the kth operating interval, land aircraft with 
IAL1{ilk):O; To{k)+TOJ at corresponding ALTs. Collect 
the information of new predicted landing sequence. 
Let To(k+ 1)~To(k)+ TOJ. Calculate MAc{k+ I). 
Solve the minimization problem (8.3). 
Calculate Idd,y(k+ I) according to (8.4) for those 
aircraft with IAL,{ilk+ 1):0; To(k+ I)+TOJ. Let IFk+ I. 
N If LAc{k)~ NAc{k)? / y 
• Calculate total airborne delay Tde1,y according to (8.5). 
il 
Jli 
I 
; 
Let SI(k+I)~{(AC(llk+I), IAL,{llk+I»}, 
U(k+ 1)~{AC(2Ik+ I), .. . ,AC(MAclk+ I)}, 
and n~l. 
N IfU(k+!) '" <l> ? 
Y 
Select ACUlk+!) E U(k+ I) such 
that it can be inserted into SnCk+ I) 
at the lowest increase of delay. 
InsertAC(ilk+l) into S,(k+I). 
Update ALTs of other aircraft in 
SnCk+ I). Let Sn+l(k+ I)~ Sn(k+ I). 
Let U(k+ I)~U(k+!)·{AC(ilk+ I)}, 
and n~n+l. 
Figure 8.11 Flow chart of RHC algorithm with the algorithm in [23] 
as online optimiser 
8.2.4 Simulation results 
A simulation system is set up based on [23], and then modified to randomly 
generate arrival flow at the airport, with certain degree of uncertainty. There are two 
arrival flows: predicted arrival flow (PAF) and actual arrival flow (AAF). The number 
of aircraft in a PAF is considered as 60. The simulation system randomly allocates 
predicted landing time (PLT) for each individual aircraft in a PAF. All PLTs are 
within a specified time range [To, To+Trange], where Trange is a system parameter to 
adjust the degree of congestion at the airport. Based on a P AF, the simulation system 
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continues to generate the associated AAF by introducing uncertainties randomly, 
where each aircraft may have another PLT different from that in the PAF, some 
aircraft may be cancelled, and some new aircraft may appear. Another two system 
parameters are used to set the level of uncertainties: PI, the percentage of aircraft 
which have different PLTs in an AAF from those in the associated PAF, and P2, the 
percentage of aircraft which are cancelled or new in the AAF. It is not the P AF but the 
AAF that turns up at the airport. Based on a PAF, the proposed RHC based algorithms 
and the corresponding conventional dynamic optimization based algorithms are used 
to schedule and sequence the arrival flow and each individual aircraft is given an 
allocated landing time (ALT) to land at the runway. Then, these ALTs are applied to 
the associated AAF. When the GA optimizer in Sub-section 8.2.3.1 is involved, the 
proposed RHC based algorithm is called as RHC_GA, and the corresponding 
conventional dynamic optimization based algorithm is denoted as COO GA. When 
the Reference [23] based optimizer in Sub-section 8.2.3.2 is used, the RHC based 
algorithm is· called RHC_TSP, and the corresponding conventional dynamic 
optimization based algorithm is denoted as CDO_TSP. 
Our simulation study has two parts. In the first part, we compare the RHC _ GA 
with the CDO _ GA in order to verify the methodology of RHC based GA. The GA 
optimizer described in Sub-section 8.2.3.2 is very simple and therefore maybe not 
effective to find optimal/sub-optimal solutions to the ASS problem. Another relatively 
more effective optimizer is designed based on the algorithm reported in [23], and then 
we have the RHC_TSP and the CDO_TSP. In the second part, we concentrate on the 
real-time performance and the online computational burden of the RHC_TSP and the 
CDO_TSP in a dynamic environment, in order to estimate the value of the RHC 
strategy from a practical point of view. 
8.2.4.1 RHC GA versus CDO GA 
- -
According to Chapter 7, due to the introduction ofRHC strategy, the RHC_GA 
should be more computationally efficient than the CDO _ GA. As for solution quality, 
since the CDO _ GA takes all aircraft into account, i.e., the solution space for the 
CDO _ GA to search is huge, when the GA optimizer is simply designed, it is difficult 
to for the CDO_GA to find optimal/sub-optimal solutions. While for the RHC_GA, 
thanks to the concept of RHC again, only those aircraft whose PLTs are within the 
receding horizon are considered each time. In other words, the solution space for the 
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RHC_GA is much smaller, and consequently the RHC_GA is always capable of 
finding optimal/sub-optimal solutions. By the nature of the ASS problem, if the 
airborne delay over each receding horizon is small, then the actual delay of the whole 
dynamic process is generally small. Therefore, the RHC_GA could have better 
solution quality because of its capability of finding optimal/sub-optimal solutions 
each time. Here we are going to verify these two advantages of the RHC_GA against 
CDO_GA. 
Table 8.2 illustrates the results of a realistic large scale problem with 30 aircraft. 
The data of the original arrival flow is borrowed directly from [23], where no 
disturbances/uncertainties are considered since the static solution is the emphasis. In 
Table 8.2, in the first three columns we list the aircraft serial number in the original 
sequence, categories and PLTs; in the second three columns we list the sequence of 
landing aircraft, with their categories and ALTs, issued by the CDO _ GA; in the last 
three columns we list the sequence of landing aircraft, with their categories and ALTs, 
issued by the RHC _ GA with a receding horizon of 4 steps long. In the simulation, the 
operating interval T Of is set as 5 minutes. 
Table 8.2. R esults 0 f CDO GA and RHC G A in a smgle test 
PAF Scheduled traffic under CDO GA Scheduled traffic under RHC GA 
Air. No. Cat. PLT (s) Air. No. Cat. ALT (s) Delay Air. No. Cat. ALT Delay 
(s) (s) (s) 
I I 0 I I 0 0 I 1 0 0 
2 1 79 2 1 96 17 2 1 96 17 
3 1 144 3 1 192 48 3 1 192 48 
4 2 204 5 1 288 24 5 1 288 24 
5 1 264 6 1 384 64 6 I 384 64 
6 1 320 4 2 584 380 4 2 584 380 
7 2 528 7 2 664 136 7 2 664 136 
8 1 635 9 2 744 14 9 2 744 14 
9 2 730 8 1 816 181 10 2 824 58 
10 2 766 11 1 912 122 8 1 896 261 
11 1 790 12 1 1008 88 11 1 992 202 
12 1 920 10 2 1208 442 12 1 1088 168 
13 3 1046 15 2 1288 152 13 3 1269 223 
14 4 1106 16 2 1368 202 15 2 1369 233 
15 2 1136 14 4 1478 372 16 2 1449 283 
16 2 1166 13 3 1548 502 14 4 1559 453 
17 2 1233 17 2 1648 415 17 2 1639 406 
18 1 1642 18 1 1720 78 18 1 1711 69 
19 I 1715 19 1 1816 101 19 I 1807 92 
20 3 1770 21 I 2074 0 20 3 1988 218 
21 I 2074 20 3 2255 485 21 1 2074 0 
22 I 2168 23 4 2385 126 22 I 2170 2 
23 4 2259 24 2 2465 38 23 4 2398 139 
24 2 2427 26 2 2679 0 24 2 2478 51 
25 I 2481 27 3 2883 0 25 I 2550 69 
26 2 2679 22 I 2955 787 26 2 2750 7l 
27 3 2883 25 I 3051 570 27 3 2883 0 
28 2 2982 29 I 3147 101 28 2 2983 I 
29 1 3046 30 I 3243 152 29 I 3055 9 
30 I 3091 28 2 3443 461 30 I 3151 60 
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Since GA is a stochastic optimization method, for both the RHC_GA and the 
CDO _ GA, 20 simulation runs are conducted with traffic flow data given by the first 
three columns in Table 8.2. By taking average, one has that the average delay of each 
aircraft is 168.5 seconds under the CDO_GA, while it is 125.0 seconds under the 
RHC _ GA. Since no disturbances/uncertainties are considered, we can compare the 
above results with the static result published in [23], where the average delay of each 
aircraft is 126.6 seconds. Clearly, the solution quality of the CDO_GA is very poor, 
while the RHC_GA achieves even better performance than the method in [23], 
although it uses the same simple online GA optimizer. As for computational burden, 
the average computational time of one online optimization routine is 7.3 seconds 
under the CDO_GA, while it is 3.2 seconds under the RHC_GA. 
Table 8.3 shows the influence of the length of receding horizon on the 
performance and the computational burden of the RHC_GA. For each receding 
horizon, 20 simulation runs are conducted with the traffic flow data given by the first 
three columns in Table 8.2, and the average results are given in Table 8.3. From the 
data in Table 8.3, it is much clearer that, due to the natures of the ASS problem and 
the GA optimizer (as analyzed before), the performance of the RHC_GA is getting 
worse as the length of receding horizon increases, and at the same time, the online 
computational burden is increasing. But if the receding horizon is too short, say, N=l, 
the performance of the RHC _ GA is shortsighted. In the simulation case associated 
with Table 8.3, a receding horizon with N=2, 3 or 4 seems preferable. Table 8.3 can 
also somehow explains why the RHC_GA is better than the CDO_GA to solve the 
ASS problem. 
However, is the RHC _ GA always better than the CDO _ GA in other problems? To 
answer this question, we will further investigate the methodology of RHC _ GA in the 
next section, where we apply the RHC_GA to the free-flight path optimization 
problem. 
Table 8.3 The influence of the length of receding horizon on the RHC_GA 
Length of horizon (N) I 2 3 4 5 6 
Average delay (s) 126.2 124.8 125.0 125.0 127.9 135.6 
Average comp. time (s) lA 2.1 2.4 3.2 4.0 4.5 
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8.2.4.2 RHC TSP versus CDO TSP 
- -
In order to fully understand the value of the RHC strategy to the ASS problem 
from a more practical point of view, we integrate a more effective optimizer for the 
real-time implementation in a dynamic environment, and then have two algorithms: 
RHC_TSP and CDO_TSP. 12 simulation cases with different degrees of congestion 
and different levels of uncertainties are defined in Table 8.4. Case I to 3 are the cases 
where PAFs are the same as AAFs, i.e., PI=O and Pz=O, which imply there are no 
uncertainties. Case 4 to 12 are uncertain cases where AAFs are different from PAFs, 
with PI and Pz indicating different levels of uncertainties. For each case, the 
simulation system randomly generates lOO pairs ofPAFs and AAFs for the purpose of 
Monte Carlo simulations. In the simulation, the operating interval Tal is set as 5 
minutes, and in each of the 12 cases, the RHC _ TSP is tested with 7 different lengths 
of predictive horizon, i.e., N=I, ... ,7. 
Table 8.4. Simulation cases (60 aircraft in the arrival flow) 
Case I Case 4 Case 7 Case 10 
T mn ,-50(min) PlO, P, 0 PI-O.I, P, 0.1 PI-O.2, P,-0.15 PI-O.3, P,o=(J.2 
Case 2 Case 5 Case 8 Case 11 
Tmn.,~IOO(min) PI-O, P,-O PI-O.I, P,-O.I PI-0.2, P,-0.15 PI-0.3, P,-O.2 
Case 3 Case 6 Case 9 Case 12 
T mn .. ~ 150(min) PI-O, P,-O PI~O.I, P,-O.I PI-O.2, P,-0.15 P I-0.3, P,-0.2 
Table 8.5 gives the result of a single test in Case I under both the CDO _ TSP and 
the RHC_TSP, to illustrate the rough idea how they schedule and sequence the arrival 
traffic flow. Due to space limit, in this test the number of aircraft in the arrival flow is 
reduced from 60 to 30 and Trange changes to 25 min accordingly, so that the degree of 
congestion is the same as defined in Case I. No conclusions on the performances of 
the CDO_TSP and the RHC_TSP can be made from Table 8.5, until Monte Carlo 
simulation results, which are presented in Figure 8.12 to Figure 8.14 (the associated 
numerical values are given in Table 8.6 to Table 8.8), are analyzed. Each curve in 
these 3 figures stands for the mean airborne delay of a single aircraft and the mean 
OCT (online computational time) of a single run of online optimization, over the 
length of receding horizon, i.e., N, in a certain case. For N=I to 7, the simulation is 
conducted under the RHC_TSP with a receding horizon of NTOI minutes long; while 
for N="CD03SP", the simulation is under the CDO_TSP. Figures 8.12, 8.13 and 
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8.14 are related to different degrees of congestion at the airport, respectively. Four 
line and point styles are used to distinguish different levels of uncertainties. 
a e . . esu t 0 a SlDl(Je test T bl 85 R If' I 
PAF Scheduled traffic under CDO TSP Scheduled traffic under RHC TSP 
Air. No. Cat. PLT (s) Air. No. Cat. ALT (s) Delay(s) Air. No. Cat. ALT (s) Delay(s) 
I 4 17 1 4 17 0 I 4 17 0 
2 2 50 2 2 97 47 2 2 97 47 
3 I 117 4 3 167 38 4 3 167 38 
4 3 129 7 3 237 20 7 3 237 20 
5 4 143 9 3 307 19 9 3 307 19 
6 I 174 3 1 379 262 6 1 379 205 
7 3 217 12 2 579 74 8 1 475 215 
8 I 260 13 2 659 133 3 1 571 454 
9 3 288 5 4 769 626 16 3 752 162 
10 4 340 16 3 839 249 20 3 822 131 
11 4 350 20 3 909 218 22 3 892 130 
12 2 505 22 3 979 217 12 2 992 487 
13 2 526 8 1 1051 791 13 2 1072 546 
14 4 541 18 I 1147 496 19 2 1152 483 
15 4 554 21 1 1243 536 24 2 1232 440 
16 3 590 26 1 1339 346 27 2 1312 248 
17 4 648 6 I 1435 1261 10 4 1422 1082 
18 1 651 30 1 1531 130 11 4 1512 1162 
19 2 669 19 2 1731 1062 14 4 1602 1061 
20 3 691 24 2 1811 1019 15 4 1692 1138 
21 1 707 27 2 1891 827 17 4 1782 1134 
22 3 762 11 4 2001 1651 23 4 1872 1103 
23 4 769 14 4 2091 1550 25 4 1962 1103 
24 2 792 15 4 2181 1627 28 4 2052 975 
25 4 859 17 4 2271 1623 29 4 2142 935 
26 1 993 23 4 2361 1592 5 4 2232 2089 
27 2 1064 25 4 2451 1592 18 I 2304 1653 
28 4 1077 28 4 2541 1464 21 I 2400 1693 
29 4 1207 29 4 2631 1424 30 I 2496 1095 
30 I 1401 10 4 2721 2381 26 I 2592 1599 
From the Monte Carlo simulation results shown in Figure 8.12 to 8.14, some 
interesting observations can be made as follows on the nature of the ASS problem and 
the performance of the CDO JSP and the RHC _ TSP: 
• It is evident that the degree of congestion at the airport is a key factor that 
results in airborne delays. More congested, more delays, no matter which 
method, the RHC_TSP or the CDO_TSP, is used. In Figure 8.12, the most 
congested case, the average airborne delay is about 1200 seconds for each 
aircraft, while in Figure 8.13, about 270 seconds, and in Figure 8.14, the least 
congested case, about 90 seconds. 
• Regarding the performance in terms of airborne delay, generally speaking, the 
new procedure based on RHC _ TSP achieves the same performance as or better 
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than the CDO_TSP. How much improvement the RHC_TSP could bring 
depends on the degree of congestion at the airport, the level of uncertainties 
and the receding horizon. It should be noted that since the ASS is a NP-
complete problem and the optimization method adopted in this section is not 
an exhaustive searching method, only local minimum is attained and the 
degree of the optimality the optimizer can achieve depends on many factors 
such as the size of solution space and the nature of the optimization. This 
obviously has the influence on the performance of the ASS algorithms. The 
same optimizer is employed for the CDO_TSP and the RHC_TSP developed 
in this section. The airborne delays in Figure 8.12-Figure 8.14 are obtained by 
taking average over 100 Monte Carlo simulations. 
• The influence of the length of receding horizon, i.e., N, is an important 
parameter in the RHC_TSP. In general, a small receding horizon leads to 
shortsighted behavior, and consequently poor performance. However, if the 
receding horizon is too long, the information in the far future which may 
contain uncertain or inaccurate information is included in the online 
optimization, and the computational burden is also significantly increased. 
Figure 8.l2-Figure 8.14 indicate that the receding horizon with the length of 
one or two is enough for the ASS. After that, increasing the receding horizon 
does not significantly increase the performance. This implies that for ASS, one 
or two receding horizons are sufficient. 
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Figure 8.12. Monte Carlo simulation results, TrDnge=50 min 
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• As expected, in general, the computational time increases with the length of 
the receding horizon and the CDO _ TSP takes much more time than all the 
schemes based on the RHC. When the receding horizon with the length of one 
or two is employed, the computational time of the new algorithm is only a 
fraction of that of the existing dynamic optimization approach. Furthermore, 
the maximum online computational time under the CDO_TSP is observed to 
be over 100 seconds, one third of an operating interval, while for most 
RHC_TSP schemes (except those with receding horizon longer than 3 
operating intervals in Figure 8.12), just under 10 seconds. In the above Monte 
Carlo simulation, the number of aircraft in arrival flow is just 60, and only 4 
categories of aircraft are used to define L TIs, as given in Table 8.1. It is 
expectable that the advantage of the RHC TSP against the CDO_TSP, 
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regarding real-time properties, will become more significant when more 
aircraft and more categories are considered. On the other hand, the high 
efficiency of the RHC_TSP provides a glimmer of hope that some time-
consuming but effective optimization algorithms, such like exhaustive 
searching algorithm, might be integrated as online optimizer for real-time 
implementations to further improve performance. 
a e . . T bl 86 N umenca va ues correspon mg_ 0 Igure , I I d' t F' 812 , 
Case I Case 4 Case 7 Case 10 
TD (5) aCT (s) TD (5) aCT (si. TD (s) aCT (5) TD(s) aCT (5) 
1165.7 1.5101 1164.4 1.5324 1185.1 1.6802 1175.5 1.7660 
1205.0 2.6593 1189.8 2.5899 1189.9 2.7344 1177.7 2.7172 
1199.1 4.1546 1189.3 4.0287 1197.7 4.3833 1191.1 4.3851 
1197.1 6.0761 1189.3 5.9194 1193.7 6.3116 1199.4 6.3871 
1196.1 8.4834 1185.2 8.3748 1197.8 8.7656 1191.8 9.0867 
1196.0 11.2962 1178.1 10.9863 1201.3 11.7109 1205.9 12.2025 
1196.0 14.2826 1185.9 13.9796 1203.6 14.8135 1203.1 14.2236 
1199.2 20.6880 1181.5 20.5105 1209.7 21.4232 1204.2 20.5036 
a e , , T bl 87 N umerIca va ues correspon mg 0 Igure , I I d' t F' 813 , 
Case 2 Case 5 Case 8 Case 11 
TD (s) aCT(s) TD (s) aCT (s) TD (5) aCT (5) TD(s) aCT (5) 
256.6383 0.0317 250.5062 0.0304 265.2286 0.0339 275.6349 0.0372 
257.6467 0.0950 253.8882 0.0948 272.4549 0.1055 272.9540 0.1088 
258.6058 0.2246 256.0632 0.2244 277.2661 0.2436 277.2425 0.2495 
257.4792 0.4513 258.6484 0.4549 282.9505 0.4916 278.4909 0.4850 
259.2558 0.8055 261.8869 0.8028 285.0231 0.8683 279.1567 0.8514 
260.2642 1.3006 260.1239 1.3062 288.6100 1.3964 279.5627 1.3728 
260.2642 1.9757 263.3416 1.9767 285.5141 2.0711 278.4588 2.0317 
259.1042 21.1644 257.3022 21.2861 283.1514 21.6971 281.8116 21.5212 
a e ' , T bl 88 N umenca va ues correspon mg 0 Igure . I I d' t F' 814 , 
Case 3 Case 6 Case 9 Case 12 
TD (s) aCT (5) TD (s) OCT (5) TD (5) aCT(s) TD(s) OCT (5) 
85.9208 0.0049 88.8532 0.0053 88.5542 0.0050 99.5787 0.0058 
86.5367 0.0183 87.2292 0.0185 86.9857 0.0183 96.7243 0.0206 
85.9767 0.0460 86.7795 0.0480 86.3706 0.0482 96.3198 0.0504 
85.9767 0.0960 87.2178 0.0979 86.4047 0.0986 96.1959 0.1034 
85.9767 0.1774 87.2068 0.1808 87.7423 0.1833 96.2899 0.1877 
85.9433 0.2965 87.3701 0.3004 87.8169 0.3086 96.1149 0.3147 
85.9433 0.4633 87.3992 0.4654 86.5547 0.4873 96.1149 0.4840 
85.9433 19.2026 87.3701 19.4861 86.9827 19.8904 96.0899 19.7629 
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8.3 Receding Horizon Control for Free-Flight Path Optimization 
This section discusses how to apply RHC to the problem of free-flight path 
optimization. Different from the ASS problem, where the terminal penalty seems not 
really necessary for introducing RHC, in FF path optimization, the technique of 
terminal penalty will prove to be vital to the success of the RHC strategy. This section 
is organized as follows. Sub-section 8.3.1 studies existing literature on FF path 
optimization. Sub-section 8.3.2 describes the problem of online flight path 
optimization in an FF environment. The details of the proposed RHC based GA for 
the FF path optimization problem are presented in Sub-section 8.3.3. The efficiency of 
the algorithm is demonstrated by sufficient simulation results in Sub-section 8.3.4. 
8.3.1 Literature search on FF path optimization 
Many researches have now been under the way to improve the onboard capability 
of deciding user-preferred trajectories in an FF environment, particularly, optimizing 
the flight path in terms of safety and efficiency. Most of them put emphases on 
attacking the problem of conflict detection and resolution, presenting many interesting 
methods such like geometric approach, mixed integer linear programming, token 
allocation strategy, Semi-Definite Program relaxation approach, linear matrix 
inequalities, and genetic algorithm (GA) (see [57], [66], [73], [127], [129], and [160]). 
However, these results for conflict detection and resolution are medium-term or even 
short-term strategies to determine or optimize flight trajectories, and safety, compared 
with flight costs, is the overwhelming concern in the decision procedures. Whether or 
not they are suitable for long-term flight trajectory optimization still remains as an 
open question, because, for long-term flight trajectory optimization, say, inter-
continental flight trajectory optimization, flight costs such like fuel cost andlor time 
cost are among the main concerns. From a practical viewpoint, since detecting and 
resolving conflicts globally and precisely in a dynamic environment is very time-
consuming and then unrealistic for implementations, flight costs usually replace safety 
and become the major concern in long-term flight trajectory optimization. Safety 
separations are usually taken into account as constraints based on available 
information of air traffic. Once safety problem arises in a medium-term or short-term, 
the above mentioned methods can be adopted in the algorithms for long-term flight 
- 186-
8. Receding Horizon Control for Air Traffic Management 
trajectory optimization. Therefore, issues other than conflict detection and resolution 
become the main interests of most literature on long-term flight trajectory 
optimization. For example, Reference [182] focuses on validating the practicability of 
optimal flight path, and Reference [113] and [131] on analyzing its theoretic benefits. 
Optimizing flight path under FF to minimize a certain flight cost with safety 
constraints is a very difficult problem. Challenges come from three aspects. Firstly, it 
is not a convex optimization problem and exhibits significant nonlinearalities. 
Secondly, the real-time optimization suffers from heavy computational burden and 
restrictive time limit, especially in the case of long-distance flight. Thirdly, the real 
flight environment is dynamic and uncertain. In general, the optimum solution at each 
time instant does not necessarily make the actual flight cost minimized. 
In [113], a combined function and parameter optimization algorithm, an off-line 
algorithm, was given to find flight trajectories that take advantage of atmospheric 
conditions in a theoretical study, which ignored many other factors affecting actual 
flight like safety constraints. Reference [170] developed a branch-and-bound 
algorithm, which is able to find an approximate solution to the trajectory optimization 
problem with respect to the flight cost in a specified air environment having some 
static and dynamic domains prohibited for flights. The algorithm was claimed to be of 
use for planning the departure of all long-distance civil airplanes over vast regions. 
Based on the integration of a heuristic algorithm with an integer linear programming 
model, an exact algorithm was reported in [4] to calculate departure time, flight route 
and speed, such that the arrival at the destination airport matches a specified time 
decided by the central authority. Reference [82] proposed an improved GA-based 
approach to do online flight path optimization under FF, where dynamic unavailable 
regions and several kinds of flight cost were considered. The approach was claimed to 
be very effective to find optimal or near-optimal solutions. However, all these 
algorithms and approaches failed to match to the challenges resulting from the real-
time optimization and the dynamic and uncertain environment. 
This section applies the novel RHC based GA proposed in Chapter 7 to solve the 
online flight path optimization problem in a dynamic FF environment. To the best of 
our knowledge, this section, for the first time, introduces RHC into the problem of 
online flight path optimization under FF. The main motivations for using RHC are: 
first, to improve the real-time property such that the applications of proposed 
algorithm could be possible no matter how long the flight distance is, and second, to 
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guarantee robust perfonnance in a dynamic and uncertain environment. The length of 
the receding horizon is the key issue not only to achieve computational efficiency, but 
also to make a proper trade-off between useful infonnation in the near future and 
unreliable infonnation in the far future in a dynamic and uncertain environment. 
Tenninal weighting tenn in the perfonnance index, which has never appeared in any 
existing literature on the problem of flight path optimization, is introduced and proves 
to be vital to guarantee stability and robust perfonnance of the proposed algorithm. 
8.3.2 OnIine flight path optimization problem in a Free Flight environment 
In the real world, ATC agencies collect various data and infonnation such as 
weather conditions and air traffic flows. Then, they broadcast infonnation like 
weather conditions, calculate constraints/criteria for the sake of safety, efficiency and 
capability, and issue them to each individual aircraft. This section assumes that the 
constraints/criteria issued by ATC agencies are unavailable-regions. The online 
optimization of flight path in this section is defined as that, based on the infonnation 
from A TC agencies, how a civil aircraft finds out the optimal flight path from its non-
conflict-airspace in real time to minimize certain specified index. 
8.3.2.1 Optional free flight paths 
In an ideal FF environment, there are numerous optional free flight paths, which 
makes it very difficult, if not impossible, to finish computing in an acceptable period 
of time. Therefore, it is necessary to make reasonable and appropriate simplifications 
to the original problem. Using the traditional structured airspace is an easy way to 
simplify the problem, but it can hardly lead to the optimal solution in an FF sense 
because aircraft have to fly within the structured flight path network. In this section, 
based on a set of discrete optional heading and the concept of "time-slice", the non-
conflict-airspace is transfonned into a dynamic flight path network such that a proper 
trade-off can be achieved between the number of optional free flight paths and the 
optimality of the solution found by the proposed algorithm. 
Using a set of reasonable discrete values to represent the optional headings is one 
of the key techniques to discretize the non-conflict-airspace [82]. Instead of the 
original infinite heading set, a subset of finite discrete optional headings is assumed as 
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Q = [0' ,10' ,20' "',350' ,Bd'" 1 (8.9) 
where Bd'" is the direct-heading, which is defined as the direction of the destination 
airport with reference to the trajectory point the aircraft will reach at the end of the 
current time-slice. Every time when a heading needs to be determined, only these 37 
values in Q are available. 
With the concept of "time-slice", the air traffic system is supposed to operate in 
the following manner. The ground ATC system transmits periodically both 
environment data and unavailable-region data to each individual aircraft. This period 
is called a "time-slice". Each individual aircraft uses the currently updated 
information to optimize the remaining flight path starting from the next time-slice. An 
optional flight path is composed of a series of sub-trajectories, which are flown 
through by aircraft during time-slices. The sub-trajectory for the current time-slice is 
determined by the previous run of optimization. The optimization is based on sub-
trajectories, as illustrated in Figure 8.15. 
D Non-conflict ~ Unavailable airspace ~ region 
- - - - ·Possible sub-trajectories --Optimized path 
Figure 8.15 Optimized path in an FF environment 
If a time-slice is too long and the optional headings in Q are too less, the discrete 
non-conflict-airspace may become similar to the traditional structured airspace, which 
can hardly contain the globally optimal flight path. On the other hand, ifthe time-slice 
is too short and the optional headings are too many, there will be a huge number of 
optional free flight paths, and consequently, the online computational time for finding 
the optimal solution will be greatly increased, which might be unrealistic for real-time 
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implementation. In this section, a time-slice is assumed to be 10-minute long. The set 
o given by (8.9) provides necessary and sufficient optional headings. 
8.3.2.2 Petformance index/or flight path optimization 
In this section, for the sake of simplification, only flight time cost is chosen as the 
index for flight path optimization. Flight time cost can usually be easily transformed 
into another useful index for flight path optimization: fuel cost. As is well known, 
corresponding to a specified cruise altitude, each individual aircraft has an optimum 
cruise Mach number which leads to not only the minimum fuel cost rate but also the 
engine's optimum working conditions and maintenance. It is assumed that the cruise 
altitude is fixed for each individual aircraft, and the corresponding optimum cruise 
Mach and fuel cost rate can be checked out from a tabulated data. This optimum 
cruise Mach is used to calculate the flight time cost along an optional path. The total 
fuel cost along the optional path can then be determined by multiplying the flight time 
cost with the fuel cost rate parameter. 
As defined in Sub-Section 8.3.2.1, an optional flight path is composed of a series 
of sub-trajectories. The flight time for each sub-trajectory (except the last sub-
trajectory in the optional flight path) is supposed to be a time-slice, i.e., 10 minutes, 
and then, the total flight time for optional flight path is determined by the number of 
sub-trajectories included. Therefore, although the index is flight time cost, the basic 
variables for the online optimization are the coordinates of beginning point and end 
point of sub-trajectories. These basic variables and some important parameters are 
depicted in Figure 8.16, where (x,y) are the coordinates of a point, SAB is the distance 
between point A and B, (f[>, v) are the wind heading and speed at a point, e denotes a 
certain heading depending on the subscript, and all headings are with respect to the 
direction of north. Strictly speaking, it is impossible to calculate the coordinates of the 
end point of a sub-trajectory, i.e., (XB,YB), because (XB,YB) and (f[>B' VB) are 
prerequisites to each other. However, since a sub-trajectory is very short as the result 
of the IO-minute-long time-slice, it is reasonable that the average wind parameters 
along the sub-trajectory are considered as the same as those at the beginning point, 
i.e., (f[> A' V A)' In other word, (f[>B' VB) are not required for computing (XB,YB). 
The coordinates of the end point of a sub-trajectory, (XB,YB), are calculated by 
- 190-
8. Receding Horizon Control for Air Traffic Management 
where 
(8.10) 
(8.11) 
(8.12) 
(8.13) 
(8.14) 
(8.15) 
M optic and h, are cruise Mach and cruise altitude respectively, f M2V (-) is a function 
calculating CAS (Calibrated Airspeed) with M optic and h, as inputs [82], and T,s 
equals to 10 minutes, i.e., a time-slice. 
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Figure 8.16. Variables and parameters of a sub-trajectory & related speeds 
Once (XB,YB) are worked out, it is used as the beginning point of next sub-
trajectory. Then, by an interpolation method presented in [113], the wind parameter 
( rp., v.) can be calculated based on the coordinates (XB,YB) and the atmospheric 
conditions broadcasted by A TC agencies. Therefore, the coordinates of the end point 
of the new sub-trajectory can be calculated in the same way. The computation of sub-
trajectories keeps going on until the destination airport is reached. 
If the end point of the last sub-trajectory in an optional flight path is the 
destination airport, therefore, (XB,YB) are already available. However, the flight time 
for the last sub-trajectory is not necessarily a time-slice and needs to be calculated. 
Suppose the point B in Figure 8.16 is the destination airport, then the flight time can 
be computed by 
(8.16) 
where 
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SAB = dis(PA'PB) = ~(XA -xBi +(YA - YB)2 
()E = ()BA = 90' - atan2«YB - YA),(XB - X A» 
() Air = () E - sin -l(-vW sin«()E -()w )/v Air) 
VE = V Air COS«()E -() Air) + Vw COS«()E -()w), 
and " a tan 20 " is a function calculating the four quadrant arctangent. 
(8.17) 
(8.18) 
(8.19) 
(8.20) 
Suppose that, excluding the last sub-trajectory, there are M sub-trajectories in an 
optional flight path. Then the corresponding flight time cost is 
(8.21) 
ATC agencies sometimes require aircraft to arrive as soon as possible. For 
instance, when the ATC agency plans an arrival sequence at a busy airport, the first 
aircraft in the sequence is normally commanded to arrive as soon as possible, in order 
to leave more time for the following aircraft. In this case, the maximum cruise Mach 
number corresponding to the specified cruise height should be used. The computing 
process is the same as the above, except that M optic is replaced by M mru< c . 
8.3.3 RHC based GA for free-flight path optimization 
Existing methods in the literature for online optimizing flight path under FF have 
one thing in common; that is, in each time-slice, they optimize the rest flight path 
from the end of current sub-trajectory to the destination airport. Consequently, they all 
suffer from two common problems. One problem is that, since the path optimization is 
an NP (Nondeterministic Polynomial Time) complete problem, for long-distance 
flight, it is unlikely that computing can be completed within a time-slice. The other 
problem is that, in a dynamic environment, it is very likely that the performance of 
conventional dynamic optimization could be degraded due to the involvement of 
inaccurate or uncertain information for the far future. Particularly, for those methods 
where optimization starts from the destination airport backward to the end of current 
sub-trajectory, for instance, see [4], their optimized paths for the near future depend 
on the optimized paths for the far future, which are calculated based on more 
unreliable information. Reference [82] proposed an effective GA-based approach for 
flight path optimization under FF, but its heavy computational burden makes real-time 
- 192-
N 
~ 
<I:: 
" ~ <..) 
.loo 
..: 
8. Receding Horizon Control for Air Traffic Management 
implementations very difficult or even impossible, especially in the case of long-
distance flight. Here, by following the methodology of RHC based GA proposed in 
Chapter 7, we combine the effective GA reported in [82] with the RHC strategy to 
deliver a very impressive real-time approach for the free-flight path optimization 
problem. 
8.3.3.1 The concept of RHC 
The concept of RHC is the key for the proposed algorithm to overcome those 
problems confronted by existing methods in real-time implementations. At each step, 
i.e., time-slice, the proposed RHC algorithm, i.e., a new RHC based GA, optimizes 
the flight path for the next N time-slices into the near future. Therefore, no matter how 
long the flight distance is, the online computational time for each optimizing routine 
is covered by an upper bound, which mainly depends on N, the length of the receding 
horizon, as analyzed in Chapter 7. Also, a properly chosen receding horizon can work 
like a filter to remove the uncertain/inaccurate information of the far future. Figure 
8.17 gives an intuitive demonstration of the idea ofRHC and the potential advantages 
against those conventional dynamic optimization based methods. 
i/ ~ Aircraft I "",. g W ~~ " " " = " -.S " " "' .-.-.S " ------"" - .------ ~ fr---
'" 0 Aircraft 2 
Figure 8.17. RHe (aircraft 1) vs conventional dynamic optimization strategy 
(aircraft 2) in a dynamic FF environment 
The online optimization problem in the proposed RHC algorithm is quite different 
from those in conventional dynamic optimization based methods, where Jl given in 
(8.21) or similar ones are chosen as the performance index to be minimized in online 
optimization. For the RHC algorithm, in each time-slice, it is supposed to optimize 
flight path only for the receding horizon, which is N-time-slice-Iong or even shorter, 
depending on how far away the destination airport is. Therefore, minimizing flight 
time seems no sense to the RHC algorithm. The fact is that, in a FF airspace with 
unavailable regions, most potential paths of N-time-slice-long are of zigzag shape, and 
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shortcut often exists between some of their sub-trajectories, as illustrated in Figure 
8.18. It is evident that, after taking a shortcut, even though the original potential 
zigzag path is planed based on the receding horizon of N-time-slice-long, the final 
potential path is of an uncertain but shorter length. As the result, minimizing flight 
time based on a receding horizon of fixed length still makes sense. In fact, in order to 
find optimal flight paths, conventional dynamic optimization based methods also need 
to take shortcut. 
Suppose that, at the kth time-slice, after taking shortcut, an original potential path 
becomes M(k)-time-slice-long, where 0 5.M(k) 5.N is a real number, and the fraction of 
M(k) equals to the flight time through the last sub-trajectory divided by TIS , i.e., one 
has 
M(k) - floor(M(k» = (la" IT" (8.22) 
where "floor" rounds M(k) to the nearest integer towards negative infinity. For an 
original potential zigzag flight path, one has M(k)=N. 
Aircraft 
-------.... ---
Original potential zigzag 
path of N-time-slice-long 
• End point of a sub-trajectory in 
an original potential zigzag path 
- - - - - Shorten! between snb-
trajectories of original path 
• End point of a sub-trajectory in a 
final potential path taking shortcu! 
Figure 8.18. Zigzag flight paths and shorteut 
The performance index adopted by the proposed RHC algorithm is given as 
(8.23) 
where Wtenn(k) is a terminal weighting term function in terms of the last sub-trajectory 
and the destination airport. More detailed discussions about Wtenn(k) will be given 
later. Then, the proposed RHC algorithm for optimizing flight path in a dynamic FF 
environment can be described as following. 
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Step I: When aircraft takes off from the source airport, flying the departure 
program, let k = 0, and set P(O) as the end point of the departure program. 
Step 2: Receive updated environment data from ATC agencies, set P(k) as the 
initial point to start flight path optimization, and then solve the following 
minimization problem 
min J 2(k) (8.24) 
PCk+llk ),PCk+2Ik) .. ",PCk+ Nlk) 
where P(k+ilk), i = 1, ... ,N, is the end point of the ith sub-trajectory in a 
original potential zigzag flight path at the kth step. Denote the optimal 
solution as [P(k+llk),P(k+2Ik),.·.,P(k+Nlk)], and the associated 
shortcut-taken flight path as. [Pj(k + 11 k),. .. ,Pj(k+ceil(M(k» 1 k)], where 
"ceif' rounds M(k) to the nearest integer towards infinity. 
Step 3: When aircraft arrives at P(k), set 
P(k+I)=Pj(k+llk), (8.25) 
and then fly along the sub-trajectory determined by [P(k), P(k+ 1)]. 
Step 4: If P(k+ I) is not the destination airport, let k=k+l, and go to Step 2. 
Otherwise, the algorithm finishes. 
8.3.3.2 GA-based optimizer 
As pointed out in Chapter 7, the RHC strategy can choose various algorithms as 
online optimizer. Many existing methods can be used as the online optimizer to solve 
the minimization problem (8.24). Since the model in Sub-section 8.3.2 provides no 
predefined flight path network, a potential online optimizer should firstly be effective 
in searching feasible flight paths in the non-conflict -airspace. As is well known, GA is 
a large-scale parallel stochastic searching and optimizing algorithm, and it suits well 
the nature of the problem (8.24). The improved GA in [82] is further very good at 
finding optimal/sub-optimal solutions to the problem (8.24). Therefore, in this section, 
we adopt the improved GA presented in [82] as the online optimizer, and then our 
RHC algorithm is actually an RHC based GA. This sub-section focuses on how to 
design the GA optimizer. 
A chromosome in the GA optimizer is structured based on the end points of sub-
trajectories in an original potential zigzag flight path or a shortcut-taken flight path. 
Since M(k) is an uncertain bounded real number, different chromosomes could have 
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different length. Therefore, a chromosome is structured like this: the first gene records 
the value of M(k), "ceil(M(k»" is number of end points of sub-trajectories in the 
corresponding flight path, and the following genes record in order the coordinates of 
these points, as illustrated in Figure 8.19. 
A chromosome: 
The value of M( k) 
The coordinates 
of the end point ofthe first 
sub-trajectory 
The coordinates of 
the last end point 
Figure 8.19. Structure of Chromosome 
With the information recorded in a chromosome, the value of Jz(k) for the 
corresponding potential flight path can be calculated according to (8.10) to (8.20). 
Suppose at the kth time-slice, there are n chromosomes in a generation, the value of 
Jz(k) for the ith chromosome is q;(k), and qmax(k) and qmin(k) stand for the maximum 
and minimum values of J2(k) in the generation. Then, the fitness of the ith 
chromosome is defmed as 
F,(k) = { qmax (k) -qi(k) + (qmax (k) -qmi. (k»/ n, 
qm", (k) - qi(k) + (qmax (k) - qm;. (k» I n + qm", (k), 
The GA presented in [82] used many effective techniques, such as young 
generation and its growing process, self-adapted crossover and mutation probabilities, 
and heuristic rules, to improve the performance of the algorithm. They proved to be 
very helpful to find optimal or sub-optimal solutions in [82]. It is very easy to include 
most of these techniques into our RHC based GA. To save space, we will not explain 
these techniques in this section, but focus on some new techniques which are crucial 
to a successful design ofRHC based GA. 
8.3.3.3 The length of receding horizon and terminal weighting 
The choice of N, the length of the receding horizon, is important. The online 
computational time for each optimization is covered by an upper bound, which mainly 
depends on N and can be estimated through simulations. Therefore, as long as the 
time-slice is larger than the upper bound, no matter how long the global flight distance 
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is, the real time property of the proposed algorithm is always guaranteed. Also, a 
properly chosen receding horizon can work like a filter to remove uncertain or 
inaccurate information for the far future. If N is too large, the RHC based GA will 
face the same problems with respect to requirements for real-time computation and 
dynamic environment, as existing methods do. Otherwise, if N is too small, the RHC 
based GA will become shortsighted, and the performance will significantly degrade. 
A properly chosen N should be such that a good trade-off could be achieved between 
online computational burden and robust performance of the algorithm. 
However, the nature of receding horizon makes the proposed algorithm inevitably 
shortsighted in some sense, especially when compared with conventional dynamic 
optimization based methods in a static FF environment. The introduction of terminal 
weighting term Wterm(k) in J2(k) can further reduce the shortsightedness of the 
algorithm, although Wterm(k) has other much more important work to do. 
In the earlier implementation of RHC in control engineering, performance indices 
without terminal weighting terms were widely used, but it was observed that the 
plants under RHC might become unstable. To address this issue, the technique of 
terminal weighting was introduced [44]. Now, terminal weighting has been widely 
accepted in the area of control engineering as a key technique to guarantee the 
stability ofRHC. In the case of applying RHC to online flight path optimization under 
FF, if no terminal weighting term or an improper terminal weighting term is used, 
then the performance of the RHC based GA may be very poor. 
Suppose that Wterm(k) is removed from J2(k), i.e., 
W""" (k) = 0 . (8.27) 
Then, if the destination airport is beyond reach at the kth time-slice, J2(k) will have no 
information of the destination airport. In this case, the result of online optimization 
will result in a random flight path, which could probably never lead to the destination 
airport, as illustrated by the dashed line in Figure 8.20. This is an unstable situation, 
due to no terminal weighting in J2(k). 
A simple way to add the information of the destination airport into J2(k) is using 
the following terminal weighting term 
(8.28) 
where P/as/.k) is the end point of the last sub-trajectory in a potential flight path, PD.A. 
is the destination airport, and the ground speed VE and the function "dis" are given in 
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Eq. (8.17) and (8.20), respectively. The W'am(k) in (8.28) can effectively avoid such 
random flight trajectories resulting from (8.27), and could lead aircraft to the 
destination airport in many cases. However, without using the infonnation of 
unavailable regions, a new problem arises sometimes that aircraft is trapped in a small 
region and the algorithm can hardly get it out, as shown by the dot-and-dash line in 
Figure 8.20. 
_ .. - .......... 
. -'.-" .......... 
'-.. . 
...... . 
........ 
-.. .. 
"-
~, 
~~""" 
With W",.",(k) in (8.27) _. - With W",m(k) in (8.28) -" - With W",.",(k) in (8.29) 
With W",.",(k) in (8.30) b. Aircraft 0 Source airport • Destination airport 
Figure 8.20. Flight trajectories under different terminal weighting terms 
To avoid such trapping regions and the corresponding undesired phenomenon, 
some necessary infonnation of unavailable regions should be included in the tenninal 
weighting tenn. Basically, those unavailable regions standing between PD.A, the 
destination airport, and Plaslk), the end point of the last sub-trajectory in a potential 
flight path, are the main concern. For the sake of convenience, hereafter, we call these 
unavailable regions as IW (in-the-way) regions, and other unavailable regions as OW 
(out-of-way) regions. If there are no IW regions, then W,erm(k) is defined by (8.28). 
Otherwise, the closest IW region (maybe including several ellipsoidal regions which 
overlap each other) to P1as,(k) can be easily used to improve the tenninal weighting 
tenn as following 
(8.29) 
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where 17, and 172 are angles illustrated in Figure 8.21, and a> 0 is a coefficient for 
tuning. It is evident that using Wterm(k) in (8.29) can prevent aircraft from getting 
trapped in a region, because in a potential trapping region, min(e"e2)/max(e"e,) 
gets close to 1, the maximum, which will lead to heavy penalty. However, W,erm(k) in 
(8.29) is not very efficient regarding flight time. As shown by the double-dot-and-
dash line in Figure 8.20, one can see, to avoid trapping regions, the aircraft could tum 
away too much from the direct heading e dire' To make the proposed RHC based GA 
more efficient to find optimal flight paths rather than feasible paths, more 
modifications are needed to the terminal weighting. Denote Pprev(k) is the point Plas,(k) 
just follows in a potential flight path. If the number of IW regions is not zero, then a 
more efficient terminal weighting is 
(8.30) 
where 173 and e4 are angles illustrated in Figure 8.22, and f3 > 0 is a coefficient for 
tuning. 173 > 0 means the heading of the last sub-trajectory in a potential flight path is 
over-tuming. Oppositely, 173 < 0 means under-turning. In either case, it will be 
penalized by W,erm(k) defined by (8.30). Regardless of the influence of atmospheric 
conditions, which is in fact already covered by the first part of J2(k), i.e., M(k)T,s. 
W,erm(k) defined by (8.30) should be a very efficient choice, as illustrated by the solid 
line in Figure 8.20. 
------ -17, -------_ 
0--_-...::::::::::: 
~ ------------
o Source airport @ P'~I(k) • PD.A. !J. Aircraft - Trajectory flew through 
- . ,Potential flight path ~ OW regions !/HI IW regions 
Figure 8.21. How to define terminal weighting in Eq. (8.29) 
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In a dynamic environment, unavailable regions could move, change in size, or 
even disappear. The dynamics of unavailable regions can also be simply included in 
Wterm(k). A simple way of taking advantage of the dynamics of unavailable regions to 
some extent is to consider the direction in which the closest IW region to Plast(k) is 
moving: 
\\j,,,,,(k) = «1 + p)f318,1 /84 + l)dis(P'ati(k),PD.A)/vE , 
p = r sign(8/w - e.)sign(es -e.), 
(8.31 ) 
(8.32) 
where 83 and e. are defined as in Figure 8.22, es ' e. and 8IW are clockwise-tuming 
angles with respect to the north, as illustrated in Figure 8.23, e/w is the direction in 
which the closest IW region to Plast{k) is moving, r > 0 is a tuning parameter, and 
"sign" is a function which takes the sign of input. 
o Source airport ® Pp~(k) ® PI<",(k) • PD.A. t:,. Aircraft 
- . ·Potential flight path - Trajectory flew through ~ OW regions !U/U IW regions 
Figure 8.22. How to define terminal weighting in Eq. (8.30) 
• P D.A. t:,. Aircraft 
- . ,Potential flight path ~ OW regions I<HI IW regions 
Figure 8.23. How to define terminal weighting in (8.31) 
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So far, only the closest IW region to Plas,(k) is used by the terminal weighting 
term. Further study can be focus on how to use other unavailable regions and how to 
make most of them. Before this can be possible, investigations on the stochastic 
distribution and dynamics of unavailable regions should be carried out, which are 
beyond the scope of this section. 
8.3.4 Simulation results 
In order to evaluate the proposed RHC algorithm, i.e., the RHC based GA, the 
simulation system reported in [82] is adopted to set up different FF environments, and 
the conventional dynamic optimization based algorithm in [82] is also used for 
comparative purposes. For the sake of identification, hereafter, the proposed RHC 
algorithm is denoted as RHC, and the algorithm in [82] as CDO. It is fair to compare 
RHC with CDO, because they use the same GA as online optimizer. More details of 
the GA optimizer can be found in [82]. In the simulation, the length of receding 
horizon is N=6, or I-hour-Iong, and the terminal weighting defined by Eq. (8.31) and 
(8.32) is used, unless it is specifically pointed out. 
Six simulation cases are defined with different degree of complexity of the FF 
environment in Table 8.9, where DD stands for the Direct Distance from the source 
airport to the destination airport, and UR for Unavailable Region. In Case I to 3, the 
URs are static, while in Case 4 to 6, URs may vary with time, in other words, they can 
move, change in size, disappear, or some new URs could turn up randomly. The 
comparative simulation focuses on online computational times (OCTs) and 
performances, i.e., actual flight times (AFTs) from the source airport to the 
destination airport, of the RHC and CDO. Since GA is a stochastic searching 
algorithm, every time a case in Table 8.9 is used for simulation study, 20 runs of the 
algorithm under test are conducted, and then the mean values are adopted for analysis. 
Table 8.9 Six simulation cases 
Static environment Dynamic environment 
Case I Case 2 Case 3 Case 4 Case 5 Case 6 
DD(nm) 500 1000 2000 500 1000 2000 
NO.ofURs I 6 14 I 6 14 
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Figure 8.24 and Figure 8.25 give two examples of the dynamic process of 
optimizing the free-flight path in Case 5, in order to demonstrate how our simulation 
results look like. In these two figures, solid circles with different colors indicate 
different kinds of unavailable airspace, dashed circles stand for source/destination 
airports, red star represents aircraft for which the free-flight path is optimizing, red 
solid line is the current optimal path, light blue solid line is the optimal path 
calculated in the previous time-slice, and blue solid line is the flight trajectory of the 
aircraft in the past. In Figure 8.24, the CDO is employed, while in Figure 8.25 is the 
RHC. To save space, we only pick up and show the results associated with certain 
eight time-slices of the whole flight process in each figure. From Figure 8.24 and 
Figure 8.25, one can get an intuitive impression that the RHC is more efficient than 
the CDO. We will now give more solid evidences to support this impression. 
Although the RHC is mainly proposed for dynamic cases, it is still necessary to 
investigate its performance in static cases. Table 8.1 0 gives the simulation results in 
Case 1 to 3 under different algorithms. From Table 8.1 0, one can see, the CDO 
achieves the best performances, i.e., the least AFTs, in all 3 cases. This is 
understandable, because, theoretically, in static cases, conventional dynamic 
optimizing strategies like CDO should be the best in terms of performance. Table 8.10 
also shows that the performances of the RHC are very close to those of the CDO, 
which means the RHC works very well in static cases. With respect to OCTs, the 
RHC is clearly much more efficient than the CDO. Since one time-slice is 10-minute-
long, one can see that, there is no problem for the RHC to run in real-time, while the 
CDO does struggle to finish online computation in some cases. 
Table 8.10 Simulation results in static cases 
CDO RHC 
Case I Case 2 Case 3 Case I Case 2 Case 3 
Ave. OCT (s) 1.2687 8.3675 77.5364 2.5675 4.8498 7.3047 
Ave. AFT (s) 3965.6 7407.3 14868 3966.2 7421.5 14905 
Max. OCT (s) 5.3970 37.479 364.924 5.7970 7.408 15.5510 
Max. AFT (s) 3966.9 7435.7 14913 3968.7 7480.4 15052 
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Figure 8.24. An example of optimising flight path under the CDO 
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Dynamic cases are our main concern, and some corresponding simulation results 
are given in Table 8.11. As for performances, in relatively simple cases like Case 4 
and 5, the CDO and RHC have similar AFTs, while in complicated cases like Case 6, 
the performance of RHC is better than that of the CDO. The reason for this has 
already been fully discussed in Sub-section 8.3.2 and Sub-section 8.3.3. Again, the 
RHC provides much more reliable and promising real-time property than the CDO. 
Table 8.11 Simulation results in dynamic cases 
CDO RHC 
Case 4 Case 5 Case 6 Case 4 Case 5 C.se6 
Ave.OCT(s) 0.9623 9.4485 68.9219 2.4930 3.8419 7.8754 
Ave. AFT (s) 4222.0 7475.6 16192 4221.6 7454.3 15932 
M.x.OCT(s) 5.317 38.968 347.915 5.8990 6.3190 17.6940 
Max. AFT(s) 4223.9 8492.5 16638 4223.1 7995.8 16118 
Case 6 is the most complicated case in all 6 cases, but the DD is just 2000 nms, 
which is still very short when compared with inter-continental flights. This implies 
that the CDO could be unable to handle inter-continental flights. Then, how about the 
RHC, whose OCTs also increase in Case 6? As defined in Table 8.9, from Case 4 (or 
1) to 6 (or 3), both DD and the number ofURs increase. Then, which one, DD or the 
number of URs, influences the OCT of the RHC more significantly? Table 8.12 
answers this question, where DD changes between [500,1000,2000], the number of 
URs changes between [1,6,14], and all cases are dynamic. One can see from Table 
8.12 that, the OCT of the RHC mainly depends on URs (because the number of 
dynamics of URs significantly influence the computational burden of the GA 
optimizer to find potential flight paths and to calculate terminal weighting), and has 
little to do with DD (because, for the RHC, it is not DD but N which determines the 
possible maximum flight time of a potential flight path). In the real world, most URs 
are other aircraft, and those aircraft which are too far away, because of their fast 
dynamics, are of little use for the current online optimization. Therefore, the number 
of useful URs will not increase significantly with DD, which makes the RHC ready 
for inter-continental flights in a real-time sense. 
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Table 8.12 Influence of DD and URs on the OCT ofthe RIlC 
OCT (s) DD-500 (nm) DD-1000 (nm) DD-2000 (nm) Ave. Max. Ave. Max. Ave. Max. 
I VR 2.4930 5.8990 3.0098 6.4690 3.1031 8.8820 
6 Vrs 3.9371 6.8190 3.8419 6.3190 3.7580 7.0300 
14 Vrs 5.5200 10.765 5.1256 10.554 7.8754 17.694 
Table 8.13 makes it more clear that, N, the length of the receding horizon, should 
be properly chosen. If N is too small, the performance is very poor, as the case of N=l 
and 3 in Table 8.13. While, if N is too large, OCTs increase, but the performance is 
not necessarily improved further. Instead, the performance could degrade in dynamic 
cases, as shown by the case of N=9 in Table 8.13. 
Table 8.13 Influence of N on the RIlC 
Static environment Dynamic environment 
Case I Case 2 Case 3 Case 4 Case 5 Case 6 
N~1 OCT(s) 0.8340 0.9365 1.3362 0.7337 0.8465 1.2590 
AFT(s) 4006.5 8054.9 17891 4225.1 7976.8 16922 
N~3 OCT(s) 1.3003 1.9507 2.5392 12907 1.4612 22652 
AFT(s) 3965.0 7811.0 15674 4226.5 7482.6 16207 
N~6 OCT(s) 2.5675 4.8498 7.3047 2.4930 3.8419 7.8754 
AFT(s) 3966.2 7421.5 14905 4221.6 7454.3 15932 
N~9 OCT(s) 4.6264 10.6017 18.2554 4.0966 8.5754 17.7370 
AFT(s) 3965.9 7407.6 14894 4221.9 7462.4 16074 
Table 8.14 shows the influence of terminal weighting term on the RHC. Since the 
W'erm(k) defined in (8.27) makes the algorithm unstable, no associated results are 
given in Table 8.14. It is evident that, the performance of the RHC is improved step 
by step after using W'erm(k) defined in (8.28), (8.29), (8.30) and (8.31), with OCT 
increasing slightly. The reason has already been fully discussed in Sub-section 
8.3.3.3. 
Table 8.14 Influence of terminal weighting on the RIlC 
Wienn(k) in Static environment Dynamic environment Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 
(8.28) OCT(s) 2.8102 4.9121 7.1125 2.8994 3.8453 9.4565 AFT(s) 4114.9 7435.3 15183 4450.9 7496.1 16114 
(8.29) OCT(s) 2.7294 5.0376 7.3552 2.5127 3.7952 9.1149 AFT(s) 3969.0 7421.8 15042 4219.0 7465.3 16089 
(8.30) OCT(s) 2.7897 5.1164 7.1016 2.5353 3.7683 8.5240 AFT(s) 3966.3 7414.7 14896 4227.3 7405.4 16028 
(8.31) OCT(s) 2.5675 4.8498 7.3047 2.4930 3.8419 7.8754 
AFT(s) 39662 7421.5 14905 4221.6 7454.3 15932 
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8.4 Receding Horizon Control for Airport Capacity Management 
In this section, we introduce the concept ofRHC to the ACM problem. Unlike in 
Section 8.2 or Section 8.3, the RHC based GA proposed in Chapter 7 is not adopted 
here, although it should be applicable to the ACM problem. The reason is that we 
want to further highlight, after Section 8.2, that the general idea of RHC can be 
combined with many different algorithms/methods/approaches (rather than GA) for a 
wide range of real-time implementations in dynamic environments, as pointed out in 
Chapter 7. Subsection 8.4.1 briefly gives the literature on ACM research. Sub-section 
8.4.2 describes a general scheme of arrival-departure system of a single airport. A 
mathematical RHC model is presented in Sub-section 8.4.3. Sub-section 8.4.4 
contains numerical examples. 
8.4.1 Existing literature on ACM 
Because of the important role of ACM, extensive analysis and research has been 
conducted to attack the problem. The accurate and reliable prediction of airport 
capacity and demand is crucial to the effectiveness of the strategic traffic management 
programs. There are existing methods and tools for predicting air traffic demand, e.g., 
see [115], and the problem of predicting airport capacity is now also well resolved, 
e.g., see [26], [63], [69] and [164]. Besides presenting an empirical approach to 
estimate airport capacity, the paper [69] also reported a method for optimization of 
airport capacity using the derived estimates. The optimization is achieved by dynamic 
allocation of the capacity over time between arrivals and departures. This approach 
was further extended in [70] to a much more complicated airport system where the 
runways and arrival and departure fixes were considered jointly. The traffic flow 
through the airport system is optimized by taking into account the interaction between 
runway capacity and capacities of fixes. 
The above models and methods can be used by traffic managers and controllers 
as an automated support tool for decision making on flow management at airports 
during periods of congestion. In particular, as discussed in Sub-section 8.1.4, for 
given input data (such as runway configuration, weather forecast, and predicted 
demands), the automated support tool can detennine an optimal strategy for managing 
arriVal/departure traffic at an airport (output). In the real world, input data such as 
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predicted demand, fWlway configuration and weather forecast are usually dynamic or 
uncertain. Therefore, the automated support tool needs to work out new optimal 
suggestion according to updated input data at each time interval, e.g., I5-min interval 
in this section. There are currently two practical ways to use the automated support 
tool to allocate airport capacity in the real dynamic environment. One is to use the 
tool in advance to optimize capacity allocation at the airport for the operating day. 
After the offline optimal solution is generated, necessary adjustment needs to be 
made, by either traffic managers and controllers or the tool, according to new 
available information for current time interval. This is something like omine 
optimization plus one-step-ahead online adjustment. Obviously, the offline solution 
could hardly be the real optimal allocation due to the dynamic environment. Neither 
could the one-step-ahead adjustment achieve the optimal solution, because it is 
inevitably shortsighted. The other way of using the tool is to online re-optimize 
capacity allocation for the rest of the operating day at each time interval, i.e., in a 
conventional dynamic optimization way. This is no doubt of a large amount of online 
computational burden, and the resulting solution will not necessarily become better, 
because still too much uureliable information is likely involved in the rest operating 
day. 
Differently, the work presented in this section is to introduce the concept ofRHC 
into the online optimization of airport capacity allocation. The main goal is to verify 
whether or not RHC could bring any benefits against those existing online 
management strategies. 
8.4.2 Arrival-departure system of a single airport 
Consider the simplified scheme of a single airport system given in Sub-section 
8.1.4. The system has na! arrival fixes AF, nd! departure fixes DF, and a fWlway 
system. The arrival/departure flights are assigned to special arrival/departure fixes. 
The fWlway system is the bottleneck resource of the airport. One reason is that the 
total capacity at all arrival/departure fixes is usually larger than the possible maximum 
arrival/departure capacity on the fWlways. The another reason is that, arrival/departure 
flights can be re-assigned to other arrival/departure fixes if the previously assigned fix 
is saturated, while the fWlways serve flights of both arrival and departure, and no 
other means but delaying flights has to be taken if demand exceeds fWlway capacities. 
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For the sake of simplicity, only capacities on the runways are considered in this 
section. 
As discussed in Sub-section 8.1.4, it is crucial for air traffic flow management to 
optimally allocate the arrival capacity and departure capacity on the runways. Many 
major airports with runway configurations practice the trade-off between arrival and 
departure capacities. For these configurations the arrival capacity u and departure 
capacity v are interdependent and can be represented by a functional relationship 
v = <D(u). Generally, the function is a piecewise linear convex one. Graphical 
representation of the function on the "arrival capacity-departure capacity" plane is 
called the airport capacity curve (see [63], [69], and [125]). Figure 8.26(a) illustrates a 
IS-min capacity curve with the tradeoff area. The representation of airport runway 
capacity through the capacity curves is a key factor in the optimization model. 
v dep. cap. trade-off v dep. cap. v dep. cap. VFR 30+---,-~a 30 - 30 
17,30) 
20 
10 
o 
v = <fo(u) 
10 20 
Ca) 
arr. cap. 
30 u 
20-
10 -
o 
arr. cap. 
I I 
10 20 :30 u 
(b) 
20 
IFR 
to 
o 
(24,24) 
(20,11 
10 20 
(c) 
(28, 15) 
arr. cap. 
30 u 
Figure 8.26. Airport arrival-departure capacity curves (1S-min) 
For a runway configuration, which is not able to perform the tradeoff, the capacity 
curve degenerates into a rectangle (Figure 8.26(b ». There is no tradeoff area, and the 
runway configuration has constant arrival and departure capacities regardless of the 
arrival-departure ratio. In Figure 8.26(b), the arrival and departure capacities are equal 
to 15 and 17 flights per IS-min, respectively. Because the demand profile usually 
varies over time, time-varying capacity allocation profiles can most effectively solve a 
predicted congestion problem by reflecting the dynamics of the traffic demand and the 
operational conditions at the airport [69]. Therefore, in this section, it is assumed that 
the capacity curve has tradeoff area. 
Besides runway configurations, weather conditions also have a significant 
influence on the arrival and departure capacities at the airport. Weather conditions are 
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clustered into four operational weather categories that reflect conventional limitations 
on visibility and ceiling: VFR (Visible Flight Rules), MVFR (Marginal VFR), IFR 
(Instrument Flight Rules), and LIFR (Low IFR). Capacity curves vary for these four 
different weather categories. For the sake of simplicity, only two weather conditions, 
VFR and IFR, are considered in this section. Figure 8.26( c) gives the airport capacity 
curves for VFR and IFR operational conditions at the Chicago O'Hare International 
Airport (ORD). The coordinates of vertices of the curves show some capacity values 
(the fIrst number corresponds to the arrival capacity). For example, the coordinates of 
vertices of the VFR curve (17, 30), (24, 24), and (28, 15) show that under the 
maximum departure capacity of 30 flights per IS min, the arrival capacity is equal to 
17 flights per 15 min. under the maximum arrival capacity of 28 flights per 15 min, 
the departure capacity is 15 flights per 15 min. for a 50/50 arrival-departure mix, the 
airport capacities for arrivals and departures are identical and equal to 24 flights per 
15 min. According to Figure 8.26 (c), the IFR capacities are approximately 30% less 
than VFR capacities. 
The traffic demand for the airport is given by the predicted number of arriving and 
departing flights per each 15-min interval during the time period of interest. An RHC 
model for managing arrival and departure at a single airport system is now presented. 
8.4.3 Receding horizon control of airport capacity management 
There is much literature addressing the problem of airport capacity optimization 
from a static point of view. The best allocation of airport capacities is calculated based 
on the predicted traffic demand and the predicted operational conditions (e.g., weather 
conditions) over a period of time of interest. The result is optimal if and only if the 
predicted information turns out be 100% correct in the real world, which is hardly true 
in the real dynamic environment. In fact, the real traffic demand is always different 
from the predicted one, for instance, some flights may be delayed or canceled due to 
mechanic faults and some unexpected flights may ask for emergent landing. Weather 
conditions are even less predictable. Therefore, to achieve the optimal capacity 
allocation regarding the real dynamic environment rather than the fIxed predicted 
information, those existing methods can be used as online optimizer to re-allocate 
capacities at the time when new predicted information is available or in each 15-min 
interval. In this section, the optimization of airport capacity means the best allocation 
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of airport capacities between arrivals and departures that optimally satisfy the real 
(not predicted) demand over the operating day under the real (not given) operational 
conditions at the airport. Since the real traffic demand and operational conditions at 
the airport in the operating day is impossible to be precisely predicted, how to use the 
predicted information in a real-time way becomes strategically important. In other 
words, the problem of airport capacity management is to be addressed from a dynamic 
point of view. 
As discussed in Sub-section 8.4.2, besides RHC, two existing ways, one-step-
ahead adjustment and conventional dynamic optimization, can be chosen to do online 
airport capacity allocation in a dynamic enviromnent. The basic ideas of these three 
strategies are illustrated in Figure 8.27. 
(a). Offiine optimization: Optimize airport capacity allocation for the entire operating day based on 
the predicted information before the operating day and generate the optimal strategy. 
~--------------------A~--------------------~ ~~----------------------------------------~O~----~~ 
Star! of operating day End of operating day 
(b). One-step-ahead adjustment: Make adjustment only for the current time interval based on the 
latest information and the solution of the offiine optimization. 
---o~--------~~~----------------~O~---+~ 
Star! of operating day Current time k k+ I End of operating day 
(c). Conventional dynamic optimization: Optimize over the period from the current time k to the 
end of the operating day, and then execute the optimal solution over the period from k to 
k+ I. At time k+ I, repeat the same procedure based on new information. And so no. 
__ -------------'A~------------___ 
---0 6 0 O~---~ 
Star! of operating day Current time k k+ I End of operating day 
(d). Receding Horizon Control (RHC): Optimize over the predictive horizon (from the current 
time k to time k+N), and then execute the optimal sub-solution over the period from k to 
k+ I. At time k+ I, repeat the same procedure based on new information. And so no. 
r-------~A~------___ ---o~--------~6~~o~-- ... --~Or----~Or----~~ 
Start of operating day Current time k k+ I k+N End of operating day 
Figure 8.27. The basic idea of some optimization strategies 
From Figure 8.27(b), one can see that, one-step-ahead adjustment is a special case 
of RHC, Le., the length of receding horizon is N=1. This special RHC is always 
criticized for its being shortsighted. Figure 8.27( c) shows that conventional dynamic 
optimization can also be considered as another special case of RHC, i.e., the length of 
receding horizon is time-varying and covers the rest of time of interest. This kind of 
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RHC with long time-varying receding horizon is rarely used in the area of control 
engineering, since it is of heavy computational burden, and its performance is not 
necessary better than normal RHC with fixed receding horizon. For these reasons, this 
section concentrates on applying normal RHC with fixed receding horizon to the 
problem of airport capacity management. 
The choice of the optimization criterion is an important step in formulating the 
problem. The effectiveness of arrival and departure operations at the airport can be 
measured by the total delay time of the flights being served (i.e., the total waiting time 
in the arrival and departure queues) or by the total number of flights in the queue 
during the operating day. Theses two measures both reflect the physical essence of the 
problem and strongly correlated; larger queues mean longer delays. Which of the 
measures to use in the optimization criterion depends on factors such as the type of 
input data available and the simplicity of obtaining the optimal solutions. 
Like in [69], the total number of flights in the queues has been chosen for the 
optimization criteria in this section. The major reason is that we consider strategic, not 
tactical, problems and hence, use the aggregated input data such as total demands for 
each IS-min interval (not flight-by-flight data). The total demand can be easily used 
to calculate the length of the queues, but not the delay time for each individual flight 
in the queues. In addition, the use of total number in the queues provides less complex 
algorithms for obtaining optimal solutions. The optimal solution determines the 
arrival and departure capacity values for each IS-min interval to minimize total arrival 
and departure queues (or functions of queues). The values can by used in a flight-by-
flight model that determines a schedule for each flight that minimizes the total time in 
the queues. The optimal capacity values provide the most favorable conditions for 
obtaining the lowest delays. 
Before the RHC algorithm is presented, a model needs to be established to 
describe the dynamics of the airport capacity system, Le., the functional relationship 
between the input data (airport capacities and predicted information) and the output 
(arrival and departure queues). A constrained state-space based model is borrowed 
from [69] as follows: 
{
X(k + 1) = max(O,x(k) + a(k) -u(k» {X(O) = Xo 
y(k + I) = max(O,y(k) + d(k) -v(k»' y(O) = Yo (8.33) 
subject to constraint 
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o ~ v(k) ~ ~(k,u(k)), ~(k,u(k)) E <l> (8.34) 
where k is the discrete time index, x(k) and y(k) are respectively the arrival queue and 
departure queue by the beginning of the kth time interval, a(k) and d(k) are 
respectively the demand for arrivals and for departures at the kth time interval, u(k) 
and v(k) are respectively the airport arrival capacity and departure capacity at the kth 
time interval, ~(k,u(k)) is the arrival/departure capacity curve function which 
depends on the operational conditions (e.g., weather conditions) at the kth time 
interval, and <l> is a set of capacity curve functions that represent all runway 
configurations of the airport under all weather conditions. x(k), y(k), a(k), d(k), u(k) 
and v(k) are all non-negative integers. 
The model describes the concerned dynamics in a very straightforward way. For 
example, the arrival queue by the beginning of next interval depends on the arrival 
queue, the arrival demand, and the arrival capacity at current interval. If the current 
arrival capacity can cover both existing queue and new demand for current interval, 
there will be no arrival queue by next interval; otherwise, those flights out of current 
capacity will be delayed as the queue at the beginning of next interval. Similar is the 
departure case. The interaction between the arrival traffic and the departure traffic is 
simply but well described by constraint (8.34). 
A performance index (or cost function) is necessary for the optimization 
procedure. As discussed before, the actual queues under the real demands and real 
operational conditions at the airport during the operating day is the main concern of 
the algorithm. Therefore, the performance of the proposed RHC algorithm will be 
judged by the performance index as follow: 
T 
J] = ~::Ca(i)x(i) + (1- a (i))y(i)) (8.35) 
i=l 
where T denotes the number of 15-min intervals in the operating day, the coefficient 
o ~ a (i) ~ 1 determines the priority rate for arrivals at the ith time interval, and the 
corresponding priority rate for departure is (1- a (i)) . 
However, at each time interval, when the RHC employs an optimizer to do online 
optimization according to available predicted information, which may turn out to be 
wrong in the real dynamic environment, not for the whole operating day, but for a 
period of receding horizon, the performance index J[ given in (8.35) needs to be 
modified. How to modifY J[ is very important, because, on one hand, it affects the 
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behavior of the online optimizer based on predicted information; on the other hand, it 
should achieve the same goal as J! does. A good choice is given as follows: 
N 
J) (k) = I P (i) (a (i)x(k + ilk) + (1- a (i))y(k + ilk)) (8.36) 
i=l 
where N denotes the length of receding horizon, (.Ik) shows the corresponding 
variables are calculated or predicted at time instant k, and P (i) ;:: 0 are weighting 
coefficients which determine the contribution of queues in each interval to the total 
cost. N should be set carefully to avoid either being shortsighted or including too 
much inaccurate information due to uncertainties. The choice of N mainly depends on 
the reliability of the predicted information of the operating day, which may change in 
different time of a year. When the reliability is high, a reasonable large N could lead 
to a good result, but after a critical value, increasing N could bring no more benefits 
and even degrade the solution. The relationship between the choice of N and the 
reliability of the information is beyond the scope of this section. When the current 
time interval k is near the end of the operating day, for those receding horizon 
intervals beyond the operating day, predicted traffic demands are simply set as O. 
P (i) is another important parameter to the online optimization. In general, since the 
predicted information for the far future in the receding horizon is more likely to 
change, P (i) should decrease as i goes up. It is clear N and P (i) are used to balance 
the influence of predicted information, while the main body of J2 represents the same 
performance requirement as J! does. 
Now we are at the stage to propose the RHC algorithm for the airport capacity 
management as follows: 
Step 1. At the beginning of the operating day, i.e., k=0, measure the actual arrival 
queue x(O) and departure queue y(O), prepare the predicted information 
over the receding horizon, i.e., predicted arrival demands a(iIO), predicted 
departure demands dUIO), and predicted weather conditions I/>(i I 0, u) , 
i = O, ... ,N. 
Step 2. At time interval k, solve the online optimization problem formulated as 
follows: 
min J 2 (k), k;::O (8.37) 
"(klk) .. ··."(k+ N -Ilk ).,(klk) .. ". ,(k+N-Ilk) 
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subject to (8.33) and (8.34). Then, allocate the airport capacities for next 
IS-min interval according to the first part of the optimal solution, i.e., 
u(k)=u(klk), v(k)=v(klk). (8.38) 
Step 3. Check if the current time interval is the last one of the operating day or 
not. If it is, go to Step 5; otherwise, go to Step 4. 
Step 4. At the beginning of (k+ I)th time interval, measure the new actual arrival 
queue x(k+ I) and departure queue y(k+ I), prepare the predicted 
information for next receding horizon, i.e., predicted arrival demands 
a(k+ l+ilk+ I), predicted departure demands d(k+ 1 +ilk+ 1), and predicted 
weather conditions <p(k+l+il k+l,u), i = O, ... ,N. Let k=k+l, and then 
go to Step 2. 
Step 5. Calculate the cost of the operating day according to J1• 
The above RHC algorithm is illustrated in a more intuitive way by the flow chart 
in Figure 8.28. 
Many existing methods can be used as the online optimizer to solve the problem 
(8.37). For example, in [69], the problem (8.37) is reformulated as a linear 
programming problem, which is adopted in the simulation of this section. However, 
what is the best way to formulate the online optimization problem of airport capacity 
allocation is an interesting issue and beyond the scope of this section. 
Measure x(O),y(O), predict aUIO), dUIO), <p (iIO,u), i=O, ... ,N, and let k=O. 
Solve the online optimization problem(8.37), and let u(k)=u(lcIk), V(k)=V(klk)'1 
.-
./ Is k the last time interval of the operating day ?/ 
~ 
At the beginning of next time interval, ~easure x(k~ 1), y(k+ I), predict ~ 
a(k+ I +ilk+I), d(k+ I +ilk+I), <p(k + 1 + 1I k + I,u), 1 = O, ... ,N. Let k=k+l. IM 
•• ' ." • .'o,:;". ''';'''';';'' 
I Calculate the cost of the operating day according to J\. 1'1 
, ., ii 
Figure 8.28. The RHC algorithm for the airport capacity management 
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8.4.4 Simulation results 
In this sub-section, the airport capacity allocation is optimized iu three different 
ways: one-step-ahead adjustment, conventional dynamic optimization and the 
proposed RHC method. For the sake of identification, hereafter, they are denoted as 
OSA, CDO and RHC respectively. 
The basic traffic flow data is taken from [70], where heavy traffic at the Chicago 
O'Hare International Airport (ORD) was predicted over the 3-hour period on 
February 12, 1993 from 16:45 to 19:45 local time. For the sake of simplicity, it is 
assumed in this section that there is no traffic outside the above 3-hour period on that 
day, i.e., the operating day is just 3-hour-long. One time interval is set as 15-min, so 
there are 12 15-min intervals in the operating day. Table S.15 shows the predicted 
arrival and departure demand at the airport for each 15-min interval of the operating 
day. The airport capacity curve for VFR and IFR operational conditions are shown in 
Figure S.26(c). 
For OSA, based on the predicted demands and weather conditions over the 
operating day, an offline plan firstly needs to be made by solving the problem (S.37) 
with N=12 in J2, and then, in each 15-min interval, with updated information, one-
step-ahead adjustment is carried out in real-time, i.e., the problem (8.37) is solved 
with N=l in J2• Neither CDO nor RHC needs offline plan. At the beginning of each 
IS-min interval, based on new predicted information, CDO solves the problem (S.37) 
for the rest of operating day, i.e., N=12-k+l at the kth 15-min interval, while RHC has 
a receding horizon with fixed length, e.g., N=4 in this sub-section. For RHC, predicted 
demands for the 13th_15th 15-min intervals are always zeros. For CDO, the weighting 
coefficient {3 (i) in h( k) is calculated as 
{3(i)=N+l-i=14-k-i, i=I, ... ,(12-k+l), (S.39) 
while for RHC, 
{3(i)=N+l-i=5-i, i=I, ... ,4. (S.40) 
To make a fair comparison, for either OSA, CDO or RHC, the optimizer used to do 
onIine optimization in each 15-min interval (to make offline plan for OSA as well) is 
based on the algorithm reported in [69]. 
Table S.16 gives an example of the airport capacity allocation during the 
operating day. The results were calculated with RHC based on the assumption that no 
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uncertainties turn up, i.e., the actual demands are the same as the predicted ones in 
Table 8.15, and the airport is always under the VFR operational condition. From 
Table 8.16, it is evident that the optimal solution provides a time-varying capacity 
profile which most efficiently solve the predicted congestion problem by reflecting 
the dynamics of the traffic demand at the airport. The arrival priority coefficient a (i) 
has significant influence on the final solution. For instance, in Table 8.16, under equal 
arrival/departure mix operation, the optimal solution gives a total arrival queue of 143 
flights and a total departure queue of 77 flights; while if the arrival priority is 
increased to 0.7, a new capacity profile is calculated, which makes the total arrival 
queue decrease to 85 flights, but the total departure queue soar to 203 flights. 
Table 8.15. Arrival flow and departure flow over the operating day [70] 
kth 15-min I 2 3 4 5 6 7 8 9 10 11 12 Total 
interval 
Arr. Flow 26 38 42 29 6 13 14 20 40 25 13 12 278 
Dep. Flow 36 32 9 IS 7 10 17 33 34 22 13 229 
Table 8.16. Capacity allocation under RHC strategy 
kth 15- a(i) = 0.5 a(i) = 0.7 
min Arrival Departnre Arrival Departnre interval Cap. Queue Cap. Queue Ca", Queue Cap. Queue 
I 24 2 24 12 26 0 19 17 
2 24 26 24 20 28 24 IS 34 
3 24 34 24 5 28 24 IS 28 
4 26 37 19 I 28 25 IS 28 
5 28 IS 8 0 28 3 15 20 
6 28 0 10 0 16 0 30 0 
7 14 0 17 0 14 0 17 0 
8 20 0 27 6 20 0 27 6 
9 24 16 24 16 28 12 IS 25 
10 24 17 24 14 26 11 19 28 
11 24 6 24 3 24 0 24 17 
12 18 0 4 0 12 0 18 0 
Total 278 143 229 77 278 85 229 203 
The main purpose of this sub-section is to compare RHC with OSA and CDO in 
order to find out what is the benefit to introduce the concept of RHC. RHC is 
expected to bring benefits in a dynamic environment, but, first of all, it is still 
necessary to investigate the performance of RHC in a static environment, i.e., there 
are no uncertainties and the real arrival and departure traffic and operational 
conditions are exactly the same as predicted. In this case, OSA and CDO should give 
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the best solution in tenns of J2 with N= 12, which means, supposing J2 is well linked 
to J], the optimal actual capacity allocation of the operating day can be achieved by 
OSA or CDO in a static environment. While for RHC, only a certain part of the 
predicted information is used each time, consequently, if the receding horizon is too 
short, it is very likely RHC will only find some sub-optimal solutions with respect to 
the fact that the predicted information is exact. Therefore, comparing RHC with OSA 
and CDO in a static environment is a necessary step to check if RHC is well designed. 
Table 8.17 and Table 8.18 are some results of this comparison, where the actual traffic 
demands are the same as the predicted ones in Table 8.15, and for Table 8.17, the 
entire operating day is under the VFR operational condition, while for Table 8.18, IFR 
is for the first four IS-min intervals, and VFR for the rest. 
Table 8.17 and Table 8.18 show that CDO achieves the best results in all 4 cases, 
regardless of computational time. The performance of RHC is the same as that of 
CDO except in Case 4, where the value of J[ is just a little bit larger. OSA does not 
reach the best result in Case 2. In fact, none of OSA, CDO or RHC can guarantee the 
best result in terms of J[, even if all predicted information is exact, because they all 
carry out optimization based on J2. Anyway, the fact that they all achieve almost the 
same performance illustrates that RHC proposed in this section brings very 
satisfactory solutions of capacity allocation in a static environment. 
Table 8.17. No uncertainties on demands or weather, VFR 
Case I (a = 0.5) Case 2 (a = 0.7) 
Arr. Que. Dep. Que. J, Time Arr. Dep. J, Time 
(sec.) Que. Que. (sec.) 
OSA 143 77 110 0.0303 94 185 121.3 0.0308 
COO 143 77 llO 0.5717 85 203 120.4 0.7632 
RHC 143 77 llO 0.2270 85 203 120A 0.2871 
Table 8.18. No uncertainties on demands or weather, IFR and VFR 
Case 3 (a =0.5) Case 4 (a = 0.7) 
Arr. Que. Dep. Que. J, Time Arr. Dep. J, Time 
(sec.) Que. Que. (sec.)_ 
OSA 386 161 318.5 0.0326 257 412 303.5 0.0326 
COO 386 161 318.5 0.5541 257 412 303.5 0.8120 
RHC 386 161 318.5 0.2228 225 489 304.2 0.2771 
However, the real air traffic control is a dynamic and uncertain process, neither 
the traffic demand nor the operational condition can be precisely predicted. For 
instance, some planned arrivalldeparture flights could be delayed or canceled due to 
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mechanical fault, while some unplanned flights could ask for emergent landing. The 
weather condition, which can result in the change of operational condition at the 
airport, might also change. It is well known that the change of operational condition 
has significant influence on the air traffic at the airport. This is clearly illustrated by 
Table 8.17 and Table 8.18, where due to different operational conditions, the queues 
in Table 8.18 are much longer than those in Table 8.17. Therefore, to attack the 
problem of airport capacity allocation, main attention should be paid to studying the 
performance of OSA, CDO and RHC in a dynamic environment. The main results of 
the corresponding simulation study are given in Table 8.19 to Table 8.21. For Table 
8.19, it is assumed that the operational condition is fixed as VFR, and the original 
predicted traffic demands are given in Table 8.15, but the actual demands in each 15-
min interval may turn out to be different in a random way. At the beginning of each 
IS-min interval, updated information on traffic demands is available but 20% 
predicted information is not correct. For Table 8.20, the actual demands are supposed 
to be the same as the predicted ones in Table 8.15, but the actual operational condition 
randomly varies. In each IS-min interval, the operational conditions for the rest 
intervals are predicted, but not precisely and 20% of forecast of operational conditions 
is wrong. For Table 8.21, both the actual traffic demands and the actual operational 
condition could change randomly with 20% uncertainties, and the predicted 
information is used for online optimization in each IS-min interval. The data in Table 
8.19 and Table 8.20 are the average result of 400 runs of each associated case, and in 
Table 8.21, 1000 runs of each associated case. 
Table 8.19. Uncertain of Traffic demands 
Case 5 (a = 0.5) Case6(a =0.7) 
Arr. Que. Dep. J, Time Arr. Que. Dep. Que. J, Time 
Que. (sec.) (sec.) 
OSA 152.600 87.050 119.8250 0.0303 101.650 209.150 133.9000 0.0311 
CDO 143.220 81.410 112.3150 0.5471 89.050 196.495 121.2835 0.8788 
RHC 143.385 81.245 112.3150 0.2479 88.810 196.880 121.2310 0.3127 
Table 8.20. Uncertain of operational conditions 
Case 7 (a = 0.5) Case8(a =0.7) 
Arr. Que. Dep. J, Time Arr. Que. Dep. Que. J, Time 
Que. (sec.) (sec.) 
OSA 384.18 180.42 282.3000 0.0325 227.270 509.380 311.9030 0.0310 
CDO 380.20 191.10 285.6500 0.5068 229.220 495.160 309.0020 0.7578 
RHC 381.J9 174.69 277.9400 0.2045 233.390 478.130 306.8120 0.2731 
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Table 8.21. Uncertain of both Traffic demands and operational demands 
Case 9 (a = 0.5 ) Case 10 (a = 0.7) 
Arr. Dep. Que. J, Time Arr. Que. Dep. Que. J, Time 
Que. (sec.) (sec.) 
OSA 385.49 181.705 283.5975 0.0326 232.030 488.055 308.8375 0.0309 
CDO 375.00 198.935 286.9675 0.5460 232.330 476.125 305.4685 0.7278 
RHC 376.45 180.895 278.6725 0.2310 235.600 458.785 302.5555 0.2685 
Regarding performance, it is evident in Table 8.19 to Table 8.21 that, RHC always 
gives the best solution of actual airport capacity allocation. OSA, due to its being 
most shortsighted in a dynamic environment, gives almost the worst results. CDO 
seems as good as RHC In Cases 5 and 6, but in Cases 7 to 10, where the operational 
condition varies, its performance degrades similar to that of OSA. Compared with 
ORS or CDO, RHC reduces the traffic queues by up to 10 percent. The average value 
of J1 under OSA and CDO in Table 8.19 to Table 8.21 is 238.4208, and the average 
value of J1 under RHC is 233.2543. Suppose one unit of J1 corresponds to 30-min 
delay (15-min arrival delay and 15-min departure delay). Then, the total delay saved 
by RHC in the 3-hour-long operating day is averagely 154.995 minutes. For many 
major airports, the congestion period of heavy traffic is probably 12-hour-long. In that 
case, RHC could averagely reduce delay by 619.98 minutes at the airport in a single 
operating day. Given the average airline operating cost of 1-h delay is $1,600 [8], this 
means $16,533 will be saved by RHC everyday. 
Computational time is another issue when the optimization is carried out in real-
time. From Table 8.17 to Table 8.21, one can see that, in the case of 3-hour-Iong 
operating day, OSA takes about one tenth of time consumed by RHC, and CDO needs 
about 2.5 times more time than RHS. All computational time in the tables can be 
ignored compared the 15-min interval. If the operating day is lengthened to 12-hour-
long, the computational time of either OSA or RHC will not change, because the 
parameter N, which determines the degree of complexity of the problem (8.37), is 
fixed as I or 4. While for CDO, the problem of computational burden will arise, 
especially at the beginning of the operating day. As is well known, to shorten each 
time interval, e.g., to lO-min or 5-min, is an effective way to improve flexibility and 
performance of the airport capacity management. In that case, real-time optimization 
with CDO could become unrealistic, because the computational time of CDO will 
become much longer while the time interval becomes shorter. 
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8.5 Conclusions ofthis chapter 
In this chapter, we introduce the concept of RHC to a new area, Air Traffic 
Management (ATM). Many ATM problems require efficient online 
algorithms/methods/approaches for real-time implementations in dynamic 
environments. To this end, the real-time properties and the robust performance of any 
candidate approaches must be carefully investigated. The RHC strategy naturally 
exhibits advantages in these two aspects. 
Three fundamental A TM problems were identified as demonstrating case studies, 
namely, Arrival Scheduling and Sequencing (ASS) at busy airports, Free-Flight (FF) 
path planning, and Airport Capacity Management. Firstly, the general methodology of 
applying the RHC strategy to the ATM system is presented. After that, some RHC 
based methods are proposed specially for a certain ATM problem of above: the RHC 
based GA proposed in Chapter 7 is tested in the problems of ASS and FF path 
planning, and the general idea of RHC is combined with some existing algorithms to 
solve the ASS problem and the ACM problem. The simulation results clearly reveal 
the potential benefits the concept ofRHC could bring to the ATM system. 
To make successful applications of RHC to ATM, some methodology-related 
parameters need to be chosen carefully. The length of receding horizon, i.e., N, is an 
important parameter in the RHC. In general, a small receding horizon leads to 
shortsighted behavior, and consequently poor performance. However, if the receding 
horizon is too long, the infonnation in the far future, which may contain uncertain or 
inaccurate information, is included in the online optimization, and the computational 
burden is also significantly increased. A good choice of N is a proper trade-off 
between online computational burden and performance, taking into account the 
characteristics of the concerned system and the associated environment. For example, 
for FF path planning problem, the receding horizon should be 1 hour or even longer, 
for ACM problem, a receding horizon of 45 minutes is fine, while for ASS problem, 
15 minutes seems good enough. 
Terminal weighting is another crucial technique to improve the performance of 
RHC in control engineering. For ATM problems, basically, terminal weighting is also 
important. However, whether terminal weighing is necessary and how to design 
terminal weighting are problem-dependent. For ASS problem, terminal weighting is 
set as 0 for RHC without any degradation of performance. By the nature of ASS 
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problem, generaIly, if the delay at the early stage is small, then the total delay in the 
whole dynamic process is also small. Therefore, for such a system, as long as the 
delay over the receding horizon is minimized, the terminal weighting is not necessary. 
For the same reason, we use no terminal weighting in the problem of ACM. For FF 
path planning problem, terminal weighting is crucial. A successful implementation of 
RHC to this problem definitely depends on a properly designed terminal weighting. 
Suppose fuel cost is the main concern. The estimate of fuel cost which could be 
consumed travelling from way-point at the end of receding horizon to the destination 
airport is very important to plan the profile over the receding horizon. If terminal 
weighting is properly designed, RHC can make a good plan. Otherwise, for instance, 
if we set terminal weighting as 0, RHC might never lead aircraft to the destination 
airport. 
Section 8.2 gives the full details about the case study of applying RHC to ASS. 
The ASS simulation system is set up based on [23], and then modified to randomly 
generate arrival flow at the airport, with certain degree of uncertainty. 12 simulation 
cases with different degrees of congestion and different levels of uncertainties are 
defined. Two optimization strategies, RHC and conventional dynamic optimization, 
are adopted. Both strategies are tested twice: the first time we compare the RHC based 
GA proposed in Chapter 7 with conventional dynamic optimization strategy based 
GA, and the second time we adopt the algorithm reported in [23] as online optimiser. 
From the Monte Carlo simulation results, it was found that, in general, for ASS 
problem, receding horizon with the length of one or two in the RHC based approach is 
enough, without degrading the performance. This significantly reduces computational 
burden and thus optimization time, and enables to provide decision-making support 
for ASS under dynamic and uncertain ATC enviromnents. Furthermore, since the 
ASS problem is a NP complete optimization, it is difficult to obtain the global 
optimum. By significantly reducing the time period for optimization using the RHC 
concept, the solution space is dramatically reduced. This gives the potential to reduce 
airborne delay and improve computational efficiency. Some optimization methods 
such as exhaustive searching might be impossible for the whole ASS planning time 
period but they might be possible for receding horizon with the length of one or two. 
In Section 8.3, the problem ofFF path planning is fuIly investigated, and our main 
purpose is to test the RHC based GA proposed in Chapter 7. In particular, those 
techniques for the RHC based algorithm, such as how to choose the length of the 
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receding horizon and how to use the terminal weighting, are studied and discussed in 
depth. The simulation system reported in [82] is adopted to set up different FF 
environments. Two online optimization strategies, RHC and conventional dynamic 
optimization, both using the genetic algorithm proposed in [82] as online optimizer, 
are tested. The comparative simulation focuses on online computational time and 
performance, i.e., flight time cost. The main observations we made from this case 
study are: (a). Compared with conventional dynamic optimization strategy, RHC 
significantly reduces online computational burden, and therefore is ready for real-time 
implementations; (b). RHC achieves similar performance in terms of flight time cost 
when in a static environment, and finds better free flight path in a dynamic 
enviromnent. 
The case study on ACM problem is reported in Section 8.4, where three different 
optimization strategies are employed: one-step-ahead adjustment, conventional 
dynamic optimization, and RHC. For all of three strategies, the online optimiser is 
based on the linear programming algorithm reported in [70]. The predicted traffic 
flow data is also taken from [70]. Simulation is firstly conducted in a static 
environment, and then Monte Carlo simulation is conducted in a dynamic one. The 
simulation results show: (a). Compared with another two strategies, RHC brings very 
satisfactory solutions of capacity allocation in a static environment, and always gives 
the best solution in a dynamic environment, reducing delays by up to 10%; (b) 
although three strategies are suitable for real-time implementations, RHC is more 
computationally efficient than conventional dynamic optimization strategy. 
In surmnary, the RHC strategy results in high computational efficiency and robust 
performance, both of which are crucial for real-time implementations in dynamic 
ArM environments. 
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9. Conclusions and Perspectives 
Model Predictive Control (MPC) (or Receding Horizon Control (RHC)), has now 
become one of the most widely adopted schemes in the area of control engineering, 
and proved to be very successful with its many advantages against other control 
strategies [64]. Recently, attention has also been attracted to applications of RHC to 
areas such as management and operations research [51]. In this thesis we have an 
insight into not only classical issues such as stability and robustness of MPC, but also 
some newly emerging topics in MPC research. Several new MPC algorithms are 
proposed for specified systems, and both theoretical work and case studies are 
conducted. 
9.1 Conclusions ofthis thesis 
This thesis made a number of contributions to MPC study and appEcations, which 
are summarized as below: 
(a). Terminal/Stability region ofMPC 
We have a deep look at the terminal-penalty-based MPC algorithms with the 
emphasis on how to enlarge the terminal region, and develop two new effective MPC 
algorithms. One algorithm employs nonlinear terminal control rather than linear ones 
which are used in most existing terminal-penalty·based MPC algorithms. The other 
introduces a novel idea to remove those artificial relationships imposed in the existing 
literature between the terminal region matrix and the terminal weighting matrix, and 
then to calculate them separately. Both new algorithms prove to be able to 
significantly enlarge the terminal region ofMPC. Particularly, if the Jordan canonical 
form of the system is used to design the terminal penalty and to estimate the terminal 
region separately, it is shown that an ellipsoid based terminal region could be infmite 
in certain directions even when the open-loop system is unstable. Furthermore we 
investigate the gap between the terminal regions achieved by our new MPC 
algorithms and the possible maximum stability region of the system through extensive 
simulation study, and the result illustrates that our new algorithms can give a very 
satisfactory estimate of the possible maximum stability region. 
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(b). MPC without terminal penalty 
Tenninal-penalty-based MPC algorithms require the tenninal state be steered into 
the tenninal region at the end of the predictive horizon, which often become difficult 
to assess when there are system uncertainties andlor disturbances present. This 
implies that the most popular technique, the tenninal penalty, could be conservative 
considering disturbance attenuation ability and robustness. Motivated by this 
consideration, we develop a novel MPC algorithm which replacing the tenninal 
penalty by a special weighting term for the frrst predicted state in the predictive 
horizon. When the new performance index with this special weighting term is 
minimized in the online optimization process, the first predicted state in the horizon 
holds certain properties, and consequently the stability of the proposed MPC 
algorithm is established on the ground of this. Furthermore, the disturbance 
attenuation ability and the robustness can be analyzed in a straightforward way. This 
new MPC algorithm without tenninal penalty is fully tested and analyzed by 
extensive simulation study, and proves to be successful. In the absence of no 
uncertainties or disturbances, the new MPC without tenninal penalty achieves 
stability and performance similar to those of tenninal weighting based MPC 
algorithms. When disturbances and uncertainties are present, the new MPC algorithm 
exhibits much better disturbance attenuation ability and robustness. 
(c). MPC for uncertain time delay systems 
Another category of MPC algorithms, so-called stability-enforced MPC, is also 
investigated in this thesis. Similar to the above algorithm without tenninal penalty, in 
stability-enforced MPC, the frrst predicted states in the horizon, or even the predicted 
state trajectory over the horizon, holds certain properties which result in the stability. 
To this end, rather than using a special weighting term for the frrst predicted state in 
the horizon, stability-enforced MPC imposes additional stabilizing constraints upon 
the online optimization process. Despite its relative heavy online computational 
burden, stability-enforced MPC can be easily applied to a wide range of systems as 
long as proper stabilizing constraints are found. In this thesis a novel artificial 
Lyapunov function is proposed and then the associated stabilizing conditions for 
uncertain constrained systems with time-varying delays is derived. By integrating 
these new stabilizing conditions into stability-enforced MPC scheme, we develop a 
new MPC algorithm for uncertain constrained systems with time-varying delays, 
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which is proved more effective and more efficient than existing MPC algorithms for 
the same kind of systems. Time-delays are often present in engineering systems, and 
often lead to poor performance and instability. Predictive control schemes have 
advantages by nature to control time-delay systems. For instance, Smith contro~ one 
of the earliest successful control methods for time-delay systems, is actually within 
the family of predictive control. Our new stability-enforced MPC algorithm for time-
delay system provides another solid proof. An obvious advantage of this new 
algorithm against most existing control methods for time delay systems is that there is 
no restriction on the varying rate of time delays for establishing stability, which 
makes the new algorithm much more practicable in the real world. 
(d). Application ofMPC to nonlinear missile 
All above new MPC algorithms are developed for linear systems. How to 
extent/apply them to nonlinear systems still remains as a largely unresolved problem. 
To this end, this thesis reports an attempt of applying terminal-penalty-based MPC to 
design an auto-pilot for the lateral-directional mode of a nonlinear missile. The 
nonlinear lateral dynamics of the missile under consideration is represented by its 
linear differential inclusion (LDI). In this case study of missile, there are three issues 
which need to be addressed in the MPC algorithm design. The flfst issue is how to 
choose the MPC performance index, in particular the terminal weighting term, to 
compromise the performance and the stability requirement. We develop an off-line 
procedure to determine the terminal weighting term using a new representation of the 
control sequence in the moving horizon. The second issue is that the global minimum 
could be lost in the on-line optimization since it is a non-linear optimization. The last 
issue is the limitation of the computational time imposed by the fast sampling 
requirement. For these two issues, a new initial control profile and control strategy are 
adopted in each optimization routine. It is shown that the new MPC algorithm can 
guarantee stability even when a local minimum is attained in the nonlinear 
optimization or the optimization process has to stop due to the limitation of the 
sampling time. Simulation results carried on the missile show that good performance 
and stability are achieved by the new MPC algorithm. 
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(e). Genetic algorithm based on RHC 
Many advantages of MPC scheme result from the fact that a predictive horizon 
receding along the time axis is employed. The idea of receding horizon can be 
combined with various algorithms/approaches/methods and then to apply to a wide 
range of dynamic systems and real-time optimization problems. In this thesis, for the 
fIrst time, a general methodology of integrating the RHC strategy into GA (genetic 
algorithm) is presented. As it is well known, GA is often too time-consuming for real-
time implementations, and disturbances andlor uncertainties in dynamic environments 
often degrade solution qualities. If the length of receding horizon and the terminal 
penalty are properly designed, the GA based on RHC proposed in this thesis can 
effectively overcome the above two problems. In general, a small receding horizon 
leads to shortsighted behavior, and consequently poor performance. However, if the 
receding horizon is too long, the information in the far future, which may contain 
uncertain or inaccurate information, is included in the online optimization, and the 
computational burden is also significantly increased. A good choice of N is a proper 
trade-off between online computational burden and performance, taking into account 
the characteristics of the concerned system and the associated environment. Terminal 
penalty is another important parameter for the proposed GA based on RHC. How to 
design a proper terminal penalty is problem-dependent. For some systems, no terminal 
penalty will not significantly degrade the performance of the algorithm, but for other 
systems, in particular when there are special constraints on the system states at the end 
of dynamic process, a properly designed terminal penalty is crucial. Through two case 
studies in ATM (air traffic management) area, it proves that integrating the RHC 
concept into GA delivers a novel promising algorithm for solving a wide range of 
complex problems regarding real-time implementations in dynamic environments. 
(t). Application ofRHC to ATM system 
To fully understand the value of the RHC strategy in areas such as management 
and operations research, three fundamental problems in ATM system, namely, Arrival 
Sequencing and Scheduling (ASS), online Free-Flight (FF) path optimization and 
Airport Capacity Management (ACM) are identified as demonstrating cases in this 
thesis. Besides applying our new GA based on RHC to the problems of ASS and FF 
path optimization, we also combine the concept of RHC with existing algorithms for 
the problems of ASS and ACM. In the application of RHC to ASS, 12 simulation 
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cases with different degrees of congestion and different levels of uncertainties are 
defmed and Monte Carlo simulation is conducted. The simulation results show that, 
for ASS problem, receding horizon with the length of one or two in the RHC based 
approach is enough, without degrading the performance. This significantly reduces 
computational burden and thus optimization time, and enables to provide decision-
making support for ASS under dynamic and uncertain ATC environments. In the case 
of FF path optimization, one main observation is that, compared with conventional 
dynamic optimization strategy, RHC significantly reduces online computational 
burden, and therefore is ready for real-time implementations, and the other 
observation is that RHC achieves similar performance in terms of flight time cost in 
the absence of disturbances and uncertainties, and fmds better free flight path in a 
dynamic environment. The case study on ACM problem employed three different 
optimization strategies for comparative purposes, and Monte Carlo simulation is 
conducted in both static and dynamic environments. The simulation results show that, 
with high computational efficiency, RHC brings very satisfactory solutions of 
capacity allocation in a static environment, and always gives the best solution in a 
dynamic environment, reducing delays by up to 10%. 
In summary, the simulation results illustrate that, when the RHC strategy is 
adopted for real-time implementations in dynamic ATM environments, satisfactory 
real-time properties and robost performance are achieved. 
9.2 Perspectives 
Based on the work presented in this thesis, we realize that further research on the 
following aspects of MPC should or could be carried out regarding both theoretical 
work and applications. 
(a). From "regulatiou problem" to "tracking problem" 
The current results regarding stability and robustness of MPC in this thesis are 
obtained based on the system 
{
X(k + 1) = Ax(k) + Bu(k) 
x(O) = Xo 
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for the "regulation problem". It would be interesting to apply these new techniques 
and ideas proposed in this thesis, i.e., the algorithms to enlarge terminal regions in 
Chapter 3, the algorithm without terminal weighting in Chapter 4 and the robust MPC 
for time delay systems in Chapter 5, to solving the "tracking problem" for the system 
jX(k + 1) = Ax(k) + Bu(k) y(k + 1) '" Cx(k) + Du(k), 
x(O) '" xa, y(O) '" Ya 
which is a more general case in control engineering. 
(b). Robust MPC 
(9.2) 
Further research work can be conducted to study how to extent those two new 
terminal-penalty-based MPC algorithms proposed in Chapter 3 to systems with 
uncertainties and/or under disturbances. Particularly, the idea ofmin-max robust MPC 
should be investigated to see whether it is possible to apply to the algorithms in 
Chapter 3. Although the MPC algorithms reported in Chapter 4 and Chapter 5 exhibit 
robustness under uncertainties, it should still be interesting to study the possibility to 
combine their core techniques or ideas with the frame ofmin-max robust MPC. 
(c). Nonlinear MPC 
Most systems and plants in the real world exhibit nonlinearities. How to apply 
those MPC algorithms based on linear systems in Chapter 3, 4 and 5 to nonlinear 
systems still remains a largely unsolved problem. Basically, there are two ways to 
attack this problem. One is, as adopted in Chapter 6, to linearize the nonlinear system 
before applying our linear MPC algorithms. To this end, techniques such as linear 
differential inclusion (LDI), gain scheduling, linear parameter varying systems, 
sliding mode control, and even fuzzy rules could be useful when we linearize the 
nonlinear system and apply our MPC algorithms. The other way is to investigate the 
possibility of extending the core ideas of those algorithm in Chapter 3, 4 and 5 to 
nonlinear systems in order to develop real nonlinear MPC algorithms. 
(d). Application of MPC to nonlinear missile 
The case study of applying MPC to the missile's flight control system in Chapter 
6 is significantly simplified. For instance, the model of the missile is set up at a 
certain single operating point. In the real practice of flight control systems, the 
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operating point is moving within a certain region as the system state changes. 
Therefore, a practicable MPC algorithm must guarantee the stability and 
controllability of the missile no matter how the operating point changes. Besides 
simulation study, more time and efforts have to be put to experiments before a 
successful MPC based flight control system can be actually applied to the missile. 
(e). MPC for management and operations research 
Chapter 7 presents a general methodology of GA based on RHC, but it is just at 
the very early stage of this research direction. More systematic study regarding the 
analysis and synthesis of this method will be highly valued. For example, given some 
common algorithms for chromosome-based and gene-based operations, it will be 
interesting to conduct quantitative analysis on the computational efficiency of the GA 
based on RHC, such that an upper bound of computational time could be given to 
engineers who attempt to apply this algorithm. Besides above systematic study, how 
to systemically extend the GA in Chapter 7 from time based systems to event based 
systems is another very promising research direction. To this end, the discrete-event 
max-plus-linear (MPL) system is an appropriate starting point. 
(f). RHC for ATM system 
As for the real-time implementations of RHC in dynamic ATM environments, 
further research work can focus on three aspects: (a). Special modeling of ATM 
problems/systems from the viewpoint of RHC strategy, e.g., modeling based on 
discrete-event systems; (b). Methods, guidelines or experiments for choosing proper 
parameters for RHC, e.g., weighting terms and the length of receding horizon for a 
certain ATM problem; (c). Investigate other potential benefits the RHC strategy may 
bring to the automated ATM system, e.g., effectively handling different kinds of 
constraints in real ATM practices. 
(g). More other applications 
It should be useful to identify some applications of the stability-enforced MPC 
algorithm for time-delay system reported in chapter 5. Pulse and digital circuit 
systems and time delayed control systems are worthy of particular attention. For 
example, in time delayed control systems, time delays are deliberately introduced in 
feedback control action to achieve various objectives even for systems without delays. 
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Since these delays are artificiaL one could choose delays with random varying rate. 
By intuitions, time delay with random varying rate could be a better option than 
constant delay used in existing literature on time delayed control, because the former 
offers a much higher degree of freedom for system design. Therefore, the MPC 
algorithm in Chapter 5, which can handle time delays with random varying rate, 
should exhibit significant advantages against existing methods. 
The general methodology of GA based on RHC presented in Chapter 7 could be 
further investigated with more case studies (rather than ATM problems), such as 
management of production, inventory, supply chains and marketing. The emphasis 
should particularly be put on reasonably choosing the length of receding horizon and 
properly designing the terminal weighing, in order to work out more systematical 
guidelines for applying this novel GA based on RHC. 
At last, we hope that the work presented in this thesis will stimulate further 
research in the field ofMPC and its applications. 
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