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Abstract 
A countable-dimensional stochastic differential equation 
(*I dX(t) = a(t, X) dt + d F+‘(t) 
is considered. Here a is a vector function on [0, l] x C” (C is the set of continuous functions on 
[O, 11) which, for each t, depends only on the past of X up to time t and Wsymbolizes a Wiener 
process with future increments independent of the past of X. The existence of a weak 
(distribution sense) solution of (*) is proved by a partial absolute continuous change of 
measures. It is assumed that the components of the vector a(., X) depend asymptotically only 
on finitely many components of X without the restriction that the norm of a in l2 is 
square-t-integrable. (The latter would allow one to apply directly the Girsanov theorem.) There 
are also no regularity restrictions on a in X. 
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1. Introduction 
We consider a countable-dimensional stochastic differential equation (SDE) 
(*I dX(t) = a(t, X) dt + d W(t), 
where W symbolizes a Wiener process and a is a drift coefficient depending, for each t, 
on the whole past of X up to t which, in turn, must be stochastically independent of 
the furture increments of W. In the one-dimensional case, the existence and unique- 
ness of a weak (that is distribution sense) solution of (*) was proved in Jerschow (1972) 
(cf. also Kailath and Zakai, 1971; Lipcer and Shiryaev, 1972) for square-t-integrable a: 
s 1 la(t, x)l’dt < co 0 
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for almost all x with respect to the Wiener measure. The method used was based on 
the equivalent change of measures. This result can be directly generalized to finite- 
dimensional and even to countable-dimensional systems (*) by using the result of 
Hitsuda and Watanabe (1976) on the absolute continuity of measures corresponding 
to countable-dimensional Wiener processes with drift. In doing so, one must replace 
the square-integrability of la] by that of the /,-norm 11 a //. However, the distribution of 
the Wiener process even with the unit drift is orthogonal to the Wiener measure in the 
infinite-dimensional case. This means that the change-of-measures method does not 
work for infinite-dimensional systems (*) if the components of X should be treated 
“equally”, that is without “asymptotical neglecting” of the drift components with large 
indices. Infinite Wiener particle systems with interactions are, for instance, such a case. 
On the other hand, the classical method of successive approximations seems also to be 
not quite adequate for infinite-dimensional systems (*) with “equal” drift components. 
In fact, it presupposes some sort of Lipschitz conditions in x on the coefficient a(., x) 
which cannot be properly formulated since there is no natural norm in [w”. 
Infinite Wiener particle systems with interactions were, however, successfully 
treated by essentially the classical approach in Lang (1977), Shiga (1979) and Fritz 
(1984) for drift coefficients a defined by a pair potential. 
Another possibility of using the classical approach for infinite-dimensional systems 
(*) is to “squeeze” the drift a into l2 by properly weighting its components (cf. e.g. 
Shiga and Shimizu, 1980; Leha and Ritter, 1984). However, this means again neglect- 
ing components with higher indices. 
Our aim is twofold. First, we want to treat the components of a “equally”. And 
secondly, we try to adjust the change-of-measures method for the infinite-dimensional 
case since it is much more powerful than the successive approximation method for 
finite-dimensional systems (*) at least where weak solutions are concerned. (Note that, 
logically, one should first solve (*) in the weak (distribution) sense and then, if 
necessary, investigate whether the weak solution corresponds to a strong (pathwise) 
one.) 
Such an attempt was made in Jerschow (1986). Here we give an essentially 
improved version. In Section 3, the existence of a (weak) solution of the count- 
able-dimensional SDE (*) is proved under the assumption that the drift a(., x) 
depends asymptotically on Jinitely many components of vector functions x. This 
condition seems to be natural in applications, for instance, to interacting Wiener 
particles since the drift of a particle should depend mainly on its close neighbours. 
2. Notation. Auxiliary results 
Let S be a separable metric space and x ES”. Then x” denotes the n-dimensional 
vector of the first n coordinates of x which will also be viewed us a vector from S” with 
the rest of the coordinates equal to 0. The same notation will be used for vector 
functions x(.), a( . . . ) with values in S”. /I x I/ and (x, y) stand for the l,-norm and the 
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inner product of x, y E S” (if they exist), respectively. This means that 11 X” )I is the usual 
S”-norm. 
Let C be the set of real continuous functions x on [0, l] starting at 0. For each 
t E [0, 11, let %?( be the a-algebra in C generated by the cylinder sets over [O, t], %? := VI. 
We denote by C”, C”, %?y, %?F the usual products of sets and o-algebras, respectively. 
Let (52, 5) be a filtered space with a filtration of o-algebras 5 = (Fz)fE(O,ll and 
a : [O, l] x Q 3 (t, LC)) ++ a(t, o) E Rmr a measurable function ([0, l] and [w’ are equipped 
with the Bore1 o-algebras and s1 with FI) such that, for each t~[0, 11, the function 




e,(cx, x) := exp 
0 
(44>dxb)> -is,: ,,CL(sH2+ 
e(a, x) := e, (4 x), 
the formal Girsanou exponent of x E C” and CI (the second variable o of CI is omitted 
here). 
Remark. e(cc, x) is well-defined if, for instance, x = W, where 
(i) Wis a Wiener process (with independent components) with respect to 3 and CI is 
an @causal vector process with square-t-integrable I,-norm. 
In this case the condition 
Ee(cr, W)@ < cc for some fl > 1 (1) 
implies 
Ee(cr, W) = 1, (2) 
since then the continuous local S-martingale (e,(a, W)),,,,, LI is uniformly integrable. 
Note that 
Ee(cc, W) I 1 (3) 
always holds by the Fatou lemma (Girsanov, 1960). (A practically weaker sufficient 
condition for (2) than (1) is, for instance, 
which can be proved by an easy reduction to the one-dimensional case treated in 
Novikov (1972).) 
Let a:[O,1]~C”3(t,x)++a(t,x)~R~ be a &‘-causal function where 
KN := (~F),,[O. 11. Consider the SDE 
(*) dX(t) = a(t, X) dt + d W(t), X(0) = 0. 
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Here W symbolizes a Wiener process, more precisely the Wiener measure. A (weak) 
so&ion of (*), according to the definition in Jerschow (1972) is any probability 
measure n on (C’, %?‘) such that, for its canonical representation x, the process 
s t w(t) := x(t) - a@, x)ds, t E CO, 11, 0 
is Wiener with respect to (5” := (%‘y)lEtO, iI (that is, w is a Wiener process on the filtered 
space (C”, a’, 11)). It is of course implicitly assumed here that the integral on the 
right-hand side is finite p-as. (Note that the filtration a”, without any difficulties, can 
be substituted by Oy := (%?y+),,,,, i).) 
Denote by v the Wiener measure on 9”. 
Theorem 1. Let, for a 6 “,-causal a(. , .), 
s 1 11 a(t, x) /I2 dt < co for v-a.a. x, s e(a(., x), x)v(dx) = 1 0 C” 
Then there exists a solution ,U of (*) equivalent to v with 
$ (x) = e(a(., x), x) for v-au. x. 
This is the only one solution equivalent to p. 
This theorem can be proved by a direct modification of the argument of Jerschow 
(1972b), Theorems 4 and 3) in the one-dimensional case based on the absolute 
continuity of measures corresponding to diffusion type processes (the change-of- 
measures method (Jerschow, 1972b; Lipcer and Shiryaev, 1977)). 
Theorem 2. Under assumption (i), let 
s f C(t) := a(s) ds + W(t), t E [O, 1] 0 
(a jinite- or countable-dimensional equation). Suppose that 
I 
1 
El1 cc(t) I/ dt < a. (4) 
0 
Then there exists a KY-causal function cp: [0, l] x C’ + iw’ such that,for A-almost all 
t (2 := the Lebesgue measure on [0, l]), 
cp(t, 5) = wdt) I t(s); s I I) a.s. (5) 
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and 
is a Wiener process with respect to the natural jiltration of 5. 
It is an immediate generalization of the main result in Jerschow (1972a) for the 
multi-dimensional case (cf. also Shiryaev, 1966; Lipcer and Shiryaev, 1977). 
Remark. The one-sided absolute continuity p 6 v, where ,u is the distribution of t, 
follows from 
s 1 )I E(t) I/’ dt < cc as. 0 
(without (4)) alone just as in the one-dimensional case (Kadota and Shepp, 1970; 
Kailath and Zakai, 1971; Jerschow, 1972b). This square-t-integrability of CI is not 
relevant in Theorem 2. 
Theorem 3. Let p be a solution of (*) with 
s 1 11 a(t, x) I/’ dt < co for p-a.a. x. 0 
Then this condition, also with v instead of ~1, is necessary and sujicient for the 
equivalence p N v with 
2 (Xl = e(a(., x), x) for v-a.a. x. 
It is an immediate generalization of the results in Kailath and Zakai (1971), Kailath 
(1971) and Jerschow (1972b) closely connected with Theorem 1 (cf. also Lipcer and 
Shiryaev, 1977; Gikhman and Skorokhod, 1979) for the countable-dimensional case 
as one can see in Hitsuda and Watanabe (1976). 
Theorem 4. Under assumption (l), 
ECe(a, WY 2 [Eexp c, 1: IIdtNI’dt)~ (B > lk 
with 
(6) 
y := p(p + (p’ - fi)“’ - l/2), 6 := (p” - /3)“2/(/3 + (p’ - flp2). 
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This can be proved precisely as in the one-dimensional case (Lipcer and Shiryaev, 
1972): 
e(a, W)P = e[[P + (8’ - /j)‘/2]a, W]fritfl+(fi”-8)“‘1 
xexp 
i 
f [p’ + fi(B’ - P)“’ -PI j-’ ll4N’dt > 
0 
and now apply the Holder inequality 
II *. * II L1 I II * II 1/P. II* II liq LP L, 
to the product on the right-hand 
[p + (/I’ - /?)1’2]a instead of c(. 
side with p := [j? + (/I2 - fi)“*]/fi using (3) for 
Remark. The function r : fl I-+ fl(p + (fi2 - /?)‘I” - i/2) is strictly increasing on 
[l, co[ so that the equation r(B) = y has a unique solution /I, > 1 for each y > i. 
Corollary. Assume that,for some y > $, 
Eexp (; 1: ll~(r,ll’d~) < 00. 
Then condition (1) is satisfied. 
(7) 
Proof. Follows immediately from (6). El 
Let (52, JZZ, P) be a probability space. A set in L,(P), 1 < p < co, is known to be 
relatively weakly sequentially compact iff it is bounded (cf. e.g. Dunford and Schwartz, 
1958). As a corollary, one gets the following theorem. 
Theorem 5. Let (P,,) be a sequence 
tinuous with respect to P and 
of probability measures on (Sz, -01) absolutely con- 
sup E(dP,,/dP)” =: c -C 00 for some /? > 1. 
n 
Then there exist a subsequence (P,,) c (P,,) and a probability measure Q on (Sz, A) such 
that Q 4 P with 
E(dQ/dP)P i c R-9 
and 
C’TELqV’)) jk’n, + jbQ (4 := p/b - 1)). 
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Let (S, ~3’) be a Polish space with the Bore1 a-algebra, (S, 2)” and (S, 2)” the usual 
finite and countable product spaces. Let p be a probability measure on (S, 9)“. Its 
projection onto (S, Y)“‘, m E N, will be denoted by pm. 
Theorem 6. Let pL, and v be probability measures on (S, 2’)” such that, for each m E N, 
/I:: < vm with 
c(m) := sup 
s 
[d~L,“/dv”]P’“‘dvm < cc for some b(m) > 1. (9) 
n 
Then there exist a subsequence (,u,,.) c (p,,) and a probability measure p on (S, 2)” such 
that 
(VmeN) pm< v”’ and 
J 





Proof. By Theorem 5 and the diagonal choice procedure, we can find a subsequence 
(p,,,) c (p,) and a compatible family of probability measures ,u~ on (S, Z)“‘, rnE N, 
such that 






Their projective limit p on (S, 2’)” exists by the Kolmogorov theorem and satisfies 
(11) and also (10) by (8). 0 
Theorem 7. Let the conditions of Theorem 6 be satisfied and Y be a real bounded 
measurable function on (S, 2’)” with 
&N := sup(ly(x) - \y(XN)l: x#} + 0. (12) 
Then 
where (p,,,) and p are the same as in Theorem 6. 
Proof. Follows from (11). For each NE RJ, 
(13) 
I Is (‘f’(x) - y(x”))h - r4kW + I Is Y(x~)(P,, - d(dx) . •I S" S" 
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3. Main result 
Let a(. ;) be a a’-causal function on (IO, l] x C” with values in [w”. Let v be again 
the Wiener measure on (C, %‘)‘. Introduce the following conditions: 
(A) For each NE: IV, there exists a Q”-causal function b,(. ;) with values in iw, such 
that 
(Al) I/ aN(t, x) 11 5 bN(t, XN) for 2 0 v-a.a. (t, X)E [O, 11 x c”, 
644 {exp {WI 11 b,$(t, xN)dt } v(dx) =: cN < co for some y(N) > +. 
(B) For each rnE N, there exist constants E,~ - 0 with 
N 
(VXE C”“) 11 ayt, x) - ayt, XN) 11 I E&J. 
(Recall that xN is also considered as a vector from C”: with N first components of 
x and null for the rest.) 
Main theorem. Let conditions (A) and (B) be satis$ed. Then the SDE(*) has a (weak) 
solution ~1 with all finite-dimensional projections p” equivalent to those of v and 
(Vne N) 
I 
[d/P/dv”-JB(“)dv” I CR’“‘, 
C” 
d(n) := W(n) - B(n)P2/CP(n) + (P’(n) - B(n)Yl, 
(14) 
where P(n) is uniquely dejined by 
B(fl)CBW + (B2(4 - P(n)Y - WI = y(n) (15) 
(see the remark to Theorem 4). 
Proof. Consider the countable-dimensional SDEs 
(*n) dX(t) = a”(t, X)dt + dW(t), X(0) = 0, 
with the “truncated” drift coefficients a”. There exists a unique (weak) solution 11, of 
(*n) equivalent to v by condition (A), (7), (1) and Theorem 1. Let m I n be fixed. The 
projection py of pL, onto (C, %?)” corresponds to the process X” with differential 
dXm(t) = u”‘(t, X)dt + dW”(t), 
where X is the canonical representation of p,,. Condition (4) for cc(t) := um(t, X) is 
obviously implied by (A). Let cp be a K;“,-causal function on [0, l] x C” with values in 
Iw” which satisfies (5). By Theorem 2, p: is a (weak) solution of the equation 
dX”‘(t) = cp(t, X”)dt + dw”(t), Xm(0) = 0. 
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(Here wm symbolizes a Wiener process with respect to the natural filtration of X” on 
the canonical probability space (52, A, P) := (Cm, V”‘, p;) for X”, i.e. X”(t, x”‘) := 
x”(t).) 
Since ~7 - vm, 
II cpk Xrn) II2 = II E(a”(t, X) I XV); s I t) II 2 
< E( )I am(t, X) (1 2 1 X”‘(s); s I t) (condition (Al)) 
< E(bi(t, Xm)( Xm(s); s I t) = bi(t, Xm), 1 @ P-a.e. 





II cp(t, x”‘) II 2 dt I b:(t, xm) dt. 
0 0 
Now we can apply Theorems 6 and 7 with (S, _Y’) = (C, %?), noting that condition (9) 
follows from (A2) and Theorems 3 and 4. 
Let /J be a limiting point of (c(J from Theorem 7 with conditions (14) and (15) 
satisfied by Theorems 6 and 4. We assume without loss of generality that (p,J itself 
converges to p in the sense of (13). 
Let m I p E N, 0 E R” and s < t E [IO, l] be fixed and Ic/ be a %$-measurable real 
bounded function on CN such that $(x) = $(xp). Put 
Y(x) := $(x)exp 
i 
i(Q, x”(t) - x”‘(s) - 
s 
t 
a”(~, x)du) . 
s I 
Then Y satisfies (12) in view of condition (B), and we have by Theorem 7 
$(x) Y(x)AW = lim 
n s ti(x) YY(x)/dW c~ 
= lim 
I 




Wexp(-ll~l12(t - W)AW 
C” 
This means precisely that p is a (weak) solution of (*) with (14) and (15) already 
established. Cl 
Remark 1. A generalization of the main theorem to the case of non-zero initial 
conditions is straightforward. To solve (*) with a given initial distribution 71 for X(0) it 
is enough to omit the condition x(0) = 0 and assume (A) to be satisfied with v replaced 
by the convolution n * v corresponding to a standard Wiener process plus an indepen- 
dent n-distributed random vector. 
Remark 2. Unlike Theorem 1, the uniqueness of a solution is not guaranteed by the 
partial absolute continuous change of measures. 
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