Person re-identification (re-ID), which aims to re-identify people across different camera views, has been significantly advanced by deep learning in recent years, particularly with convolutional neural networks (CNNs). In this paper, we present Torchreid, a software library built on PyTorch that allows fast development and end-to-end training and evaluation of deep re-ID models. As a general-purpose framework for person re-ID research, Torchreid provides (1) unified data loaders that support 15 commonly used re-ID benchmark datasets covering both image and video domains, (2) streamlined pipelines for quick development and benchmarking of deep re-ID models, and (3) implementations of the latest re-ID CNN architectures along with their pre-trained models to facilitate reproducibility as well as future research. With a high-level modularity in its design, Torchreid offers a great flexibility to allow easy extension to new datasets, CNN models and loss functions.
Driven by the growing demands for intelligent surveillance and forensic applications, person re-identification (re-ID) has become a topical research area in computer vision. This is evidenced by the increasing amount of research papers published in top-tier computer vision venues in recent years (see Figure 1 ). In particular, by digging into the title and abstract of the papers, we can observe a general trend that person re-ID research has moved from feature engineering (Liao et al., 2015; Matsukawa et al., 2016) and metric learning (Liao et al., 2015; Zhang et al., 2016) , a two-stage pipeline, to endto-end feature representation learning with deep neural networks (Li et al., 2014; Ahmed et al., 2015; Li et al., 2018; Chang et al., 2018; Zhou et al., 2019b; Chen et al., 2019a; Hou et al., 2019) , particularly convolutional neural networks (CNNs). This can be attributed to the rapid advancement of deep learning technology, e.g., network architectures (He et al., 2016; Xie et al., 2017; Huang et al., 2017; Sandler et al., 2018; Zhang et al., 2018) , optimisation/training techniques (Kingma and Ba, 2014; Reddi et al., 2018; Ioffe and Szegedy, 2015; Loshchilov and Hutter, 2017; Srivastava et al., 2014; Liu et al., 2019) , as well as to the open-source deep learning frameworks, such as Caffe (Jia et al., 2014) , PyTorch (Paszke et al., 2017) , TensorFlow (Abadi et al., 2016) and MXNet (Chen et al., 2015) , which enable researchers to quickly implement and test ideas and develop their own deep-learning projects.
Although the source code of some deep re-ID models has been released to the public, they typically differ in programming languages, backend frameworks, data-loading components, evaluation procedures, etc., which make the comparison between different approaches more difficult. This becomes more obvious when one wants to adapt the code of a published method to a new dataset or task for comparison, which may require a considerable amount of time spent on understanding and modifying the source code. This motivates us to design a generic framework that provides a standardised data-loading interface, basic training pipelines compatible with different re-ID models, and more importantly, is easy to extend.
Over the past decade, more than 30 person re-ID benchmark datasets have been introduced to the re-ID community 1 , evolving from small datasets like VIPeR (Gray et al., 2007) and GRID (Loy et al., 2009 ) (with around thousands of images) to big datasets such as MSMT17 (Wei et al., 2018) (with over 100k images). However, even the largest re-ID dataset to date is still considered as being of moderate size when compared with contemporary large-scale datasets such as ImageNet (Deng et al., 2009) . This is mainly due to the difficulty and expensive cost in collecting person images with pair-wise annotations across disjoint camera views. Therefore, it is common to combine different re-ID datasets for CNN model training (Xiao et al., 2016) or pre-training (typically followed by fine-tuning on small datasets (Li et al., 2017; Liu et al., 2017; Zhao et al., 2017; Zhou et al., 2019b) ). From an engineering perspective, this requires the data loaders to accept an arbitrary number of training datasets and automatically adjust the identity and camera view labels to avoid conflict. Moreover, to allow evaluation of cross-dataset performance, the data loaders also need to be able to process test images from different datasets.
In this paper, we present Torchreid, which is a software library built on PyTorch to provide not only a unified interface for both image and video re-ID datasets, but also streamlined pipelines that allow fast development and end-to-end training and evaluation of deep re-ID models. Specifically, Torchreid supports 15 commonly used re-ID datasets, including 11 image datasets and 4 video datasets. Basically, users are allowed to select any number of (available) datasets of the same type (image or video) for model training and evaluation.
For CNN model learning, Torchreid currently implements two training pipelines, which are classification with softmax 2 loss and metric learning with triplet 3 loss, the two widely used (and most effective) objective functions in the literature. Users are allowed to choose either one of them or a weighted combination. Furthermore, Torchreid contains implementations of the latest state-of-the-art re-ID CNNs, together with their pre-trained models publicly available in Torchreid's model zoo 4 . Therefore, with Torchreid one can quickly get hands-on experience to train a strong baseline model or build on the current state of the arts for further research. More importantly, following the principle of code reusability and structural modularity, the training pipelines are carefully designed and structured such that a new pipeline can be efficiently constructed without much code re-writing.
Besides the efficient data loading, training and evaluation procedures, Torchreid also provides a visualisation toolkit to aid the understanding of re-ID model learning, e.g., visualisation of ranking results and activation maps, as well as a full documentation 5 including tutorials, how-to instructions, package references, etc. to help users quickly get familiar with the library.
The rest of the paper is organised as follows. Section 2 gives an overview of the Torchreid library. Section 3 introduces Torchreid's main modules. Section 4 concludes this paper with a discussion.
Overview of Torchreid
Torchreid is a library specifically developed for deep learning and person re-ID research, with the goal of providing an easy-to-use framework for benchmarking deep re-ID models and facilitating future research in re-ID. This library is written in Python, with some code based on Cython for 1 torchreid / data / # data loaders , data augmentation methods , data samplers The overall structure is shown in Listing 1. There are totally 6 modules among which we will discuss 3 main modules in more details in the next section, namely data, engine and models. The library is fully documented and is easy to install. It also hosts a model zoo with various pre-trained re-ID CNN models publicly available for download.
Main Modules

Data
Perhaps during the implementation of a computer vision project (or more generally a machine learning project), the most effort is not devoted to the implementation of a particular model or training algorithm, but to the construction of unified data loaders for preparing data. In Torchreid, we build each dataset on top of base classes (ImageDataset and VideoDataset), which provide basic functions for sampling, reading and pre-processing images. Therefore, for a new dataset users only need to define its training, query and gallery image sets, more specifically, the image paths, identity and camera view labels. To allow seamless combination of different re-ID datasets, the base classes are implemented with a customised add function such that different dataset instances can be directly summed up to obtain the combined dataset.
The training and test data loaders are wrapped in a high-level class called DataManager, which is responsible for the construction of sampling strategy, data augmentation methods and data loaders. An instance of DataManager will serve as the input to the training pipeline. We have ImageDataManager for image datasets and VideoDataManager for video datasets, both being the child classes of DataManager.
Currently, Torchreid supports the following re-ID datasets that are commonly used in the literature, All datasets are implemented with their de facto evaluation protocols so that the evaluation results can be fairly compared with published papers.
Listing 2 (step 2) shows an example of how to construct a ImageDataManager to do model training and evaluation on Market1501. Note that the sources and targets attributes can take any number of datasets as input, as long as the datasets are available. For example, when sources=['market1501', 'dukemtmcreid'], the training data will be the combined training images from Market1501 and DukeMTMC-reID; when targets=['market1501', 'dukemtmcreid'], it will return the query and gallery images from Market1501 and DukeMTMC-reID separately.
Engine
The engine module, which aims to provide a streamlined pipeline for training and evaluation of deep re-ID models, is carefully designed to be as modular as possible for easy extension. Concretely, a generic base Engine is implemented for both image-and video-based re-ID to provide universal training loops and other reusable features, such as data parsing, model checkpointing and performance measurement. Therefore, new engines can subclass this Engine to reduce tedious code re-writing.
Based on the Engine, two learning paradigms are currently implemented for CNN model training, one is classification with softmax loss (ImageSoftmaxEngine & VideoSoftmaxEngine) and the other is metric learning with triplet loss (ImageTripletEngine & VideoTripletEngine). These two learning paradigms have been widely adopted in recent top-performing re-ID models (Hermans et al., 2017; Li et al., 2018; Chang et al., 2018; Zhou et al., 2019b; Chen et al., 2019a; Zhou et al., 2019a ). An example of how to use this module is illustrated in steps 5 & 6 of Listing 2.
Besides the basic features necessary to construct a full train-evaluation pipeline, Torchreid also provides some advanced training tricks to improve the re-ID performance. For instance, to reduce overfitting the label smoothing regulariser (Szegedy et al., 2016) is implemented for the softmax pipeline; for better transfer learning the pipeline allows the pre-trained CNN layers to be frozen during early training (Geng et al., 2016) where the layers are specified by users.
Visualisation toolkit As qualitative result is often easier for us to understand how well a CNN model has learned, we implement two visualisation functions in Torchreid. The first function is visrank, which can visualise the ranking result of a re-ID CNN by saving for each query image the top-k similar gallery images (k is decided by users). Figure 2 shows an example of the visualised ranking list. The second function is visactmap, which stands for visualising activation maps. Given an input image, the activation map can be used to analyse where the CNN focuses on to extract features (Zhou et al., 2019b) . Specifically, an activation map is computed by taking the sum of absolute-valued feature maps (typically the highest-level feature maps) along the channel dimension, followed by a spatial 2 normalisation (Zagoruyko and Komodakis, 2017) . An example is shown in Figure 3 , which is obtained by OSNet (Zhou et al., 2019b,a) . Intuitively, the image regions with warmer colours have higher activation values, which contribute the most to the generation of final feature vectors. Whereas the regions with cold colours are likely to contain less important/reliable regions for re-ID.
In addition, Torchreid is also integrated with PyTorch's built-in SummaryWriter for tensorboard 7 visualisation. For more features, please visit our github repository: https://github.com/ KaiyangZhou/deep-person-reid.
Models
The models package provides a collection of implementations of state-of-the-art CNN architectures, which includes not only models that are specifically designed for re-ID, but also generic object recognition models that have been widely used as the re-ID CNN backbones. The currently available models are listed below,
• ImageNet classification models: ResNet (He et al., 2016) , ResNeXt (Xie et al., 2017) , SENet (Hu et al., 2018) , DenseNet (Huang et al., 2017) , Inception-ResNet-V2 (Szegedy et al., 2017) , Inception-V4 (Szegedy et al., 2017) , and Xception (Chollet, 2017) . • Lightweight models: NASNet (Zoph et al., 2018) , MobileNetV2 (Sandler et al., 2018) , ShuffleNet(V2) Ma et al., 2018) , and SqueezeNet (Iandola et al., 2016) . • Re-ID specific models: MuDeep (Qian et al., 2017) , ResNet-mid (Yu et al., 2017) , HACNN (Li et al., 2018) , PCB , MLFN (Chang et al., 2018) , OSNet (Zhou et al., 2019b) , and OSNet-AIN (Zhou et al., 2019a) .
In addition to the CNN model code, we also release the corresponding model weights trained on the re-ID datasets (as well as the ImageNet pre-trained weights for some models) to further facilitate person re-ID research. We will keep updating this models package by incorporating new CNN models.
Discussion
Open-source frameworks are vital for pushing forward the progress of deep learning (DL) research. These include not only the backend engines for DL frameworks, such as PyTorch and TensorFlow, but also their extended libraries and toolkits that constitute the DL ecosystems, covering different research areas and providing convenient tools for fast research prototyping and development. In particular, recent years have witnessed an emergence of remarkable open-source frameworks/libraries developed for a wide range of research topics, e.g., Detectron (Girshick et al., 2018) , MMDetection (Chen et al., 2019b) and SimpleDet (Chen et al., 2019c) for object detection, MMAction (Yue Zhao, 2019) for action recognition, AllenNLP (Gardner et al., 2018) and Transformers (Wolf et al., 2019) for natural language processing, Torchmeta (Deleu et al., 2019) for meta-learning, etc.
