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Abstract
We study a nite element method for the linearized stationary
compressible viscous Stokes system in a bounded domain with extra
streamline diusion added to the continuity equation. The dierential
equations to be considered are(
−u− rdivu +  (U  r)u +rp = f in Ω ;
divu + 0U  rp = g in Ω ;
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Here, U is a given ambient fluid velocity vector and  = (P ) is the
density function of a given ambient fluid pressure P , and depending on
the vector eld U, two dierent problems are considered. The unique
existence and convergence analysis of the corresponding approximate
solution is shown and numerical examples are given.
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1 Introduction
In this paper we study a nite element method (streamline diusion method)
for the compressible Stokes equations and give a convergence analysis. The
dierential equations considered are obtained by the linearization of the sta-
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tionary barotropic viscous compressible Navier-Stokes equations around an
ambient flow (for the derivation of the equations see [8, 10]). The steady-
state barotropic compressible viscous Navier-Stokes equations are a system
of pdes of mixed type; the momentum equations form an elliptic subsystem
in the velocity components, and the continuity equation is a hyperbolic equa-
tion in the density. Consequently the linearization of the system is also of
mixed type.
The boundary conditions associated with the linearized and compressible
Stokes system depend on the boundary values of the ambient flow vector
eld U . If U 6= 0 on the boundary, boundary values for the pressure are
required on the incoming portion of the boundary. A discretization with
optimal order convergence was obtained in [12]. This is also considered in
Section 3. If U = 0 on the boundary, no boundary values for the pressure
are required. A discretization of this problem was given in [8], with a non-
optimal error bound. Our purpose is to improve the result given in [8] by
using the streamline diusion method in the nite element formulation. The
equations to be studied in this paper are given by8><
>:
−u− rdiv u +  (U  r)u +rp = f in Ω ;
divu + U  rp = −1g in Ω ;
u = 0 on Γ ;
(1)
where Ω is an open bounded domain with a smooth boundary Γ. Here
u = [u; v] is a velocity vector, p is the pressure; U = [U; V ] is a given
ambient fluid velocity vector with zero boundary value, P is a pressure of
ambient fluid,  = (P ) is a given positive increasing function that is the
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density function of pressure, and  = 0= , 0 = d=dP . It is noted that  is
positive. The functions f and g are given, and the numbers  and  are the
viscous constants with  > 0 and  > − . Regarding the ambient fluid, it
is assumed that U , V , and P are C1 functions in the closure of Ω .
It is well-known that there is a stable nite element method for the Stokes
problem which gives a unique solvability and an optimal order convergence
by establishing the inf-sup condition (see [2]). It is question if a similar result
for the compressible Stokes system with U = 0 on Γ can be obtained.
In [5] a continuous nite element method for the equation  rp = f was
applied and a local error estimate kp− phk0  Chm+ 14kfkm+1 was obtained.
In [7] a streamline diusion method for  rp+p = f was applied and the er-
ror estimates kp− phk0  Chm+ 12kpkm+1 and k r(p− ph)k0  Chmkpkm+1
were obtained. Recently, in [8] a nite element method for the compress-
ible Stokes problem has been studied, and the unique solvability, stability
of its method was shown by putting the compressible Stokes problem into
the framework of an abstract formulation. The following non-optimal error
estimates were obtained:
ku− uhk1  Khk(kfkk−1 + kgkk) + Khm(kfkm + kgkm+1)
and
kp− phk0  Khm(kfkm + kgkm+1)
for some constant K.
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We improve this result for (1) using the streamline diusion method. We
here obtain the following main result. The proof is given in x2. Let [u; p] be
a true solution of (1) and [uh; ph] its nite element solution.
Theorem 1 Let  > 0 be any number. Assume that  is large enough or
that the derivatives of U and U are small enough in a suitable sense, then
there is a constant K, not depending on h, such that
ku− uhk1 + h=2k(p− ph)
p
k0 + kp− phk0
 K inf
n
kr(u− u^)k0 + h=2k(p− p^)pk0 + h−=2kp− p^k0
o
;
(2)
where the inmum is taken over all u^ 2 Vh and p^ 2 Qh .
Note that the inequality in (2) can be obtained for the case of the non-zero
boundary value of U (see x3 and [9]).
In this paper, the following Sobolev spaces and norms are used: Hk(Ω) ,
k integer, 0  k  1 , is the spaces of real valued L2 functions on Ω
such that all their derivatives up to order k belong to L2(Ω) ; the norm
in L2 is denoted by kuk0 and kukk 
qPk
j=0 krjuk20 denotes that of Hk ;
also H10 (Ω)  fu 2 H1(Ω) : ujΓ = 0g , Hk0 (Ω)  Hk(Ω) \ H10 (Ω) . juj1 
max fju(x)j : x 2 Ωg , and L1 = fu : juj1 < 1g .
Throughout this paper the following notation shall be used: the L2- inner
product is (f; g)  RΩ f g dx ; and the derivative in the U direction is  
U  r and kkQ  (kk20 + k
p
k20)
1
2 .
2 The case with U = 0 on Γ E34
In our proofs C denotes a generic constant, depending on certain quanti-
ties. We shall make this dependence explicitly, for example, writing C(Ω) if C
depends only on Ω (for example in the Sobolev inequalities), or C(Ω;u0; C0)
if C depends both on Ω, u0 and C0, and so on.
2 The case with U = 0 on Γ
In this section we study and apply a streamline diusion method for the
system (1) and show an unique existence of the solution of its nite element
method, and nally give an error estimate. To do this, we dene several
bilinear forms in order to formulate the system (1) into a discrete version.
We let V = H10 (Ω)H10 (Ω) , and M  L20(Ω) = the set of functions  2 L2(Ω)
which satisfy
R
Ω  dx = 0 and Q = f 2 L20(Ω) : kkQ < 1g . We now dene
the following bilinear forms a, b and c by
a(u;v) =
Z
Ω
(ru  rv + divu div v + u v)dx ; u;v 2 V ;
b(v; p) =
Z
Ω
p divv dx ; v 2 V and p 2 M ;
c(p; ) =
Z
Ω
 p  dx ; p 2 Q and  2 M ;
and also dene
hf ;vi =
Z
Ω
f v dx ;
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hg; i =
Z
Ω
−1 g  dx :
Using these, a weak formulation of (1) is dened by: nd [u; p] 2 VQ such
that
a(u;v)− b(v; p) = hf ;vi ; 8v 2 V ;
c(p; ) + b(u; ) = hg; i ; 8 2 M : (3)
It is shown in [3, 14] that if g 2 L20(Ω) and U 2 H30 (Ω)H30 (Ω) , and if kUk3
is small enough, problem (3) has a unique solution [u; p] 2 V  Q which
satises the a priori estimate: kuk3 + kpk2  K(kfk1 + kgk2) for a constant
K.
Let h be a mesh size in a given triangulation Th or an approximation
indicator. We consider nite dimensional subspaces Vh  V and Qh  Q .
We are going to approximate the problem (3) with extra streamline diusion
added to the continuity equation (3)(b) . Hence the approximate problem,
which is a streamline diusion method for (3), is: for  > 0, nd [uh; ph] 2
Vh Qh such that
a(uh;v)− b(v; ph) = hf ;vi ; 8v 2 Vh ;
c(ph;  + h
) + b(uh;  + h
) = hg;  + hi ; 8 2 Qh : (4)
In the next lemma we show the unique existence of the solution for the
approximate problem (4). To do this, we cite the following inequality given
in [8]: there is a constant C such that
kk0  Ckrk−1 ; 8 2 L20(Ω) ; (5)
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where kk−1 is a negative Sobolev norm. We let 0 = min f;  + g and γ0 =
1
2
max fjdiv(U)j1; jdiv(U)j1g and shall denote ( ; ) the inner product in
the L2 space.
Lemma 2 Let  > 0 be any number. Assume that  is large enough or that
γ0 is small enough, then the approximate problem (4) has a unique solution
[uh; ph] 2 Vh Qh and its solution satises the inequality
kuhk1 + kphk0 + h=2kph;
p
k0  C(kfk−1 + kfk0 + kgk0) ; (6)
where C is a constant not depending on the meshsize h.
Proof: Letting v = uh and  = ph in (4) and adding the resulting two
equations, we have
kruhk20 + kdivuhk20 + (uh;;uh) + ( ph;; ph) + hkph;
p
k20
+ h(divuh; ph;) = hf ;uhi+
D
−1 g; ph + hph;
E
: (7)
Now, since
h(divuh; ph;)  −1
2
h(jj−11 kruhk20 + kph;
p
k20)
and
(uh;;uh) + ( ph;; ph)  −γ0(kuhk20 + kphk20) ;
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we get

0 − 1
2
hjj−11

kruhk20 +
1
2
− 2h

4

hkph;
p
k20 − γ0(kuhk20 + kphk20)
− 1
4
2kphk20  1kuhk20 + C−11 kfk20 + C−12 kgk20 ; 81; 2 > 0 ; (8)
where C = C(γ0; jj−11 ; jj−11 ) . Next using the inequality (5) and the rst
equation in (4), we have
kphk0  Ckrphk−1
 C sup
v2H1
0
(Ω)
kvk1=1
fa(uh;v)− hf ;vig
 c1(kruhk0 + kfk−1); (9)
where c1 = C(jUj1; jj1) . Finally using the Poincare inequality kuhk0 
Ckruhk0 , (8) and (9), we obtain
m1kruhk20 + m2 hkph;
p
k20 
h
C−11 + c
2
1(γ0 + 2)
i
(kfk20 + kfk2−1)
+ C−12 kgk20 ; 81; 2 > 0 ; (10)
where m1 = 0 − 12hjj−11 − (1 + c21)γ0 − 14c212 − 1 C2 and m2 = 12(1 −
1
2
2h
) . Since the numbers 1 and 2 are arbitrary, the constants m1 and
m2 can be made a positive number with a small condition of γ0 and h, or a
large condition of 0. Thus the inequality (6) follows from (9), (10) and the
Poincare inequality. A standard argument shows the unique existence of the
solution. ♠
2 The case with U = 0 on Γ E38
Let [u; p] and [uh; ph] be the solution of (3) and (4) respectively, and let
[u^; p^] 2 Vh  Qh . We also put eu = u − uh , ep = p − ph and e^u = u − u^ ,
e^p = p−p^ . We next obtain an error estimate for the approximate problem (4),
using a large condition on  or a small condition on jrUj1 .
Theorem 3 Let  > 0. Assume that  is large enough or that γ0 is su-
ciently small, then there is a constant K, not depending on h, such that
ku− uhk1 + h=2k(p− ph)pk0 + kp− phk0
 K inf
n
kr(u− u^)k0 + h=2k(p− p^)
p
k0 + h−=2kp− p^k0
o
;
(11)
where the inmum is taken over all u^ 2 Vh and p^ 2 Qh .
Proof: The proof is based on the following equations for the error:
a(eu;v)− b(ep;v) = 0 ; 8v 2 Vh ;
c(ep;  + h
) + b(eu;  + h
) = 0 ; 8 2 Qh : (12)
Taking v = eu − e^u 2 Vh and  = ep − e^p 2 Qh in (12), we have
a(eu; eu)− b(ep; eu) = a(eu; e^u)− b(ep; e^u) ;
c(ep; ep + h
ep;) + b(eu; ep + h
ep;)
= c(ep; e^p + h
e^p;) + b(eu; e^p + h
e^p;) : (13)
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Using (5) and (12)a we have kepk0  c1kreuk0 , and computing (13) we have
0kreuk20 + hkep;
p
k20 −
1
2
jdiv (U)j1keuk20
+ c(ep; ep) + b(eu; h
ep;)
 C

kreuk0kre^uk0 + kreuk0ke^uk0 + kepk0kdiv e^uk0

+ kep;
p
k0ke^p
p
k0 + hkep;
p
k0ke^p;
p
k0
+ kdiv euk0

ke^pk0 + jj−
1
21 hke^p;
p
k0

(by Poincare inequality)
 Ckreuk0

kre^uk0 + hke^p;
p
k0 + ke^pk0

+ h=2kep;
p
k0

h−=2ke^p
p
k0 + h=2ke^p;
p
k0

 C

kreuk0 + h=2kep;
p
k0


kre^uk0 + h=2ke^p;
p
k0 + h−=2ke^pk0

; (14)
where C = C( C; jj−1=21 ) . We also have
c(ep; ep) + b(eu; h
ep;)
 −γ0kepk20 −
h
2

jj−11 kdiv euk20 + kep;
p
k20

 −γ0c21kreuk20 −
h
2

jj−11 kreuk20 + kep;
p
k20

: (15)
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Using (14) and (15) one easily obtains
k1kreuk20 +
1
2
hkep;
p
k20  C

kreuk0 + h=2kep;
p
k0

 (16)
kre^uk0 + h=2ke^p;
p
k0 + h−=2ke^pk0

where k1 = 0 − (c21 + C2)γ0 − 12hjj−11 . The constant k1 can be made a
positive number by assuming that γ0 and h are small enough or that 0 is
large enough. Again rescaling the constants k1 and
1
2
h in (16) and using
(a + b)2  2(a2 + b2) we obtain
kreuk0 + h=2kep;
p
k0  C

kre^uk0 + h=2ke^p;
p
k0 + h−=2ke^pk0

: (17)
Since u^ 2 Vh and p^ 2 Qh were arbitrarily chosen, and using kepk0 
Ckreuk0 , our inequality (11) easily follows. ♠
We assume the following approximation properties (see [6, 4]):
infv2Vh ku− vk1  Chkkukk+1 ; 8u 2 V \ (Hk+1)2 ;
infq2Qh kp− qk0  Chmkpkm ; 8p 2 Q \Hm : (18)
Using (18) and Theorem 3 gives the following error bounds:
Theorem 4 Let  > 0 be a number. Let [u; p] and [uh; ph] be the solutions
of (3) and (4) respectively. suppose that  is large enough or γ0 is suciently
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small, and that f 2 H l−1  H l−1 , g 2 H l , where l = max fk − 1; mg with
k  1 and m  1, then there is a constant K, not depending on h, such that
ku− uhk1 + kp− phk0  K
h
hk(kfkk−1 + kgkk)
+ hm−=2(kfkm−1 + kgkm)
i
;
k(p− ph)
p
k0  K
h
hk−=2(kfkk−1 + kgkk)
+ hm−(kfkm−1 + kgkm)
i
: (19)
Proof: The proof easily follows from (11), (18) and the regularity result of
the problem (1) (see [3, 14]). ♠
Remark. Consequently our error bound gives an order of accuracy 1− =2
( > 0) greater than that given in [8]. The theory given in this section
may be possibly extended and applied to a bounded domain in Rn. For an
example of the nite element subspaces Vh and Qh, the mini elements may
be considered, i.e. the continuous piecewise linear plus cubic bubble functions
for velocity and the continuous piecewise linear functions for pressure (see
[8]).
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3 Incoming compressible flow
In this section we assume that the rst component of the given vector eld
U = [U; V ] is positive, in other words U  C0 > 0 for a constant C0. So the
ambient flow moves from left to right and an inflow boundary condition is
imposed on the pressure in the (hyperbolic) continuity equation (for details
see [10]). Let n be the unit outward pointing normal vector on the boundary
of the domain Ω. The incoming and outgoing portions of the boundary are
dened by
Γin = fx 2 Γ : U  n < 0g ;
Γout = fx 2 Γ : U  n  0g :
The equations to be considered become
8>>><
>>>:
−u− rdiv u + (U  r)u +rp = f in Ω ;
divu + U  rp = −1g in Ω ;
u = 0 on Γ ;
p = 0 on Γin :
(20)
For the existence and regularity of the solution [u; p] of (20) see [10, Theo-
rem 2.1].
The Banach spaces to be considered here are V = H10 (Ω)H10 (Ω) , M =
L2(Ω) and Q = f 2 M : kkQ < 1; jΓin = 0g .
We note that a convergence analysis is not known for the correspond-
ing approximate problem of the problem (20), i.e. nd [uh; ph] 2 Vh  Qh
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satisfying
a(uh;v)− b(v; ph) = hf ;vi ; 8v 2 Vh ;
c(ph; ) + b(uh; ) = hg; i ; 8 2 Mh ; (21)
where Vh  V , Qh  Q and Mh  M are the nite dimensional subspaces,
and so we apply to (20) the streamline diusion formulation (4) and can show
a similar convergence result like the ones in (19). On the other hand, it is
shown in [11, 12] that a dierent weak formulation of the continuity equation
for (20) gives a convergence analysis under suitable conditions.
The following inequality (22) is comparable with (5) and can be easily
shown by following the same procedures as those in [10, p.100], in which the
L2 norm of pressure is bounded by the one of the streamline (convective)
derivative, that is,
kk0  C(Ω; C0)kk0 ; ( 2 Q) : (22)
Now choosing nite element subspaces Vh  V and Qh  Q , and using (22),
and applying the same procedures as those in x2 to the equations in (20),
one can easily obtain the same results like Lemma 2, Theorem 3 and 4 under
the similar hypotheses.
As an example of the nite element subspaces, it is assumed that there
is a triangulation Th = fTg , which is a standard nite element subdi-
vision of Ω into nonoverlapping triangles T of diameter hT . Here, h =
max fhT : T 2 Thg . Let P(T ) be the space of linear functions on T . Let
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Vh and Qh be dened by
Vh = fuh 2 V : uh continuous on Ω; uhjT 2 (P(T ))2; 8T 2 Thg ;
Qh = fph 2 Q : ph continuous on Ω; phjT 2 P(T ); 8T 2 Thg : (23)
The nite element spaces in (23) are used in the next examples.
4 Numerical examples
Numerical examples are given for the corresponding discrete problem (4)
of the problem (20), using (22) as nite element subspaces. For the nite
element program used here see [9]. An initial triangulation is started on a
given domain and also curved triangles are used if the boundary is curved, and
then rened triangulations are generated sequentially as the step increases.
The midpoints of those edges having their two end points on the curved
boundary are projected onto the curved boundary. On each triangulation we
solve problem (4) by multiplying the transpose of a nite element matrix to
itself and by applying to the resulting matrix the conjugate gradient method.
Here \nvar" denotes the number of unknowns approximately and \elts"
denotes the number of triangles. The seven point quadrature rule in [13] is
considered. In the examples, if (P ) = P , then d=dP = 1 . If we take
P = 1, then  = 1,  = 1. In our numerical examples the values of  in (4)
are taken to be  = 1 .
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Case 1. As our rst example we use the exact solutions in [10] which de-
scribe the essential property of the problem (20) near the top point
(0; 1) of the unit disk with centre 0. Here the viscous constants were
chosen  = 1 and  = 0, and U = 1, V = 0 were chosen. The functions
to be tested in the nite element program are
u(x; y) = 1− x2 − y2 ;
v(x; y) = 1
2
(1 + y)[(1− y2)3=2 − jxj3] ;
p(x; y) = 3
2
(1 + y)(x− 1)(x +p1− y2) :
(24)
The functions u, v and p obviously satisfy their boundary conditions
and do not have any singularity, but their derivatives py and vyy have
mild singularities near (0; 1) and the behaviour of py is like the one of
vyy there, but pyy =2 Lq(Ω) for 2 < q < 3 . The right hand sides are
f1 = 4 + x(3y + 1)− 3
2
(y + 1)(1−
q
1− y2) ;
f2 = 3jxj(1 + y)− 3
2
(1 + y)xjxj+ 3
2
x(x− 1)
+
3
2
(x + 3y)
q
1− y2 + 3
2
(1− x− y)(y + y2) 1p
1− y2
and g = 2(1− y2) 32 − 1
2
jxj3 + x + 3y(x− 1
2
)− 3
2
:
On next tables the errors in the H1 norm velocity and L2,  norms of
pressure are given, and Table 2 shows that they are converging linearly
in the H1 norm velocity and L2 norm pressure but are not in the 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Table 1: The errors in streamline diusion method
nvar elts ku− uhk1 kp− phk0 k(p− ph)k0
39 16 0.98527 0.15482 1.17492
123 64 0.52861 0.08503 0.70499
435 256 0.27154 0.03591 0.41408
1635 1024 0.13695 0.01403 0.24734
6339 4096 0.06870 0.00567 0.14848
24963 16384 0.03440 0.00237 0.08948
Table 2: The rate of convergence
* ku− uhk1 kp− phk0 k(p− ph)k0
1 1.08419 1.04344 0.88936
2 1.05472 1.36481 0.84253
3 1.03394 1.41961 0.77836
4 1.01819 1.33721 0.75319
5 1.00927 1.27280 0.73896
norm pressure. The reason for this is that we do not have an optimal
error estimate for the method (4).
Case 2. The next tables give numerical numbers for solving the same prob-
lem, using the method of [8] on the unit disk in Case 1. That is, in
the place of the second equation of (4) we use the natural formulation
(divuh; ) + (ph;; ) = hg; i . In the H1 norm velocity and L2 norm
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Table 3: No streamline diusion method
nvar elts ku− uhk1 kp− phk0 k(p− ph)k0
39 16 0.98793 0.44888 1.59449
123 64 0.52678 0.12718 0.91553
435 256 0.27063 0.07656 0.94176
1635 1024 0.13704 0.05253 1.21296
6339 4096 0.06890 0.03566 1.65043
pressure the numbers are rather slowly converging to zero when com-
pared with those in Table 1, but the errors in the  norm pressure are
not converging at all. Note that a convergence analysis for this formu-
lation is not known. On table 4 the exactly same problem was tested,
using the bubble function for velocity. In this case 2 elts is added to
the unknowns \nvar" roughly. It is observed that the numbers obtained
are more accurate than those in Table 3, but still the  norm error for
pressure is not converging.
Case 3. Next, the functions in (23) are considered on Ω = (−1; 1)(−1; 1) ,
and the constants  = 1,  = 0, U = 1, V = 0 were chosen. So the
discrete problem (4) is solved on each given triangulation, using the
streamline diusion method. Note that curved triangles are not used
in the triangulation of Ω. Even though an optimal error estimate for (4)
was not mathematically established, the errors in Table 5, especially
in the  norm, show nearly an O(h) convergence in Table 6, when
comparing to the rates of convergence in Table 2.
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Table 4: No streamline diusion method by bubble functions.
nvar elts ku− uhk1 kp− phk0 k(p− ph)k0
66 16 0.39436 0.36659 0.53128
242 64 0.21602 0.10903 0.32857
930 256 0.11129 0.06201 0.32339
3650 1024 0.05635 0.03789 0.37328
14466 4096 0.02831 0.02071 0.40301
Table 5: The errors in the rectangle domain
nvar elts ku− uhk1 kp− phk0 k(p− ph)k0
70 32 1.22393 0.75447 1.33933
234 128 0.66891 0.31704 0.75439
850 512 0.35458 0.14181 0.40848
3234 2048 0.18502 0.06782 0.21646
12610 8192 0.09572 0.03345 0.11348
49794 32768 0.04919 0.01585 0.05916
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Table 6: The rate of convergence
* ku− uhk1 kp− phk0 k(p− ph)k0
1 1.00126 1.43681 0.95128
2 0.98412 1.24743 0.95117
3 0.97358 1.10404 0.95048
4 0.96862 1.03883 0.94914
5 0.96947 1.08764 0.94856
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