Abstract. An explicit representation formula for all positive ancient solutions of the heat equation in the Euclidean case is found. In the Riemannian case with nonnegative Ricci curvature, a similar but less explicit formula is also found. Here it is proven that any positive ancient solution is the standard Laplace transform of positive solutions of the family of elliptic operator ∆ − s with s > 0. Further relaxation of the curvature assumption is also possible. It is also shown that the linear space of ancient solutions of polynomial growth has finite dimension and these solutions are polynomials in time.
Introduction
The study of global solutions of a differential equation is a classical mathematical topic. For example, the Liouville theorem in R n states that bounded harmonic functions or positive harmonic functions are constant. For evolution equations such as the heat equation, the corresponding notion of global solutions are ancient solutions i.e. solutions whose existence time is at least (−∞, 0). Understanding of ancient solutions is also useful for singularity analysis for nonlinear evolution equations. A Liouville type theorem for the heat equation, different from the one for harmonic functions, is proven in [30] . In the case of Riemannian manifolds with nonnegative Ricci curvature, it states that a nonnegative ancient solution to the heat equation whose growth rate is slower than e Cd(x)+C √ |t| is a constant. Here d(x) is the distance from x to a reference point. Contrary to intuition, the condition is qualitatively sharp since u = e x+t is a nonconstant ancient solution in R × (−∞, 0]. So a basic question arises:
What are all positive ancient solutions to the heat equation? This is a part of a wider question of finding representation formulas for solutions of parabolic equations, which has had a long history, starting from Widder type uniqueness result for positive solutions. More recently, in the interesting paper [24] , p178 and also section 6, Murata also raised the open problem to determine all positive solutions to the standard second order parabolic equations on D × I where D is a noncompact domain in a Riemannian manifold and I is a time interval. He treated many cases of domain D such that I has a left end or I = R − ( section 6) and obtained implicit representation formula. The main task seems to be to identify the parabolic Martin boundary at infinity. The main assumption is that the leading elliptic operator in the parabolic equation satisfies the intrinsic ultra-contractivity property (IU), which amounts to the operator having discrete spectrum. This left open the fundamental cases that D is a typical noncompact manifold including R n . By showing positive ancient solutions are completely monotone in negative time varibale, Theorem 1.1 below gives a new representation formula for the most basic case of the problem for the heat equation, i.e. when D is R n and I is the left half line or the whole line. Next we extend this result to the case of manifolds with nonnegative Ricci curvature and beyond. But the result is somewhat less explicit. See Theorem 2.1 and Remark 2.1 below. The result seems overdue, for an equation as useful and ubiquitous as the heat equation. We should point out that in 1963, Widder [33] obtained a Cauchy type representation formula for all nonnegative ancient solutions of the heat equation in R n × (−∞, 0]. For example, if u is a positive ancient solutions of the heat equation in R n × (−∞, 0], then
for a nonnegative Borel measure. His method is to invert his own representation formula for the Cauchy problem by the Appell transform. This method does seem to work on manifolds.
In the papers [15] and [27] , Koranyi-Taylor and Pinchover used an interesting argument via the Harnack inequality to describe minimum positive solutions for the heat equation on homogeneous manifolds, and for parabolic equations in R n with periodic coefficients. Indeed, the Harnack inequality implies that the set of these positive solutions (after normalizing the value at a given point in the space-time forms a noncompact, well capped convex set with compact caps in a Fréchet space. Then Choquet's theorem leads to a representation in terms of an integral on the subset of extreme points (minimal solutions). In fact, in [17] Section 7, Lin and Pinchover extended this method to manifold case under a group action condition, and a class of uniformly parabolic operators L − d/dt. They proved that the minimal positive solutions is of the the form e st h(s, x) where h(s, x) is a minimal positive solution of the elliptic equation.
See also an earlier result by Murata [25] in the Euclidean setting.
In contrast, Theorem 1.1 and Theorem 2.1 below show, for manifolds with nonnegative Ricci curvature, the following explicit formula holds: positive ancient solutions of the heat equation is the Laplace transform, under a Borel measure on R + , of a family of positive solutions of elliptic equations. Namely, they are of the form
where h(s, x) is a positive solution of the elliptic equation ∆h(s, x) − sh(s, x) = 0, and ρ is a Borel measure. For the proof, we make use of a new observation that ancient positive solutions are Bernstein's completely monotone functions for the negative time variable. Also the parabolic Martin boundary is identified as a family of Martin boundaries of the elliptic equations ∆u − su = 0 with s > 0. Using the methods in the papers of Pinchover [27] , Avellaneda and Lin [2] , and Lin and Pinchover [17] , one should be able to make the formula more explicit; and can generalize the main results of the present paper to the case when the Laplacian is replaced by elliptic equations with periodic or more general coefficients. See further discussion on generalization at the end of Section 2.
Next we turn to ancient solutions which may change sign. It is proven in [30] that sublinear ancient solutions are constants. So the next step is to consider ancient solutions of polynomial growth. We will prove the finiteness of the dimension of the space of ancient solutions of polynomial growth on some Riemannian manifolds, including those with nonnegative Ricci curvature. The corresponding property for harmonic functions have been established by Colding and Minicozzi [5] , proving a conjecture by S.T. Yau. See also a different proof by P. Li [16] and other related works [6] , [7] , [20] , [13] and [14] .
In order to state the result, let us introduce first some notations. We use M to denote a n dimensional, complete, noncompact Riemannian manifold. The basic assumptions are:
A. volume doubling property: there exists a positive constant d 0 such that
for all x ∈ M and r > 0. B. Mean value inequality for the heat equation. Let u be a solution of the heat equation ∆u − ∂ t u = 0 in M × R − . Then for a positive constant m 0 and any r > 0,
It is known that both property hold if the Ricci curvature is nonnegative. See [16] e.g.
We use H q (M × R − ) to denote the space of ancient solutions of the heat equation with growth rate at most q ≥ 1. i.e.
Here x 0 is a reference point on M and c 0 is any positive constant. Here and henceforth 
It is well known that if M is a complete, n dimensional, noncompact Riemannian manifold with nonnegative Ricci curvature, then the assumptions in the theorem hold. In the Euclidean case, it is easy to show that harmonic functions of polynomial growth are polynomials. Likewise it is known for long time that ancient solutions of polynomial growth are polynomials. See [26] and [8] e.g. A proof can be done by considering the spatial derivatives of the solution, which are also solutions. Then the parabolic mean value inequality can be applied to reach the conclusion. To our knowledge, the above theorem is the first such result for manifold case.
We will prove Theorem 1.1 in section 2, using Li-Yau's gradient estimate and Bernstein's theorem on completely monotone functions. Theorem 1.2 will be proven in Section 3 using an argument adapted from the case for harmonic functions in [16] , [10] and some new input about time derivatives of solutions.
Positive ancient solutions
Proof of Theorem 1.1. At the first glance, one may use the Laplace transform on the heat equation to reduce the problem to time independent case. However there is extra boundary term which will complicate the situation. Instead we will first show that ancient positive solutions are completely monotone in time.
Let u be a nonnegative ancient solution of the heat equation. Fix (x, t) ∈ R n × R − . By the local Li-Yau gradient bound [21] applied on the parabolic cube
Note that the coefficient 1 2 in the first term can be replaced by any positive constant strictly less than 1. Hence
Since u is ancient solution, we can let R, T going to infinity to deduce
Now that u t is also an ancient nonnegative solution, we can repeat the above argument to show u tt ≥ 0 and
is Bernstein's completely monotone function since
where ν(·, x) is a nonnegative Borel measure on [0, ∞). Since we also have to deal with the variable x, it is helpful to modify the above formula so that the measure ν can be replaced by a function. First we rewrite (2.3) as
where a(x) = f x (0) = u(x, 0). Then using Fubini theorem we compute
Then h(x, ·) is a right continuous, non-decreasing function and after renaming the variable λ by s, we deduce
Fixing x, this shows (2.6)
Recall that u = u(·, ·), as a nonnegative ancient solution is nondecreasing in time and smooth. Hence, for x in a compact set, the function
and derivatives are uniformly bounded for t ∈ [0, ∞), i.e. for each nonnegative integer k, l and a compact set D ⊂ R n , there is a positive constant C k,l,D such that
is completely monotone, according to Proposition 3.5 in [31] , the functions (in the t variable) in (2.6) can be extended to the right complex plan. Therefore, the inverse Laplace transform gives us
This shows that h is a measurable function in x and t.
Let φ ≡ φ(x) be a smooth, compactly supported test function on R n . Then
This and (2.3) imply:
We mention that above integrals are convergent since ν(x, ·) is a nonnegative measure such that ∞ 0 dν(x, s) = u(x, 0) which is finite for each x. Therefore (2.9)
for all t > 0. Formally speaking this shows, by the uniqueness of the Laplace transform on measures, that in the distribution sense, we have (2.10) (∆ − s)ν(x, s) = 0.
By [11] , see also [12] and [4] , there exists a nonnegative Borel measure µ = µ(ξ, s) on the sphere S n−1 such that
Substituting this to (2.3) we find that
Here ρ is Borel measure on the positive real line. Thus, for t < 0,
which proves the theorem. The detail of this argument is presented in the Addendum.
Next we discuss the case where R n is replaced by a noncompact Riemannian manifold with nonnegative Ricci curvature. In this general case, the Li-Yau bound (2.1) still holds. Therefore (2.10) is still valid and the proof is identical. Hence
So the problem of classifying ancient positive solutions is converted to classifying positive solution of the above elliptic equation. This has been dealt with, at least in the Euclidean case by M. Murata [22] who generalized Martin's [Ma] result for harmonic functions to solutions of (2.12). In fact he worked on equations which includes (2.12) as a special case. See also the paper [32] where Martin's result is generalized to the case of second order elliptic operators on manifolds, which may not be symmetric. If one does not insist on knowing the explicit form of the Martin boundary, then the following result (Proposition 2.1 below) for equation (2.12) follows from Martin's original method without much extra effort. First let us introduce some terminologies. Let Γ s = Γ s (x, y) be the minimum Green's function of the operator ∆ − s. A positive solution u is called minimum if the following holds: if v is another solution such that 0 ≤ v(x) ≤ u(x) then v(x) = cu(x) for a constant c. Define, for a fixed x 0 ∈ M and points x, y ∈ M:
Let {y j } be a sequence in M, which does not have an accumulation point. It is called a fundamental sequence if the function series {P s (·, y j )}, converges, in C ∞ loc topology, to a positive solution of (2.12). Two fundamental sequences {y j } and {y ′ j } are called equivalent if lim
The symbol Σ will denote the set of equivalent classes of all fundamental sequences. Given
where {y j } is a fundamental sequence representing w. For z, z ′ ∈ M∪Σ, a Martin distance is defined by Under some natural conditions on the manifold M in terms of the Green's function, one can prove that the Martin boundaries for different parameters s are equivalent. See p180 [24] . Also it would be interesting if one can identify certain conditions on M to yield a more explicit formula for the minimal functions P s (x, z). It is well known that when the sectional curvatures are bounded between two negative constants, Anderson and Schoen [3] and Ancona [1] , have worked out interesting extensions of Martin's theorem for harmonic functions. When the Ricci curvature is nonnegative, the corresponding theorem for harmonic functions is trivial since they are constants due to Liouville theorem. In instead of harmonic functions, the correct functions to study seem to be solutions of ∆h − sh = 0, s > 0. Indeed, the set of all positive entire solutions , which are normalized to be 1 at a reference point in a complete Riemannian manifold, to such an elliptic equation is convex and compact. The compactness follows from the Moser's Harnack inequality. Thus a general representation of points (solutions) in such a compact convex in terms of an integral with a Radon measure defined on the subset of extreme points for this convex set.The latter is the statement of the classical Choquet's theorem. It is interesting however, we identified these extreme sets by its corresponding Martin boundaries. Result about these positive solutions lead to understanding of ancient solutions as we have shown. [25] , [17] and [27] , suppose a uniformly restricted Harnack inequality [9] and [29] . As one application, with a little more work, the elliptic results [3] and [1] can be extended to the parabolic case as in Theorem 2.1 with a more explicit Martin boundary Σ s . As pointed out by the referee, the same techniques also apply to nonnegative solutions of parabolic equations of the form ∂ t u+Lu−λ 0 u = 0, where L is a time independent elliptic operator and λ 0 is its generalized principal eigenvalue; in addition, uniqueness of nonnegative solutions of the Cauchy problem can also be derived.
14) holds if the Ricci curvature is bounded from below by a negative constant and many relaxation of this using Poincaré, Sobolev inequalities and volume doubling condition exist

Ancient solutions of polynomial growth
In this section we will prove Theorem 1.2. First we need some notations and two lemmas.
Let (x, t), (y, s) ∈ M × (−∞, 0). One defines the parabolic distance
It is easy to check that the triangle inequality holds and this is indeed a distance function. Given (x, t), ∈ M × (−∞, 0) and r > 0, we will work with the truncated paraboloid
By the doubling assumption A with doubling constant d 0 , it is well known that for η = log 2 d 0 , and r 2 > r 1 , Proof. For one fixed (x, t) ∈ P R (x 0 , t 0 ), one can find
], the following inequality holds
where
the following holds
Under our condition on the manifold, the L 2 mean value inequality holds for solutions of the heat equation on the standard parabolic cubes of size r > 0:
i.e.
Observe that the volume of P r (x, t) and Q r (x, t) are comparable:
Indeed,
where the volume doubling property has been used. Therefore, (3.4) implies, for all r > 0,
Here the constant C may have changed.
The above calculation also implies a volume comparison result for the paraboloid P r (x, t). For r 2 > r 1 > 0, we have
In (3.6), taking r 2 = 2R and
we deduce
Here we have used the volume doubling property to shift the vertex of the paraboloid. Substituting the above inequality into (3.5), we find that
Here we just used the relation (3.3).
Next we integrate the last inequality on P R (x 0 , t 0 ) to deduce (3.7)
To finish the proof of the lemma, we compute the first integral on the right hand side of the above inequality.
Writing A(x) = R − d(x, x 0 ) and making the change of variables s = √ t, dt = 2sds, we deduce
Substituting this to (3.7), we get
The next Lemma is a parabolic version of Lemma 3.4 in [10] . We present a proof for completeness.
is an inner product on K.
Proof.
be any basis of K. Suppose the lemma is not true. Then there exists a sequence R j → ∞ and
Let us assume without loss of generality that Σ k i=1 (a i j ) 2 = 1 for each j. Since the unit sphere S k−1 ⊂ R k is compact, we can find a subsequence of {a i j } ∞ j=1 , identically denoted, such that a
is a basis. Hence v is not identically 0. However, for any fixed R > 0, we have
Hence v ≡ 0 on M × R − . This is a contraction. Using the techniques in [18] and [28] , together with a new argument, one can strengthen the Lemma to show that (3.8) is an inner product for any R > 0. To avoid interrupting the flow of the proof of the main results, we will do it in Proposition 3.1 at the end of the paper. Now we can prove the Theorem 1.2, part (a). Let K be a finite dimensional subspace of H q (M × R − ) and {u i } k i=1 be an orthonormal basis of K with respect to the inner product
Here (x 0 , t 0 ) ∈ M × R − and β > 1 is to be chosen later. We claim that given any δ > 0, R 0 ≥ 1, there exists R > R 0 such that
In order to prove the claim, let us introduce some notations. Denote by tr R ′ A R (respectively det R ′ A R ), the trace (respectively determinant) of the inner product A R with respect to A R ′ . Thus tr R ′ A R (respectively det R ′ A R ) is the trace (determinant) of the matrix
is an orthonormal basis of K with respect to the inner product A R ′ . Suppose the claim is not true. Then, given δ > 0 and β > 1, there exists (x 0 , t 0 ) ∈ M × R − , R 0 ≥ 1 such that the following holds for all R ≥ R 0 :
is an orthonormal basis of K with respect to the inner product A βR . Then
This shows, since
Iterating this for R, βR, ..., β j R, we deduce
By the growth assumption on u i and the volume bound on the paraboloid, it is easy to see that
The last two inequalities contradict each other when j is sufficiently large. This shows the claim ((3.9)) is true. In Lemma 3.1 we take β to be 1 + ǫ; then from (3.9) and we find that
Taking ǫ = 1/q and letting δ → 0, we deduce
This proves part (a) of the theorem. Next we prove part (b). Since the mean value inequality holds (Assumption B), from the work of Grigoryan [9] , (see also Li-Wang [19] ) and the volume doubling inequality, we know that the heat kernel has a global Gaussian upper bound
for all x, y ∈ M and t > 0. Using this upper bound, we observe that an ancient solution of polynomial growth is also an eternal solution, namely the time of existence is (−∞, ∞). One can just use u(x, 0) as the initial value to solve the heat equation. Since u(x, 0) has a polynomial bound and the heat kernel has exponential decay on space (3.10), the solution exists on [0, ∞). It easy to see, via integration by parts with test functions, that this forward solution and the ancient solution together form a smooth eternal solution by checking that at t = 0 the solution is smooth. We also denote this eternal solution by u = u(x, t). The rest of the proof is divided into 3 steps.
Step 1. We show that the forward solution also has the polynomial bound, i.e, for a positive constant c 0 ,
Since |u(x, 0)| ≤ c 0 (d(x, x 0 ) + 1) q by assumption, for t ≥ 0 and x ∈ M, we have
Here G is the heat kernel and in the last step the inequality G(x, t, y)dy ≤ 1 is used. By (3.10),
In the above have just used the volume doubling condition. This proves (3.11) , where the constant c 0 may have changed.
Step 2. We show that the k − th time derivative of u is 0 for k > q/2.
Fix a point (x 1 , t 1 ) ∈ M × R and R > 0, let Q 0 R be the full parabolic cube
Denote by ψ a standard smooth cut off function supported in Q 0 2R such that ψ = 1 in Q 0 3R/2 and |∇φ| 2 + |∂ t ψ| ≤ C/R 2 . Since u is a smooth solution to the heat equation, we compute
This and the standard Cacciopoli inequality (energy estimate) show that (3.12)
Here C 0 is a universal constant. Since u t is also an eternal solution, we can replace u in (3.12) by u t to deduce
By induction, we deduce (3.13)
Applying the mean value inequality (A) on ∂ k t u, which is also a solution to the heat equation, we find, using (3.13) , that
Using the volume doubling property, we arrive at
Letting R → ∞ and using k > q/2, we see that ∂ k t u(x 1 , t 1 ) = 0. This completes step 2.
Step 3. From Step 2, we know that
Substituting this to the heat equation, we deduce
This implies
So finally we deduce (3.14)
with ∆u i (x) = (i + 1)u i+1 , i = 0, ..., k − 2. This completes the proof of the theorem.
Remark. If q/2 is an integer, then k − 1 = q/2. Fixing x ∈ M and t = 0 and dividing both sides of (3.14) by |t| q/2 , we get
Letting t → −∞, from the assumed bound on u, we see that u k−1 is bounded. In case M has nonnegative Ricci curvature, Yau's Liouville theorem implies u k−1 is a constant. Finally, we show that some techniques from the proof of the theorems can be used to prove certain backward uniqueness result for ancient solutions and improve Lemma 3.2. 
We comment that this result does not follow from the unique continuation result for bounded solutions in [28] p530 Remark. One reason is that we do not have the Hamilton's matrix Harnack inequality for the heat equation, which requires nonnegative sectional curvature and parallel Ricci curvature. The other is that our solution can be unbounded.
Proof. (a)
. The proof follows from that of Theorem 1.2 part (b). Indeed, since u(x, 0) = 0, we can extend u to be an eternal solution by assigning 0 value for positive time. Then the bound (1.3) holds for all space time automatically, without using heat kernel bound. Following Step 2 in the proof of Theorem 1.2 part (b), which uses only the mean value and volume doubling properties, we find that . We prove by contradiction. Suppose for some R > 0, (3.15) is not an inner product. Then there is an ancient solution u of polynomial growth such that
but u = 0. By [18] , one knows that u(·, t) = 0 for all t ∈ [t 0 − R 2 0 , t 0 ]. We remark the result and method in [18] is a local one, which works for the manifold case. Now part (a) of the proposition implies u ≡ 0, which is a contradiction. Hence h is locally bounded. Since h(x, t) is a measurable function of x for each t, we may treat ν as a measure in R n × [0, ∞) in the following manner: for E ⊆ R n and t ≥ 0:
Note that ν(K × [0, ∞)) = K u(x, 0)dx < ∞ for all compact K ⊂ R n , so ν is locally finite. The left hand side of (4.1) is the Laplace transform of the signed measure η φ on [0, ∞) given by: Here ν x is defined in (4.2). Integrating by parts yields: Again, the last line is the Laplace transform of a signed measure, which we now know must be identically zero. So for ν 0 -almost every s ∈ [0, ∞), we have that:
This holds for all φ ∈ C ∞ c , so
(s) is smooth and satisfies:
Thus, as pointed out in Section 2, by [11] , see also [12] and [4] , there is a Borel measure µ s on S n−1 so that: dν x dν 0 (s) = This completes the proof of Theorem 1.1 after renaming the measure ν 0 as ρ. We remark that alternatively, one can show that the gradient of the solution u = u(x, t) converges to 0 as t → ∞. Then using this fact on the inverse Laplace transform (2.8) one can prove that h(·, t) is a smooth function in x variable and proceed to reach the same conclusion.
