The anti-forcing number of a perfect matching M of a graph G is the minimal number of edges not in M whose removal to make M as a unique perfect matching of the resulting graph. The set of anti-forcing numbers of all perfect matchings of G is the anti-forcing spectrum of G. In this paper, we characterize the plane elementary bipartite graph whose minimum anti-forcing number is one. We show that the maximum anti-forcing number of a graph is at most its cyclomatic number. In particular, we characterize the graphs with the maximum anti-forcing number achieving the upper bound, such extremal graphs are a class of plane bipartite graphs. Finally, we determine the anti-forcing spectrum of an even polygonal chain in linear time.
Introduction
We only consider finite and simple graphs. Let G be a graph with vertex set V (G) and edge set E(G). A perfect matching or 1-factor of G is a set of disjoint edges which covers all vertices of G. A perfect matching of a graph coincides with a Kekulé structure in organic chemistry and a dimer in statistic physics.
The concept of "forcing" has been used in many research fields in graph theory and combinatorics [3, 16] . It appeared first in a perfect matching M of a graph G due to or intersect only at edges in M. Let c ′ (M) denote the cardinality of a maximum compatible M-alternating set of G. By Theorem 1.1, we have af (G, M) ≥ c ′ (M). For plane bipartite graphs, the equality holds.
Theorem 1.2 [12] . Let G be a plane bipartite graph with a perfect matching M. Then af (G, M) = c ′ (M).
Throughout this paper all the bipartite graphs are given a proper black and white coloring: any two adjacent vertices receive different colors. An edge of a graph G is allowed if it belongs to a perfect matching of G and forbidden otherwise. G is said to be elementary if all its allowed edges form a connected subgraph of G. It is well-known that a connected bipartite graph is elementary if and only if each edge is allowed [14] .
An elementary bipartite graph has the so-called "bipartite ear decomposition". Let x be an edge. Join the end vertices of x by a path P 1 of odd length (the so-called "first ear"). We proceed inductively to build a sequence of bipartite graphs as follows: If G r−1 = x+P 1 +P 2 +· · ·+P r−1 has already been constructed, add the r-th ear P r (a path of odd length) by joining any two vertices in different colors of G r−1 such that P r has no other vertices in common with G r−1 . The decomposition G r = x + P 1 + P 2 + · · · + P r will be called a bipartite ear decomposition of G r . Theorem 1.3 [15] . A bipartite graph is elementary if and only if it has a bipartite ear decomposition.
A bipartite ear decomposition G = x + P 1 + P 2 + · · · + P r can be represented by a sequence of graphs (G 0 , G 1 , . . . , G r (= G)), where G 0 = x and G i = G i−1 + P i for 1 ≤ i ≤ r. We can see that the number of ears equals |E(G)| − |V (G)| + 1, i.e., the cyclomatic number of G, denoted by r(G).
A bipartite ear decomposition (G 1 (= x + P 1 ), . . . , G r (= G)) of a plane elementary bipartite graph G is called a reducible face decomposition if G 1 is the boundary of an interior face of G and the i-th ear P i lies in the exterior of G i−1 such that P i and the part of the periphery of G i−1 bound an interior face of G for all 2 ≤ i ≤ r. Theorem 1.4 [27] . Let G be a plane bipartite graph other than K 2 . Then G is elementary if and only if G has a reducible face decomposition starting with the boundary of any interior face of G.
In the next section, we characterize the plane elementary bipartite graphs with anti-forcing edges by using reducible face decomposition. In section 3, we show that the maximum anti-forcing number of a connected graph with a perfect matching is at most its cyclomatic number. In particular we characterize the graphs with the maximum anti-forcing number achieving this cyclomatic number in terms of bipartite ear decomposition. We shall see that such extremal graphs are a special type of plane bipartite graphs, and have a unique perfect matching whose anti-forcing number is maximum. In Section 4, we show that an even polygonal chain including benzenoid chain has the continuous anti-forcing spectrum. So we can determine the anti-forcing spectrum by designing linear algorithms to compute the minimum and maximum antiforcing numbers of an even polygonal chain.
Anti-forcing edge
The Z-transformation graph Z(G) of a plane bipartite graph G is defined as the graph whose vertices represent the perfect matchings of G where two vertices are adjacent if and only if the symmetric difference of the corresponding two perfect matchings just forms the boundary of an interior face of G. A face of G is said to be resonance if its boundary is an M-alternating cycle with respect to a perfect matching M of G. By using reducible face decomposition, Zhang and Zhang [27] described those plane elementary bipartite graphs whose Z-transformation graphs have a vertex of degree one and characterized the plane elementary bipartite graphs with a forcing edge.
Theorem 2.1 [27] . A plane elementary bipartite graph G has a forcing edge if and only if G has a perfect matching M such that G has exactly two M-resonance faces (the exterior face is allowed) and their boundaries are intersecting. Further each common edge in M on the two M-resonance faces is a forcing edge of G.
In the following, we characterize plane elementary bipartite graphs with an antiforcing edge. The following lemma is useful. Lemma 2.2 [14] . Let G be a bipartite graph with a unique perfect matching. Then G must contain at least one vertex of degree 1 in each color class.
By Theorem 1.1, the following result is immediate. Lemma 2.3 . Let G be a graph with a perfect matching M. Then e ∈ E(G) \ M is an anti-forcing edge if and only if each M-alternating cycle passes through e. Theorem 2.4 . A plane elementary bipartite graph G has an anti-forcing edge if and only if G has a perfect matching M such that G has exactly two M-resonance faces whose boundaries have a common path with length at least 3.
Proof. Let e = uv be an anti-forcing edge of G. Then G − e has a unique perfect matching M (we may say M is anti-forced by e). By Lemma 2.2, G − e has at least two vertices of degree 1. Since G is 2-connected, only u and v are of degree 1 in G − e. Let f (resp. g) be the edge which is incident to u (resp. v) in G − e. Then f ∈ M (resp. g ∈ M) is a forcing edge of G. By Theorem 2.1, G has exactly two M-resonant faces and their boundaries s 1 and s 2 are intersecting. By Lemma 2.3, s 1 and s 2 both pass through e. Since u and v both are of degree 2 in G, three edges f, e and g form a path with length at least 3 lying on both s 1 and s 2 .
Conversely, suppose for a perfect matching M of G there are exactly two Mresonance faces of G whose boundaries have a common path P with length at least 3 Then P has a pair of adjacent edges e and f such that e / ∈ M and f ∈ M. By Theorem 2.1, f is a forcing edge of G. Note that a perfect matching M of G − e contains f . Hence M is a unique perfect matching of G − e, and thus e is an anti-forcing edge of G.
From Theorem 2.4 a plane elementary bipartite graph with an anti-forcing edge can be given an ear construction. For example, see Fig. 1 . According to Theorems 2.1 and 2.4, we have the following corollary.
Corollary 2.5 . Let G be a plane elementary bipartite graph with an anti-forcing edge. Then G must have a forcing edge. 3 Maximum anti-forcing number Theorem 3.1 . Let G be a connected graph with a perfect matching. Then Af (G) ≤ r(G). Further, if G is nonbipartite, then Af (G) < r(G).
Proof. Let M be any perfect matching of G. If G has a cycle C 1 , then there is an edge e 1 ∈ E(C 1 ) \ M such that G − e 1 is connected and M is a perfect matching of G − e 1 . If G − e 1 also contains a cycle C 2 , then we can delete an edge e 2 ∈ E(C 2 ) \ M from G − e 1 such that G − e 1 − e 2 is connected and M is a perfect matching of G − e 1 − e 2 . Repeating this procedure, finally we can obtain a spanning tree T of G such that M is a unique perfect matching of T . So E(G) \ E(T ) is an anti-forcing set of M in G, and
Since tree T is a bipartite graph, its vertex set can be partitioned into two partite sets X and Y . If G is nonbipartite, then there must be an edge e of E(G) \ E(T ) such that both ends of e are in X or Y . Therefore, T + e contains a unique cycle, which is odd. So T + e has no M-alternating cycles. That is, M is still a unique perfect matching of T + e. Hence M is anti-forced by E(G) \ E(T + e), and af (G, M) ≤ |E(G) \ E(T + e)| < r(G), which implies that Af (G) < r(G).
In the following we characterize graphs G with Af (G) = r(G). By Theorem 3.1, we only need to consider bipartite graphs. Let G be a bipartite graph with a perfect matching. An edge of G is said to be fixed single (resp. double) if it belongs to no (resp. all) perfect matchings of G. An edge of G is fixed if it is either fixed double edge or fixed single edge. 
Lemma 3.3 . Let G be a bipartite graph with a perfect matching. Then Af (G) = r(G) if and only if each fixed edge of G is a cut-edge and for each normal component of G the maximum anti-forcing numbers is equal to its cyclomatic number.
Proof. If G has no normal components, then Af (G) = 0. In this case Af (G) = r(G) if and only if G is a forest. Adapting the notations in Lemma 3.2, we assume that k ≥ 1.
The latter holds if and only if each fixed edge of G is a cut edge.
From Lemma 3.3 we need to consider elementary bipartite graphs.
Lemma 3.4 . Let G be an elementary bipartite graph other than K 2 . Then Af (G) = r(G) if and only if G has a perfect matching M and a bipartite ear decomposition Proof. Sufficiency:
Necessity: Let M be a perfect matching of G with af (G, M) = r. From the proof of Theorem 3.1, G has a spanning tree T such that M is a unique perfect matching of T . Let S = {e 1 , e 2 , . . . , e r } := E(G) \ E(T ), and C i the unique cycle in T + e i for i = 1, 2, . . . , r. Let A = {C 1 , C 2 , . . . , C r }. Then A is a system of fundamental cycles of G relative to T , which is a base of the cycle space of G.
Claim 1.
A is a compatible M-alternating set.
Proof. We have that each C i is M-alternating. Otherwise, there is a cycle C j (1 ≤ j ≤ r) which is not M-alternating. So M is the unique perfect matching of T + e j , and S \ {e j } is an anti-forcing set of M. It implies that af (G, M) ≤ |S \ {e j }| = r − 1, a contradiction.
To the contrary, suppose C i , C j ∈ A are incompatible. Then there exists an edge e ∈ (E(C i ) ∩ E(C j )) \ M. It follows that T + e i + e j − e contains exactly one cycle and this cycle is not M-alternating. So M is a unique perfect matching of graph T + e i + e j − e. Hence (S \ {e i , e j }) ∪ {e} can be an anti-forcing set of M in G, and
Proof. For any edge e ∈ E(G) \ M, G − e is connected since G is 2-connected. Suppose e does not appear in any cycle of A. Then A also is a compatible M-alternating set of G − e. By Theorems 1.1 and 3.1, we have r = |A| ≤ Af (G − e) ≤ r(G − e) = r − 1, a contradiction. For an edge f ∈ M, any adjacent edge of f is not in M and appears in an M-alternating cycle of A, so f appears in such a cycle. Proof. If two cycles C i and C j in A have more than one common edges in M, then such common edges belong to M and are thus disjoint. So C i ∪ C j ⊆ T + e i + e j and has the cyclomatic number at least three, contradicting r(T + e i + e j ) = 2.
An edge of M is called a shared edge if it belongs to at least two cycles of A. Since G is connected, each cycle of A has at least one shared edge.
Claim 4.
A has a cycle that has exactly one shared edge.
Proof. Suppose to the contrary that each cycle of A has at least two common edges. Then A has a cyclic sequence of cycles C i 1 , C i 2 , . . . , C is , s ≥ 3, such that just all pairs of consecutive C i j and C i j+1 have one common edge for 1 ≤ j ≤ s. This implies r(∪ s j=1 C i j ) = s + 1, contradicting that r(T + e i 1 + e i 2 + · · · + e is ) = s.
We now prove the necessity by induction on r. For the case r = 1, G is an even cycle, so the result is trivial. Suppose now that r ≥ 2.
By Claim 4 let C r be a cycle of A that has exactly one shared edge u r v r . Then the vertices of C r except u r and v r are of degree 2. Let P r := C r − u r v r , and G r−1 the graph obtained from G by deleting the inner vertices of the path P r . Then M r−1 = M ∩ E(G r−1 ) is a perfect matching of G r−1 , and u r v r ∈ M r−1 . Note that G r−1 = r−1 i=1 C i is an elementary bipartite graph with r(G r−1 ) = r − 1 ≥ 1, and A \ {C r } is a compatible M r−1 -alternating set of G r−1 . Therefore Af (G r−1 ) = r − 1. By the induction hypothesis, G r−1 has an ear decomposition
, and the two end vertices u i and v i of the i-th ear P i are adjacent in G i−1 , and u i v i ∈ M i−1 . Adding P r to G r−1 we obtain the required ear decomposition (G 0 , G 1 , . . . , G r−1 , G r ) of G.
From Lemma 3.4 we have that an elementary bipartite graph G with Af (G) = r(G) must be planar. This follows easily from the specific ear decomposition. So from the above lemmas we have the following immediate consequences.
Theorem 3.5 . Let G be a graph G with a perfect matching. Then Af (G) = r(G) if and only if G is a planar bipartite graph and each block is either a fixed edge or a normal component with an ear decomposition as described in Lemma 3.4.
Corollary 3.6 . Let G be an elementary graph with r(G) ≥ 2 and Af (G) = r(G). Then G has a unique perfect matching M such that af (G, M) = r(G).
Proof. By Theorem 3.5 we have that G is a planar elementary bipartite graph. We proceed by induction on r(G). For the case r(G) = 2, by Lemma 3.4, G is the union of two even cycles which have just one common edge e, and e must belong to perfect matching M of G with af (G, M) = r(G). The result holds from that G has a unique perfect matching M containing e.
We now consider the case r := r(G) ≥ 3. Because Af (G) = r(G), for a perfect matching M with af (G, M) = r, by Lemma 3.4 and its proof, G has an ear decompo-
is a perfect matching of G i , and for the two ends u i and v i of the i-th ear
with the above properties. The other corresponding notations are given:
Then by the proof of Lemma 3.4
. Hence P r is passed through by a cycle of A ′ . Since G is simple, P r is a path with at least 3 edges. So P r has an edge not in M ′ . This implies that just one cycle of A ′ can pass through P r , say C
Proof. To the contrary, suppose u r v r / ∈ M ′ . Since P r ⊂ C 
has to pass f and g. So C
have at least two common edges in M ′ , a contradiction. Now suppose both terminal edges of P r belong to M ′ . Then By the claim, C
is a perfect matching of
Fig. 2. An all-kink catahex (left) and a straight chain polyomino (right).
A polyomino (resp. hexagonal system) G is a finite connected subgraph of a hexagonal (resp. square) grid in the plane such that and each edge is contained in a regular square (resp. hexagon) and every interior face is surrounded by a regular square (resp. hexagon). A polyomino graph is a straight chain if it is 2-connected and each vertex is contained in at most two squares. A hexagonal system H is called all-kink catahex if each vertex is contained in at most two hexagons and there is no hexagon such that its intersections with two other hexagons are two parallel edges (see Fig. 2 ).
For a straight chain polyomino (resp. an all-kink catahex) G, we can construct a perfect matching of G such that each square (resp. hexagon) is M-alternating. By Theorems 1.1 and 3.1, we have af (G, M) = Af (G) = r(G). Conversely, suppose that a hexagonal system (resp. polyomino) G has a perfect matching M such that af (G, M) = Af (G) = r(G). By Lemma 3.3 we have that G is elementary since it has no cut edges. Lemma 3.4 implies that G has an M-alternating hexagon (resp. square) which has at most one adjacent hexagon (resp. square) and the common edge belongs to M. So by the inductive way we can confirm the necessities of the following results. 4 Anti-forcing spectra of even polygonal chains
An edge of an even polygonal chain G is called boundary edge if it is on the boundary of G. An edge of G is called shared if it is the common edge of two face cycles. A face cycle of G is called terminal if it has only one shared edge of G. A face cycle s of G is called a kink if it has two shared edges that can be contained simultaneously in a perfect matching of s, that is, the two edges go clockwise along s from white (resp. black) ends to black (resp. white) ends. If all the face cycles of G except for the terminal are kinks, then we say G all-kink. For example, a straight chain polyomino is all-kink. G is called a linear chain if it has no kinks. A subchain of G is called a maximal linear chain if it can not be contained in a linear subchain with more face cycles.
Lemma 4.1 [27] . Let G be a plane elementary bipartite graph with a perfect matching M, C an M-alternating cycle. Then there exists an M-resonant face in the interior of C.
Lemma 4.2 [27] . Let G be a plane elementary bipartite graph. Then Z(G) is connected.
Let G be a plane bipartite graph with a perfect matching M. Given a compatible M-alternating set A, two cycles C 1 and C 2 of A are crossing if they share an edge e in M and the four edges adjacent to e alternate in C 1 and C 2 (i.e., C 1 enters into C 2 from one side and leaves for the other side via e). A is non-crossing if any two cycles in A are not crossing. For hexagonal systems, Lei et al. [12] proved that any compatible M-alternating set can be changed to a non-crossing compatible M-alternating set with the same cardinality. This result can be generalized to plane bipartite graphs in the same way as follows. 
Continuity
In this subsection we show that the anti-forcing spectrum of any even polygonal chain is an integer interval.
Let G be an even polygonal chain with a perfect matching M. For an M-alternating cycle C in G, let f (C) be the number of faces in the interior of C. By Theorem 1.2 and Lemma 4.3, we can choose a maximum non-crossing compatible M-alternating set A such that |A| = af (G, M) and f (A) = C∈A f (C) is as small as possible. By using these notations, we have following lemmas. Proof. Suppose that G has an M-alternating face cycle s / ∈ A. Then there exists a cycle C ∈ A such that C and s are not compatible. That is, C and s have a common edge not in M. So s must be in the interior of C. We claim that (A \ {C}) ∪ {s} is a compatible M-alternating set. Otherwise there is a cycle C ′ ∈ A \ {C} which is not compatible with s. So s is in the interior of C ′ . This implies that C and C ′ are either incompatible or crossing, a contradiction. Since
Suppose A has two non-face cycles C 1 and C 2 such that C 1 is contained in the interior of C 2 . By Lemma 4.1, there exists an M-alternating face cycle s 1 in the interior of C 1 . By the above proof, s 1 ∈ A. Since G is a chain, s and C 1 must have two common edges, which belong to M and also to C 2 . This implies that C 1 and C 2 have a common edge not in M, a contradiction. Hence any two cycles in A are inner disjoint and have at most one common edge in M. 
then (i) s is a kink that is not 4-cycle, (ii)
A M \ {s} contains exactly two cycles C e and C f passing through the two shared edges e and f of s respectively, and (iii)
Proof. By Lemma 4.4, s ∈ A M ∩ A M ′ . There are two cases to be considered. Case 1. s is not a kink of G. Since s is both M and M ′ -alternating, s has at most one shared edge in M. Then there is at most one possible cycle C ∈ A M \ {s} which passes through some edge of s, and A M \ {C} also is a compatible M ′ -alternating set since M and M ′ differ only on s.
Case 2. s is a kink of G. Let e and f be the two shared edges of s.
There is at most one cycle C ∈ A M ′ \ {s} such that s is in the interior
On the other hand, there is at most two possible cycles C e and C f in A M \ {s} that pass e and f respectively. Then A M \ {C e , C f } is a compatible M ′ -alternating set. So
So the first part of the lemma holds. From now on suppose |A M | − |A M ′ | = 2. Then members C e and C f in A M \ {s} must exist and A ′ := A M \{C e , C f } is a maximum compatible M ′ -alternating set. This implies that A ′ has no a cycle containing s in its interior. We have that s is not 4-cycle.
Otherwise, C = (C e ∪ C f )△s is an M ′ -alternating cycle that is compatible with each cycle in A ′ , contradicting that A ′ is maximum. So statements (i) and (ii) hold.
The remaining is to prove that
that C ′ is incompatible with C e or C f with respect to M, say C e . Otherwise A M ′ ∪ {C e , C f } can be a maximum non-crossing compatible M-alternating set with f (A M ′ ∪ {C e , C f }) < f (A M ), a contradiction. Since G is a chain, the interiors of C ′ and C e must have a common region. Let Q ′ be the boundary of the common area. Then Q ′ is an M-alternating cycle. Note that Q ′ is compatible with any M-alternating face cycle, and f (Q ′ ) < f (C e ). By Lemma 4.4, Q ′ is compatible with each cycle of A M \ {C e }.
Hence (A M \ {C e }) ∪ {Q ′ } can be a maximum non-crossing compatible M-alternating 
is the disjoint union of two cycles C e and C f which pass through e and f respectively. Since M and M ′ differ only on s, C e and C f both are M ′ -alternating,
According to Lemma 4.7, the following result is immediate. 
Proof. By Lemma 4.6, s is a kink of length at least 6 and has two shared edges e and f in M, A M \ {s} contains exactly two cycles C e and C f passing through e and f respectively, and 
be the two boundary (resp. shared) edges of s
′ is the disjoint union of two cycles C e ′ and C f ′ such that e ′ ∈ C e ′ and f ′ , e ∈ C f ′ see Fig.   4 ). C e ′ is M ′′ -alternating, so A M ′ ∪ {C e ′ } is a compatible M ′′ -alternating set. Hence
From now on suppose all members of A M are face cycles. So C e and C f both are face cycles and the number of M-resonant faces of G is |A M |. Let G M be the graph formed by all M-alternating face cycles of G. Then each component of G M is an all-kink subchain. A component of G M is called a single component if it is a single face cycle, is non-single component otherwise. It is obvious that G M has a component containing three face cycles C e , s and C f . So G M has at least one non-single component.
For convenience, we define an orientation of chain G from left to right whenever we go along it from C e , s to C f . Let L 0 be the leftmost non-single component of G M in G. 
Let e 0 ∈ M. If A M 1 contain a cycle C 0 such that s 0 is in its interior, then s 0 must be a 4-cycle. 
has a finite number of face cycles.
Theorem 4.10 . The anti-forcing spectrum of an even polygonal chain G is continuous.
there is no gap in Spec af (G).
Minimum anti-forcing number
Let G be an even polygonal chain. Label the face cycles of G as s 1 , s 2 , . . . , s n from left to right. If G has no kink, then itself is a segment. Let s i be the first kink of G. 
as the second segment of G. Repeating this procedure, G can be decomposed into a sequence of segments (L 1 , L 2 , . . . , L t ), t ≥ 1, called the segment decomposition of G (see Fig. 5 ). Obviously, each segment L i has an anti-forcing edge by Theorem 2.4 (see Fig. 5 ). Since G is elementary, by Theorem 1.3 or 1.4 G has at least two perfect matchings, af (G) ≥ 1.
. . , L t ) be the segment decomposition of an even polygonal chain G. Then af (G) = t.
Proof. We proceed by induction on t. For the case t = 1, G itself is a segment, so G has an anti-forcing edge, and af (G) = 1. Suppose t ≥ 2. The anti-forcing edges of all segments L i (i = 1, 2, . . . , t) form an anti-forcing set of a perfect matching of G. So af (G) ≤ t. We only need to prove af (G) ≥ t. Let s i 0 be the right terminal face cycle of L 1 .
Let M be a perfect matching of G with af
By the induction hypothesis, we have that af (G − L 1 ) = t − 1. There are two cases to be considered.
Case 2. The restriction of M to G − L 1 is not a perfect matching of G − L 1 . Let e 1 (resp. f 1 ) be the shared edge between L 1 − s i 0 (resp. G − L 1 ) and s i 0 . Then
Note that the restriction of M 1 to G − L 1 is a perfect matching of G − L 1 . Also, any minimum anti-forcing set S 1 of M 1 contains at least t − 1 edges of G − L 1 . On the other hand, the restriction of Actually, Theorem 4.11 gives a linear algorithm to compute the anti-forcing number of any even polygonal chain. For example, the anti-forcing number of the even polygonal chain in Fig. 5 is 6 . As special cases, the anti-forcing numbers of hexagonal chains and phenylene chains have been computed in [4] and [23] , respectively.
Note that each segment of an all-kink even polygonal chain has at most three face cycles. For a real number x, let ⌈x⌉ be the smallest integer not less than x. By Theorem 4.11, we have the following result. ⌉ for all n ≥ 8.
Maximum anti-forcing number
For an even polygonal chain G, from Lemma 3.4 we can see that Af (G) = r(G) if and only if G is all-kink. Here the cyclomatic number r(G) equals the number of interior faces of G. Our approach to compute Af (G) is to decompose G into some all-kink subchains that contain face cycles as many as possible. Let
be the first maximal all-kink subchain of G 1 from the left terminal s 1 . That is, B 1 itself is an all-kink chain, but B 1 + s i+1 is not. If G 2 := G ⊖ B 1 = ∅, then subchain G 2 has the first maximal all-kink subchain B 2 . Let G 3 = G 2 ⊖ B 2 . Keeping on this procedure, we finally obtain an even polygonal chain G m such that G m ⊖ B m = ∅, where B m is the first maximal all-kink subchain of G m . Then (B 1 , B 2 , . . . , B m ) is called an all-kink decomposition of G (see Fig. 7 ). Note that the last face cycle of each B t is not kink of G. By using these notations, we give the following result. Proof. Let k be the number of kinks of G. We proceed by induction on k. We first consider the case k = 0. Then G is a linear chain. By Corollary 4.8 and Lemma 4.14, Af (G) ≤ 2. If G is a single cycle, the result is trivial. So assume r(G) ≥ 2. Then r(B 1 ) = 2 and G ⊖ B 1 = ∅. G has a perfect matching M such that first two face cycles are M-alternating. Hence 2 ≤ af (G, M) ≤ Af (G). So Af (G) = r(B 1 ) = 2.
Suppose k ≥ 1. G has a perfect matching F such that all shared edges of each B t (1 ≤ t ≤ m) belong to M. So all face cycles of each B t are F -alternating. So those F -alternating face cycles form a compatible F -alternating set of G. By Theorem 1.2, t=1 r(B t ) M-alternating face cycles. If s j is M-alternating, then the two shared edges of s j both belong to M, and the restriction of M to H 1 + s j is also its perfect matching. Since B 1 itself is an all-kink decomposition of H 1 + s j , H 1 + s j also contains at most r(B 1 ) M-alternating face cycles. So G also contains at most An all-kink decomposition of an even polygonal chain can be accomplished in a linear time. So Theorem 4.15 provide a linear algorithm to find its maximal anti-forcing number. Combining Theorems 4.10 with the above linear algorithms to compute the minimum and maximum antiforcing numbers of even polygonal chains, we have the following conclusion.
Corollary 4.16 . The anti-forcing spectrum of an even polygonal chain can be determined in linear time.
For instance, anti-forcing spectrum of even polygonal chain G in Fig. 7 is an integer interval [6, 13] .
