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Abstract
In the graphical calculus of planar string diagrams, equality is gener-
ated by exchange moves, which swap the heights of adjacent vertices. We
show that left- and right-handed exchanges each give strongly normaliz-
ing rewrite strategies for connected string diagrams. We use this result
to give a linear-time solution to the equivalence problem in the connected
case, and a quadratic solution in the general case. We also give a stronger
proof of the Joyal-Street coherence theorem, settling Selinger’s conjecture
on recumbent isotopy. 12
1 Introduction
1.1 Motivation and summary
String diagrams are a geometrical notation for the mathematical theory of
monoidal categories, a logical toolkit for describing the algebra of composi-
tional systems. Examples are given in Figure 1; a standard interpretation of
such a diagram is that wires represent systems storing computational data, and
vertices represent processes taking place over time (read from top to bottom),
with each process having input and output data represented by the wires at-
tached above and below the vertex respectively. Over the last 10 years, string
diagrams have found increasingly broad application across theoretical computer
science, in areas including quantum computation [1, 8, 9], natural language pro-
cessing [6], interacting agents [11, 24], circuit design [12], and rewriting [25]; a
key survey paper by Selinger [27] has received over 400 citations in 10 years,
with two-thirds of those in the last 5 years.
Despite this significant activity, there are no general results3 about the com-
plexity of deciding equivalence of string diagrams, a important question if the
theory is to become a mainstream logical technique that can form part of real-
world systems. Equivalence of string diagrams is a geometrical notion, with
two string diagrams being equivalent (that is, representing equal morphisms of
the corresponding monoidal category) just when their string diagram represen-
tations are related by a recumbent isotopy [27, Theorem 3, Caveat 9]. Here,
isotopy means that one diagram can be deformed into the other without break-
ing, intersecting or reordering input or output wires, and recumbent means that
1School of Computer Science, University of Birmingham
2Department of Computer Science, University of Oxford
3There are a variety of interesting results about the equivalence problem over some specific
signatures, which we survey in Section 1.2.
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inputs cannot exchange with outputs, and wires and vertices remain essentially
‘upright’ throughout the isotopy [19]. This equality relation is then sometimes
collapsed further by adding additional axioms, in a way that suits the applica-
tion.
In this paper we take a first look at the complexity of the general equivalence
problem for planar string diagrams4 (henceforth simply diagrams), without ad-
ditional axioms. This does not include all the features used by some applications
of string diagrams (for example, braided or symmetric monoidal structure), but
it is already a nontrivial setting, and seems a suitable place to begin building
the theory.
Our main results are as follows. We write v for the number of vertices in a
diagram, and e for the number of edges; also, we say that a diagram is connected
when there is a path in the diagram between any two vertices, and boundary-
connected when it is either connected, or every vertex has a path in the diagram
to a boundary. See Figure 1 for examples of these notions.
• For boundary-connected diagrams, we build a rewrite strategy that generates
the equality relation, show it is strongly normalizing (Theorem 30), show it
terminates after O(v3) steps (Theorem 36), show the normal forms can be
constructed in O(ve) time (Theorem 47), and show equality can be decided
in O(v + e) time (Corollary 57).
• For general diagrams, with no constraints on connectivity, we use the above
results to derive a scheme that decides equality in O(ve) time (Theorem 48).
• We show that the recumbency property listed above is unnecessary; that
is, we show that two diagrams are recumbent isotopic, and hence equal,
just when they are isotopic (Theorem 59).5 This proves a conjecture of
Selinger [27].
This final result is attractive, since in practice the recumbency property is highly
constraining, forcing the entire diagram to remain essentially “vertical” through-
out the isotopy.
4By the work of Joyal and Street [19], this corresponds to the word problem for monoidal
categories which are free on a given generating set of objects and morphisms. Furthermore,
our results extend immediately to bicategories which are free on a given set of generating 1-
and 2-morphisms, but we prefer to keep the discussion at the level of monoidal categories.
5This has a nice expression in categorical terms (Corollary ??): it says that for a monoidal
signature Σ, the embedding functor from the free monoidal category on Σ to the free pivotal
category on Σ is faithful.
(a) Discon-
nected
(b) Con-
nected
(c) Boundary-
connected
Figure 1: Connectedness for string diagrams
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1.2 Related work
The use of rewriting techniques on diagrams is ubiquitous in the communities
which use monoidal or higher categories. Diagrammatic rewriting has been stud-
ied in detail for particular signatures, such as those of boolean circuits [20, 21]
or the ZX-calculus [8, 9]. More generally, rewriting theory of 2-polygraphs was
developed by Guiraud and Malbos [13], extending classical results on monoids.
In these approaches, the goal is to decide equality of diagrams up to the axioms
in the signature, and structural equalities such as the exchange law or even
symmetry are strict. Our results focus instead on the structural equalities, and
do not allow equalities in the signature.
The word problem for the structural equalities has attracted attention in
higher categories, but with no complexity result so far. The foundational work
of Burroni [5] establishes the link between the word problem for an algebraic
structure and the path problem in the next dimension. Later, Makkai [23]
showed decidability of the word problem for higher cells in strict ω-categories.
Our work refines this result at dimension 2 by giving a complexity bound at
dimension two. We also relate these computational results to the well established
theory of embedded graphs (also called maps) [7, 15], via reductions which
bridge the differences in the notions of isotopy used.
The study of equivalence in category theory often takes the form of coherence
results. These state that all morphisms between given source and targets and
built from a particular signature are equal. These results often rely on rewriting
techniques, the spirit of which was already present since Mac Lane’s coherence
theorem for monoidal categories [22]. More recently, Forest and Mimram [10]
use rewriting to prove coherence for Gray monoids. They use similar techniques,
with a focus on coherence of reductions rather than their length.
There has recently been activity in the development of computer proof as-
sistants for string diagrams, including Quantomatic [8], Globular [2, 3] and its
successor homotopy.io [14]. Our string diagram isotopy algorithm could yield a
geometrical notion of “tactic” for such a proof assistant, automatically finding
isotopies between diagrams, or rearranging diagrams to normal form.
1.3 Outline
This paper has the following structure. We first introduce our formalism,
defining diagrams and a rewriting relation on them. In Section 3, we show
that the rewriting relation terminates on connected diagrams and derive an
asymptotic upper bound on reduction length. Section 5 shows confluence of the
rewriting relation, which gives a simple algorithm to normalize connected dia-
grams. Section 6 analyses the structure of right normal forms and shows how
to compute them more efficiently. Section 7 extends these results to discon-
→∗R
∗
R←
Figure 2: Two connected diagrams with the same right normal form
3
nected diagrams and Section 8 improves the complexity in the connected case
by reducing the problem to the more widespread notion of planar map isotopy.
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2 Monoidal categories and string diagrams
We first introduce monoidal categories and show why morphism expressions
written as terms are ill-suited to reason about equivalence. We then introduce
string diagrams, which offer a more intuitive graphical representation of these
morphisms, to the expense of requiring the manipulation of elaborate topological
objects. Finally, we show how string diagrams can be encoded combinatorially,
providing an efficient representation to detect equivalence.
2.1 Monoidal categories
Definition 1. A monoidal category C is a category equiped with a bifunctor
⊗ : C × C → C such that ⊗ is strictly associative and has a unit I ∈ C.
In this work, the monoidal categories considered are strict, meaning that
the associativity and unitality of the monoidal product are equalities rather
than isomorphisms. The latter case corresponds to the notion of weak monoidal
category. Mac Lane’s coherence theorem states that any weak monoidal category
is equivalent to a strict monoidal category.
Morphisms in monoidal categories can be composed in two ways. Given
f : A → B and g : B → C, we get g ◦ f : A → C as in any category. This
composition is associative and has units 1A : A → A. This is intuitively a
sequential composition, as g is executed after f .
Given u : A → B and v : C → D, we can use the bifunctor ⊗ to form
u ⊗ v : A⊗ C → B ⊗D. By interpreting the monoidal product ⊗ as a pairing
operation, this is intuitively a parallel composition, as u and v are executed
independly of each other, simultaneously.
The functoriality of ⊗ requires a compatibility between the two composition
operations, called the exchange law or bifunctoriality equation:
(g ⊗ k) ◦ (f ⊗ j) = (g ◦ f)⊗ (k ◦ j)
when both sides of the equation are defined.
The bifunctoriality equation above, combined with the associativity and uni-
tality of ⊗ and ◦, gives rise to a rich equational theory. For instance, given mor-
phisms a, b : I → I, we have the following derivation, known as the Eckmann-
Hilton argument:
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a ◦ b = (a⊗ 1I) ◦ b (unitality of ⊗) (1)
= (a⊗ 1I) ◦ (1I ⊗ b) (unitality of ⊗) (2)
= (a ◦ 1I)⊗ (1I ◦ b) (bifunctoriality) (3)
= a⊗ (1I ◦ b) (unitality of ◦) (4)
= a⊗ b (unitality of ◦) (5)
= (1I ◦ a)⊗ b (unitality of ◦) (6)
= (1I ◦ a)⊗ (b ◦ 1I) (unitality of ◦) (7)
= (1I ⊗ b) ◦ (a⊗ 1I) (bifunctoriality) (8)
= b ◦ (a⊗ 1I) (unitality of ⊗) (9)
= b ◦ a (unitality of ⊗) (10)
The derivation above shows multiple issues with the representation of mor-
phisms as terms to reason about equivalence. First, the rewriting strategy used
to derive the equality is not obvious: one needs to introduce identities by uni-
tality in creative ways in steps 1, 2, 6 and 7. Therefore it seems difficult to
obtain a terminating and confluent rewriting system in this presentation. Sec-
ond, the bifunctoriality equation only holds when the domains and codomains
of the morphisms involved are compatible: one cannot, in general, replace any
expression (g⊗k)◦(f⊗j) by (g◦f)⊗(k◦j). Thus we are required to keep track of
the domains and codomains of all sub-expressions involved to understand which
axiom can be applied. In the example above all domains and codomains are I
so the bifunctoriality equation could always be applied, but this is not true in
general.
2.2 String diagrams
String diagrams are graphical representations of morphisms in a monoidal cat-
egory. They were proposed independently by [16] and [18, 19].
Any term representing a morphism in a monoidal category can be inductively
translated to a string diagram as shown in Figure 3. The reverse translation
can be defined too. This first requires defining a class of well-behaved diagrams
to ease the analysis: for instance, [19] require diagrams to be “recumbent”:
Definition 2. [19] A recumbent (or progressive) plane diagram is an embedded
f ◦ g 7→
f
g
(a) Sequential composition
f ⊗ g 7→ f g
(b) Parallel composition
1A 7→
(c) Identity
f 7→ f
(d) Generator
Figure 3: Recursive translation of a morphism expression to a string diagram
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graph (see [19]) such that the projection of any edge on the vertical axis is
injective.
We can then associate to any recumbent string diagram a corresponding
morphism in the free monoidal category on the generators involved. This is
done by breaking down a diagram into basic blocks of either generators or
identities and composing them sequentially or in parallel according to how these
basic blocks are laid out. The bifunctoriality equation and the associativity and
unitality of compositions ensure that the resulting morphism does not depend
on the order in which the blocks are composed, as shown in Figure 4. The
details of this construction can be found in [18, 19].
The main result establishing the usefulness of string diagrams is the invari-
ance of the interpretation as a morphism up to topological deformations.
Definition 3. (Definition 5 in [18]) A deformation of recumbent graphs is a
deformation h : Γ× T → [a, b]×R of planar graphs (see Definition 2) such that
the image Γ(t) of h(−, t) is recumbent for all t ∈ T .
Theorem 4. (Theorem 3 in [18]) If h : Γ× T → [a, b]× R is a deformation of
recumbent diagrams then the value v(Γ(t)) is independent of t ∈ T .
This means that instead of manipulating terms to represent morphisms, we
can simply rely on string diagrams to derive equalities in monoidal categories.
For instance, our example derivation of a ◦ b = b ◦ a for scalars is represented
in string diagrams by Figure 5. The argument can simply be understood as the
rotation of two vertices around each other in the plane.
However, while this representation is easy to manipulate at an intuitive level,
one can argue that the topological notions are relatively involved and describing
precisely the objects involved is tedious. These graphical objects also seem
harder to encode in a computer, making them of little use to solve the word
problem.
In fact, it is possible to encode a string diagram more efficiently than by
listing the explicit positions of its vertices and the trajectories of its edges. This
relies on the notion of general position:
Definition 5. A string diagram is in general position when none of its vertices
share the same height.
Any string diagram can be deformed slightly to be in a general position.
Lemma 6. [18] Given a string diagram Γ, there exists a diagram Γ′ in general
position and a deformation of recumbent diagrams between Γ and Γ′.
f2 g2
f1 g1
(
(
)
) =
f2 g2
f1 g1
( )( )
Figure 4: The bifunctoriality equation in string diagrams
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ab
=
a
b
= a b =
a
b
=
a
b
Figure 5: The Eckmann-Hilton argument in string diagrams
Proof. If two vertices are at the same height, then they can be slightly per-
turbated such that one is above the other. This can be done for each pair of
vertices with recumbent transformations.
Any string diagram in general position can be cut up in slices, each of which
contains exactly one generator.
Lemma 7. Given a string diagram in general position Γ containing n vertices,
there exists heights h1, . . . , hn+1 such that there is exactly one vertex between hi
and hi+1.
Proof. Let us call y1 < · · · < yn the heights of the n vertices in Γ. Any choice
of hi such that h1 < y1 < h2 < · · · < hn < yn < hn+1 satisfies the property.
2.3 Combinatorial encoding of string diagrams
Lemma 7 provides the basis for a compact encoding of string diagrams. The
main idea is that a diagram is cut into slices given by the lemma, and each slice
can be described by the following data:
• the number of wires at the top and bottom of the slice (which we will not
directly encode as they are redundant with the neighbouring slices);
• the number of input and output wires for the generator in the slice;
• the horizontal position of the generator, described for instance by the number
of wires passing to the left of the generator;
• the generator morphism itself, denoted by an identifier taken from the sig-
nature. For our purposes this will be ommitted to simplify the presentation,
as our results are applicable to any signature.
This encoding scheme is essentially identical to that used by the proof assis-
tant Globular [4], although the result in this section is new, and is not implied
by the existing literature. This encoding scheme serves as a formal combinato-
rial foundation for our results, although we will build most of our arguments at
a more intuitive level with the corresponding graphical diagrams.
We give an example of a diagram, together with its encoding, in Figure 6.
Note that in this example diagram, and in the other diagrams in the paper, we
use small circles for the vertices, rather than boxes which are sometimes seen.
Definition 8. For a natural number n ∈ N, we define the total order [n] =
{0, . . . , n− 1}.
Definition 9. A diagram D = (D.S,D.N,D.H,D.I,D.O) comprises D.S ∈
N, the number of source edges ; D.N ∈ N, the diagram height ; and functions
D.H,D.I,D.O : [D.H ]→ N of vertex horizontal positions, vertex source size and
vertex target size respectively.
7
Given a diagram, we can compute the number of edges that exist at level just
above each vertex, by starting with the number of source edges D.S, and then
supposing that each vertex n ∈ [D.N ] removes D.I(n) wires and adds D.O(n)
wires. We develop that formally as follows.
Definition 10. For a diagram D, we define D.∆ : [D.N ] → N as D.∆(n) =
D.O(n) −D.I(n).
Definition 11 (Wires at each level). For a diagramD, we define D.W : [D.N+
1] → N as D.W (0) = D.S, and for n ∈ [D.N ] as D.W (n + 1) = D.W (n) +
D.∆(n).
Not all diagrams will be geometrically meaningful, and we give validity con-
ditions which check that there are “enough edges” above each vertex to serve
as its source edges.
Definition 12. A diagramD is valid when for all n ∈ [D.N ], we haveD.W (n) ≥ D.H(n) +D.I(n).
We now formalize the right and left exchange moves illustrated in Figure 7.
All that needs to be checked is that the two vertices with adjacent heights share
no common edges.
Definition 13. For n ∈ [D.N − 1], a diagram D admits a right exchange move
at height n when D.H(n+ 1) ≥ D.H(n) +D.O(n), and admits a left exchange
move at height n when D.H(n) ≥ D.H(n+ 1) +D.I(n+ 1).
Definition 14. For a diagram D which admits a right or left exchange move at
height n ∈ [D.N−1], its right exchange DR,n or left exchange DL,n, respectively,
is defined to be identical to D, except at heights n, n+ 1 as follows:
DR,n.H(n) = D.H(n+ 1)−D.∆(n)
DR,n.I(n) = D.I(n+ 1)
DR,n.O(n) = D.O(n+ 1)
DR,n.H(n+ 1) = D.H(n)
DR,n.I(n+ 1) = D.I(n)
DR,n.O(n+ 1) = D.O(n)
DL,n.H(n) = D.H(n+ 1)
DL,n.I(n) = D.I(n+ 1)
DL,n.O(n) = D.O(n+ 1)
DL,n.H(n+ 1) = D.H(n) +D.∆(n+ 1)
DL,n.I(n+ 1) = D.I(n)
DL,n.O(n+ 1) = D.O(n)
D = (2, 3, [1, 1, 2], [2, 0, 1], [0, 1, 0])
Figure 6: Example of a diagram D together with its encoding.
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Lemma 15. For a valid diagram D which admits a right (or left) exchange
move at height n, its right exchange DR,n (or left exchange DL,n) is a valid
diagram.
Proof. Let D be a valid diagram which admits a right exchange at height n.
We prove that DR,n is valid again. The case of left exchanges is symmetrical.
We need to check that for each height k ∈ [DR,n.N ], we have DR,n.H(k) +
D.IR,n(k) ≤ DR,n.W (k).
For k < n or k > n + 1, DR,n.H(k) = D.H(k), DR,n.I(k) = D.I(k) and
DR,n.W (k) = D.W (k) so by validity of D the inequality holds.
For k = n, by definition of DR,n we have DR,n.H(n)+DR,n.I(n) = D.H(n+
1) +D.I(n+ 1). As D admits a right exchange at height n, this is bounded by
D.H(n), so a fortiori D.W (n).
For k = n + 1, DR,n.H(n + 1) +DR,n.I(n + 1) = D.H(n) +D.O(n + 1) −
D.I(n+ 1) +D.I(n). By validity of D, this is bounded by D.W (n) +D.O(n+
1)−D.I(n+ 1) = DR,n.W (n+ 1).
With respect to our data structure described here, it is clear that the follow-
ing operations can be performed in constant time, since they involve computing
fixed formulae over the natural numbers, and testing a fixed number of inequal-
ities:
• checking whether a left or right exchange is admissible at a given height;
• given an admissible left or right exchange, computing the rewritten diagram
in place.
Furthermore, the memory space needed to represent a diagram is linear in the
sum of the number of edges and vertices. We will use these observations as
building blocks for our complexity arguments in the main paper.
As indicated in the Figure 7, we write →R and →L for the relations on
diagrams given by a single right exchange and left exchange respectively. We
illustrate some interesting cases of these exchange moves. In degenerate cases
where u and v have no inputs or outputs, it can be possible to apply two right
exchanges in sequence to the same pair of vertices:
u
v
→R
v
u
→R
u
v
Furthermore, if there are no edges at all, then right exchanges can be applied
indefinitely, which corresponds to the Eckmann-Hilton argument shown in Sec-
tion 2.2.
. . .. . . . . .
. . .
. . .
. . .
. . .
→R
L←
. . . . . .. . .
. . .
. . .
. . .
. . .
Figure 7: Right and left exchanges as rewrites on diagrams.
vu
→R
u
v
→R →R . . .
v
u
Throughout this article we will use a braid notation to represent series of
right exchanges (also called reductions), such as in Figure 8 or Figure 9. These
braidings represent the trajectory of the vertices as the reduction progresses,
seen from the right-hand side of the diagram. Each crossing in the braid diagram
corresponds to an exchange of two nodes in the string diagram.
2.4 Converting between representations of morphisms
This combinatorial encoding given in this section can be rendered into an actual
diagram. Generating such a representation from our encoding involves comput-
ing suitable planar layouts for the vertices and edges respecting all the properties
of this class of topological graphs. Various algorithms can be used to this end.
In this work we use a simple layout strategy that enforces a constant vertical
spacing between diagram levels and a constant horizontal spacing between the
wires at each level.6 Each level is horizontally centered based on the number of
wires that cross it. Vertices are horizontally centered between their input and
output ports. An example of such a rendered diagram can be found in Figure 6.
It is also possible to convert a morphism expression into a combinatorial
encoding of its string diagram in linear time, as shown by Algorithm 1.
Theorem 16. Two morphisms expressions denote the same morphism if and
only if the corresponding diagrams are related by a series of exchanges.
Proof. Theorem 4 shows that two morphism expressions denote the same mor-
phism if and only if their string diagrams are related by a deformation of recum-
bent graphs. Therefore we only need to show that string diagrams are related
by a deformation if and only if their combinatorial encodings are related by a
series of exchanges.
Let h be a deformation between diagrams Γ and Γ′ in generic position, with
h(0) = Γ and h(1) = Γ′. We can assume that h(t) is always in generic position
except for a finite number of t ∈ (0, 1): if it is not the case, translate each vertex
vi vertically by ǫi, uniformly for all t ∈ [0, 1]. The ǫi can be chosen to make sure
no vertices remain at the same height for a non-trivial interval t ∈ [u, v].
Furthermore, we can make sure that when h(t) is not in generic position,
only two vertices in h(t) are at the same height. If this is not the case, the
deformation can be modified to satisfy this condition by picking delays ηi for
each vertex vi, and delaying the movement of each vertex vi by ηi over the
course of the transformation. Again, the delays can be chosen collectively to
ensure that at most two vertices occupy the same height at a given time.
Let t1 < · · · < tk be the instants at which h(t) is not in generic position. For
any other t ∈ [0, 1] the combinatorial encoding of h(t) is defined. By connect-
edness, this combinatorial encoding is constant for t ∈ (ti, ti+1) so this defines
a sequence of diagrams D0, . . . , Dk. Since exactly one pair of vertices exchange
heights around instant ti, Di and Di+1 are related by a single exchange move.
This gives the required sequence of exchanges between the source and target
diagrams.
6It is simple enough to be programmed in LATEX, so that our string diagrams are generated
with this rendering process, directly from their combinatorial encodings.
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Algorithm 1 Algorithm to compute a combinatorial encoding of string diagram
from an expression
function expressionToDiagram(φ)
// Takes an expression tree for a morphism
// and returns the encoding of a diagram for it
slicesList ← empty list;
(a, b)← convertRecursively(φ, 0, slicesList);
return (a, length(slicesList), slicesList)
end function
function convertRecursively(φ, offset, slicesList)
// Given an expression tree, appends the encoding of its slices
// to the slicesList argument given. It returns a pair of integers:
// the number of inputs and outputs of φ. The offset parameter can be
// used to shift the first coordinate of all the slices written to slicesList.
if φ = f ◦ g then
(a, b)← convertRecursively(g, offset, slicesList);
(b, c)← convertRecursively(f , offset, slicesList);
return (a, c)
else if φ = f ⊗ g then
(a, b)← convertRecursively(f , offset, slicesList);
(c, d)← convertRecursively(g, offset + b, slicesList);
return (a+ c, b+ d)
else if φ is a generator f then
a← number of inputs of f ;
b← number of outputs of f ;
append (offset, a, b) to slicesList;
return (a, b)
else if φ = 1A then
l ← number of generating objects in A;
return (l, l)
end if
end function
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Therefore, solving the problem for free monoidal categories can be done by
providing an algorithm to determine if two combinatorial encodings of string
diagrams can be related by a series of exchanges. We will first show that right
exchanges form a terminating and confluent rewriting strategy on connected
diagrams.
3 Termination
To prove termination of right exchanges on connected diagrams, we first intro-
duce the class of linear diagrams, which we will study before tackling the general
case. We will see in Lemma 37 that they exhibit the longest reductions.
Definition 17. A diagram with n vertices is linear if it is connected, acyclic
and has only two leaves (vertices connected to only one edge). We identify its
vertices with the indices 1, . . . , n such that 1 and n are the leaves, and k is
connected to k − 1 and k + 1 for all 1 < k < n.
2
4
1
3
5
Figure 10: Example of a linear diagram, with final vertices in red
The choice of the start and end of the indexing is arbitrary, as it can be
reversed. We therefore assume that linear diagrams come with a chosen order.
Definition 18. In a linear diagram of with n vertices, n ≥ 2, the final vertices
are the vertices n− 1 and n.
Definition 19. In a linear diagram, the final interval is the set of vertices whose
height is between the heights of the final vertices, including the final vertices
themselves. If the final interval only consists of the final vertices, the diagram
is collapsible.
In Figure 10, vertices 1 and 3 are in the final interval, as well as the final
vertices themselves, vertices 4 and 5.
Definition 20. A right reduction is collapsible when its source and target are
collapsible, and any exchange between a non-final vertex v and a final vertex f1
Figure 8: A collapsible reduction and its collapsed counterpart
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is immediately followed or preceded by an exchange between v and the other
final vertex f2. In other words, all non-collapsible steps of the reduction are
isolated.
We call these reductions collapsible because as the final vertices move syn-
chronously, they can be merged together: this defines a reduction on a shorter
linear diagram. Figure 8 shows an example of a collapsible reduction with the
final vertices in red, and the corresponding collapsed reduction on the shorter
diagram.
Definition 21. Given a collapsible reduction on a linear diagram l of size n,
the corresponding collapsed reduction is obtained by erasing vertex number n
in l.
Definition 22. A right reduction of string diagrams r : A →∗R B is called a
funnel when:
• each non-final vertex is exchanged at most once with a final vertex.
• if an exchange involves non-final vertices u and v, then both u and v are
exchanged with a final vertex in the course of the rewrite, and these two final
vertices are different.
We are especially interested in the cases where the source or target of the funnel
is collapsible, as in Figure 9. The name funnel comes from the shape of these
reductions when depicted as braids: these are reductions where the final vertices
converge or diverge from each other.
The following lemmas will establish various properties of funnels that we will
need for the decomposition of Lemma 28.
Lemma 23. Let r : A →∗R B be a funnel with A collapsible and e : B→R C be a
right exchange of two non-final vertices u and v that are not touched by r. Then
the reduction r; e : A →∗R B→R C can be rearranged as e
′; r′ : A→RB
′ →∗R C,
where e′ exchanges u and v in A, and r′ is a funnel.
Proof. As u and v are not touched by r, the two reductions commute directly.
Lemma 24. Let r : A →∗R B be a funnel reduction where A or B is collapsible.
Then, the trajectory of all non-final vertices is monotone in r.
(a) A funnel with collapsible source (b) A funnel with collapsible target
Figure 9: Example of funnels
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Proof. Let us assume by symmetry that the source A of the reduction is col-
lapsible. Consider an exchange of non-final vertices u and v in r. By definition,
u and v are exchanged with two different final vertices over the course of r.
Because A is collapsible, this means that both u and v have entered the final
interval earlier in the reduction, by being exchanged with the bottom and top
final vertices (respectively). Figure 11 shows the general position of such an
exchange.
u
v
(a) The general position of an ex-
change of final vertices in r
(b) Relative horizontal positions of
nodes in r
Figure 11: Horizontal position of non-final nodes in a funnel
As all the exchanges involved are right exchanges, u and v are on different
sides of the final edge when they are exchanged: u is on the left and v is on
the right of the final edge. This means that u necessarily goes up and v goes
down. As this applies to all exchanges of non-final vertices, this means that the
trajectory of both vertices is monotone.
Definition 25. An interval right exchange i : A →∗R B is a series of right
exchanges swapping a vertex x and a set of consecutive vertices v1, . . . , vk which
is adjacent to x in A and B. The vertex x is exchanged first with v1, then v2,
up to vk.
An interval right exchange looks like this:
...
...
Lemma 26. Let r : A →∗R B be a funnel reduction with A collapsible and
e : B→R C be an exchange of a non-final vertex v with a final vertex f2, such
that v is exchanged with the other final vertex f1 in r. This gives a reduction
path r; e : A →∗R B→R C. A reduction of the same length can be obtained:
i; r′ : A →∗R D →
∗
R C where r
′ is funnel and i exchanges v with the final
interval in A.
Proof. By symmetry let us assume that f1 is the highest final vertex, and f2 is
the lowest. Somewhere in r, v enters the final interval by being exchanged with
f1. By Lemma 24, the trajectory of v in r is monotone. In fact, because v ends
up being adjacent to f2 in B, v is exchanged exactly once with each non-final
vertex that is exchanged with f2 over the course of r.
Exchanges that do not involve v can be divided in two blocks: the ones
that are on the right of the trajectory of v, and the ones that are on the left.
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The block on the right commutes with e because the vertices they exchange are
disjoint, so we can permute the two.
left block
right block
v
f1
f2
e
We now need to pull the block on the left through the exchanges involving
v. Notice that v is the first vertex to be exchanged with f1 over the course
of r. This is because all other such vertices cannot be exchanged with v in f
and v is adjacent to f2 in B. Thus, the block on the left does not contain any
exchange involving f1: it only contains exchanges involving non-final vertices
or f2. By successive application of the Reidemeister type III move (which pulls
one exchange through two other exchanges), we can therefore pull the left block
through the trajectory of v.
Lemma 27. Let r : A →∗R B be a funnel reduction with A collapsible, followed
by an exchange e : B→RB
′ of two non-final vertices u, v such that both vertices
are exchanged with the same final vertex f in r. Then, the sequence r; e can be
rewritten as e′; r′ : A→RA
′ →∗R B
′ where e′ exchanges u and v in A, and r′ is
a funnel.
Proof. We show that e can be pulled through all exchanges involving u or v in
r. By symmetry, we will assume that the final vertex f exchanged with u and
v is the lowest one, and that u is the vertex below v in B.
By induction, consider the last exchange in r that involves one of u or v
and another vertex x. Because the trajectories of u and v always go up by
Lemma 24, the trajectory of x goes down. As u and v are adjacent in B, this last
exchange must be between u and x, and x must have been exchanged previously
with v. Moreover, this previous exchange is necessarily the last one involving v
(otherwise any later exchange with y would require a later exchange between y
and u). Therefore, e can be pulled through the last exchanges involving u and
v.
x
v
u
r e
→
x
v
u
e′ r′
We perform these pull-through moves inductively, which eventually moves e′ at
the beginning of the reduction. The subsequent exchange the same nodes as r
in the same order, so they form a funnel.
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Finally, the following lemma decomposes reductions on linear diagrams into
two parts: a collapsible part and a funnel part. This decomposition is illustrated
by Figure 14. As a collapsible reduction can be seen as a reduction on a shorter
linear diagram, this will let us work inductively on the size of the linear string
diagram.
Lemma 28. Let r : A →∗R B be a reduction with A collapsible. Then r can be
rearranged and decomposed as
c; f : A →∗R X →
∗
R B
with c collapsible and f a funnel.
Proof. We construct the decomposition into collapsible and funnel parts by
induction on the length of the rewrite r. For length 0, the result is clear. For
length 1, there are two cases: if the exchange touches a final vertex, then it goes
in the funnel part of the decomposition, otherwise it forms the collapsible part.
Assume we have a rewrite of length k + 1. Use the induction hypothesis to
decompose the first k exchanges:
c; f ; z : A →∗R X →
∗
R B
′→RB
with c collapsible and f a funnel.
If f ; z is also a funnel, then this gives us the required decomposition. Oth-
erwise, this funnelity can fail for multiple reasons.
First, it can be that z exchanges a final vertex v with a non-final vertex w
that is already exchanged with a final vertex in f . In this case, by Lemma 26,
we ca n rearrange f ; z into i; f ′ where f ′ is a funnel and i exchanges v with the
final interval. As the domain of i is collapsible, i is collapsible itself so we have
the required decomposition.
Second, it can be that z exchanges two non-final vertices that are not ex-
changed with any final vertex in f . In this case, by Lemma 23, z commutes
with f : we obtain c; z; f : A →∗R X→RX
′ →∗R B, and c; z is collapsible so we
have the required decomposition.
It cannot be the case that only one of the two non-final vertices z exchanges
has been previously exchanged with a final vertex in f . This is because the
heights of all vertices which have been exchanged with a final vertex lie in the
final interval, and all other non-final vertices are outside the final interval.
Third, it can be that z exchanges two non-final vertices that are both ex-
changed in f with a final vertex. In this case, as we have assumed that f ; z
is not final, it must be the vertices were exchanged with the same final vertex.
We can therefore apply Lemma 27 and rearrange the rewrite into e′; f ′ with e′
exchanging the same non-final vertices as z and f ′ funnel. As e′ is collapsible,
this gives the required decomposition.
Finally, it cannot be the case that z exchanges the two final vertices, as
final vertices can never be exchanged together since they are connected by an
edge.
Lemma 29. Let r : A →∗R B be a sequence of right exchanges on a linear
diagram. Then r can be extended on some side such that its domain or codomain
is collapsible.
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Proof. Our strategy to extend r depends on the topology of the final vertices.
We know that vertex n is connected solely to n− 1 and that n− 1 is connected
to both n− 2 and n. Here are the possible ways these connections can happen:
(a) (b) (c) (d) (e) (f)
The orientation of the edges involved is preserved by the reductions so the same
situation is observed in both A and B.
Consider situation (a). If the terminal layout B is not collapsible, non-final
nodes are present between n and n − 1. Some of them are on the left side of
the edge connecting the final vertices and the others are on the right-hand side.
Any two such nodes which are not on the same side of the final edge can be
exchanged, so by appending a series of right exchanges to r we can ensure that
all the ones on the left are just below n−1, and all the ones on the right are just
above n. Then, by adding further right exchanges, we can move these non-final
nodes outside the final interval, leading to a collapsible configuration. This is
illustrated in Figure 13a. In the situation illustrated in Figure 13b, we choose
instead to prepend right exchanges before r: this is necessary to expell vertices
nested inside the cap outside the final interval. The other cases are similar:
in each of them, we can either prepend or append right exchanges to obtain a
collapsible configuration.
We can now show termination of right reductions. A finer analysis of the
bound obtained on the length of reductions is presented in Section 4.
Theorem 30. Right reductions are terminating on connected diagrams.
Proof. We first show termination for linear diagrams. Notice that the length of
a funnel reduction on a linear diagram of size n is bounded by F (n) = O(n2).
This is because exchanges involving final vertices happen at most O(n) times
and exchanges involving only non-final vertices happen at most once per pair of
non-final vertices by Lemma 24.
→ →
(a) Appending right exchanges
→→
(b) Prepending right exchanges
Figure 13: Extending a reduction so that one end is collapsed
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(a) Reducing a diagram to its normal
form
collapsible funnel
(b) Decomposition from Lemma 28
Figure 14: Decomposition into collapsible and funnel reductions
We can now define a bound B(n) on the length of right reductions on lin-
ear diagrams of size n, by induction on n. Consider such a reduction r. By
Lemma 29, we can assume that one end of r is collapsible (by making r po-
tentially longer). By Lemma 28, we can decompose r into a funnel part f and
a collapsible part c. The collapsible part c gives rise to a collapsed reduction
c′, whose length is bounded by B(n − 1) by induction. Because an exchange
involving the last vertex in the shorter diagram corresponds to two exchanges
in the longer diagram, we obtain |c| ≤ 2B(n − 1). By the observation above,
|f | ≤ F (n). Hence, |r| ≤ 2B(n− 1) + F (n) =: B(n). This shows termination of
right reductions on linear diagrams.
We now move to the general case of connected diagrams. Assume by con-
tradiction that there is an infinite reduction on a connected diagram. By the
pigeonhole principle, there is a pair of vertices that are exchanged infinitely of-
ten. Consider a simple path between these two vertices and erase all vertices not
visited by this path. The infinite reduction on the connected diagram induces
an infinite reduction on the linear diagram, which contradicts termination on
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linear diagrams.
Some diagrams are not connected as graphs but all their vertices are connected
to a boundary. Theorem 30 can be extended to these cases.
Definition 31. A diagram D is boundary-connected if it is connected or all
vertices in D are connected to one of the two boundaries of the diagram.
Figure 15a shows a diagram that is not connected (it has three connected
components) but which is boundary-connected, since each component contains
an open wire. Each vertex is therefore connnected to either the top or bottom
boundary of the diagram via these open wires.
Corollary 32. Right reductions on boundary-connected diagrams are terminat-
ing.
Proof. Let D be boundary-connected. Consider the diagram D′ obtained from
D by adding two vertices b, t at the bottom and top boundaries, and adding
two edges from b to t on each side of the diagram, as in Figure 15. Every
edge connected to the boundary in D is connected to one of b, t in D′, so D′ is
connected. Any right reduction on D induces a reduction of the same length on
D′, therefore right reductions on D terminate.
4 Upper bound on reduction length
Beyond termination, we can use the same proof techniques to derive an asymp-
totic bound on reduction length. We first introduce a parametric cost on ex-
changes of linear diagrams:
Definition 33. Given a reduction r on a linear diagram of size n and an integer
w, the cost of r at weight w is X + wY , where X is the number of exchanges
not involving vertex number n in r and Y is the number of exchanges involving
vertex n in r.
Lemma 34. The maximum cost at weight w of a funnel with a collapsible end
is f(n,w) = O(n2 + wn), where n is the length of the linear diagram.
Proof. A funnel contains two types of exchanges. Those with final vertices
account for at most n − 2 exchanges, because there is at most one for each
non-final vertex. The ones with only non-final vertices are bounded by O(n2)
as any pair of non-final vertices is exchanged at most once by Lemma 24. The
bound follows from the definition of the cost.
(a) The original diagram D
t
b
(b) The transformed diagram D′
Figure 15: Adding nodes on the boundaries to make a diagram connected
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Theorem 35. The maximum cost of a right exchange on a linear diagram is
O(n3 + w · n2), where n is the size of the diagram.
Proof. Let g(n,w) =
∑n
k=1 f(k, w+n−k). We show that g(n,w) bounds the cost
of any right exchange on a linear diagram of size n. By Lemma 34, the desired
bound will follow. We work induction on n. For n ≤ 1, no right exchanges can
be performed, so the bound holds. Consider a reduction r : A →∗R B on a linear
diagram of size n. By Lemma 29, we can assume that A or B is collapsible (up
to an extension which increases the cost of r). By Lemma 28, we can rearrange
the exchanges in r to obtain a funnel and a collapsible reduction. By definition,
the cost of the funnel part is bounded by f(n,w). For the collapsible part,
consider the reduction induced by merging the final vertices together: this gives
a reduction on a diagram of size n− 1. Each exchange involving the last vertex
in this induced reduction corresponds to an exchange of both final vertices in
the original reduction, which has cost w + 1. Therefore, by induction, the cost
of the collapsible part is bounded by g(n − 1, w + 1). We therefore obtain the
bound g(n− 1, w + 1) + f(n,w) = g(n,w) on the cost of r at weight w.
Theorem 36. Right exchanges are terminating on boundary-connected dia-
grams and the maximum length of a reduction on a diagram of size n vertices
is O(n3).
Proof. Consider a connected string diagram D with v vertices. Pick a spanning
tree on D and let D′ be the string diagram obtained from D by removing
all edges which are not in the spanning tree. Any reduction on D induces a
reduction of the same length on D′, so it is enough to bound the length of
reductions on D′.
Pick an arbitrary vertex of D′ as root for the tree and consider a depth-first
search of D′ from that root. This defines an envelope on the tree, which can be
seen as a linear diagram L if we duplicate the nodes every time they are visited
(see Figure 16). The length of this diagram is linear in the number of edges in
D′, which is linear in the number of vertices in D′.
Any right reduction on D′ translates to a right reduction on L, where ex-
changing vertices x and y corresponds to exchanging all the copies of x and y in
the same way. The reduction on L is therefore at least as long as the reduction
on d′. By Theorem 35 and because the number of vertices in L is linear in v, the
(a) A connected diagram
d
(b) A spanning tree D′ on
D
(c) A linear diagram L ob-
tained from D′
Figure 16: Transforming a connected diagram to a linear diagram
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reduction on L has length O(v3). This bound also applies the original reduction
on D′ and hence on D. The same argument as Corollary 32 extends the result
to boundary-connectivity.
This asymptotic bound on reduction length is attained by a class of spiral-shaped
diagrams:
S2 = S3 = S4 =
S5 = →
∗
R
Lemma 37. For all n, the diagram Sn right reduces to its normal form in
(
n
3
)
steps.
Proof. A reduction of Sn to its normal form starts with n− 2 exchanges of one
end with the rest, followed by the reduction for Sn−1 where the end weighs one
more vertex. Therefore, the cost of a right reduction of Sn to its normal form is
s(n,w) = w(n − 2) + s(n− 1, w + 1). We also have s(2, w) = 0 for all w. From
this we obtain
s(n,w) =
(n− 1)(n− 2)(n− 3 + 3w)
6
which gives
(
n
3
)
for w = 1.
5 Confluence
Lemma 38. The right reduction relation is locally confluent.
Proof. Let F,G,H be diagrams with GR ← F →R H . If the two pairs of nodes
exchanged in the two branches are disjoint, then the exchanges commute and we
can close the diagram in one step: we have H→RK and G→RK. Otherwise,
the rewriting patterns overlap. There are nodes u, v and w in F , such that u
and v are adjacent and are exchanged to obtain G, and v and w are adjacent
and are exchanged to obtain H . The situation looks like this:
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uv
w
u
v
w
u
v
w
u
v
w u
v
wu
v
w
R R
RR
R R
As u and v can be exchanged in F , there is no edge from the output of v to
the input of u, and any edge going from the output of w to the input of u has
to pass to the left of v. As v and w can be exchanged in F , there is no edge
from the output of w to the input of v, and any edge going from the output
of w to the input of u has to pass to the right of v, which is impossible by the
previous observation, so there is no edge from w to u. Therefore, w and u can be
exchanged both in G and H . In the resulting diagrams, we can then exchange
(v, w) and (u, v) respectively, which closes the diagram.
Theorem 39. Right exchanges are confluent and therefore define normal forms
for diagrams under the equivalence relation induced by exchanges.
Proof. By Theorem 36 the reduction is terminating and by Lemma 38 it is
locally confluent, so by Newman’s lemma right reductions are confluent. There-
fore, the right normal form for a given diagram can be obtained by applying
any legal right exchanges until a normal form is reached.
6 Computing normal forms
It follows from Theorem 39 that applying the right-exchange rewrite strategy
allows us to find normal forms in O(v4) time, where v is the number of vertices:
we perform O(v3) exchanges, each of which can be found and performed in O(v)
time. In this section we show that this complexity can be improved, giving a
procedure which constructs the normal form directly in O(ve) time, where e is
the number of edges.
Let D be a connected diagram in right normal form and v ∈ D be a vertex.
We analyze how a new vertex l can be added toD by connecting it to v only, such
that l becomes a leaf in the new diagram. First, we need to choose whether to
connect l to the domain or codomain of v. Assume for instance that we connect
it to the domain of v. If v has k edges in its domain before the addition, there
are k+1 possible positions for the new edge between l and v. Assume that such
a position is chosen. The height of the vertex l in the new diagram must also
be chosen, as shown in Figure 17. The following lemma shows that there is only
one such choice such that the new diagram is in right normal form.
Lemma 40. Let D′ be a diagram obtained from D by adding a leaf l connected
to a vertex v ∈ D, at a determined side (domain or codomain) and position
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between existing edges on that side. There is a unique vertical position of l such
that D′ is in right normal form.
Proof. Let us first show that there is a vertical position for l such that D′ is
in right normal form. First, pick an initial vertical position for l, such as the
position immediately above or below v (depending on the orientation of the
connection between v and l). Then, normalize by applying right exchanges.
All the right exchanges involve l: otherwise, by contradiction, consider the first
exchange not involving l. Removing l from its domain gives us D again (because
the relative positions of vertices in D has not changed), and the exchange still
applies to this diagram, which contradicts normality of D. This shows the
existence of the vertical position and uniqueness follows from confluence.
This observation already gives us a way to construct the right normal form of
any acyclic connected diagram. For any tree, we can remove one leaf, compute
the right normal form of the remaining tree recursively, and add the leaf at the
height given by the lemma. However, this does not let us normalize cycles yet.
Definition 41. A simple face in a string diagram is a simple edge loop whose
inner region does not contain any other vertex or edge.
Definition 42. Let p be an oriented path in a diagram. For each vertex v
visited by p, we define the number of rotations of v as follows:
+1 −1 +1 −1 0 0
Definition 43. Given a simple face in a diagram D and an edge e in the face,
the mountain range starting on e is the sequence of partial sums of number of
rotations when visiting the face in direct rotation, starting from e.
Figure 18 gives an example of a mountain range for an edge in a simple face.
Because a cycle forms a closed loop in the plane, the number of rotations of
its vertices sums up to two when visited in direct rotation. This means that a
mountain range always stops two levels higher than it started.
Definition 44. An edge in a simple face is eliminable if the mountain range
starting from it never reaches 0 after the first step.
l
v
l
v
l
v
Figure 17: Possible vertical positions to grow a leaf l on v. Only the central
diagram is in right normal form.
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For instance, the edge above is eliminable, but its predecessor is not because
the montain range starts with a valley that goes at level −1 and then 0.
Lemma 45. In any simple face there are exactly two eliminable edges.
Proof. Pick an edge in the face and draw the mountain range for it. Let m be
the minimum level it reaches after the first step. As the mountain range starts
at 0 and ends at 2, m ≤ 1. Consider the last edge to reach m, we will denote
it by e1. The mountain range on the right of e1 never goes below m + 1 by
definition. When drawing the mountain range for e1, the left part of the range
is shifted upwards by 2, so this part never goes below 2 −m ≥ 1 when drawn
as part of the mountain range for e1. So e1 is eliminable. Similarly, consider
the last edge e2 to reach 1 in the mountain range starting from e1: it is also
eliminable for the same reason. These are the only two edges which satisfy the
criterion.
Lemma 46. Let D be a connected diagram in right normal form and e be an
eliminable edge in a simple face of D. Then the diagram D′ obtained from D
by removing e is in right normal form.
Proof. Consider such an edge. We first analyze what it means to be eliminable
in geometrical terms. Let us call u the starting point of e and v its end point.
We know that e is immediately followed by a left turn (number of rotations +1)
at v. The next vertex where a rotation happens w also has rotation number +1
(otherwise the number of rotations from e to the edge after w would be null).
By symmetry let us assume that e points upwards when travelling in the direct
orientation on the face.
There are three sorts of right exchanges that could potentially be enabled
by removing e.
Exchanging u and v The first one would be exchanging the endpoints of e
together, but this is impossible because of the left turn on v which imposes a
horizontal ordering: no such right exchange can be made.
Exchanging u or v with another vertex x The second one would be
exchanging one of the endpoints of e with another vertex. This other vertex
must be in the interval between the endpoints (otherwise the exchange was
already possible before). That is not possible for v because of the left turn on
this vertex. For u, this would require having another vertex x immediately to
the left of e with no edge linked from below. We will see in a later paragraph
that this is not possible.
(a) An edge in a face
(b) The montain range for this edge
Figure 18: Example of a chosen edge in a face and its mountain range
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Exchanging two vertices x, y distinct from u and v Finally, the third
case consists in exchanging two nodes x and y between u and v, x immediately
to the left of e with no edge linked from below, and y immediately to the right
of e with no edge from above. We will show that no such x exists.
u
w
v
e
x
y
Ruling out the existence of x Because e is the right boundary of the face,
such an x must be a part of the boundary of the face. As part of this cycle, it
has two edges coming from above. Browsing the cycle in the direct orientation
can visit x in two directions: from left to right or from right to left.
If x is visited from left to right, this contradicts the fact that x is immediately
to the left of e, because the interior of the face is contained between the two
edges linked to x.
If x is visited from right to left, consider the path from w to x. It starts
upwards and ends downwards, so it has odd number of rotation. As x itself is a
right turn, this number cannot be negative: otherwise, travelling from e to the
edge following x would have null or negative number of rotation, contradicting
the assumption that e is eliminable. So, the path from w to x has positive
number of rotation, and therefore one edge in this path is located between x
and e, which contradicts the fact that x is immediately to the left of e.
Theorem 47. The right normal form of a boundary-connected string diagrams
in free monoidal categories can be decided in time O(ve) where v is the number
of vertices and e is the number of edges.
Proof. Again we can restrict our attention to the case of connected diagrams
thanks to the reduction of Figure 15. We construct the right normal form of
any connected string diagram by induction on the number of edges. The initial
case (no edge) is clear.
Given a diagram D, there are two cases. If D has a leaf, then we remove
this leaf and obtain a diagram D′ with one less edge that we can inductively
normalize. Then, by Lemma 40, we can deduce the right normal form for D, by
inserting back the leaf at the unique spot which makes the diagram normalized.
Such a spot can be found in O(v) by applying right exchanges on the leaf as
long as they are admissible. If D does not have any leaf, then it has a face.
In that case, by Lemma 45, there are two eliminable edges in this face. These
can be identified in O(v) thanks to the characterization via mountain ranges.
We can remove one of them and inductively normalize the resulting diagram.
By Lemma 46 we can then add the edge back and obtain the normal form for
D. This can also be computed in O(v). We therefore obtain a normalizing
algorithm with e induction steps, each of which takes O(v) time, so the overall
complexity is O(ve).
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7 Extension to disconnected diagrams
The connectivity requirement is crucial to obtain termination of right exchanges
and therefore the right normal forms on which we relied on for our results. In
this section, we extend our results to arbitrary diagrams. Our approach is to
define a complete invariant for the exchange rule.
In general, a digram can contain multiple connected components. Because
we are dealing here with non-symmetric monoidal categories, the way these
components nest into each other’s faces matters as this tree structure is pre-
served by exchanges. In Appendix A, we define notions of faces, components
and enclosure relations between them from the combinatorial representation of
diagrams. Each diagram is then represented by a structural tree as in Figure 19,
where face nodes have an unordered set of component children and component
nodes have an ordered list of face children. We show in Appendix A.1 that such
a tree is a complete invariant for exchanges.
7.1 Word problem
We show how to compute the structural tree of a diagram, and therefore solve
the word problem in the general case. Algorithm 2 scans the diagram in one
pass and computes simultaneously the components and faces of the diagram, as
well as the inclusion relation between them. Appendix A defines components
and faces as equivalence classes of places and spots under an adjacency relation,
so we two union-find data structures to represent them.
Unions of faces are performed when scanning vertices with no output. Each
of them costs O(log∗ f), where f is the number of faces of the diagram. So total
cost of all unions of faces is O(v log∗ f). Scanning the diagram with the two
loops takes O(ve) operations, and checking if two spots or places are adjacent
takes constant time. Therefore, the computation of the faces, components and
their relations can be done in O(ve).
Then, we apply the algorithm of Theorem 47 to compute the right normal
form of each component, which can be done again in quadratic time.
Finally, the structural tree of the diagram is converted to an integer recur-
sively in Algorithm 3, where we assume a coding function χ mapping injectively
any tuple of integers to an integer (such as the Gdel encoding). As the structural
tree is a complete invariant for diagram equivalence, we obtain the following the-
orem.
Theorem 48. The word problem for string diagrams in a monoidal category
can be solved in O(ve), where v is the number of vertices and e is the number
of edges.
0
1
2
3
A
B
0
A B
1 2 3
Figure 19: A diagram and its structural tree
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Algorithm 2 Algorithm to compute the faces, components, and relations be-
tween them
initialize union-find data structures F for faces and C for components
initialize parent pointer arrays PF for faces and PC for components
for h = 0 to D.N do
for k = 0 to D.W (h) do
if sh,k adjacent to sh−1,k and to sh−1,k−D.∆(h−1) then
union(F (h− 1, k), F (h− 1, k −D.∆(h− 1)))
F (h, k)← F (h− 1, k)
else if sh,k adjacent to sh−1,k only then
F (h, k)← F (h− 1, k)
else if sh,k adjacent to sh−1,k−D.∆(h−1) only then
F (h, k)← F (h− 1, k −D.∆(h− 1))
else
F (h, k)← a fresh face id
PF (h, k)← (h− 1, D.H(h− 1))
end if
end for
for k = 0 to D.W (h)− 1 do
Update components similarly
end for
end for
Algorithm 3 Algorithm to recursively compute an integer representation for a
structural tree
if n is a face node then
compute the integer representation of its children components recursively;
sort the list of children components as l return χ(l)
end if
if n is a component node with normalized root component c then
sort the children faces by order of introduction in the normalized compo-
nent c
compute the integer representation of the children faces recursively as l,
preserving the order; return χ(c, l)
end if
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8 Linear-time solution to the word problem in
the connected case
In this section we show how the word problem can be solved in linear time
for boundary-connected diagrams via a reduction to the problem of map iso-
morphism. In the disconnected case, the components enclosed in a face can
spin around each other, so comparing two faces amounts to comparing their
sets of components. Therefore, there is little hope to extend this result to the
disconnected case.
We first recall some background notions of topological graph theory. We refer
the interested reader to [26] for a more in-depth treatment of these notions.
8.1 Background on planar maps
A multigraph is a set of vertices V and of edges E where each edge e ∈ E
is associated with a set of one or two vertices V (e). In other words it is an
undirected graph where multiple edges can exist between two vertices, and loops
are allowed.
A planar map is a discrete representation of the embedding of a connected
multigraph (seen as a topological space) in a surface.
Definition 49. A map is a set Ω of darts (or half-edges) and two permutations
x and y of Ω such that x2 = 1, x has no stationary point, and the permutation
group G generated by x and y is transitive (for any a, b ∈ Ω there is g ∈ G such
that g(a) = b).
x = ( 1 2 )( 3 4 )( 5 6 )( 7 8 )( 9 10 )
y = ( 2 10 7 )( 4 8 6 )( 1 3 5 9 )
(a) A planar map given by two permu-
tations
a c
b
d
1
2
3
4
5
6
7 8
9
10
(b) Graphical representation where
darts are numbered half-edges
Two maps are isomorphic when there is a bijection between their sets of
darts respecting the permutations x and y of both maps.
In a map m, the cycles of x are called edges of m. The cycles of y are called
faces of m. The cycles of xy are called vertices. The Euler characteristic of m
is
χ(m) = v − e+ f
where v is the number of vertices, e of edges and f of faces. A map m is planar
if χ(m) = 2.
Any embedding of a multigraph in the plane gives rise to a planar map.
Theorem 50. [17] Any two embeddings of a multigraph in the plane are isotopic
if and only if the corresponding planar maps are isomorphic.
28
Theorem 51. [15] Determining if two planar maps are isomorphic can be de-
cided in linear time.
Our goal is to reuse this last result to solve the word problem for connected
string diagrams. However, the word problems for string diagrams and for planar
maps do not match: Figure 21 shows two string diagrams which are isotopic as
planar maps but not equivalent as string diagrams.
6=
Figure 21: Two non-equivalent string diagrams which are isotopic as maps
8.2 Directed planar maps
Maps are embeddings of undirected multigraphs. In this section, we introduce
an analoguous notion for directed multigraphs. A directed multigraph is a set
of vertices V and a set of edges E, each edge being associated to a pair of
vertices (s, t) (its source and target). A directed multigraph is connected if it is
connected as an undirected multigraph.
Definition 52. A directed map is a map (Ω, x, y) together with a choice of
distinguished darts D ⊆ Ω such that exactly one dart in each cycle of x belongs
to D.
Two directed maps are isomorphic when they are isomorphic as maps and fur-
thermore the bijection respects the distinguished darts. Similarly to Figure 21,
there are directed maps which are isomorphic as undirected maps but not as
directed maps.
Given a directed planar map M , we can define a planar map ι(M) by re-
placing each directed edge by an undirected graph which encodes the direction
of the original edge:
7→
Proposition 53. Two directed planar maps M ,M ′ are isomorphic if and only
if the undirected planar maps ι(M) and ι(M ′) are isomorphic.
Proof. Assume that ι(M) and ι(M ′) are isomorphic maps via an isomorphism
φ. Say that a vertex v ∈ ι(M) is a loop root if a loop is rooted on v. Given the
definition of ι, the image ι(u) of a vertex u ∈ M cannot be a loop root, as any
loop on u in M is translated to non-loop edges in ι(M). Therefore, there is a
bijection between the loop roots of ι(M) and the edges of M . As loop roots are
preserved by graph isomorphism, φ induces a bijection between the loop roots of
ι(M) and ι(M ′), so we have a bijection ψ between the edges ofM andM ′. This
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bijection in turn determines a directed graph isomorphism between M and M ′.
For instance the source vertex of an edge can be recovered from its loop root u:
follow the edge which comes after the loop, when browsing incident edges of u
in clockwise order. Similarily the target vertex can be recovered. Finally, as φ
is a map isomorphism, the cyclic order of edges around vertices is preserved, so
ψ is a directed map isomorphism between M and M ′.
Corollary 54. Testing whether two acyclic directed planar maps are isomorphic
can be done in linear time.
Proof. The translation via ι can be computed in linear time so the problem
reduces to deciding undirected planar map isomorphism, which is linear by
Theorem 51.
Proposition 55. Two embeddings of connected directed multigraphs in the
plane are isotopic if and only if the corresponding directed maps are isomor-
phic.
8.3 From string diagrams to maps
We translate any string diagram D to a directed planar map γ(D) by replacing
each vertex by the gadget below. The original edges coming from D inherit their
orientation from the string diagram (top to bottom), and we add two dangling
edges for each vertex. These additional dangling edges are useful for vertices
with only inputs or only outputs by blocking any cyclic permutation of these
edges around the vertex.7
. . .
. . .
7→
. . .
. . .
7→
Figure 22: Translation of a string diagram to a directed map.
Theorem 56. Any two connected diagrams are equivalent if and only if the
induced directed maps are isomorphic.
Proof. Exchanges on connected diagrams preserve the translation to directed
maps so any two equivalent connected diagrams are mapped to isomorphic di-
rected maps. For the converse direction, we can therefore assume that the two
diagrams D,D′ are in right normal form. Let φ be the map isomorphism be-
tween the corresponding directed maps γ(D), γ(D′). First, γ(D) and γ(D′) have
the same number of vertices and so do D and D′.
We prove by induction on n that D = D′. We reuse the induction technique
introduced in Section 6: diagram D contains a leaf or a face.
If D contains a leaf l, this leaf is mapped to a vertex γ(l) connected to three
edges. Therefore φ(γ(l)) is also connected to three edges there is a leaf l′ ∈ D′
7These dangling edges are only useful for vertices with only inputs or only outputs but we
choose to add them to all vertices for the sake of uniformity.
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such that γ(l′) = φ(γ(L)). Because φ is an isomorphism of directed maps, the
orientations of l and l′ are the same: they are both single-input or both single-
output vertices. Moreover, they are connected to their parent vertices at the
same position in their list of inputs or outputs, thanks to the auxilliary edges
added in the translation. Consider the diagrams E and E′ obtained from D
and D′ by removing l and l′ respectively. These diagrams are in right normal
form. The isomorphism φ induces a map isomorphism between γ(E) and γ(E′)
so by induction E = E′. By Lemma 40, D = D′.
If D contains a face f , this face is mapped to a face γ(f) in γ(D). The
face φ(γ(f)) is itself the image of a face f ′ ∈ D′. Because φ preserves edge
orientations, the mountain ranges of f and f ′ are equal. Let e be an eliminable
edge in f and let e′ be the preimage of φ(γ(e)) in f ′. By equality of the mountain
ranges, e′ is also eliminable in f ′. By Lemma 46, removing e from D and e′ from
D′ gives diagrams F and F ′ both in right normal form. Again we can apply the
induction hypothesis to F and F ′, so F = F ′, and therefore D = D′.
Corollary 57. The word problem for connected string diagrams can be solved
in linear time.
Proof. The translation γ from string diagrams to directed planar maps can be
computed in linear time. The decision problem therefore reduces to the word
problem for acyclic directed planar maps, which is solvable in linear time by
Corollary 54.
9 Recumbent isotopy
Joyal and Street’s theorem relating diagram deformations to the axioms of
monoidal categories (Theorem 4) requires the deformations to be recumbent.
This means that at each stage of the deformation, the diagram’s edges must
remain upright, as shown in Figure ??. It was conjectured by Selinger [27]
that the recumbency condition can be weakened. For this weakening, the re-
quirement that all wires must flow vertically can be dropped, but we must keep
the requirement that wires stay connected to their endpoints from the same
side. Figure 23 shows a counter-example for the conjecture without this last
condition.
6=
Figure 23: Arbitrary planar isomorphism does not respect morphism equality.
We now show how our reduction from string diagrams to planar maps can be
used to prove Selinger’s conjecture, generalizing Joyal and Street’s Theorem 4.
To extend this result to disconnected diagrams, we only need to extend the
notion of directed map to disconnected cases.
Definition 58. A disconnected planar map is defined recursively as a tree, as
follows.
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• A face node is a set of component nodes (possibly empty).
• A component node is a planar map m, an outer face f0 ∈ m and face nodes
for each face f 6= f0 of m.
A disconnected planar map is given by its root face node, which has finite depth.
As this definition mirrors that of the structural tree of a diagram (Defini-
tion 77), it is straightforward to extend the translation of Section 8.3 to translate
any diagram D to a disconnected planar map.
Equivalence of disconnected planar maps is defined by pointwise equivalence
of the planar maps involved. By completeness of the structural tree for string
diagrams (Theorem 80), two string diagrams are equivalent if and only if the
corresponding disconnected planar maps are equivalent. For this reason, The-
orem 50 can be extended to the disconnected case: two disconnected planar
maps are equivalent if and only if their embeddings in the plane are isotopic.
We therefore obtain the following theorem:
Theorem 59. Two string diagrams are equivalent if and only if their transla-
tions as disconnected planar maps from Section 8 are isotopic.
This generalizes Joyal and Street’s result in the way hinted by Selinger’s con-
jecture: the isotopy is unconstrained, although some gadgets have been added
to enforce the preservation of the order of inputs and outputs around vertices.
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A Extension to disconnected diagrams
As the transformation described in Figure 15 is still applicable to disconnected
diagrams, we consider a diagram D without input or output edges (D.S = 0
and D.W (D.N) = 0).
Definition 60. For each level h ∈ [D.N+1], we define symbols (sh,k)0≤k≤D.N(h).
The symbol sh,k is the spot at height h and position k, which represents the
empty space between the kth and k + 1th edge at level h (including diagram
boundaries for the extrema). Similarly, we define symbols (ph,k)1≤k≤D.N(h).
The symbol ph,k represents the intersection of the kth edge that crosses level h
and level h itself: we call this a place. Vertices of the diagram are places too,
and we represent the vertex between heights h and h+ 1 as vh.
Definition 61. Two spots sh,k and sh+1,k′ are adjacent if they lie in the same
region of the diagram seen as a planar graph. This happens when either k = k′
and D.H(h) ≥ k or k +D.∆(h) = k′ and D.H(h) +D.I(h) ≤ k.
Definition 62. A face is a connected component of spots for the adjacency
relation defined above.
Definition 63. Two places ph,k and ph+1,k′ at consecutive levels are adjacent
if they are on the same edge. Formally, this happens when either k = k′ and
D.H(h) > k, or k + D.∆(h) = k′ and D.H(h) + D.I(h) ≤ k. D.H(h) ≤
k < D.H(h) + D.I(h) and D.H(h) ≤ k′ < D.H(h) + D.O(h). A place ph,k
and a vertex v′h are adjacent when Two places ph,k, ph,k′ at the same level
are adjacent if D.H(h) ≤ k, k′ < D.H(h) + D.I(h) or D.H(h − 1) ≤ k, k′ <
D.H(h− 1) +D.O(h− 1).
Definition 64. A component is a connected component of places for the adja-
cency relation defined above.
Lemma 65. Any exchange D → D′ induces bijections φF and φC between the
faces and components of D and D′.
Proof. Let n and n + 1 be the levels exchanged. By symmetry we can assume
it is a right exchange. Let us define φC by mapping each spot in D to a spot
in D′, such that the adjacency relation is respected. Let sh,k be a spot. If
h ≤ n or h > n+ 1 (the spot lies in a slice that is untouched by the exchange)
then φC(sh,k) = sh,k. Otherwise, h = n + 1. If k ≤ D.H(n + 1) (the spot
lies to the left of both nodes exchanged) then φC(sn+1,k) = sh,k again. If
k > D.H(n) +D.I(n) (the spot lies to the right of both nodes exchanged) then
φC(sn+1,k) = sh,k−D.∆(n)+D.∆(n+1). If k > D.H(n + 1) and k < D.H(n +
1)+D.I(n+1) (the spot lies in one of the input branches of the node at height
n+1) then φC(sn+1,k) = sn,k (the spot just above). Similarly if k > D.H(n) and
k < D.H(n)+D.O(n) then φC(sn+1,k) = sn+2,k+D.∆(n+1) (the spot just below).
Finally, if k ≥ D.H(n + 1) + D.I(n + 1) and k ≤ D.H(n) then φC(sn+1,k) =
sn,k−D.∆(n)+D.∆(n+1)). In each of these cases one can check that φC preserves
the adjacency relationship for spots. The mapping for places φF can be defined
similarly.
Definition 66. Given a level h, a spot sh,k and a place ph,k′ are neighbours if
k = k′ or k + 1 = k′. Furthermore, spots sh,0 and sh,D.N(h) are neighbours of
the boundary.
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Figure 24: Over-connectivity on an example
Lemma 67. There is a unique face containing spots which are neighbours of
the boundary. We denote it by f0.
Proof. Any neighbour of the boundary is adjacent to the neighbours of the
boundary above and below it. By assumption, there is only one spot at the
source and target levels. Therefore, all neighbours of the boundary are con-
nected together.
Definition 68. A component c neighbours a face f when there is a place p ∈ c
neighbouring a spot s ∈ f . We denote it by c♦f .
Neighbourhood is preserved by exchanges, in the following sense:
Lemma 69. Let d, d′ be diagrams where d′ is obtained from d by exchanges. The
bijections between faces and components of d and d′ induced by the exchanges
respect the neighbourhood relation.
Proof. It suffices to show that any neighbourhood relation that holds between
slices affected by an exchange also hold in the exchanged diagram. This can be
achieved by simple inspection of the definition of neighbourhood and adjacency
on spots and places.
Definition 70. Given a level h, two spots sh,k and sh,k′ are over-connected if
they are connected by a path of spots which never go below level h. Similarly,
over-connectivity is defined for places too.
Note that over-connectivity is an equivalence relation on spots at the same
level, and similarly for places.
Lemma 71. Given a level h, assume that two distinct spots sh,k and sh,k′
are over-connected. Furthermore, assume that ∀k < i < k′, sh,i is connected
from above to neither sh,k nor sh,k′ . Then the places ph,k and ph,k′−1 are over-
connected.
Proof. By induction on the distance h from the top of the diagram. The prop-
erty holds trivially for the topmost slice as no two spots are over-connected at
this level.
Assuming it holds at level h and consider spots sh+1,k and sh+1,k′ over-
connected. If they are both connected to the same spot sh,k then all places
between them are over-connected, so the result holds. Otherwise, they are con-
nected to different spots sh,k0 and sh,k′0 respectively which are over-connected.
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Let sh,i1 , . . . , sh,iq be the spots between sh,k0 and sh,k′0 which are over-connected
to sh,k0 and sh,k′0 . Each of these spots are not connected to any spot at level
h+1, so the places neighbouring them are all connected via the same morphism
between level h and h+ 1. In particular, ph,i1−1 and ph,iq are neighbours.
Apply the induction hypothesis to the pairs (sh,k0 , sh,i1) and (sh,iq , sh,k′0):
ph,k0 and ph,i1−1 are over-connected and so are ph,iq and ph,k′0−1. Therefore
ph,k0 and ph,k′0−1 are over-connected.
Lemma 72. Let f be a face, f 6= f0. There is a component c such that for each
level h containing a spot in f , the place to the left of the first spot in f at level
h and the place to the right of the last spot in f at level h are both in c. Such a
component c is therefore unique. We say that c encloses f , denoted by f ≺ c.
Proof. First, consider the highest level h0 where f occurs. All spots in f at h0
are not connected to any spot at the higher level, so their neighbouring places
are all connected to the morphism above. Let c be their common component.
For any further level h we prove the result by induction. Consider the first
and last spots sh,k, sh,k′ which belong to f at level h. We show that ph,k−1
belongs to c. Showing that so does ph,k′ is similar. Let sh−1,k0 be the leftmost
spot neighboured by sh,k at level h − 1. If sh−1 is the first spot sh,k0 in f at
h − 1, then by induction ph−1,k0−1 belongs to c and is connected to ph,k−1, so
ph,k−1 belongs to c. Otherwise, let sh−1,i1 , . . . , sh−1,ip be the spots in f to the
left of sh−1,k0 . We can apply Lemma 71 to sh−1,ip and obtain that ph−1,ip and
ph−1,k0−1 are connected. Furthermore, the sh−1,i1 , . . . sh−1,ip are not neighbours
of any spots at level h, so the edges separating them are all connected to the
same vertex between h and h− 1. So ph−1,ip and ph−1,i1−1 are neighbours, and
finally ph−1,k0−1 and ph−1,i1−1 are connected. By induction, ph−1,i1−1 belongs
to c, so so does ph−1,k0−1.
Definition 73. Given a face f , a spot s ∈ f is maximal if it is at the highest
level where spots of f occur. Similarly, it is minimal if it is at the lowest level
where spots of f occur.
Note that a face can have multiple maximal or minimal spots.
Lemma 74. Maximal and minimal spots in a face only neighbour the enclosing
component, or the boundary in the case of the root face.
Proof. This is a direct consequence of the proof of Lemma 72.
Definition 75. Let f be a face. For each component c neighbour of f such
that c does not enclose f , we say that f encloses c, denoted by c ≺ f .
The enclosure relation is preserved by exchanges as follows:
Lemma 76. φF and φC respect ≺, i.e. f ≺ c ⇔ φF (f) ≺ φC(c) and c ≺ f ⇔
φC(c) ≺ φF (f).
Proof. By Lemma 69 and because c ≺ f ⇔ c♦f ∧ ¬(f ≺ c), it is enough to
show preservation of f ≺ c.
Let d → d′ be a right exchange, f be a face in d enclosed by c. Let sh ∈ f
be a maximal spot in f , and sl ∈ f be a minimal spot in f . If sh is untouched
by the exchange, then it is still maximal in φF (f), and φC(c) is still the only
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component neighboured by φF (f) at sh’s slice, so we have φF (f) ≺ φC(c).
Similarly, if sl is untouched by the exchange, φF (f) ≺ φC(c). If both sl and sh
are touched by the exchange, then they are equal in d and f neighbours only
c in d. By Lemma 69, φF (f) neighbours only φC(c). As φF (f) is not the root
face in d′, φF (f) ≺ φC(c).
We next introduce an order on the faces enclosed by a component c. Let
N(c) be the right normal form of c, seen as a standalone diagram. The right
reduction from c to N(c) induces a bijection between the faces of c and those
of N(c).
Given two faces f, f ′ in N(c), consider the leftmost maximal spots sh,k, sh′,k′
of f and f ′. We order f and f ′ by lexicographic order on the pairs (h, k), (h′, k′).
This defines an order < on faces of N(c) and therefore on faces of c.
Definition 77. We inductively define the structural tree of faces and com-
ponents. Given a face f , T (f) = {T (ci)|c component enclosed by f}. Given
a component c, let f1, . . . , fn be the set of faces enclosed by c, ordered with
the order defined above. We set T (c) = (N(c), T (f1), . . . , T (fn)). Finally, the
structural tree T (D) of the entire diagram is T (f0).
To make sure that this tree is finite, we must make sure that none of its nodes
is a child of itself.
Lemma 78. ≺ is well-founded.
Proof. A diagram contains a finite number of components and faces. It is there-
fore enough to show that given a component c, it is impossible that c ≺ · · · ≺ c.
We first show that if c ≺ f ≺ c′, then at each level h where f appears, then
for any place ph,k ∈ c there are places ph,a, ph,b ∈ c
′ with a < k < b. This is
a simple consequence of Lemma 72. Then, by induction, we extend this to the
transitive closure of ≺, which shows the result.
Lemma 79. T (D) is invariant under exchanges.
Proof. By Lemma 76, ≺ is invariant under exchanges. The order on the faces
enclosed by a given component is also invariant as it is defined on the right
normal form of the component.
A.1 Completeness of the structural tree
We show that the structural tree T (D) of a diagram is a complete invariant for
exchanges:
Theorem 80. Two diagrams D, D′ with no source and target edges are equiv-
alent if and only if T (D) = T (D′).
To prove this theorem we introduce a few notions of diagram surgery, to ma-
nipulate components and faces.
Definition 81. Given a diagram D and a spot s ∈ D, the injection of a closed
diagram D′ at s, denoted by IDs (D
′), is obtained by inserting D′ in place of s
in D. Concretely, this means that the vertices of D′ are inserted at the slice of
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s, shifted to the right by the number of edges to the left of s. Formally, IDs (D
′)
is defined as follows:
IDs (D
′).S = D.S
IDs (D
′).N = D.N +D′.N
IDs (D
′).H(h) =


D.H(h) if h < a
D′.H(h− a) + k if a ≤ h < b
D.H(h−D′.N) if b ≤ h
IDs (D
′).I(h) =


D.I(h) if h < a
D′.I(h− a) if a ≤ h < b
D.I(h−D′.N) if b ≤ h
IDs (D
′).O(h) =


D.O(h) if h < a
D′.O(h− a) if a ≤ h < b
D.O(h −D′.N) if b ≤ h
where s = sa,k and b = a+D
′.N .
By abuse of language, if x ∈ D′ is a spot, face or component, then we denote
again by x the corresponding place, spot, face or component in IDs (D
′), as this
is unambiguously defined.
Lemma 82. Let D be a diagram and s, s′ ∈ D be spots in the same face f ∈ D.
For all closed diagram D′, IDs (D
′) ≃ IDs′ (D
′).
Proof. Let us assume s and s′ are adjacent. Let v be the vertex between the
two slices containing s and s′. The vertices of D′ in Is(D
′) can be successively
exchanged with v, leading to IDs′ (D
′), which shows that IDs (D
′) ≃ IDs′ (D
′). By
induction, this can be repeated for any adjacency path between two spots in
the same face.
Bearing in mind that this is only defined up to exchange, we can therefore write
IDf (D
′) to inject D′ anywhere in the face f .
Lemma 83. Injection respects exchanges on the outer and inner diagrams: If
D ≃ D′ and C ≃ C′, then for any face f ∈ D and its corresponding face
f ′ ∈ D′, IDf (C) ≃ I
D′
f ′ (C
′).
Proof. Any exchange C →R C
′ translates into a single exchange IDf (C) →R
IDf (C
′). So, by induction, if C ≃ C′, then IDf (C) ≃ I
D
f (C
′). To show that
injection respects equivalence on the outer diagram, let s ∈ f and consider a
single rewriting step D →R D
′. If s is not in the slice between the two vertices
u and v being exchanged in D, then it corresponds to a spot s′ ∈ D′. We have
s′ ∈ f ′ and IDs (C) →R I
D′
s′ (C) in one step again. Otherwise, D
′.N exchanges
are required to move u past D′, one to exchange u and v, ad D′.N again to move
v past D′. So IDs (C) ≃ I
D′
s (C). So injections are compatible with exchanges
both on the inner and outer diagram.
Definition 84. Let D be a diagram and c ∈ D be a component. The erasure
of c in D, denoted by D − c, is the diagram is obtained by removing from D
any vertex from c or its sub-components.
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Lemma 85. Let D be a diagram and c ∈ D be an acyclic component. Then
there is a face f ∈ D − c such that D ≃ ID−cf (c).
Proof. Pick a vertex r ∈ c: we will consider c as a tree rooted in r. By induction
on this tree, we are going to gather all vertices around r, meaning that the
heights of these vertices in the diagram form an interval.
Say that a vertex v ∈ c is collapsed if the set of diagram heights of the
vertices in its subtree form an interval. For any v ∈ c, we show that D is
equivalent to a diagram D′ where v is collapsed and such that the vertical order
of vertices which are outside this subtree is preserved in D′.
If v is a leaf, it is always collapsed. Consider the case where v has children
u1, . . . , un. Because c is acyclic, it is possible to exchange each child ui with any
vertex on a slice between ui and v, so we can assume that the vertical positions
of v and u1, . . . , un form an interval. By induction, each ui can be successively
collapsed without changing the vertical order of vertices which are not in the
subtree of ui. Once this is done, the vertical position of vertices in the subtrees
of the ui and v form an interval, so v is collapsed. By doing so we have preserved
the vertical ordering of vertices outside the subtree of v.
Therefore, there is a D′ where r is collapsed. Let c′ be the component
corresponding to c in D′. Let f ′ ∈ D′ be the face enclosing c′ in D′. We
have ID
′−c′
f ′ (c
′) = D′. By invariance of injection up to exchanges (Lemma 83),
ID
′−c′
f ′ (c
′) ≃ ID−cf (c) for some the corresponding face f ∈ D − c.
Definition 86. LetD be a diagram and f ∈ D be a face that does not neighbour
the boundary. The erasure of f in D, denoted by D−f , is the diagram obtained
by removing all spots in f and descendant faces. Formally, let P (h, i, j) =
|{sh,k|i ≤ k < j, sh,k ∈ f
′ ≺∗ f}|. Then D − f is defined as follows:
(D − f).S = D.S
(D − f).N = D.N
(D − f).H(h) = D.H(h)− P (h, 0, D.H(h) + 1)
(D − f).I(h) =

1 if D.I(h) = 0 and P (h,D.H(h), D.H(h)) = 1
D.I(h)− P (h,D.H(h) + 1, D.H(h) +D.I(h) + 1)
otherwise
(D − f).O(h) =

1 if D.O(h) = 0 and P (h+ 1, D.H(h), D.H(h) + 1) = 1
D.O(h) − P (h+ 1, D.H(h) + 1, D.H(h) +D.O(h) + 1)
otherwise
One can check that this defines a valid diagam.
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f(a) A face f in diagram D (b) The diagram D − f
Lemma 87. Let s ∈ D be a spot. Then for any closed diagram c and face f ∈ c,
IDs (c− f) = Is(c)− f .
Proof. This can be checked directly from the definitions of injections and era-
sures.
Lemma 88. Let D be a diagram and f ∈ D be a face. For any diagram
D′ ≃ D − f , there is a diagram D0 ≃ D such that D
′ = D0 − f .
Proof. By inspection of the definition of D−f one can see that any exchange on
D− f can be lifted back to an exchange at the same height on D (the converse
is false). By induction, this defines D0.
Lemma 89. Let D be a diagram and c ∈ D be an arbitrary component (not
necessarily acyclic this time). Then there is a spot s ∈ D − c such that D ≃
ID−cs (c).
Proof. Let f1, . . . , fk be all the faces enclosed by c. ConsiderD
′ = D−f1 · · ·−fk.
Let c′ be the component corresponding to c in D′: as a diagram, c′ = c−f1 · · ·−
fk. As c
′ does not enclose any face, c′ is acyclic. By Lemma 85, we can gather
c′ in one spot: there is s ∈ D′ − c′ such that D′ ≃ ID
′−c′
s (c
′). (In fact, because
all the faces removed from D to obtain D′ are enclosed by c, D′ − c′ = D − c.)
Then, by Lemma 88, there is a D0 ≃ D such that D0− f1 · · · − fk = I
D′−c′
s (c
′).
By Lemma 87, ID
′−c′
s (c
′) = ID
′−c′
s (c − f1 · · · − fk) = I
D′−c′
s (c) − f1 · · · − fk.
Therefore, we obtain D0 − f1 · · · − fk = Is(c) − f1 · · · − fk and finally D0 =
ID
′−c′
s (c) = I
D−c
s (c).
We can now prove Theorem 80, showing the completeness of the structural
tree for exchanges.
Proof. Let C,D be diagrams such that T (C) = T (D).
To each node n of T (C) we can associate diagrams Cn (respectively Dn) ob-
tained by erasing vertices not contained in the subtree below n in C (respectively
D). We show by induction on n that Cn ≃ Dn.
If n is a leaf face node, then both Cn and Dn are empty diagrams and
are therefore equivalent. If n is a leaf component node, then both Cn and Dn
are acyclic connected diagrams with identical right normal forms, so they are
equivalent.
If n is an internal face node, let {c1, . . . , cm} be its child components. By
induction their corresponding diagrams in C and D are pairwise equivalent. We
can apply Lemma 89 for each of them and express both C and D as iterated
injections of the ci in the empty diagram: therefore Cn ≃ Dn.
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If n is an internal component node, let (f1, . . . , fm) be its child faces. Again,
by induction their corresponding diagrams in C and D are pairwise equivalent.
Moreover, the components corresponding to n in C and D have the same right
normal form F . We can therefore obtain both C and D as iterated injections
of the fi in the faces of F , in the designated order. Therefore Cn ≃ Dn, which
completes the proof.
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s(a) The diagram D with a
spot s ∈ D
(b) The diagram D′
(c) The diagram IDs (D
′)
Figure 25: Injection of a diagram in a face
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