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ABSTRACT. – We study fifth order KP equations. In 2D the global well-posedness of the Cauchy problem
in the energy space for the fifth order KP-I is obtained despite the “bad sign” in the algebraic relation related
to the symbol. In the case of the fifth order KP-II, global solution with data in L2(R2) for the corresponding
integral equation are obtained, removing the additional condition on the data imposed in (Saut and Tzvetkov,
1999). The case of periodic boundary conditions is also considered. In 2D the local existence for data in
Sobolev spaces below L2(T2) is obtained and in particular the global well-posedness for data inL2(T2). In
3D the local well-posedness for data in Sobolev spaces of low order is proven. Ó 2000 Éditions scientifiques
et médicales Elsevier SAS
AMS classification: 35Q53, 35Q51, 35A07
RÉSUMÉ. – On étudie les équations de KP d’ordre 5. En dimension 2, on montre que le problème
de Cauchy est localement bien posé dans l’espace d’énergie pour l’équation de KP-I d’ordre 5, malgré
le “mauvais signe” dans la relation algébrique liée au symbole. Pour l’équation de KP-II d’ordre 5, on
obtient des solutions globales correspondant à des données initiales dans L2(R2) pour l’équation intégrale
associée, sans la condition supplémentaire pour la donnée initiale imposée dans (Saut and Tzvetkov, 1999).
On considère aussi le cas des données initiales périodiques. En dimension 2, on montre que le problème
de Cauchy pour l’équation de KP-II d’ordre 5 est localement bien posé pour des données initiales dans des
espaces de Sobolev plus gros que L2(T2). En dimension 3, on établit le caractère localement bien posé du
problème de Cauchy pour des données appartenant à des espaces de Sobolev d’ordre petit. Ó 2000 Éditions
scientifiques et médicales Elsevier SAS
1. Introduction
In this paper we continue the study of the fifth order Kadomtsev–Petviashvili (KP) equations
started in [28]. These equations occur naturally in the modeling of certain long dispersive waves.
For waves propagating in one direction, the fifth order Korteweg–de Vries (KdV) equation:
∂tv + v∂xv + α∂3x v + ∂5xv = 0, α =±1,0,(1)
has been derived in many physical situations when higher order dispersive effects are to be
taken into account. Kawahara [23] has introduced it (equation (1) is often called the Kawahara
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equation) in order to model solitary waves with an oscillatory structure, which can not be
obtained from the usual KdV equation. More specifically, (1) with α = ±1 has been derived
to model one dimensional gravity-capillary waves when the Bond number which measures the
surface tension effects is close to the critical value 1/3 (cf. [14,12,16]), or to model surface water
waves under the presence of an elastic ice plate [25]. On the other hand, (1) with α = 0 arises
as the approximation to small amplitude, long waves at the surface of shallow water having the
critical depth 0.54 cm.
Taking into account weak transverse effects in the y direction leads (cf. [19]) to KP type
equations of the form: (
∂tu+ α∂3xu− ∂5xu+ uux
)
x
+ εuyy = 0.(2)
Here ε = −1 corresponds to the “focusing” case (KP-I type), while ε = 1 corresponds to the
defocusing case (KP-II type). The solitary waves of these equations have been recently studied
in [1,4,5,13,15,20–22].We will deal here with the Cauchy problem. Thus in the case of two space
dimensions we shall study the following equations:(
∂tu− ∂5xu+ α∂3xu+ uux
)
x
− uyy = 0 (fifth order KP-I)(3)
and (
∂tu− ∂5xu+ α∂3xu+ uux
)
x
+ uyy = 0 (fifth order KP-II).(4)
Here u is a real valued function and (t, x, y) ∈R3. Both equations (3) and (4) are completed by
the initial condition
u(0, x, y)= φ(x, y).(5)
The equations (3) and (4) are infinite-dimensional Hamiltonian systems with Hamiltonian
H(φ)= 1
2
∫ ∣∣∂2xφ∣∣2 + α2
∫
|∂xφ|2 ± 12
∫ ∣∣∂−1x ∂yφ∣∣2 − 16
∫
φ3,
where the sign+ (resp.−) corresponds to (3) (resp. (4)). The Hamiltonians are (at least formally)
constant along the trajectories of (3), (4), i.e.
H
(
u(t)
)=H(φ).
Note that the main contribution of the quadratic leading part of the Hamiltonian is positive only
in the case of KP-I. The L2 norms are also conserved along the trajectories due to the gauge
invariance, i.e. ∫ ∣∣u(t)∣∣2 = ∫ |φ|2.
The equations (3), (4) can be written in the form
σ±(Dt ,Dx,Dy)u=−iuux,(6)
where Dt = −i∂t , Dx = −i∂x, Dy = −i∂y and σ±(Dt ,Dx,Dy) are Fourier multipliers with
symbols:
σ±(τ, ξ, η)= τ − ξ5 − αξ3 ∓ η
2
ξ
.
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The symbol σ+ corresponds to KP-I and σ− to KP-II. We have the following algebraic identity
for σ±, which was first introduced in the context of the “usual” KP-II equation by J. Bourgain
(cf. [8])
σ±(τ1, ξ1, η1)+ σ±(τ − τ1, ξ − ξ1, η− η1)− σ±(τ, ξ, η)
= ξ1ξ(ξ − ξ1)
{
5
(
ξ2 − ξξ1 + ξ21
)∓( ξ1η− ξη1
ξ1ξ(ξ − ξ1)
)2
+ 3α
}
.(7)
Note that in the KP-II case (7) permits to give a lower bound for the maximum modulus of the
three terms in the left-hand side of (7). This bound enables one to compensate the derivative loss
in the nonlinear term uux (cf. [28]).
In [28] the local well posedness of (4) in Sobolev spaces of negative indices is obtained.
There are two main ingredients in the proof. The first one is a global smoothing effect for
the linearized equation (cf. [2]) injected into the framework of the Fourier transform restriction
spaces introduced by J. Bourgain. The second is the essential use of the algebraic relation (7).
In the case of σ+ (i.e. KP-I) the relation (7) does not give a priori a lower bound. Nevertheless,
in the present paper we shall be able to overcome this difficulty, mainly because of the higher
dispersion (cf. Theorem 1 below). Unfortunately our methods do not work at the moment in the
case of the “usual” KP-I equation(
∂tu+ ∂3xu+ uux
)
x
− uyy = 0.(8)
On the other hand, using the parabolic regularisation method it is possible to prove local well-
posedness of (8) in Hs, s > 2 (cf. [17]). Actually this can easily be improved to the anisotropic
space Hs,s+1(R2), s > 1/2 (cf. [29]). The proof does not use the specific structure of the KP
equations and could be performed for quite general evolution equations. The condition for s is in
order to control theL∞ norm of the x derivative of the solution and it seems to be very restrictive.
Much deeper results concerning the KP-II equation have recently appeared. The “usual” KP-II
equation has the form (
∂tu+ ∂3xu+ uux
)
x
+ uyy = 0.(9)
In [8] local solutions of (9) in L2 are obtained with emphasize on the case of periodic boundary
conditions. The proof uses dyadic decompositions related to the symbol of the linearized
operator. The full space problem is also considered. A short proof of local well-posedness in
Hs(R2), s > 0, which uses only Strichartz inequalities, is done in [33]. The same result is
obtained in [18], where the nonlinear estimates make use of the simple calculus techniques
introduced by C. Kenig, G. Ponce and L. Vega in the context of the KdV equation (cf. [24]).
In [34] the local well-posedness of (9) in Sobolev spaces with negative indices with respect to
x variable is obtained. However, an additional condition on the initial data is imposed. More
precisely, it is assumed that |ξ |−1φ̂(ξ, η) ∈ L2, which is rather restrictive. In [30] and [35] this
restriction on the data is removed. Due to the conservation of the L2 norm the solutions are
extended globally in time for L2 initial data. Global existence for data below L2 is established
in [31] and [35]. The proof uses the local existence techniques and a new idea of decomposing
the initial data in high and low Fourier modes due to J. Bourgain in the context of NLS (cf. [9]).
The equation (3) possesses solitary wave solutions, i.e. solutions of type u(x− ct, y), where c
is the propagation speed (cf. [4,5]). Actually by the aid of concentration compactness principle
solitary waves for some generalization of (3) could be obtained. Namely one is allowed to
consider upux instead of uux as a nonlinear interaction in a suitable range for p. In [28] solitary
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wave solutions were used in an essential way to prove local ill-posedness results for some KP-I
type equations (including (4) with α = 0).
In the present paper we are going to prove the local well-posedness of (3) for initial data in
a suitable anisotropic Sobolev space. Further we extend the solutions globally in time due to
the conservation of the energy and thus we obtain the global well-posedness of the fifth order
KP-I equation in the natural energy space. Note that our result are the first of this kind for KP-I
equations. In [32] M. Tom got by energy methods the existence of global weak solutions in the
energy space but uniqueness was not proven. The proof of the local well-posedness result uses
the Fourier transform restriction method due to J. Bourgain. The global solutions are obtained for
data in the energy space, i.e. such thatH(φ) <∞. In the case (4) local and global well-posedness
in L2 are obtained, removing the restriction on the initial data imposed in [28]. Now we state our
results in the continuous case. A precise formulation will be given in Theorems 4.1, 4.2, 5.1.
THEOREM 1 (local well-posedness for higher order KP-I). – The initial value problem (3)–(5)
is locally well-posed for initial data satisfying:
‖φ‖L2 +
∥∥|Dx |sφ∥∥L2 + ∥∥|Dy |kφ∥∥L2 <∞, s > 1, k > 0, |ξ |−1φ̂(ξ, η) ∈ S ′(R2).
THEOREM 2 (global well-posedness for higher order KP-I). – The initial value problem (3)–
(5) is globally well-posed for initial data φ ∈ L2(R2) satisfying H(φ) <∞.
The next result removes the constraint on φ which was needed in [28].
THEOREM 3 (global well-posedness for higher order KP-II). – The initial value problem (4)–
(5) is globally well-posed for initial data satisfying:
φ ∈L2, |ξ |−1φ̂(ξ, η) ∈ S ′(R2).
Remarks. – There are several extensions of the theorems above that we can think of. One may
conjecture that global well-posedness of (3)–(5) (KP-I) holds for data in L2. For that purpose
we need a further extension of the arguments of Case 3 of the proof of Theorem 2.1 below.
On the other hand local well-posedness of (4)–(5) (KP-II) can be obtained in Sobolev spaces
with negative indices with respect to the x variable even without the restriction on the data
imposed in [28]. Then one could use the same arguments as in [35] in order to obtain global
well-posedness of (4)–(5) below L2.
Now we turn to the periodic boundary conditions. We shall consider only the higher order
KP-II equation (
∂tu− ∂5xu+ uux
)
x
+1⊥u= 0,(10)
where 1⊥ = ∂2y in 2D and 1⊥ = ∂2y + ∂2z in 3D. The equation (10) is completed with the initial
condition
u(0)= φ : Td 7→R, d = 2,3.(11)
Here Td stays for the d-dimensional torus. One of the main difficulties in the case of periodic
boundary conditions is the absence of Strichartz inequalities. The point is that the free evolution
does not possess any dispersion property. However in the case of periodic KdV or Schrödinger
equations there is a partial knowledge of Strichartz inequalities (cf. [6,7]). Similar inequalities in
the context of KP are not known. Nevertheless in [8] J. Bourgain proves the local well-posedness
for the 2D KP-II with periodic data by an analysis of multiple Fourier series. In this paper we
shall adapt this approach for the case of higher order KP-II. In order to state our well-posedness
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results we define the Sobolev type space Y s(Td), d = 2,3, measuring the regularity with respect
to x , equipped with the norm
‖φ‖Y s =
∥∥〈m〉s φ̂(m, ·)∥∥
L2(Td).
Now we state the result in 2D.
THEOREM 4. – Let d = 2. Then the Cauchy problem (10)–(11) is locally well-posed for initial
data:
φ ∈ Y s(T2), s >−1/8, ∫
T1
φ(x, y)dx = const.
In particular when s = 0 we have global well-posedness due to the L2 conservation law.
In 3D we shall prove the following result.
THEOREM 5. – Let d = 3. Then the Cauchy problem (10)–(11) is locally well-posed for initial
data:
φ ∈ Y s(T3), s > 0, ∫
T1
φ(x, y, z)dx = const.
Notation. – By ˆ or F we denote the Fourier transform and by F−1 the inverse transform,
‖ · ‖Lp denotes the norm in the Lebesgue space Lp . The notation a± means a ± ε for arbitrary
small ε > 0. Constants are denoted by c and may change from line to line. A ∼ B means that
there exists a constant c> 1 such that 1
c
|A|6 |B|6 c|A|. For any positive A and B the notation
A . B (resp. A & B) means that there exists a positive constant c such that A 6 cB (resp.
A > cB). For A,B ∈ R we set A ∨ B = max{A,B} and A ∧ B = min{A,B}. By mes(A) we
denote the measure of a set A.
2. Preliminaries
In order to prove Theorems 1, 2, and 3, we shall apply a Picard fixed point argument in a
suitable functional space to the integral equation corresponding to (3) or (4)
u(t)=U±(t)φ − 1
2
t∫
0
U±(t − t ′)∂x
(
u2(t ′)
)
dt ′.(12)
Here U±(t) are the unitary groups which define the free evolutions of (3) and (4), i.e.
U±(t)= exp(−itp±(Dx,Dy)),
where p±(Dx,Dy) are Fourier multipliers with symbols:
p+(ξ, η)=−ξ5 − αξ3 − η
2
ξ
, for the fifth order KP-I
and
p−(ξ, η)=−ξ5 − αξ3 + η
2
ξ
, for the fifth order KP-II.
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We define an anisotropic Sobolev space Hs,kx,y(R2) by:
Hs,kx,y
(
R2
)= {φ ∈ S ′(R2) :‖φ‖
H
s,k
x,y
<∞},
where
‖φ‖
H
s,k
x,y
= ∥∥(1− ∂2x )s/2(1− ∂2y )k/2φ∥∥L2x,y .
The spaces Hs,kx,y(R2) are natural ones for the initial data of KP type equations since their
homogeneous versions are invariant under scale transformations which preserve the KP
equations. Further we define the Bourgain type spaces associated to fifth order KP equations.
Let Xb,s,k be the Sobolev space equipped with the norm∥∥u;Xb,s,k(R3)∥∥= ∥∥〈τ 〉b〈ξ〉s 〈η〉kû(τ, ξ, η);L2τ,ξ,η∥∥,
where 〈·〉 = (1+ | · |2)1/2. We denote by Bb,s,k± (R3) the spaces equipped with the norm∥∥u;Bb,s,k± ∥∥= ∥∥U±(−t)u;Xb,s,k∥∥.(13)
Since F(U±(−t)u)(τ, ξ, η) = û(τ − p±(ξ, η), ξ, η) we obtain that, in terms of the Fourier
transform variables, the norm of Bb,s,k± can be expressed as∥∥u;Bb,s,k± ∥∥= ∥∥〈τ + p±(ξ, η)〉b〈ξ〉s 〈η〉kû(τ, ξ, η);L2τ,ξ,η∥∥.
Let I ⊂R be an interval. Then we define a localized Bourgain space Bb,s,k± (I) equipped with the
norm
‖u‖
B
b,s,k
± (I )
= inf
w∈Bb,s,k±
{‖w‖
B
b,s,k
±
,w(t)= u(t) on I}.
The following inequality, proven in [28] is a version of the smoothing effect established in [2].
PROPOSITION 2.1 (cf. [28], Corollary 1 of Lemma 3). – The following inequality holds
∥∥F−1(|ξ |1/4〈τ + p±(ξ, η)〉− 12−∣∣̂u(τ, ξ, η)∣∣)∥∥
L4t,x,y
. ‖u‖L2 .(14)
We shall make use of simple calculus inequalities.
PROPOSITION 2.2. – Let γ > 1. Then for any a ∈R the following inequalities hold:
∞∫
−∞
dt
〈t〉γ 〈t − a〉γ . 〈a〉
−γ ,(15)
∞∫
−∞
dt
〈t〉γ |t − a|1/2 . 〈a〉
−1/2.(16)
Let ψ be a cut-off function such that
ψ ∈ C∞0 (R), suppψ ⊂ [−2,2], ψ = 1 on the interval [−1,1].
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We consider a cut-off version of (12)
u(t)=ψ(t)U±(t)φ − 1
2
ψ(t/T )
t∫
0
U±(t − t ′)∂x
(
u2(t ′)
)
dt ′.(17)
We shall solve (17) globally in time. To the solutions of (17) will correspond local solutions
of (12) in the time interval [−T ,T ]. We have the following estimates for the two terms in the
right-hand side of (17):
PROPOSITION 2.3 (linear estimates). – Let −1/2 < b′ 6 0 6 b 6 b′ + 1, s > 0 and k > 0.
Then the following inequalities hold∥∥ψ(t)U±(t)φ;Bb,s,k∥∥. ‖φ‖
H
s,k
x,y
,(18) ∥∥∥∥∥ψ(t/T )
t∫
0
U±(t − t ′)∂x
(
u2(t ′)
)
dt ′;Bb,s,k
∥∥∥∥∥. T 1−b+b′∥∥uux;Bb′,s,k∥∥.(19)
Proof. – The proof of (18) is a direct consequence of definition (13). Clearly (19) is equivalent
to ∥∥Lg;Hbt ∥∥. T 1−b+b′∥∥g;Hb′t ∥∥,(20)
where the operator L is defined by:
(Lg)(t)=ψ(t/T )
t∫
0
g(t ′)dt ′.
Note that (20) is one-dimensional and does not depend on the special structure of the equations
(3), (4). In addition since b− b′ 6 1, (20) asserts that the integration gains one derivative, which
is natural. For the proof of (20) we refer to [11], Lemma 3.2. 2
We shall apply Proposition 2.3 with b = 12+ and b′ = − 12+. A small factor will appear in the
right-hand side of (19). In order to apply a fixed point argument we need the following crucial
bilinear estimates which will be proved in the next sections.
THEOREM 2.1 (KP-I). – Let s > 1 and k > 0. Then
‖uux‖
B
− 12+,s,k+
. ‖u‖2
B
1
2+,s,k+
.(21)
THEOREM 2.2 (KP-II). – The following inequality holds
‖uux‖
B
− 12+,0,0−
. ‖u‖2
B
1
2+,0,0−
.(22)
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3. The bilinear estimates
3.1. The fifth order KP-I equation
Let ζ = (ξ, η) and set:
σ := σ+(τ, ζ )= τ − ξ5 − αξ3 − η
2
ξ
, σ1 := σ+(τ1, ζ1), σ2 := σ+(τ − τ1, ζ − ζ1).
By duality, (21) is equivalent to
J . ‖u‖L2‖v‖L2‖w‖L2 ,(23)
where
J =
∣∣∣∣∫ ∫ K(τ, ζ, τ1, ζ1)̂u(τ1, ζ1)̂v(τ − τ1, ζ − ζ1)ŵ(τ, ζ )dτ1 dζ1 dτ dζ ∣∣∣∣
and
K(τ, ζ, τ1, ζ1)= |ξ |〈ξ〉
s
〈ξ1〉s〈ξ − ξ1〉s〈σ 〉 12−〈σ1〉 12+〈σ2〉 12+
〈η〉k
〈η1〉k〈η− η1〉k .
Since for k > 0 the quantity
〈η〉k
〈η1〉k〈η− η1〉k
is bounded we shall suppose that k = 0 hereafter. Without loss of generality we can assume that
û> 0, v̂ > 0 and ŵ > 0. We consider several cases for (τ, ζ, τ1, ζ1).
Case 1. – |ξ |6 100.
Case 1.1. – |ξ1|> 200. In this case |ξ − ξ1|> 100. By the aid of Proposition 2.1 we estimate
the contribution to J in this case by:∥∥F−1(|ξ1| 14 〈σ1〉− 12−û(τ1, ζ1))∥∥L4∥∥F−1(|ξ − ξ1| 14 〈σ2〉− 12−v̂(τ − τ1, ζ − ζ1))∥∥L4‖w‖L2
. ‖u‖L2‖v‖L2‖w‖L2 .
Case 1.2. – |ξ1|6 200. Denote by J12 the contribution of this region to J . Cauchy–Schwarz
inequality yields
J12 6
∫
I12(τ, ζ )
{∫ ∣∣̂u(τ1, ζ1)̂v(τ − τ1, ζ − ζ1)∣∣2 dτ1 dζ1}1/2ŵ(τ, ζ )dτ dζ,
where by the aid of (15) we obtain the following bound for I12(τ, ζ ):
I12(τ, ζ ).
|ξ |
〈σ 〉 12−
{∫ dζ1
〈σ1 + σ2〉1+
}1/2
.
We perform the change of variables η1 7→ ν
ν = σ1 + σ2,
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then ∣∣∣∣ ∂ν∂η1
∣∣∣∣= 2|ξ(ξ1η− ξη1)||ξξ1(ξ − ξ1)|
= 2|ξ ||σ + ξξ1(ξ − ξ1)(5ξ
2 − 5ξξ1 + 5ξ21 + 3α)− ν|1/2
|ξξ1(ξ − ξ1)| 12
& |ξ | 12 ∣∣σ + ξξ1(ξ − ξ1)(5ξ2 − 5ξξ1 + 5ξ21 + 3α)− ν∣∣1/2.
Now using (16) we arrive at:
I12(τ, ζ ).
|ξ | 34
〈σ 〉 12−
{∫ ∫ dξ1 dν
|σ + ξξ1(ξ − ξ1)(5ξ2 − 5ξξ1 + 5ξ21 + 3α)− ν|
1
2 〈ν〉1+
}1/2
.
{∫ dξ1
〈σ + ξξ1(ξ − ξ1)(5ξ2 − 5ξξ1 + 5ξ21 + 3α)− ν〉
1
2
}1/2
6 const,
since |ξ1| is bounded. Hence using Cauchy–Schwarz we obtain:
J12 . ‖u‖L2‖v‖L2‖w‖L2 .
Case 2. – |ξ |> 100, min{|ξ1|, |ξ−ξ1|}6 1.Denote by J2 the contribution of this region to J .
Cauchy–Schwarz inequality yields
J2 6
∫
I2(τ, ζ )
{∫ ∣∣̂u(τ1, ζ1)̂v(τ − τ1, ζ − ζ1)∣∣2 dτ1 dζ1}1/2û(τ, ζ )dτ dζ,
where due to (15)
I2(τ, ζ ).
|ξ |
〈σ 〉 12−
{∫ dζ1
〈σ1 + σ2〉1+
}1/2
.
We perform the change of variables (ξ1, η1) 7→ (µ, ν):
µ= ξξ1(ξ − ξ1)
(
5ξ2 − 5ξξ1 + 5ξ21 + 3α
)
, ν = σ1 + σ2.
Then ∣∣∣∣ ∂µ∂ξ1
∣∣∣∣= ∣∣ξ(ξ − 2ξ1)∣∣∣∣5ξ2 − 10ξξ1 + 10ξ21 + 3α∣∣
& |ξ |3|ξ − 2ξ1|
(
since |ξ |  1)
∼ |ξ | 32
√
|ξ |5 − |ξ |3ξ1(ξ − ξ1)
& |ξ | 32
√
|ξ |5 − 2|µ|
and ∣∣∣∣ ∂ν∂η1
∣∣∣∣= 2|ξ ||σ +µ− ν| 12|ξξ1(ξ − ξ1)| 12 & |ξ |
2|σ +µ− ν| 12
|µ| 12
.
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Hence ∣∣∣∣∂(ξ1, η1)∂(µ, ν)
∣∣∣∣. |µ| 12|ξ | 72 |σ +µ− ν| 12 (|ξ |5 − 2|µ|) 12
and moreover
I2(τ, ζ ).
1
|ξ | 34 〈σ 〉 12−
{∫ ∫ |µ| 12 dµdν
|σ +µ− ν| 12 (|ξ |5 − 2|µ|) 12 〈ν〉1+
}1/2
.
Now a use of (16) yields
I2(τ, ζ ).
1
|ξ | 34 〈σ 〉 12−
{∫ |µ| 12 dµ
〈σ +µ〉 12 (|ξ |5 − 2|µ|) 12
}1/2
.
Since min{|ξ1|, |ξ − ξ1|}6 1 we have that |µ|6 30|ξ |4 and therefore:
I2(τ, ζ ).
1
|ξ | 34 〈σ 〉 12−
|ξ |
|ξ | 54
{ ∫
|µ|6c|ξ |4
dµ
〈σ +µ〉 12
}1/2
. 1
|ξ |〈σ 〉 12−
{〈σ 〉 14 + |ξ |}
6 const.
Hence using Cauchy–Schwarz we arrive at
J2 . ‖u‖L2‖v‖L2‖w‖L2 .
Case 3. – |ξ |> 100, 1100 |ξ |6min{|ξ1|, |ξ − ξ1|}. Denote by J3 the contribution of this region
to J . Clearly we have:
|ξ |〈ξ〉s
〈ξ1〉s〈ξ − ξ1〉s 6 const6 |ξ1|
1
4 |ξ − ξ1| 14 .
Therefore as in Case 1.1 we obtain a bound for J3∥∥F−1(|ξ1| 14 〈σ1〉− 12−û(τ1, ζ1))∥∥L4∥∥F−1(|ξ − ξ1| 14 〈σ2〉− 12−v̂(τ − τ1, ζ − ζ1))∥∥L4‖w‖L2
. ‖u‖L2‖v‖L2‖w‖L2 .
Thus in the rest of the proof of (23) we can assume:
|ξ |> 100, 16min{|ξ1|, |ξ − ξ1|}6 1100 |ξ |.(24)
Case 4. – (24) and |σ1+σ2−σ |> 1100 |ξ |4. Denote by J4 the contribution of this region to J .
On the support of J4 one has
max
{|σ1|, |σ2|, |σ |}& |ξ |4.(25)
Suppose that |σ | dominates in (25). Then
K(τ, ζ, τ1, ζ1).
|ξ1| 14 |ξ − ξ1| 14
〈σ1〉 12+〈σ1〉 12+
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and therefore we bound J4 by:∥∥F−1(|ξ1| 14 〈σ1〉− 12−û(τ1, ζ1))∥∥L4∥∥F−1(|ξ − ξ1| 14 〈σ2〉− 12−v̂(τ − τ1, ζ − ζ1))∥∥L4‖w‖L2
. ‖u‖L2‖v‖L2‖w‖L2 .
If |σ1| dominates then |σ1|− 12−|σ |− 12+ 6 |σ1|− 12+|σ |− 12− and we can use the same argument as
when |σ | dominates just replacing σ with σ1. A similar argument could be performed when |σ2|
dominates.
Case 5. – (24) and |σ1+σ2−σ |6 1100 |ξ |4. Denote by J5 the contribution of this region to J .
By symmetry we can assume that |ξ1|6 1100 |ξ |. Consider the dyadic levels:
|ξ1| ∼K, K − dyadic, K > 1.(26)
Denote by JK5 the contribution of (26) to J5. Since
J5 .
∑
K
JK5
we need an estimate for JK5 . Cauchy–Schwarz inequality yields
JK5 6
∫
IK5 (τ, ζ )
{∫ ∣∣̂u(τ1, ζ1)̂v(τ − τ1, ζ − ζ1)∣∣2 dτ1 dζ1}1/2ŵ(τ, ζ )dτ dζ.
Since 〈ξ〉s 〈ξ1〉−s〈ξ − ξ1〉−s 6 cK−s we have the following bound for IK5 (τ, ζ ):
IK5 (τ, ζ ).
|ξ |
Ks
{∫ dζ1
〈σ1 + σ2〉1+
}1/2
.
Perform a change of variables (ξ1, η1) 7→ (µ, ν):
µ= ξξ1(ξ − ξ1)
(
5ξ2 − 5ξξ1 + 5ξ21 + 3α
)
, ν = σ1 + σ2 − σ.
We have similarly to Case 2
∣∣∣∣ ∂µ∂ξ1
∣∣∣∣& |ξ | 32 (ξ − 2|µ|) 12 , ∣∣∣∣ ∂ν∂η1
∣∣∣∣& |ξ |2|µ− ν| 12|µ| 12 .
Hence ∣∣∣∣∂(ξ1, η1)∂(µ, ν)
∣∣∣∣. |µ| 12|ξ | 72 |µ− ν| 12 (|ξ |5 − 2|µ|) 12 .
Therefore we arrive at the following bound for IK5 (τ, ζ )
IK5 (τ, ζ ).
1
|ξ | 34Ks
{∫ ∫ |µ| 12 dµdν
|µ− ν| 12 (|ξ |5 − 2|µ|) 12 〈ν + σ 〉1+
}1/2
.
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Since |µ| ∼K|ξ |4 and |ν|6 1100 |ξ |4 we obtain:
|µ| 12
|µ− ν| 12
. 1, 1
(|ξ |5 − 2|µ|) 12
. 1
|ξ | 52
.
Hence
IK5 (τ, ζ ).
1
|ξ |2Ks
{ ∫
|µ|∼K |ξ |4
∞∫
−∞
dµdν
〈ν + σ 〉1+
}1/2
. 1|ξ |2Ks
{ ∫
|µ|∼K |ξ |4
dµ
}1/2
. 1
Ks− 12
and furthermore
JK5 .
1
Ks− 12
‖u‖L2‖v‖L2‖w‖L2 .
Summing over K provides a bound for J5. This completes the proof of (23). 2
3.2. The fifth order KP-II equation
Set
σ := σ−(τ, ζ )= τ − ξ5 − αξ3 + η
2
ξ
, σ1 := σ−(τ1, ζ1), σ2 := σ−(τ − τ1, ζ − ζ1).
Due to the algebraic relation (7) we obtain:
max
{|σ |, |σ1|, |σ2|}& |ξ1||ξ − ξ1||ξ |3.(27)
A duality argument writes (22) in the form∣∣∣∣∫ ∫ K(τ, ζ, τ1, ζ1)̂u(τ1, ζ1)̂v(τ − τ1, ζ − ζ1)ŵ(τ, ζ )dτ1 dζ1 dτ dζ ∣∣∣∣. ‖u‖L2‖v‖L2‖w‖L2 ,
where
K(τ, ζ, τ1, ζ1)= |ξ |〈σ 〉 12−〈σ1〉 12+〈σ2〉 12+
.
Without loss of generality we can assume that û> 0, v̂ > 0 and ŵ > 0. The cases when |ξ |, |ξ1|
or |ξ − ξ1| are near to zero can be treated exactly as in the proof of Theorem 2.1, Case 1 and
Case 2. When |ξ |, |ξ1| and |ξ − ξ1| are away from zero then we are in position to apply the
arguments of Case 4 of the proof of Theorem 2.1 since in this case (27) provides the bound (25)
needed for the proof (which is not always available in the case of higher order KP-I).
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4. The local well-posedness
In this section we shall prove the local existence results concerning fifth order KP equations
with initial data defined on R2. We state the complete version of Theorem 1.
THEOREM 4.1. – Let s > 1 and k > 0. Then for any φ ∈Hs,kx,y(R2), such that |ξ |−1φ̂(ξ, η) ∈
S ′(R2) there exist a positive T = T (‖φ‖
H
s,k
x,y
) (limρ→0 T (ρ) = ∞) and a unique solution
u(t, x, y) of the initial value problem (3)–(5) on the time interval I = [−T ,T ] such that:
u ∈C(I,H s,kx,y(R2))∩B 12+,s,k+ (I).
Now we state the result for KP-II equation.
THEOREM 4.2. – For any φ ∈ L2(R2), such that |ξ |−1φ̂(ξ, η) ∈ S ′(R2) there exist a positive
T = T (‖φ‖L2) (limρ→0 T (ρ)=∞) and a unique solution u(t, x, y) of the initial value problem
(4)–(5) on the time interval I = [−T ,T ] such that:
u ∈ C(I,L2(R2))∩B 12+,0,0− (I).
Remark. – The assertion of Theorem 2 is a direct consequence Theorem 4.2 due to the
conservation of the L2 norm.
Proof of Theorems 4.1 and 4.2. – Define the operators L±:
L±u(t)=ψ(t)U±(t)φ − 1
2
ψ(t/T )
t∫
0
U±(t − t ′)∂x
(
u2(t ′)
)
dt ′.
Then by the aid of Proposition 2.3 and Theorem 2.1 we obtain:∥∥L+u∥∥
B
1
2+,s,k+
.
(‖φ‖
H
s,k
x,y
+ T 0+‖u‖2
B
1
2+,s,k+
)
.
Similarly using Proposition 2.3 and Theorem 2.2 we obtain:
‖L−u‖
B
1
2+,0,0−
.
(‖φ‖L2 + T 0+‖u‖2
B
1
2+,0,0−
)
and furthermore ∥∥L+u−L+v∥∥
B
1
2+,s,k+
. T 0+‖u+ v‖
B
1
2+,s,k+
‖u− v‖
B
1
2+,s,k+
,∥∥L−u−L−v∥∥
B
1
2+,0,0−
. T 0+‖u+ v‖
B
1
2+,0,0−
‖u− v‖
B
1
2+,0,0−
.
Now we can use the contraction mapping principle for sufficiently small T to prove the local
well-posedness of the integral equation (12) on the time interval [−T ,T ]. Let u be a solution
of (12). Then u is a solution of the original equation (3) (resp. (4)) with initial data φ only
if an additional condition on φ is imposed. This is because of the singularity of the symbols
p±(τ, ξ, η) at ξ = 0. In order to have a well defined time derivative of U±(t)φ we should be able
to give a sense of |ξ |−1φ̂(ξ, η). Therefore if we suppose that |ξ |−1φ̂(ξ, η) ∈ S ′ then the solutions
of (12) are as well solutions of (3) (resp. (4)) with initial data φ. 2
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5. The global well-posedness in the energy space (KP-I)
5.1. Local well-posedness in the energy space
In this section we shall prove global well-posedness of the fifth order KP-I equation in the
energy space. Because of the specific structure of the energy density for KP type equations, we
shall prove first a local existence result which requires more regularity on the data and in this
sense weaker than Theorem 1. But on the other hand we shall consider data which satisfy the
constraints needed to give a sense to the energy. Denote by E(R2) the space equipped with the
norm
‖φ‖E =
∥∥(1+ |ξ |2 + |ξ |−1|η|)φ̂(ξ, η)∥∥
L2ξ,η
.
The space E(R2) is related to the energy of the fifth order KP-I equation. Recall that:
H(φ)= 1
2
∫ ∣∣∂2xφ∣∣2 + α2
∫
|∂xφ|2 + 12
∫ ∣∣∂−1x ∂yφ∣∣2 − 16
∫
φ3
is the energy for (3). Note that if φ ∈E(R2) then H(φ) is finite. Denote by Y b,s,k(R3) the space
equipped with the norm:
‖u‖Yb,s,k = ‖u‖Bb,s,0+ +
∥∥∥∥〈τ − ξ5 − αξ3 − η2ξ
〉b
|ξ |−1|η|kû(τ, ξ, η)
∥∥∥∥
L2τ,ξ,η
:= ‖u‖
Y
b,s
1
+ ‖u‖
Y
b,k
2
.(28)
Similarly to Bb,s,k± (I) we define the space Y b,s,k(I ), where I ⊂R is an interval. We remark that
Y b,2,1(R3) is the Bourgain space associated to E(R2), i.e. the following relation holds
‖u‖Yb,2,1 ∼
∥∥U+(−t)u∥∥
Hbt (E)
.
In order to state the local existence result we define the space H˜ s,k(R2) equipped with the norm:
‖φ‖H˜ s,k =
∥∥(1+ |ξ |s + |ξ |−1|η|k)φ̂(ξ, η)∥∥
L2ξ,η
.
Clearly H˜ 2,1(R2)=E(R2). We have the following theorem:
THEOREM 5.1. – Let s > 1 and k > 0. Then for any φ ∈ H˜ s,k(R2), there exist a positive
T = T (‖φ‖H˜ s,k ) (limρ→0 T (ρ) = ∞) and a unique solution u(t, x, y) of the initial value
problem (3)–(5) on the time interval I = [−T ,T ] such that
u ∈C(I, H˜ s,k(R2))∩ Y 12+,s,k(I ).
The proof of Theorem 5.1 is in the spirit of the previous section once we obtain the crucial
estimate ∥∥∂x(uv)∥∥
Y
− 12+,s,k
. ‖u‖
Y
1
2+,s,k
‖v‖
Y
1
2+,s,k
.(29)
Due to Theorem 2.1 we obtain:∥∥∂x(uv)∥∥
Y
− 12+,s
1
. ‖u‖
Y
1
2+,s
1
‖v‖
Y
1
2+,s
1
.(30)
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In the next proposition we give a bound for the Y
1
2+,k
2 (R
3) norm of the bilinear expression ∂x(uv)
in terms of Y
1
2+,s
1 (R
3) and Y
1
2+,k
2 (R
3) norms of u and v.
PROPOSITION 5.1. – Let s > 1 and k > 0. Then the following estimate holds:∥∥∂x(uv)∥∥
Y
− 12+,k
2
.
{‖u‖
Y
1
2+,s
1
‖v‖
Y
1
2+,k
2
+ ‖u‖
Y
1
2+,k
2
‖v‖
Y
1
2+,s
1
}
.(31)
Proof of (31). – We have ∥∥∂x(uv)∥∥
Y
− 12+,k
2
= ∥∥I (τ, ξ, η)∥∥
L2τ,ξ,η
,
where
I (τ, ξ, η) = |η|
k
〈σ 〉 12−
∫
û(τ1, ξ1, η1)̂v(τ − τ1, ξ − ξ1, η− η1)dτ1 dξ1 dη1
= |η|
k
〈σ 〉 12−
{ ∫
|η|62|η1|
· · · +
∫
|η|>2|η1|
· · ·
}
:= I1(τ, ξ, η)+ I2(τ, ξ, η).
We claim that ∥∥I1(τ, ξ, η)∥∥L2τ,ξ,η . ‖u‖Y 12+,k2 ‖v‖Y 12+,s1(32)
and ∥∥I2(τ, ξ, η)∥∥L2τ,ξ,η . ‖u‖Y 12+,s1 ‖v‖Y 12+,k2 .(33)
Since if |η|> 2|η1| then |η|6 2|η− η1| the proof of (33) is essentially the same as that of (32)
via a symmetry argument. A duality argument writes (32) in the form∫ ∫
|η|62|η1|
|η|k|ξ1|f (τ1, ζ1)g(τ − τ1, ζ − ζ1)h(τ, ζ )dτ dζ dτ1 dζ1
〈σ 〉 12−〈σ1〉 12+〈σ2〉 12+〈ξ − ξ1〉s |η1|k
(34)
. ‖f ‖L2‖g‖L2‖h‖L2
(
recall that ζ = (ξ, η), ζ1 = (ξ1, η1)
)
.
The proof of (34) is similar to that of Theorem 2.1. Denote by J the left-hand side of (34).
Since on the support of J one has |η| 6 2|η1| the quantity |η|k|η1|−k is bounded. Consider
different cases in order to prove (34). Let |ξ1| 6 1. If |ξ − ξ1| 6 1 then we can perform
the arguments of Case 1.2 of the proof of Theorem 2.1. If |ξ − ξ1| > 1 then we can use
Proposition 2.1 as in Case 1.1 of the proof of Theorem 2.1. Hence we can assume that |ξ1|> 1.
Let 16 |ξ1|6 2|ξ − ξ1|. Then by the aid of Proposition 2.1 the contribution of this region J is
bounded by:∥∥F−1(|ξ1| 14 〈σ1〉− 12−f̂ (τ1, ζ1))∥∥L4∥∥F−1(|ξ − ξ1| 14 〈σ2〉− 12−ĝ(τ − τ1, ζ − ζ1))∥∥L4‖h‖L2
. ‖f ‖L2‖g‖L2‖h‖L2 .
Let |ξ1|> 1 and |ξ1|> 2|ξ − ξ1|. Denote by J¯ the contribution of this region to J . In this case
we have
|ξ |6 3
2
|ξ1|6 3|ξ | ⇒ |ξ | ∼ |ξ1|.
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Hence we have to prove:∫ ∫
|η|62|η1|
|ξ |f (τ1, ζ1)g(τ − τ1, ζ − ζ1)h(τ, ζ )dτ dζ dτ1 dζ1
〈σ 〉 12−〈σ1〉 12+〈σ2〉 12+〈ξ − ξ1〉s
. ‖f ‖L2‖g‖L2‖h‖L2 .
Let |ξ − ξ1| 6 1. We can estimate the contribution of this region as in Case 2 of the proof of
Theorem 2.1. Let |ξ − ξ1| > 1 and |σ1 + σ2 − σ | > 1100 |ξ |4. We can estimate the contribution
of that region to J¯ as in Case 4 of the proof of Theorem 2.1. Let finally |ξ − ξ1| > 1 and
|σ1 + σ2 − σ | 6 1100 |ξ |4. We are in a position to apply the argument of Case 5 of the proof
of Theorem 2.1. This completes the proof of (31). Then (29) follows from (30) and (31) and
hence applying a contraction argument we can complete the proof of Theorem 5.1. 2
5.2. Global extension of the solutions
For simplicity we consider only the case α = 0.
Let φ ∈ L2(R2) be such that H(φ) <∞. Then φ ∈E(R2). Applying Theorem 5.1 with s = 2
and k = 1 we obtain a local solution of (3)–(5) on the time interval [−T ,T ] where T depends on∥∥u(t)∥∥
L2 +
∥∥uxx(t)∥∥L2 + ∥∥∂−1x ∂yu(t)∥∥L2 .
Since ‖u(t)‖L2 = ‖φ‖L2 , we need to prove that the quantity
Q(t)= 1
2
∫
R2
{∣∣∂2xu(t)∣∣2 + ∣∣∂−1x ∂yu(t)∣∣2}
remains bounded along the trajectories. Then a standard continuation argument provides the
global well-posedness. Recall that the Hamiltonian of (3) is (at least formally) constant along the
trajectories, i.e.
1
2
∫
R2
{∣∣∂2xu(t)∣∣2 + ∣∣∂−1x ∂yu(t)∣∣2 − 13u3(t)
}
=H(φ).(35)
In order to justify (35) we need some additional arguments. Let Y (R2) be an auxiliary space
equipped with the norm
‖φ‖Y =
∥∥(1+ |ξ |4 + |ξ |−2|η|2)φ̂(ξ, η)∥∥
L2ξ,η
.
Then Lemma 3.2 of [26] yields that Y (R2) is dense in E(R2). Hence we can find a sequence
of smooth functions φn converging to φ in E(R2) and in addition φn ∈ Y (R2). Let un be the
solution of (3) with data φn. Since φn ∈ Y (R2), Theorem 3.1 of [27] yields
H
(
un(t)
)=H (φn(t)).
Since φn converges to φ in E(R2) we have
H(φn)→H(φ).
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On the other hand the local well-posedness (Theorem 5.1) yields∫ ∣∣∂2xun(t)∣∣2 + ∫ ∣∣∂−1x ∂yun(t)∣∣2→ ∫ ∣∣∂2xu(t)∣∣2 + ∫ ∣∣∂−1x ∂yu(t)∣∣2.(36)
Further we have to prove that ∫
u3n(t)→
∫
u3(t).(37)
In order to prove (37), write∣∣∣∣∫ u3n(t)− ∫ u3(t)∣∣∣∣6 ∥∥un(t)− u(t)∥∥L2(∥∥un(t)∥∥2L4 + ∥∥u(t)∥∥2L4)
6
∥∥un(t)− u(t)∥∥L2(∥∥un(t)∥∥L2∥∥∂2xun(t)∥∥ 12L2∥∥∂−1x ∂yun(t)∥∥ 12L2
+∥∥u(t)∥∥
L2
∥∥∂2xu(t)∥∥ 12L2∥∥∂−1x ∂yu(t)∥∥ 12L2),
where we used the Sobolev inequality (cf. [3]):
‖u‖L4 . ‖u‖
1
2
L2
∥∥∂2xu∥∥ 14L2∥∥∂−1x ∂yu∥∥ 14L2, u ∈E(R2).
Clearly un(t) converges to u(t) in L2(R2) and hence∣∣∣∣∫ u3n(t)− ∫ u3(t)∣∣∣∣→ 0,
which proves (37). A use of (36) and (37) shows that H(un(t)) converges to H(u(t)) and hence
H(u(t))=H(φ). Now via a Sobolev inequality (cf. [3]) we obtain:∣∣∣∣∫ u3(t)∣∣∣∣6 2∥∥u(t)∥∥2L2∥∥∂2xu(t)∥∥ 12L2∥∥∂−1x ∂yu(t)∥∥ 12L2
6 4‖φ‖4
L2 +
1
4
Q(t)
and finally we arrive at
Q(t)6 24
23
H(φ)+ 16
23
‖φ‖4
L2 .
Hence Q(t) is bounded by a quantity which remains constant along the trajectories. This
completes the proof of Theorem 2. 2
We conclude this section with a remark on the global behavior of the solutions obtained in
Theorems 2 and 3. Due to the local existence argument we have that for any finite interval I ⊂R
the global solution u of (3)–(5) belongs to the localized Bourgain space Y 12+,2,1(I) associated
to the energy space E(R2). One may ask whether the solution u belongs to the global (in time)
Bourgain space Y
1
2+,2,1(R3). The answer to this question is negative, since in [4] solitary wave
solutions of (3) are obtained and clearly they do not belong to any global Bourgain space. On
the other hand a similar statement is not valid in the context of KP-II type equations because it
easily results from Pohojaev type identities that there are no localized solitary waves for KP-II
type equations ([4]). We do not know if the global solutions of KP-II type equations belong to
the corresponding global Bourgain spaces. Finally we remark that in [10], J. Bourgain proves
that the absence of solitary waves (defocusing case) leads to global properties of the solution in
the context of the H 1-critical 3D semi-linear Schrödinger equation.
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6. The case of periodic boundary conditions — 2D
We suppose that: ∫
T1
φ(x, y)dx = 0.(38)
Actually we can always suppose (38). In the general case a lower order perturbation of the
equation appears which does not affect the analysis (cf. [7,8]). Now we define a Fourier transform
restriction space where the solutions shall be obtained. Denote by Xb,s0 (R× T2) the completion
of C∞0 (R×T2) with zero x mean value with respect to the norm:
‖u‖2
X
b,s
0
=
∑
(m,n)∈Z2
m6=0
∫
dτ
〈
τ −m5 + n
2
m
〉2b
〈m〉2s ∣∣̂u(τ,m,n)∣∣2
+
∑
(m,n)∈Z2
m6=0
∫
dτ
〈τ −m5 + n2
m
〉2b+ 14
|m| 〈m〉
2s ∣∣̂u(τ,m,n)∣∣2.
The next estimate is crucial in the proof of Theorem 4.
PROPOSITION 6.1. – Let u ∈X
1
2+,s
0 (R×T2), s >−1/8; then the following inequality holds:
‖uux‖
X
− 12+,s
0
. ‖u‖2
X
1
2+,s
0
.(39)
Once we obtain (39), the proof of Theorem 4 results from a contraction argument slightly
different from that in the proof of Theorem 1 because of the second term in the definition of
X
b,s
0 (R× T2). This argument will be presented at the end of the next section.
6.1. Proof of (39)
Set ζ = (m,n) ∈ Z2 and
σ = σ(τ, ζ )= τ −m5 + n
2
m
, σ1 = σ(τ1, ζ1), σ2 = σ(τ − τ1, ζ − ζ1),
θ = 〈σ 〉
1
8
|m| 12
, θ1 = θ(τ1, ζ1), θ2 = θ(τ − τ1, ζ − ζ1).
By duality, (39) is equivalent to∑
ζ1∈Z2
∑
ζ∈Z2
∫
dτ1
∫
dτ
|m|〈m〉s〈θ 〉̂u(τ1, ζ1)̂v(τ − τ1, ζ − ζ1)ŵ(τ, ζ )
〈m1〉s〈m−m1〉s〈θ1〉〈θ2〉〈σ 〉 12−〈σ1〉 12+〈σ2〉 12+
. ‖u‖L2(R×T2)‖v‖L2(R×T2)‖w‖L2(R×T2),(40)
where û(τ1, ζ1), v̂(τ −τ1, ζ −ζ1) and ŵ(τ, ζ ) can be assumed to be positive. Consider the dyadic
levels in (τ, ζ, τ1, ζ1) space:
D
KK1K2
MM1M2
=
{ 〈σ 〉 ∼K, 〈σ1〉 ∼K1, 〈σ2〉 ∼K2,
|m| ∼M, |m1| ∼M1, |m−m1| ∼M2.
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Due to the zero x mean value assumption, we can suppose thatM > 1, M1 > 1, M2 > 1. Denote
by J the left-hand side of (40) and by JKK1K2MM1M2 the contribution of D
KK1K2
MM1M2
to J ; then
J .
∑
K,K1,K2,M,M1,M2
J
KK1K2
MM1M2
.
Let
ûK1M1(τ1, ζ1)=
{
û(τ1, ζ1), when 〈σ1〉 ∼K1, |m1| ∼M1,
0 elsewhere.
Similarly one can define the localized v̂ and ŵ denoted respectively by:
v̂K2M2(τ − τ1, ζ − ζ1) and ŵKM(τ, ζ ).
Hence we have
J
KK1K2
MM1M2
.
M1+s
(
1+ K1/8
M1/2
)
K
1
2−K
1
2+
1 K
1
2+
2
∫
D
KK1K2
MM1M2
ûK1M1(τ1, ζ1)̂vK2M2(τ − τ1, ζ − ζ1)ŵKM(τ, ζ )
Ms1M
s
2
(
1+ K
1/8
1
M
1/2
1
)(
1+ K
1/8
2
M
1/2
2
) ,
where
∫
D
KK1K2
MM1M2
means integration with respect to τ, τ1 and summation with respect to ζ, ζ1 on
the range of DKK1K2MM1M2 . In order to estimate the expression∫
D
KK1K2
MM1M2
ûK1M1(τ1, ζ1)̂vK2M2(τ − τ1, ζ − ζ1)ŵKM(τ, ζ )
we shall use two main tools. The first one is the algebraic relation for the symbols σ, σ1 and σ2,
where the KP-II nature is essentially used. The second one is a convolution lemma in the spirit
of [8]. State the algebraic relation
σ1 + σ2 − σ = 5m1m(m−m1)
(
m2 −mm1 +m21
)+ (m1n−mn1)2
m1m(m−m1) .
Hence on DKK1K2MM1M2 we have
max{K,K1,K2}&MM21M22 ,(41)
max{K,K1,K2}&M2M2M21 ,(42)
max{K,K1,K2}&M3M1M2.(43)
Now we state the convolution estimate.
PROPOSITION 6.2. – Let u1(τ,m,n) and u2(τ,m,n) be two functions defined on R×Z2 with
the following support properties
If (τ,m,n) ∈ suppuj then |m| ∼Mj,
∣∣∣∣τ −m5 + n2m
∣∣∣∣∼Kj, j = 1,2,
where Mj > 1. Then the following inequality holds:
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. (K1 ∧K2) 12 (K1 ∨K2) 14 (M1 ∧M2) 12 (M1M2)
1
4
M
1
4
‖u1‖L2‖u2‖L2 .
The proof of Proposition 6.2 will be performed in the next section. In order to estimate JKK1K2MM1M2
we distinguish the cases taking into account which of the symbols |σ |, |σ1|, |σ2| dominates. By
symmetry we can assume that |σ1|> |σ2|. Note also that M . (M1 +M2). Hence
M . (M1 ∨M2).(45)
The inequality (45) will be used intensively hereafter without explicit mention. We shall consider
only the cases s = 0 and s =−1/8. Then the proof for s ∈ (−1/8,0) results from the three lines
theorem. The case s > 0 can be treated as the case s = 0 below.
• Let s = 0, |σ | dominates and K 18 6M 12 . Then due to Proposition 6.2 and (41) we estimate
the contribution of this region to JKK1K2MM1M2 by:
cM
K
1
2−K
1
2+
1 K
1
2+
2
〈̂
uK1M1 ? v̂K2M2, ŵKM
〉
L2
. M
3
4 (M1 ∧M2) 12 (M1M2) 14 (K1 ∧K2) 12 (K1 ∨K2) 14
M
1
2−(M1M2)1−K0+K
1
2+
1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
. 1
K0+
‖u‖L2‖v‖L2‖w‖L2 .
SinceK &M3M1M2, K &K1 andK &K2 a summation over dyadicK, K1, K2, M, M1,
M2 yields the needed bound in this case.
• Let s = 0, |σ | dominates and K 18 >M 12 . Then due to Proposition 6.2 and (41) we estimate
the contribution of this region to JKK1K2MM1M2 by:
cM
1
2
K
3
8−K
1
2+
1 K
1
2+
2
〈̂
uK1M1 ? v̂K2M2, ŵKM
〉
L2
. M
1
4 (M1 ∧M2) 12 (M1M2) 14 (K1 ∧K2) 12 (K1 ∨K2) 14
M
3
8−(M1M2)
3
4−K0+K
1
2+
1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
. 1
K0+
‖u‖L2‖v‖L2‖w‖L2 .
SinceK &M3M1M2, K &K1 andK &K2 a summation over dyadicK, K1, K2, M, M1,
M2 yields the needed bound in this case.
The additional term in the definition of the Fourier transform restriction space Xb,s0 (R× T2)
is introduced in order to deal with the cases when |σ1| dominates. The advantage of this term is
an additional small factor K−
1
8
1 (or M−
1
2 ) in the estimate. On the other hand a factor M
1
2
1 also
appears. That factor is easily canceled by using the convolution lemma.
• Let s = 0, |σ1| dominates and K 18 6M 12 . Note that in this case
1+K 18 /M 12
1+K
1
8
1 /M
1
2
1
.
M
1
2
1
K
1
8
1
.
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Then due to Proposition 6.2 and (42) we obtain the following bound for the contribution of
this region to JKK1K2MM1M2 :
cMM
1
2
1
K
1
2+K
5
8−
1 K
1
2+
2
〈
ŵKM ? v̂K2M2, ûK1M1
〉
L2
.
MM
1
2
1 (M ∧M2)
1
2 (MM2)
1
4 (K ∧K2) 12 (K ∨K2) 14
M
1
4
1 M
5
8−
1 (MM2)
5
4−K 12+K0+1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
. 1
K0+1
‖u‖L2‖v‖L2‖w‖L2 .
Since K1 &M3M1M2, K1 &K and K1 &K2 a summation over dyadic K, K1, K2, M ,
M1, M2 yields the needed bound in this case.
• Let s = 0, |σ1| dominates and K 18 >M 12 . Note that in this case:
1+K 18 /M 12
1+K
1
8
1 /M
1
2
1
.
M
1
2
1
M
1
2
.
Then due to Proposition 6.2 and (42) we obtain the following bound for the contribution of
this region to JKK1K2MM1M2 :
cM
1
2M
1
2
1
K
1
2+K
1
2−
1 K
1
2+
2
〈
ŵKM ? v̂K2M2, ûK1M1
〉
L2
.
M
1
2M
1
2
1 (M ∧M2)
1
2 (MM2)
1
4 (K ∧K2) 12 (K ∨K2) 14
M
1
4
1 M
1
2−
1 (MM2)
1−K 12+K0+1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
. 1
K0+1
‖u‖L2‖v‖L2‖w‖L2 .
Since K1 &M3M1M2, K1 &K and K1 &K2 a summation over dyadic K, K1, K2, M ,
M1, M2 yields the needed bound in this case.
• Let s = −1/8, |σ | dominates and K 18 6M 12 . Then due to Proposition 6.2 and (41) we
estimate the contribution of this region to JKK1K2MM1M2 by:
cM
7
8 (M1M2)
1
8
K
1
2−K
1
2+
1 K
1
2+
2
〈̂
uK1M1 ? v̂K2M2, ŵKM
〉
L2
. M
5
8 (M1 ∧M2) 12 (M1M2) 38 (K1 ∧K2) 12 (K1 ∨K2) 14
M
1
2−(M1M2)1−K0+K
1
2+
1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
. 1
K0+
‖u‖L2‖v‖L2‖w‖L2 .
SinceK &M3M1M2, K &K1 andK &K2 a summation over dyadicK, K1, K2, M, M1,
M2 yields the needed bound in this case.
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• Let s = −1/8, |σ | dominates and K 18 >M 12 . Then due to Proposition 6.2 and (41) we
estimate the contribution of this region to JKK1K2MM1M2 by:
cM
3
8 (M1M2)
1
8
K
3
8−K
1
2+
1 K
1
2+
2
〈̂
uK1M1 ? v̂K2M2, ŵKM
〉
L2
. M
1
8 (M1 ∧M2) 12 (M1M2) 38 (K1 ∧K2) 12 (K1 ∨K2) 14
M
3
8−(M1M2)
3
4−K0+K
1
2+
1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
. 1
K0+
‖u‖L2‖v‖L2‖w‖L2 .
SinceK &M3M1M2, K &K1 andK &K2 a summation over dyadicK, K1, K2, M, M1,
M2 yields the needed bound in this case.
• Let s =−1/8, |σ1| dominates and K 18 6M 12 . Note that in this case
1+K 18 /M 12
1+K
1
8
1 /M
1
2
1
.
M
1
2
1
K
1
8
1
.
Then due to Proposition 6.2 and (42) we obtain the following bound for the contribution of
this region to JKK1K2MM1M2 :
cM
7
8M
1
2
1 (M1M2)
1
8
K
1
2+K
5
8−
1 K
1
2+
2
〈
ŵKM ? v̂K2M2, ûK1M1
〉
L2
.
M
7
8M
1
2
1 (M1M2)
1
8 (M ∧M2) 12 (MM2) 14 (K ∧K2) 12 (K ∨K2) 14
M
1
4
1 M
5
8−
1 (MM2)
5
4−K 12+K0+1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
. 1
K0+1
‖u‖L2‖v‖L2‖w‖L2 .
Since K1 &M3M1M2, K1 &K and K1 &K2 a summation over dyadic K, K1, K2, M ,
M1, M2 yields the needed bound in this case.
• Let s =−1/8, |σ1| dominates and K 18 >M 12 . Note that in this case
1+K 18 /M 12
1+K
1
8
1 /M
1
2
1
.
M
1
2
1
M
1
2
.
Then due to Proposition 6.2 and (42) we obtain the following bound for the contribution of
this region to JKK1K2MM1M2 :
cM
3
8M
1
2
1 (M1M2)
1
8
K
1
2+K
1
2−
1 K
1
2+
2
〈
ŵKM ? v̂K2M2, ûK1M1
〉
L2
.
M
3
8M
1
2
1 (M1M2)
1
8 (M ∧M2) 12 (MM2) 14 (K ∧K2) 12 (K ∨K2) 14
M
1
4
1 M
1
2−
1 (MM2)
1−K 12+K0+1 K
1
2+
2
‖u‖L2‖v‖L2‖w‖L2
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. 1
K0+1
‖u‖L2‖v‖L2‖w‖L2 .
Since K1 &M3M1M2, K1 &K and K1 &K2 a summation over dyadic K, K1, K2, M ,
M1, M2 yields the needed bound in this case.
This completes the proof of (39).
Proof of Theorem 4. – Let Y b,s0 (R×T2) be the completion of C∞0 (R×T2) with zero x mean
value with respect to the norm:
‖u‖2
Y
b,s
0
=
∑
(m,n)∈Z2
m6=0
∫
dτ
〈
τ −m5 + n
2
m
〉2b
〈m〉2s ∣∣̂u(τ,m,n)∣∣2.
Then clearly
‖u‖
X
b,s
0
∼ ‖u‖
Y
b,s
0
+‖u‖
Y
b+ 18 ,s− 12
0
.(46)
We shall apply a Picard fixed point argument to the following integral equation corresponding to
the Cauchy problem (10)–(11):
u(t)=ψ(t)S(t)φ − 1
2
ψ(t)
t∫
0
S(t − t ′)ψ(t/T )∂x
(
u2(t ′)
)
dt ′.(47)
Here S(t)= exp(−t (−∂5x + ∂−1x ∂2y )) is the unitary group describing the free evolution of the fifth
order KP-II equation with periodic boundary conditions and ψ(t) is the cut-off function used in
the proof of Theorem 1. Clearly a solution of (47) on R corresponds to a solution of (10)–(11) on
[−T ,T ]. We shall apply the contraction mapping principle to (47) in the spaces Xb,s0 (R× T2).
We start with the following proposition which helps to provide a small factor in the iteration
scheme.
PROPOSITION 6.3. – Let 1/2> b′ > b′′ > 0. Then there exists θ > 0 such that for T ∈ (0,1)
and s ∈R the following estimate holds:∥∥ψ(t/T )u∥∥
X
−b′,s
0
. T θ‖u‖
X
−b′′ ,s
0
.(48)
Proof. – If 0< b < a < 1/2 and T ∈ (0,1) then there exists θ > 0 such that∥∥ψ(t/T )u∥∥
Y
−a,s
0
. T θ‖u‖
Y
−b,s
0
.(49)
The inequality (49) is proven in [24] in the context of the KdV equation (cf. (3.29) in [24]).
Actually the proof does not depend on the particular choice of the unitary group the Bourgain
spaces are associated to. Now we obtain via (46):∥∥ψ(t/T )u∥∥
X
−b′,s
0
∼ ∥∥ψ(t/T )u∥∥
Y
−b′,s
0
+ ∥∥ψ(t/T )u∥∥
Y
−b′+ 18 ,s− 12
0
. T θ1‖u‖
Y
−b′′,s
0
+ T θ2‖u‖
Y
−b′′+ 18 ,s− 12
0
. T θ‖u‖
X
−b′′ ,s
0
.
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This proves (48). 2
The next proposition contains the estimates needed to apply the contraction mapping principle.
PROPOSITION 6.4. – For any φ ∈ Y s(T2), s ∈ R, there exists θ > 0 such that the following
inequalities hold: ∥∥ψ(t)S(t)φ∥∥
X
1
2+,s
0
. ‖φ‖Y s ,(50) ∥∥∥∥∥ψ(t)
t∫
0
S(t − t ′)ψ(t/T )∂x
(
u2(t ′)
)
dt ′
∥∥∥∥∥
X
1
2+,s
0
. T θ‖uux‖
X
− 12+,s
0
.(51)
Proof. – The proof of (50) follows directly from the definition of the spaces Xb,s0 (R×T2) (an
observation similar to (13)). In order to prove (51) we first note that the following inequality
holds: ∥∥∥∥∥ψ(t)
t∫
0
S(t − t ′)ψ(t/T )∂x
(
u2(t ′)
)
dt ′
∥∥∥∥∥
Y
b,s
0
. T θ‖uux‖Yb−1−,s0 ,(52)
provided 1/2< b < 1. In order to prove (52), we first apply the linear estimate in the framework
of the Bourgain spaces (cf. (19) and (20) above with T = 1). Then we gain a small factor T θ by
the aid of (48). Now we write via (52)∥∥∥∥∥ψ(t)
t∫
0
S(t − t ′)ψ(t/T )∂x
(
u2(t ′)
)
dt ′
∥∥∥∥∥
X
1
2+,s
0
∼ ‖ · · ·‖
Y
1
2+,s
0
+ ‖ · · ·‖
Y
5
8+,s− 12
0
. T θ1‖uux‖
Y
− 12+,s
0
+ T θ2‖uux‖
Y
− 38+,s− 12
0
. T θ‖uux‖
X
− 12+,s
0
.
This completes the proof of Proposition 6.4. 2
Now Proposition 7.1 and Proposition 6.4 allow us to apply a fixed point argument in order to
complete the proof of Theorem 4.
Remark. – The exponent−1/8 which appears in the statement of Theorem 4 is not optimal. It
is of technical nature and is chosen in order to make the computations more transparent. Actually
a slight modification of the above argument carries out the bilinear estimate for s >−1/4.
6.2. Proof of the convolution lemma
We shall follow the idea of the proof of Lemma 4.1 of [8]. Note that Young inequality yields
‖u1 ? u2‖L2 6 ‖u1‖L1‖u2‖L2 .
Hence the expression in front of ‖u1‖L2‖u2‖L2 in the right-hand side of (44) is a bound for the
volume which appears when estimating the L1 norm of the characteristic function of a bounded
set in the terms of the L2 norm. Clearly
‖u1 ? u2‖2L2 =
∑
m,n
∫
dτ
∣∣∣∣∣ ∑
m1,n1
∫
dτ1 u1(τ1,m1, n1)u2(τ − τ1,m−m1, n− n1)
∣∣∣∣∣
2
.
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The Cauchy–Schwarz inequality in the (τ1,m1, n1) variables yields
‖u1 ? u2‖2L2(τ,|m|∼M,n) 6 sup
(τ,m,n)
mes{Aτmn}‖u1‖2L2‖u2‖2L2,
where Aτmn ⊂R×Z2 is the following set:
Aτmn =
{
(τ1,m1, n1): (τ1,m1, n1) ∈ suppu1, (τ − τ1,m−m1, n− n1) ∈ suppu2
}
.
First we eliminate τ1. Set p(m,n) = −m5 + n2m . If (τ1,m1, n1) ∈ suppu1 and (τ − τ1,m −
m1, n− n1) ∈ suppu2 then∣∣τ1 + p(m1, n1)∣∣.K1, ∣∣τ − τ1 + p(m−m1, n− n1)∣∣.K2.
Hence ∣∣τ + p(m1, n1)+p(m−m1, n− n1)∣∣. (K1 ∨K2).
Also for fixed (m1, n1) the maximal range for τ1 is bounded by c(K1 ∧K2). Therefore
mes{Aτmn}. (K1 ∧K2)mes{Bτmn},
where Bτmn ⊂ Z2 is defined as follows
Bτmn =
{
(m1, n1) ∈ Z2: |m1| ∼M1, |m−m1| ∼M2,∣∣τ + p(m1, n1)+ p(m−m1, n− n1)∣∣. (K1 ∨K2)}.
Note that m1 should range in an interval of size smaller than M1 ∧M2. Fix now m1. We shall
estimate the size of the section with n1. We have to estimate the number of n1 such that∣∣τ + p(m1, n1)+ p(m−m1, n− n1)∣∣. (K1 ∨K2),
for fixed (τ,m,n,m1). Note that
p(m1, n1)+ p(m−m1, n− n1)
= p(m,n)+ 5m1m(m−m1)
(
m2 −mm1 +m21
)+ (m1n−mn1)2
m1m(m−m1) .
Hence the expression
(m1n−mn1)2
m1m(m−m1)
has to value in an interval of size c(K1 ∨K2). Therefore, for fixed m1, n1,m the integer n1 has
to range in an interval of size[
c(K1 ∨K2)mm1(m−m1)
m2
]1/2
. (K1 ∨K2) 12 (M1M2)
1
2
M
1
2
.
Hence we bound the measure of Bτmn with the product of the projection on the m1 line and the
maximum of the sections with lines parallel to the n1 axis; thus
mes(Bτmn). (K1 ∨K2) 12 (M1 ∧M2) (M1M2)
1
2
M
1
2
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and furthermore
mes(Aτmn). (K1 ∧K2)(K1 ∨K2) 12 (M1 ∧M2) (M1M2)
1
2
M
1
2
.
This completes the proof of Proposition 6.2. 2
7. The case of periodic boundary conditions — 3D
As in 2D we can suppose that ∫
T1
φ(x, y, z)dx = 0.(53)
Denote by Xb,b¯,s,s¯0 (R×T3) the completion of C∞0 (R×T3) with zero x mean value with respect
to the norm
‖u‖2
X
b,b¯,s,s¯
0
=
∑
(m,n,l)∈Z3
m6=0
∫
dτ
〈
τ −m5 + n
2
m
+ l
2
m
〉2b
〈m〉2s ∣∣̂u(τ,m,n, l)∣∣2
+
∑
(m,n,l)∈Z3
m6=0
∫
dτ
〈τ −m5 + n2
m
+ l2
m
〉2b¯+2b
|m|2s¯ 〈m〉
2s ∣∣̂u(τ,m,n, l)∣∣2.
The next proposition contains the bilinear estimate crucial for the proof of Theorem 5:
PROPOSITION 7.1. – Let u ∈ X
1
2+ε, 18+2ε,s, 12+4ε
0 (R× T3), s > 8ε and ε > 0 be an arbitrary
small number. Then the following inequality holds:
‖uux‖
X
− 12+ε, 18+2ε,s, 12+4ε
0
. ‖u‖2
X
1
2+ε, 18+2ε,s, 12+4ε
0
.(54)
Once we obtain (54) the rest of the proof of Theorem 5 follows the lines of the proof of
Theorem 4 and hence will be omitted.
Proof of (54). – Set ζ = (m,n, l) ∈ Z3 and
σ = σ(τ, ζ )= τ −m5 + n
2
m
+ l
2
m
, σ1 = σ(τ1, ζ1), σ2 = σ(τ − τ1, ζ − ζ1),
θ = 〈σ 〉
1
8+2ε
|m| 12+4ε
, θ1 = θ(τ1, ζ1), θ2 = θ(τ − τ1, ζ − ζ1).
A duality argument writes (54) into the form∑
ζ1∈Z3
∑
ζ∈Z3
∫
dτ1
∫
dτ
|m|〈m〉s〈θ 〉̂u(τ1, ζ1)̂v(τ − τ1, ζ − ζ1)ŵ(τ, ζ )
〈m1〉s〈m−m1〉s〈θ1〉〈θ2〉〈σ 〉 12−ε〈σ1〉 12+ε〈σ2〉 12+ε
. ‖u‖L2(R×T3)‖v‖L2(R×T3)‖w‖L2(R×T3),(55)
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where û(τ1, ζ1), v̂(τ − τ1, ζ − ζ1) and ŵ(τ, ζ ) are supposed to be positive. Similarly to 2D we
consider the dyadic levels:
D
KK1K2
MM1M2
=
{ 〈σ 〉 ∼K, 〈σ1〉 ∼K1, 〈σ2〉 ∼K2,
|m| ∼M, |m1| ∼M1, |m−m1| ∼M2.
Denote by J the left-hand side of (55) and by JKK1K2MM1M2 the contribution of D
KK1K2
MM1M2
to J ; then
J .
∑
K,K1,K2,M,M1,M2
J
KK1K2
MM1M2
.
Let
ûK1M1(τ1, ζ1)=
{
û(τ1, ζ1), when 〈σ1〉 ∼K1, |m1| ∼M1,
0 elsewhere.
Similarly one can define the localized v̂ and ŵ denoted respectively by:
v̂K2M2(τ − τ1, ζ − ζ1) and ŵKM(τ, ζ ).
Hence we have:
J
KK1K2
MM1M2
. M
1+s(1+K 18+2ε/M 12+4ε)
K
1
2−εK
1
2+ε
1 K
1
2+ε
2
∫
D
KK1K2
MM1M2
ûK1M1(τ1, ζ1)̂vK2M2(τ − τ1, ζ − ζ1)ŵKM(τ, ζ )
Ms1M
s
2(1+K
1
8+2ε
1 /M
1
2+4ε
1 )(1+K
1
8+2ε
2 /M
1
2+4ε
2 )
,
where
∫
D
KK1K2
MM1M2
means integration with respect to τ, τ1 and summation with respect to ζ, ζ1 on
the range of DKK1K2MM1M2 . In 3D the algebraic relation has the form
σ1 + σ2 − σ = 5m1m(m−m1)
(
m2 −mm1 +m21
)+ (m1n−mn1)2
m1m(m−m1) +
(m1l −ml1)2
m1m(m−m1) .
Hence on DKK1K2MM1M2 we have
max
{|σ |, |σ1|, |σ2|}& {M3M1M2 +MM21M22 +M2M2M21}.(56)
Now we state the convolution estimate in 3D.
PROPOSITION 7.2. – Let u1(τ,m,n, l) and u2(τ,m,n, l) be two functions defined on R×Z3
satisfying the support properties
If (τ,m,n, l) ∈ suppuj then |m| ∼Mj,
∣∣∣∣τ −m5 + n2m + l2m
∣∣∣∣∼Kj, j = 1,2,
where Mj > 1. Then the following inequality holds∥∥(u1 ∗ u2)(τ,m,n, l)∥∥L2(τ,|m|∼M,n,l)(57)
. (K1 ∧K2) 12 (K1 ∨K2) 12 (M1 ∧M2) 12 (M1M2)
1
2
M
1
2
‖u1‖L2‖u2‖L2 .
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Proof. – The proof is similar to that of Proposition 6.2. Write
‖u1 ? u2‖2L2 =
∑
m,n,l
∫
dτ
∣∣∣∣∣ ∑
m1,n1,l1
∫
dτ1u1(τ1,m1, n1, l1)u2(τ − τ1,m−m1, n− n1, l − l1)
∣∣∣∣∣
2
.
Set ζ = (m,n, l). The Cauchy–Schwarz inequality in the (τ1,m1, n1, l1) variables yields
‖u1 ? u2‖2L2(τ,|m|∼M,n,l) 6 sup
(τ,ζ )
mes{Aτζ }‖u1‖2L2‖u2‖2L2,
where Aτζ ⊂R× Z3 is the following set:
Aτζ =
{
(τ1, ζ1): (τ1, ζ1) ∈ suppu1, (τ − τ1, ζ − ζ1) ∈ suppu2
}
.
First we eliminate τ1. Similarly to 2D we obtain
mes{Aτζ }. (K1 ∧K2)mes{Bτζ },
where
Bτζ =
{
ζ1 ∈ Z3: |m1| ∼M1, |m−m1| ∼M2,
∣∣τ + p(ζ1)+ p(ζ − ζ1)∣∣6 c(K1 ∨K2)}
and p(ζ ) = −m5 + n2
m
+ l2
m
. Note that m1 should range in an interval of size smaller than
M1 ∧M2. Fix now m1. We shall estimate the surface of the section (n1, l1). We have to estimate
the number of (n1, l1) such that∣∣τ +p(ζ1)+p(ζ − ζ1)∣∣. (K1 ∨K2),(58)
for fixed (τ, ζ,m1). Note that:
p(ζ1)+ p(ζ − ζ1)− p(ζ )
= 5m1m(m−m1)
(
m2 −mm1 +m21
)+ (m1n−mn1)2
m1m(m−m1) +
(m1l −ml1)2
m1m(m−m1) .
Hence the expression
(m1n−mn1)2 + (m1l −ml1)2
m1m(m−m1)
has to value in an interval of size c(K1 ∨K2). Now we set:
m˜=m1m(m−m1), α = τ + p(ζ )+ 5m˜, K˜ = c(K1 ∨K2).
Note that α, and m˜ do not depend on (n1, l1). Now it is easily seen that the measure of (n1, l1)
such that (58) holds is
mes
{
(n1, l1):
−|m˜|K˜ − αm˜
m2
6
(
n1 − m1n
m
)2
+
(
l1 − m1l
m
)2
6 |m˜|K˜ − αm˜
m2
}
which is clearly equal to
cK˜|m˜|
m2
∼ (K1 ∨K2)M1M2
M
.
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Hence we can bound the measure of Bτζ with the product of the projection on the m1 line and
the maximum of the surfaces of the sections with planes parallel to the (n1, l1) plane. Thus
mes(Bτζ ). (K1 ∨K2)(M1 ∧M2)M1M2
M
and furthermore
mes(Aτζ ). (K1 ∧K2)(K1 ∨K2)(M1 ∧M2)M1M2
M
.
This completes the proof of Proposition 7.2. 2
As in 2D, in order to estimate JKK1K2MM1M2 we distinguish the case taking into account which
symbol dominates in the left-hand side of (56). By symmetry we assume that |σ1|> |σ2|.
• Let |σ | dominates and K 18+2ε 6M 12+4ε . Then due to Proposition 7.2 and (56) we obtain
the following bound for the contribution of this region to JKK1K2MM1M2 :
Ms
Ms1M
s
2
cM
K
1
2−εK
1
2+ε
1 K
1
2+ε
2
〈̂
uK1M1 ? v̂K2M2 , ŵKM
〉
L2
. M
1
2 (M1 ∧M2) 12 (M1M2) 12 (K1 ∧K2) 12 (K1 ∨K2) 12
M
1
2−2ε(M1M2)1−4εKεK
1
2+ε
1 K
1
2+ε
2
‖u‖L2‖v‖L2‖w‖L2
. 1
Kε
‖u‖L2‖v‖L2‖w‖L2 .
SinceK &M3M1M2, K &K1 andK &K2 a summation over dyadicK, K1, K2, M, M1,
M2 yields the needed bound in this case.
• Let |σ | dominates and K 18+2ε >M 12+4ε . Then due to Proposition 7.2 and (56) we obtain
the following bound for the contribution of this region to JKK1K2MM1M2 :
Ms
Ms1M
s
2
cM
1
2−4ε
K
3
8−3εK
1
2+ε
1 K
1
2+ε
2
〈̂
uK1M1 ? v̂K2M2, ŵKM
〉
L2
. (M1 ∧M2)
1
2 (M1M2)
1
2−s(K1 ∧K2) 12 (K1 ∨K2) 12
M
3
8−s(M1M2)
3
4−8εKεK
1
2+ε
1 K
1
2+ε
2
‖u‖L2‖v‖L2‖w‖L2
. (M1 ∧M2)
1
2
M
3
8−s(M1M2)
1
4+s−8εKε
‖u‖L2‖v‖L2‖w‖L2 (since s > 8ε)
. 1
Kε
‖u‖L2‖v‖L2‖w‖L2 .
SinceK &M3M1M2, K &K1 andK &K2 a summation over dyadicK, K1, K2, M, M1,
M2 yields the needed bound in this case. Note that this is the only case when we use the
assumption s > 0.
• Let |σ1| dominates and K 18+2ε 6M 12+4ε . Note that in this case
1+K 18+2ε/M 12+4ε
1+K
1
8+2ε
1 /M
1
2+4ε
1
.
M
1
2+4ε
1
K
1
8+2ε
1
.
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Then due to Proposition 7.2 and (56) we obtain the following bound for the contribution of
this region to JKK1K2MM1M2 :
Ms
Ms1M
s
2
cMM
1
2+4ε
1
K
1
2+εK
5
8+ε
1 K
1
2+ε
2
〈
ŵKM ? v̂K2M2, ûK1M1
〉
L2 (since K1 &K)
.
MM
1
2+4ε
1 (M ∧M2)
1
2 (MM2)
1
2M
− 12
1 (K ∧K2)
1
2 (K ∨K2) 12
M
5
8+ ε2
1 (MM2)
5
4+εK
ε
2
1 K
1
2+εK
1
2+ε
2
‖u‖L2‖v‖L2‖w‖L2
. M(M ∧M2)
1
2
M
5
8− 7ε2
1 (MM2)
3
4+εK
ε
2
1
‖u‖L2‖v‖L2‖w‖L2
. 1
K
ε
2
1
‖u‖L2‖v‖L2‖w‖L2 (considering the cases M1 6M2 and M1 >M2).
Since K1 &M3M1M2, K1 &K and K1 &K2 a summation over dyadic K, K1, K2, M ,
M1, M2 yields the needed bound in this case.
• Let |σ1| dominates and K 18+2ε >M 12+4ε . Note that in this case
1+K 18+2ε/M 12+4ε
1+K
1
8+2ε
1 /M
1
2+4ε
1
.
M
1
2+4ε
1
M
1
2+4ε
.
Then due to Proposition 7.2 and (56) we obtain the following bound for the contribution of
this region to JKK1K2MM1M2 :
Ms
Ms1M
s
2
cM
1
2−4εM
1
2+4ε
1
K
1
2K
1
2
1 K
1
2+ε
2
〈
ŵKM ? v̂K2M2, ûK1M1
〉
L2 (since K1 &K)
.
M
1
2−4εM
1
2+4ε
1 (M ∧M2)
1
2 (MM2)
1
2M
− 12
1 (K ∧K2)
1
2 (K ∨K2) 12
M
1
2−ε
1 (MM2)
1−2εKε1K
1
2K
1
2+ε
2
‖u‖L2‖v‖L2‖w‖L2
. M
1
2−4ε(M ∧M2) 12
M
1
2−5ε
1 (MM2)
1
2−2εKε1
‖u‖L2‖v‖L2‖w‖L2
. 1
Kε1
‖u‖L2‖v‖L2‖w‖L2 (considering the cases M1 6M2 andM1 >M2).
Since K1 &M3M1M2, K1 &K and K1 &K2 a summation over dyadic K, K1, K2, M ,
M1, M2 yields the needed bound in this case.
This completes the proof of (54). 2
Added in proof
Remark. – We have noticed that a modification of the proof of Proposition 7.2 shows that
Theorem 5 is valid for s = 0.
J.C. SAUT, N. TZVETKOV / J. Math. Pures Appl. 79 (2000) 307–338 337
REFERENCES
[1] L.A. ABRAMYAN and Y.A. STEPANYANTS, The structure of two-dimensional solitons in media with
anomalously small dispersion, Sov. Phys. JETP 61 (1985) 963–966.
[2] M. BEN-ARTZI and J.-C. SAUT, Uniform decay estimates for a class of oscillatory integrals and
applications, Differential Integral Equations 12 (1999) 137–145.
[3] BESOV, ILIN and NIKOLSKI, Integral Representation of Functions and Embedding Theorems, Wiley,
1978.
[4] A. DE BOUARD and J.C. SAUT, Solitary waves of generalized Kadomtsev–Petviashvili equations, Ann.
Inst. H. Poincaré Anal. Non Linéaire 14 (1997) 211–236.
[5] A. DE BOUARD and J.C. SAUT, Symmetries and decay of the generalized KP solitary waves, SIAM J.
Math. Anal. 28 (1997) 1064–1085.
[6] J. BOURGAIN, Fourier transform restriction phenomena for certain lattice subsets and application to
nonlinear evolution equations I. Schrödinger equations, GAFA 3 (1993) 107–156.
[7] J. BOURGAIN, Fourier transform restriction phenomena for certain lattice subsets and application to
nonlinear evolution equations II. The KdV equation, GAFA 3 (1993) 209–262.
[8] J. BOURGAIN, On the Cauchy problem for the Kadomtsev–Petviashvili equation, GAFA 3 (1993)
315–341.
[9] J. BOURGAIN, Refinements of Strichartz’ inequality and applications to 2D-NLS with critical
nonlinearity, IMRN 5 (1998) 253–283.
[10] J. BOURGAIN, Global well-posedness of defocusing critical nonlinear Schrödinger equation in the
radial case, J. AMS (1999) 145–271.
[11] J. GINIBRE, Le problème de Cauchy pour des EDP semi-linéaires périodiques en variables d’espace
(d’après Bourgain), Séminaire Bourbaki no. 796, Astérisque 237 (1995) 163–187.
[12] M. HARAGUS, Model equations for water waves in the presence of surface tension, Eur. J. Mech.
B/Fluids 15 (4) (1996) 471–492.
[13] M. HARAGUS-COURCELLE and A. ILL’ICHEV, Three dimensional solitary waves in the presence of
additional surface effects, Eur. J. Mech. B/Fluids 17 (1998).
[14] J.K. HUNTER and J. SCHEURLE, Existence of perturbed solitary waves to a model equation for water
waves, Physica D 32 (1988) 253–268.
[15] A. ILL’ICHEV, Self-channeling of surface water waves in the presence of an additional surface
pressure, Preprint, 1998.
[16] A.T. IL’ICHEV and A.Yu. SEMENOV, Stability of solitary waves in dispersive medias described by a
fifth-order evolution equation, Theoret. Comput. Fluid Dynamics 3 (1992) 307–326.
[17] R.J. IÓRIO, Jr. and W.V.L. NUNES, On equations of KP-type, Proc. Roy. Soc. Edinburgh A 128 (1998)
725–743.
[18] P. ISAZA, J. MEJIA and V. STALLBOHM, El problema de Cauchy para la ecuacion de Kadomtsev–
Petviashvili (KP-II) en espacios de Sobolev Hs, s > 0, Preprint, 1998.
[19] B.B. KADOMTSEV and V.I. PETVIASHVILI, On the stability of solitary waves in weakly dispersive
media, Soviet Phys. Dokl. 15 (1970) 539–541.
[20] V.I. KARPMAN, Transverse stability of Kawahara solitons, Phys. Rev. E 47 (1) (1993) 674–676.
[21] V.I. KARPMAN and V.Yu. BELASHOV, Dynamics of two dimensional solitons in weakly dispersive
media, Phys. Lett. A 154 (1991) 131–139.
[22] V.I. KARPMAN and V.Yu. BELASHOV, Evolution of three-dimensional nonlinear pulses in weakly
dispersive media, Phys. Lett. A 154 (1991) 140–144.
[23] T. KAWAHARA, Oscillatory solitary waves in dispersive media, J. Phys. Soc. Japan 33 (1) (1972)
260–264.
[24] C. KENIG, G. PONCE and L. VEGA, A bilinear estimate with applications to the KdV equations,
J. AMS 9 (1996) 573–603.
[25] A.V. MARCHENKO, Long waves in shallow liquid under ice cover, PMM USSR 52 (2) (1988) 180–183.
[26] L. MOLINET, On the asymptotic behaviour of solutions to the (generalized) Kadomtsev–Petviashvili–
Burgers equations, J. Differential Equations 152 (1999) 30–74.
[27] J.C. SAUT, Remarks on the generalized Kadomtsev–Petviashvili equations, Indiana Univ. Math. J. 42
(1993) 1017–1029.
338 J.C. SAUT, N. TZVETKOV / J. Math. Pures Appl. 79 (2000) 307–338
[28] J.C. SAUT and N. TZVETKOV, The Cauchy problem for higher order KP equations, J. Differential
Equations 153 (1999) 196–222.
[29] J.C. SAUT and N. TZVETKOV, On a model system for the oblique interaction of internal gravity waves,
M2AN, to appear (2000).
[30] H. TAKAOKA, Well-posedness for the Kadomtsev–Petviashvili II equation, Preprint, 1998.
[31] H. TAKAOKA, Global well-posedness for the Kadomtsev–Petviashvili II equation, Preprint, 1999.
[32] M.M. TOM, On a generalized Kadomtsev–Petviashvili equation, Contemp. Math. A.M.S. 200 (1996)
193–210.
[33] N. TZVETKOV, Remarque sur la régularité locale de l’équation de Kadomtsev–Petviashvili, C. R.
Acad. Sci. Paris, Sér. I 326 (1998) 709–712.
[34] N. TZVETKOV, On the Cauchy problem for Kadomtsev–Petviashvili equations, Comm. Partial
Differential Equations 24 (1999) 1367–1397.
[35] N. TZVETKOV, Global low regularity solutions for Kadomtsev–Petviashvili equation, Differential
Integral Equations (to appear).
