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Abstract
In this paper, we prove the continuity of the flow of KdV on spaces of probability measures
with respect to a combination of Wasserstein distances on H s, s > 0 and L2. We are motivated
by the existence of an invariant measure belonging to the spaces onto which these distances
are defined.
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1 Introduction
The Korteweg de Vries (KdV) equation
∂tu + ∂
3
xu +
1
2
∂xu
2 = 0 (1)
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is an approximation of the water waves in the case of large wavelengths and small initial data.
There is an extensive literature on the Cauchy problem associated to KdV, from what we shall
refer as a deterministic point of view, see for instance [10, 2, 12, 7, 11], would it be on the torus,
the Euclidean space or other manifolds. To consider KdV from a probabilistic point of view, we
mention [3, 15].
In this paper we are interested in the continuity of the flow of this equation on the torus T with
regard to metrics on functional probability spaces. However, we do not study here a problem of
low-regularity of the initial data. Indeed, our initial datum is a measure µ on the topological σ-
algebra of the Sobolev space Hs for some non negative s, where KdV is known to be well-posed.
We define the action of the flow of KdV on the measures as µ 7→ µt where µt is the pushforward
measure of µ under the flow of KdV, Ψ(t), that is, the measure defined as
µt(A) = µ(Ψ(t)−1A)
on every measurable set A. This measure is well-defined as soon as Ψ(t) is defined and continuous
on Hs (in this case, Ψ(t) is µ-measurable).
We inquire about the continuity of the action of the flow with regard to the Wasserstein metrics
(we refer to [13, 9] for further informations on these metrics). In other terms, we compare the
distance between µt and νt with the one between µ and ν. The Wasserstein distance is defined in
our case as
Ws,p(µ, ν) = inf
γ∈Marg(µ,ν)
(∫
‖x − y‖pHsdγ(x, y)
)1/p
where Marg(µ, ν) is the set of measures on the topological σ-algebra of the Cartesian product
Hs × Hs whose marginals are µ and ν . We assume that p is more than 1 and s non negative, with
the usual extension for p = ∞. This distance is used in transportation theory (see [1] for instance)
to represent the optimal cost to move a repartition µ of goods to a repartition ν when the price to
transport one item from x in the support of µ to y in the support of ν is ‖x − y‖pHs .
To be more precise, what we will use as a distance on probability measures is
‖µ − ν‖s,p = W0,∞(µ, ν) +Ws,p(µ, ν)
with s > 0 and p < ∞. Remark that this distance is defined only if ‖x‖pHs is µ and ν integrable and
if ‖x‖L2 is in L∞µ and L∞ν . We call Ms,p the set of measures satisfying these properties. We choose
these metrics because they correspond to weak convergence of the measures (like total variation
distance) and convergence of the moments of orders q and r
‖x‖q
Lqµ ,Hs
, ‖x‖rLrµ ,L2
for all q ≤ p and all r, which gives some more information on the law of µt. Where this continuity
comes from may be more understandable if we consider random variables instead of measures.
In terms of random variables, there is an analogy between the metric space Ms,p and, given a
probabilistic space (Ω,A, P), the space L∞(Ω, L2(T)) ∩ Lp(Ω, Hs(T)). With two random variables
x and y on Ω with values in Hs almost surely, the continuity in L∞(Ω, L2(T)) ∩ Lp(Ω, Hs(T))
requires on the one hand to bound Ψ(t)x −Ψ(t)y in L∞(Ω, L2(T)) in function of the norm of x − y.
This bound comes from the conservation of the L2-norm by the flow of KdV. On the other hand,
we need to bound Ψ(t)x − Ψ(t)y in Lp(Ω, Hs). The Lp norm in probability is an obstacle. To get
rid of this difficulty, we bound Ψ(t)xω − Ψ(t)yω with ω the probability variable in Hs by
C1(xω, yω, t)‖xω − yω‖Hs +C2(xω, yω, t)(‖xω‖Hs + ‖yω‖Hs)‖xω − yω‖L2
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with C1 and C2 depending on time and the L2 norms of xω and yω such that we can take its Lp
norm in probability without losing any integrability. The strategy with Wasserstein metrics is the
same.
Another reason why we choose Wasserstein metrics is that there exists an invariant measure
under the flow of KdV in the intersection over s < 1/2 and p < ∞ of the Ms,p. The stability of
invariant measures in Ms,p, as we will define it, is a direct consequence of the continuity of the
action of the flow on measures with regard to ‖ . ‖s,p. It means that at finite times, the distance
between νt and its initial value is controlled by the distance between ν and the invariant measure.
Invariant measures are studied for many reasons. One of them is that they sometimes produce
supercritical global well-posedness (see for instance [6]). Another one is that the invariance can be
seen as an equilibrium of the system, weaker than thermodynamical equilibrium but stronger than
statistical equilibrium (invariance of the mean values of the amplitudes of the Fourier coefficients
of the solution, see [17]). They are usually built in the following way. We consider an invariant
for a Hamiltonian equation (mass, energy ...) of the form
‖u‖2Hs + R(u)
where u is the solution of the equation and R(u) involves derivatives of u weaker than s. The
invariant measure resembles
e−R(u)e−‖u‖
2
Hs du
where
dµ(u) = e−‖u‖2Hs du
is a Gaussian measure with support in Hs−1/2− in dimension 1.
We exploit here three invariants of KdV. Actually, we consider the measure built and proved
to be invariant by Bourgain in the appendix of [3]. We present the proof of the invariance in a
wish of completeness rather than to claim any novelty about it. However, we focus on proving the
invariance on the whole topological σ-algebra of H1/2− = ∩Hs, s < 1/2 instead of H1/2−ε.
The first invariant is the mean value along x∫
T
u(x, t)dx
in order to assume that the solution has 0 mean value along x and build the Gaussian measure as
the one induced by the random variable ∑
n,0
gn
|n|e
inx
where gn are Gaussian variables. This measure corresponds to
e
−‖∂xu‖2L2/2du .
Under the assumption of 0 mean value, the L2 norm of ∂xu corresponds to the H1 norm of u, and
the support of this measure is included in H1/2−.
The second one is the Hamiltonian
1
2
‖∂x‖2L2 −
1
6
∫
T
u3 .
3
Due to the absence of sign of
∫
u3, it is unclear whether e
∫
u3 is µ integrable or not, which prevents
us from using the measure e 16
∫
u3e
− 12 ‖∂xu‖2L2 du, given that we are looking for a measure in Ms,p.
Hence, we use a third invariant, which is the invariance of the mass to write
dρ(u) = 1‖u‖L2≤1e
− 12 ‖∂x‖2L2+
1
6
∫
T
u3du .
This makes ρ an invariant measure belonging to Ms,p up to a renormalization factor. The invariance
of ρ comes from the preservation of the mentioned quantities and the invariance of Lebesgue
measure under Hamiltonian flows.
We prove the following result.
Theorem 1.1. The action of the flow of KdV is continuous on Ms,p according to the estimate, valid
for all times t ∈ R and all measures µ, ν ∈ Ms,p,
‖µt − νt‖s,p ≤ C(1 + ‖x‖Lpµ ,Hs(T) + ‖x‖Lpν ,Hs(T))e
c|t|(‖x‖L∞µ ,L2(T)+‖x‖L∞ν ,L2(T))
12
‖ν − µ‖s,p .
Moreover, since the invariant measure ρ belongs to Ms,p, we get the following corollary.
Corollary 1.2. The measure ρ is locally stable in time, in the sense that for all times t ∈ R and for
all measures ν ∈ Ms,p, we have
‖νt − ν‖s,p ≤ Cec|t|(1+‖x‖L∞ν ,L2 )
12(1 + ‖x‖Lpν ,Hs)‖ν − ρ‖s,p .
The paper is organized as follows.
In Section 2, we present different metrics on probability measures and discuss their relevance
to study the flows of non linear PDEs.
In Section 3, we prove local well-posedness for KdV in Hs with s ≥ 0 with a time of existence
and uniqueness depending only on the L2 norm of the initial datum. We deduce from it global
well-posedness and useful estimates.
In Section 4, we prove the continuity of the action of the flow of KdV on the metric space of
measures Ms,p.
In Section 5, we build and prove the invariance of the measure ρ under the flow of KdV.
Acknowledgements The first author is supported by the FIRB 2012 ”Dispersive dynamics,
Fourier analysis and variational methods”.
The authors would like to thank Armen Shirikyan for helpful suggestions.
2 Different metrics on probability measures
In this section, we discuss different kinds of distances on probability measures which are com-
monly used, in transportation theory, for instance, see [1] and references therein for a survey, and
their relevance regarding the study of the continuity of the flow of Hamiltonian non linear equa-
tions. For further information on these distances, we also refer to [13, 9]. We want to deduce
the stability of invariant measures for these equations from this continuity. First, we introduce
the total variation distance. The continuity of the flow for this distance is obtained with only few
assumptions on the flow, but it only corresponds to weak convergence and we wanted to add the
convergence of the moments of order p too. Then, we introduce dual Lipschitz and Kantorovitch
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distances. We will explain in which sense these distances are not fit to study the continuity of non
linear PDEs. Finally, we present the Wasserstein distances. These distances are defined only on
certain measures, but the invariant measure we consider in Section 5 is one of these. Besides, we
prove in Section 4 that the flow of KdV is continuous with regard to these distances.
2.1 Total variation, dual Lipschitz and Kantorovitch distances
We assume here that X is a Polish space (completely metrizable, separable, topological space) of
functions with metrics dX and that Ψ(t) is the flow of some equation such that Ψ(t) is Lipschitz
continuous on X with some constant C(t), that is
Lip(Ψ(t)) = sup
x1 ,x2∈X
dX(Ψ(t)x1,Ψ(t)x2)
dX(x1, x2) = C(t) .
For any f : X → R, we denote, if f is bounded,
‖ f ‖∞ = sup
x∈X
| f (x)| ,
if f is Lipschitz continuous,
Lip( f ) = sup
x1 ,x2∈X
| f (x1) − f (x2)|
dX(x1, x2) ,
and if f is both
‖ f ‖L = ‖ f ‖∞ + Lip( f ) .
Let us define usual metrics on probability measures on the topological σ-algebra of X.
In the following, we let µ, ν be two measures on X.
Definition 2.1 (Total variation distance). We call the total variation distance and we write ‖µ−ν‖var,
the distances
‖µ − ν‖var =
1
2
sup
‖ f ‖∞≤1
∣∣∣∣〈 f , µ〉 − 〈 f , ν〉∣∣∣∣ ,
where 〈 , 〉 denotes
∫ f dµ.
We then call µt the measure on X defined as the pushforward measure of µ through the flow
Ψ(t) that is
µt(A) = µ(Ψ(t)−1A)
for any measurable set A, which is defined as long as Ψ(t) is a measurable function from X to X.
Then, it appears that it suffices for Ψ(t) to be measurable to get
‖µt − νt‖var ≤ ‖µ − ν‖var
since, if ‖ f ‖∞ ≤ 1 then ‖ f ◦Ψ(t)‖∞ ≤ 1, and by definition, we have that
〈 f , µt〉 = 〈 f ◦Ψ(t), µ〉 .
Definition 2.2 (Dual Lipschitz distance). We call the dual Lipschitz distance and we write ‖µ−ν‖∗L,
the distances
‖µ − ν‖∗L = sup‖ f ‖L≤1
∣∣∣∣〈 f , µ〉 − 〈 f , ν〉∣∣∣∣ .
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We then get that
‖µt − νt‖∗L ≤ (1 +C(t))‖µ − ν‖∗L ,
since, if ‖ f ‖L ≤ 1, then ‖ f ◦ Ψ(t)‖∞ ≤ ‖ f ‖∞ ≤ 1 and Lip( f ◦ Ψ(t)) ≤ Lip( f )Lip(Ψ(t)) ≤ C(t),
which implies that
‖ f ◦Ψ(t)‖ ≤ 1 +C(t) .
Hence, f◦Ψ(t)1+C(t) is Lipschitz continuous with constant less than 1, and we can conclude.
Definition 2.3. Let M1 be the space of measures µ on X such that for all x0, dX(x, x0) is µ inte-
grable. We call the Kantorovitch distance and we write ‖µ − ν‖K , the distances on M1
‖µ − ν‖K = sup
Lip( f )≤1
∣∣∣∣〈 f , µ〉 − 〈 f , ν〉∣∣∣∣ ,
From previous remarks, we see that
‖µt − νt‖K ≤ C(t)‖µ − ν‖ .
Then, it also happens that if µ is an invariant measure through the flow Ψ(t) then as
〈 f , µt〉 = 〈 f , µ〉
for all f bounded or for all f Lipschitz continuous if µ is in M1, we get that
‖µt − µ‖K = ‖µt − µ‖∗L = ‖µt − µ‖var = 0 .
The problem with these distances and their different previously mentioned properties with re-
gard to the flow of a non linear PDE such as KdV is that this flow has no reason to be Lipschitz
continuous with a constant depending only on time and not on the size of the initial datum. How-
ever, as it will be proved, one can build an invariant measure µ for the flow of KdV on H1/2− such
that ‖x‖L2 is in L∞µ and ‖x‖Hs is in Lpµ for all s < 12 and all p < ∞.
2.2 Wasserstein metrics
The Wasserstein distance is defined only on certain measures. The space onto which the version
of the Wasserstein metrics we use is defined is given in the next definition.
Definition 2.4 (Spaces Ms,p). For s ≥ 0 and p ∈ [1,∞], let Ms,p be the space of measures µ on
the topological σ-algebra of Hs(T) where T is the torus of dimension 1 such that ‖u‖L2 belongs to
L∞µ and ‖u‖Hs belongs to Lpµ.
Remark 2.1. Measures µ on Hs that satisfy large Gaussian deviation estimates (for instance
Gibbs measures, and several invariant measures for various flows of Hamiltonian PDEs, see [16,
14, 4, 8]) are such that ‖u‖Hs belong to Lpµ for any p < ∞.
Let us now introduce the Wasserstein metrics.
Definition 2.5 (Wasserstein metrics). For all µ, ν ∈ Ms,p, we call the s, p-Wasserstein distance and
we denote Ws,p, the distance
Ws,p(µ, ν) =
(
inf{
∫
‖x − y‖pHsdγ(x, y)
∣∣∣∣ γ ∈ Marg(µ, ν)})1/p ,
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where Marg(µ, ν) is the set of measures on the topological σ-algebra on Hs ×Hs whose marginals
are µ and ν.
For p = ∞, we define
Ws,∞ = inf{‖ ‖x − y‖Hs‖L∞γ
∣∣∣∣ γ ∈ Marg(µ, ν)} .
Remark 2.2. The distance Ws,p corresponds to weak convergence of the measure plus the conver-
gence of the moments of order q ≤ p defined as∫
‖x‖pHs dµ(x) .
Besides, the Rubinstein-Kantorovitch theorem provides an equivalence for the distance Ws,1.
Theorem 2.6 (Rubinstein-Kantorovitch). The distance W defined as
W(µ, ν) = inf
γ∈Marg(µ,ν)
∫
dX(x, y)dγ(x, y)
is equivalent to the Kantorovitch distance. Besides, the infimum is reached if µ and ν are tight.
For the proof and comments, see [9].
From now on, the distance we adopt to compare measures is defined as
‖µ − ν‖s,p = W0,∞(µ, ν) +Ws,p(µ, ν) .
To make a last remark in this section and in view of what we said in the introduction about
random variables, to prove the continuity of the flow on Ms,p, for all s ≥ 0, it suffices to prove an
inequality of the kind
‖Ψ(t)u − Ψ(t)v‖Hs ≤ C1(t, u, v)‖u − v‖Hs +C2(t, u, v)(‖u‖Hs + ‖v‖Hs)‖u − v‖L2 ,
where Ci(t, u, v) depends on time and the L2 norms of u and v.
3 Deterministic properties of KdV
In this section, we present a sketch of the general theory of well-posedness for the periodic KdV
equation providing some bilinear estimates that will be important in the forthcoming. We do not
pretend to be exhaustive here, so some technical lemmas will be admitted and some proofs just
sketched, referring to [2], [12], [7] and references therein for details and further results.
The Cauchy problem for the KdV equation on the torus reads as∂tu + ∂
3
xu +
1
2∂xu
2 = 0, x ∈ T
u(x, 0) = u0(x).
(2)
The corresponding integral equation is thus the following one
u(t) = S (t)u0 −
∫ t
0
S (t − t′)1
2
∂x(u2)(t′)dt′ (3)
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where S (t) = e−t∂3x is the flow of the linearized around 0 equation. We will formally denote by
u = Ψ(t)u0 the solution to (2) with initial condition u0. Space-time Fourier transform allows us to
explicitly write the linear propagator S (t) as
S (t)u0 ∼
∑
k∈Z
∫
ei(kx+τt)δ(τ − k3)uˆ0(k)dτ, (4)
δ(x) being the 1-dimensional Dirac mass.
Notice that this formula shows that the linear solution of (2) has its space-time Fourier trans-
form supported on the cubic τ = k3. In [2] the author showed that, after a localization in time,
the Fourier transform of the nonlinear solution still concentrates near the same cubic. This feature
suggests the introduction of the following functional spaces (called Bourgain spaces).
Definition 3.1. We denote by Xs,b, Y s, Z s the spaces of functions u : T × R→ R with mean value
zero (i.e.
∫
T
u(x, t)dx = 0) such that the corresponding norms
‖u‖Xs,b = ‖|k|s〈τ − k3〉buˆ(k, τ)‖l2k ,L2τ , (5)
‖u‖Y s = ‖u‖Xs, 12 + ‖|k|
suˆ(k, τ)‖l2k ,L1τ , (6)
‖u‖Zs = ‖u‖Xs,− 12 +
∥∥∥∥∥ |k|suˆ(k, τ)〈τ − k3〉
∥∥∥∥∥
l2k ,L
1
τ
(7)
are finite (we are denoting with ‖ f ‖l2k =
∑
k∈Z
| ˆf (k)|2).
Remark 3.1. The conservation of the spatial mean allows us to assume that the initial data u0
satisfies a mean-zero assumption. This fact will be important in the forthcoming, and moreover
it makes the homogeneous and non homogeneous versions of the Bourgain spaces (i.e. with the
weights |k|s or 〈k〉s) equivalent.
Remark 3.2. Here and in the following we shall just deal with the case s ≥ 0, referring to [12]
and [7] for more general results in the negative case.
3.1 Local theory
We present here a local existence result for the periodic KdV equation that will rely on a contrac-
tion argument on the Bourgain spaces. In order to make our estimates work, as already pointed
out, we shall need to apply a smooth cut-off function in order to localize the solution in time. In
the sequel η(t) will thus represent a smooth bump function supported in [−2, 2], with η = 1 in
[−1, 1], and we will denote with ηT = η(t/T ) the corresponding rescaled function.
In the following two propositions we collect the crucial estimates needed to make the contrac-
tion argument work.
Proposition 3.2 (Linear estimates). For every s ≥ 0, there exist C1 and C2 such that for every Φ
and every F supported in T × [−3, 3], the following estimates hold
‖η(t)S (t)φ‖Y s ≤ C1‖φ‖Hs (8)∥∥∥∥∥∥η(t)
∫ t
0
S (t − t′)F(t′)dt′
∥∥∥∥∥∥
Y s
≤ C2‖F‖Zs (9)
with constants C1, C2 independent of φ and F.
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Proposition 3.3 (Bilinear estimates). For every s ≥ 0, there exist C3 and C4 such that the following
estimates hold
‖η(t)∂x(uv)‖Zs ≤ C3 (‖u‖Y s‖v‖Y0 + ‖u‖Y0‖v‖Y s ) , (10)
‖ηT (t)∂x(uv)‖Zs ≤ C4T 1/12 (‖u‖Y s‖v‖Y0 + ‖u‖Y0‖v‖Y s ) . (11)
with constants C3, C4 independent of T , u and v.
Proof. Linear estimates. We begin by writing, by definition,
η(t)S (t)φ = η(t)
∑
k
ˆφ(k)ei(kx+k3 t)
and by writing η in terms of its Fourier transform and doing a change of variable we get
η(t)S (t)φ = c
∑
k
ˆφ(k)eikx
∫ +∞
−∞
eitτηˆ(τ − k3)dτ.
Thus we have
‖ηS (t)φ‖2
Xs,
1
2
≤ c
∑
k
|k|2s| ˆφ(k)|2
∫ +∞
−∞
(1 + |τ − k3|)|ηˆ(τ − k3)|2dτ
≤ c‖φ‖2Hs ,
and
‖ |k|sF (η(t)S (t)φ)‖2L2(dk)L1(dτ) ≤ c
∑
k
|k|2s| ˆφ(k)|2
(∫ +∞
−∞
|ηˆ(τ − k3)|dτ
)2
≤ c‖φ‖2Hs ,
where F is the Fourier transform and this concludes the proof of (8).
Turning to (9), we write
η(t)
∫ t
0
S (t − t′)F(t′)dt′ = I1 + I2 (12)
with
I1 = η(t)S (t)
∫
R
a(t′)S (−t′)F(t′)dt′
and
I2 = η(t)
∫
R
a(t − t′)S (t − t′)F(t′)dt′
where we have set a(t) = sgn(t)η˜(t) with η˜ being a smooth cut-off supported in [−10, 10] and equal
to 1 in [−5, 5]. With this choice we have indeed, for all t ∈ [−2, 2] and t′ ∈ [−3, 3],
χ[0,t](t′) = 12(a(t
′) − a(t − t′))
so that (12) holds (we assumed that F was supported in T × [−3, 3]).
We now estimate the righthandside of (12) term by term. Due to (8), to estimate the contribu-
tion given by I1, it is enough to show that∥∥∥∥∥
∫
R
a(t′)S (−t′)F(t′)dt′
∥∥∥∥∥
Hs
. ‖F‖Zs . (13)
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Using Fourier transform and recalling (7) we have∥∥∥∥∥
∫
R
a(t′)S (−t′)F(t′)dt′
∥∥∥∥∥
Hs
=
∥∥∥∥∥∥|k|sF
(∫
R
a(t′)S (−t′)F(t′)dt′
)
(k)
∥∥∥∥∥∥l2k
=
∥∥∥∥∥|k|s
∫
R
aˆ(τ − k3) ˆF(k, τ)dτ
∥∥∥∥∥
l2k
.
Since |aˆ(τ)| = O(〈τ〉−1), the proof of (13) is concluded. Let us now turn to I2. Neglecting the
cutoff η(t) and space-time Fourier transforming yields
F
(∫
a(t − t′)S (t − t′)F(t′)dt′
)
(k, τ) ∼ aˆ(τ − k3) ˆF(k, τ).
The claimed estimate then follows from (6), (7) and the decay estimate for aˆ used above.

Proof of Bilinear estimates. We adapt the proof of Lemmas (7.41) and (7.42) in [2] modifying
it in order to obtain the estimates we need. In this part we shall neglect the cutoff in order to
simplify the presentation, the local case being obtained by standard regularization arguments.
Writing w = ∂x(uv) we thus need to estimate
‖w‖Zs =
∑
k,0
|k|2s
∫ +∞
−∞
|wˆ(k, τ)|2
1 + |τ − k3|dτ

1
2
+
∑
k,0
|k|2s
(∫ +∞
−∞
|wˆ(k, τ)|
1 + |τ − k3|dτ
)2
1
2
. (14)
First of all, notice that
wˆ(k, τ) = ik ûv(k, τ) = ik(uˆ ∗ vˆ)(k, τ)
where ∗ denotes the standard convolution product, so that
|wˆ(k, τ)| ≤ |k|
∑
k1,0
∫
dτ1
(|uˆ(k1, τ1)| |uˆ(k − k1, τ − τ1)|). (15)
We define for every s ≥ 0
cs(k, τ) = |k|s(1 + |τ − k3|)1/2|uˆ(k, τ)|, (16)
ds(k, τ) = |k|s(1 + |τ − k3|)1/2|vˆ(k, τ)| (17)
We now recall the following result from [2] that will be of crucial importance in the sequel.
Proposition 3.4. Let f be a function defined on the torus T2. The following estimates hold
‖ f ‖L4(T2) .
 ∑
m,n∈Z
(1 + |n − m3|)2/3| ˆf (m, n)|2

1/2
, (18)
 ∑
m,n∈Z
(1 + |n − m3|)−2/3| ˆf (m, n)|2

1/2
. ‖ f ‖L4/3(T2). (19)
Proof of Lemma 3.4 See [2].
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Remark 3.3. We shall in fact use this result in the following versions, which are implied by (18)
and (19) since η has compact support included in ]− pi, pi[. We do not make any assumption on the
temporal support of f .
‖η(t) f ‖L4(R×T) .

∫
dτ
∑
k∈Z
(1 + |τ − k3|)2/3 | ˆη f (τ, k)|2

1/2
,
and 
∫
R
∑
k∈Z
(1 + |τ − k3|)−2/3 | ˆη f (τ, k)|2dτ

1/2
. ‖η(t) f ‖L4/3(T2).
The rest of the proof is essentially contained in the ones of the following two lemmas.
Lemma 3.5. For every u and v in Y s and with w = ∂x(uv) we have
∑
k,0
|k|2s
∫ +∞
−∞
|wˆ(k, τ)|2
1 + |τ − k3|dτ

1
2
. ‖u‖Y s‖v‖Y0 + ‖u‖Y0‖v‖Y s . (20)
Lemma 3.6. For every u and v in Y s and with w = ∂x(uv) we have
∑
k,0
|k|2s
(∫ +∞
−∞
|wˆ(k, τ)|
1 + |τ − k3|dτ
)2
1
2
. ‖u‖Y s‖v‖Y0 + ‖u‖Y0‖v‖Y s . (21)
Notice that these two results, together with (14), yield (10) and thus conclude the proof.
Proof. Lemma 3.5. From (15), (16) and (17) we have
|k|s||wˆ(k, τ)|
(1 + |τ − k3|)1/2
≤
∑
k1
∫
dτ1
|k|s+1|k1|−s|k − k1|−scs(k1, τ1)ds(k − k1, τ − τ1)
(1 + |τ − k3|)1/2(1 + |τ1 − k31 |)1/2(1 + |τ − τ1 − (k − k1)3)|1/2
. (22)
Notice that since
|k|s ≤ Cs(|a|s + |b|s) ∀a + b = k, (23)
picking a = k1 and b = k − k1 we can estimate (22) with
Cs
∑
k1
∫
dτ1|k|
(|k1|−s + |k − k1|−s)cs(k1, τ1)ds(k − k1, τ − τ1)
(1 + |τ − k3|)1/2(1 + |τ1 − k31 |)1/2(1 + |τ − τ1 − (k − k1)3)|1/2
(24)
=
∑
k1
∫
dτ1 |k|
c0(k1, τ1)ds(k − k1, τ − τ1) + cs(k1, τ1)d0(k − k1, τ − τ1)
(1 + |τ − k3|)1/2(1 + |τ1 − k31 |)1/2(1 + |τ − τ1 − (k − k1)3)|1/2
. (25)
By assumption on u, we have that cs(0, τ) = ds(0, τ) = 0, so that we may assume k, k1 and
k − k1 , 0 in (22). In this situation we have
|(τ − k3) − [(τ1 − k31) + (τ − τ1 − (k − k1)3)]| = |3k1(k − k1)k| ≥
3
2
k2. (26)
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We now estimate the sum (25) dividing the indexes into three sets as follows:
A = {k, k1 , 0 : |τ − k3| ≥
3
2
k2}
B = {k, k1 , 0 : |τ1 − k31 | ≥
3
2
k2}
C = {k, k1 , 0 : |τ − τ1 − (k − k1)3| ≥ 32k
2}.
Due to (26) we can thus estimate, since we are summing positive terms,∑
k,k1,0
≤
∑
k,k1∈A
+
∑
k,k1∈B
+
∑
k,k1∈C
.
and analyze the three sums one by one. We limit ourselves to consider the terms with c0ds, the
other one been analogous by symmetry.
Set A. In this case we have that since∑
k1,0
∫
dτ1
c0(k1, τ1)ds(k − k1, τ − τ1)
(1 + |τ1 − k31 |)1/2(1 + |τ − τ1 − (k − k1)3)|1/2
= F̂ ·G(k, τ) (27)
where we have set
F(x, t) =
∑
m
∫
dµ
{
ei(mx+µt)
c0(m, µ)
(1 + |µ − m3|)1/2
}
(28)
and
G(x, t) =
∑
m
∫
dµ
{
ei(mx+µt)
ds(m, µ)
(1 + |µ − m3|)1/2
}
(29)
(notice that ‖F‖L2 = ‖u‖X0, 12 and ‖G‖L2 = ‖v‖Xs, 12 ), this first contribution to the left member of (20)
is at most ∑
k∈A
∫
|F̂ ·G(k, τ)|dτ

1/2
≤ ‖F ·G‖L2x,t . ‖F‖L4x,t‖G‖L4x,t . (30)
Since 2/3 < 1 estimate (18) implies that
‖F‖L4‖G‖L4 .
∑
m
∫
c0(m, µ)2dµ

1/2 ∑
m
∫
ds(m, µ)2dµ

1/2
(31)
. ‖u‖Y0‖v‖Y s .
Set B. Analogously to the previous case, the contribution to the left member of (20) is thus
given by 
∑
k∈B
∫
dτ
(
1
(1 + |τ − k3|)1/2 F̂ · H(k, τ)
)2
1/2
(32)
where F is given by (28) and
H(x, t) =
∑
m
∫
dµ[ei(mx+µt)ds(m, µ)]. (33)
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Same considerations as in the previous case and the application of Proposition 3.4 allow us to
estimate (32) with ‖F · H‖L4/3x,t . Ho¨lder inequality and Proposition 3.4 eventually yields
‖F · H‖L4/3x,t . ‖F‖L4‖H‖L2 . ‖u‖Y0‖v‖Y s . (34)
Set C. Similar to set B.
This concludes the proof of Lemma 3.5. 
Proof. Lemma 3.6. We consider now the term
|k|s||wˆ(k, τ)|
1 + |τ − k3|
which we can bound by
∑
k1
∫
dτ1
|k|s+1|k1|−s|k − k1|−scs(k1, τ1)ds(k − k1, τ − τ1)
(1 + |τ − k3|)(1 + |τ1 − k31 |)1/2(1 + |τ − τ1 − (k − k1)3)|1/2
. (35)
that can be estimated using (23) with
Cs
∑
k1
∫
dτ1|k|
c0(k1, τ1)ds(k − k1, τ − τ1) + cs(k1, τ1)d0(k − k1, τ − τ1)
(1 + |τ − k3|)(1 + |τ1 − k31 |)1/2(1 + |τ − τ1 − (k − k1)3)|1/2
. (36)
We separate again the indexes into the three sets A, B, and C as before, and limit ourselves by
symmetry to the terms with c0ds.
Set A. In this case, we use a duality argument. In the set A, we can bound 11+|τ−k3 | by
5
3(k2+|τ−k3 |) .
Consider a sequence {an} such that
an ≥ 0,
∑
n
a2n = 1,
then by duality and (27)-(29) we can estimates the left member of (21) by considering the scalar
product in L2τ, l2k ∑
n
∫
dτ
(
an|n|
n2 + |τ − n3| F̂ ·G
)
. (37)
Setting now
P(x, t) =
∑
n
∫
dτei(nx+τt) an|n|
n2 + |τ − n3|
whose L2 norm is given by
‖P‖L2 
∑
n
∫
dτ
a2n|n|2
(n2 + |τ|)2

1/2
allows us to rewrite (37)
〈P, F ·G〉 ≤ ‖P‖L2‖F ·G‖L2 ≤ ‖u‖Y0‖v‖Y s . (38)
Set B. We thus consider the quantity
∑
k1∈B
∫
dτ1
c0(k1, τ1)ds(k − k1, τ − τ1)
(1 + |τ − k3|)(1 + |τ − τ1 − (k − k1)3)|1/2
.
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Fix now 1/3 < ρ < 1/2 and write (1 + |τ − k3|)−1 = (1 + |τ − k3|)−(1−ρ)(1 + |τ − k3|)−ρ. We thus can
rewrite the left hand side of (21) as
∑
k,0

∫
dτ 1(1 + |τ − k3|)1−ρ
∑
k1
∫
dτ1
c0(k1, τ1)ds(k − k1, τ − τ1)
(1 + |τ − k3|)ρ(1 + |τ − τ1 − (k − k1)3)|1/2

2
1/2
. (39)
We use Cauchy-Schwartz inequality for the τ-integral to estimate (39) by
∑
k,0
∫
dτ
∑
k1
∫
dτ1
c0(k1, τ1)ds(k − k1, τ − τ1)
(1 + |τ − k3|)ρ(1 + |τ − τ1 − (k − k1)3|)1/2

2
1/2
(40)
where we have used the fact that
∫
(1 + |τ − k3|−(2−2ρ))dτ is finite since ρ < 1/2.
We now rewrite (40) as
∑
k∈B
∫
dτ
(
1
(1 + |τ − k3|)ρ F̂ · H(k, τ)
)2
1/2
with F and H given by (28) and (33). To conclude we proceed as for the set B in the proof of
Lemma 3.5; the only difference we have to care of is the power ρ instead of 1/2 for 1+ |τ− k3| but
every ρ > 1/3 works.
Set C. Similar to set B.
This concludes the proof of (10).
We finally turn to the proof of (11). We start by noticing that, given the definition of F and G,
that we can find in (28)-(29), and thanks to estimate (18), we have
‖F‖L4 ≤
∑
m
∫
dµ cs(m, µ)
2
(1 + |µ − m3|)1/3

1/2
(41)
and an analogous one for ‖G‖L4 (notice that now we are replacing u in definition (16) with ηT u).
Rewriting the righthandside of (41) as∑
m
∫
dµ
(
(1 + |µ − m3|)1/2|m|s|η̂T u(m, µ)|)
)4/3 (|m|s|η̂T u(m, µ)|))2/3

1/2
and applying Ho¨lder inequality with exponents 3/2 and 3 yields
‖F‖L4 ≤
∑
m
∫
dµ cs(m, µ)2

1/3
‖|∂x|s(ηT u)‖1/3L2 (42)
where |∂x|s denotes the Fourier multiplier uˆ(k) 7→ |k|suˆ(k). Since by Ho¨lder inequality we can
estimate ‖|∂x |s(ηT u)‖L2 ≤ ‖ηT ‖L4‖|∂x|su‖L4 and we can assume without loss of generality that
‖ηT ‖Lp ∼ T 1/p, we can continue estimating (42) by
‖u‖2/3
Xs,
1
2
T 1/12‖∂sxu‖L4 .
We can now apply Proposition 3.4 to conclude that
‖F‖L4 ≤ T 1/12‖u‖2/3
Xs,
1
2
∑
n
∫
(1 + |τ − k3|)2/3 |k|2s|uˆ(k, τ)|2dτ|

1/6
(43)
≤ T 1/12‖u‖
Xs,
1
2
14
Notice now that in the proof of (10), we bounded the non linearity w by a product of either
‖F‖L4 , ‖G‖L4 , hence we can get an estimate on w smaller than T 1/12

We have now all the tools we need in order to prove LWP for problem (2).
Proposition 3.7. For any s ≥ 0 the initial value problem (2) is locally well-posed in
C([−T, T ], Hs)∩Y s, meaning that for any initial data u0 ∈ Hs there exists T = T (‖u0‖L2) > 0 such
that there exists a unique solution
u ∈ C([−T, T ], Hs(T)) ∩ Y s
with
‖1t∈[−T,T ]u‖Y s ≤ C‖u0‖Hs .
Remark 3.4. The L∞([−T, T ], Hs(T)) norm is controlled by the Y s norm.
Proof. Fix u0 ∈ Hs, s ≥ 0, and consider the map
Γ(u)(t, x) = ηT (t)S (t)u0 − ηT (t)
∫ t
0
S (t − t′)
(
ηT (t′)12∂x(u
2)(t′)
)
dt′. (44)
(notice that choosing T < 1 yields ηT (t) ≤ η(t) and so estimates (8) and (9) apply).
First of all, notice that if u is a fixed point of Γ with compact support in [−2T, 2T ], then
its restriction to [−T, T ] is a (local) solution of KdV. We thus want to show that the map Γ is a
contraction on the space
K =
{
u ∈ Y s ∩ Y0 : ‖u‖Y0 ≤ C1‖u0‖L2 and ‖u‖Y s ≤ C1‖u0‖Hs
}
(45)
with constant C1 big enough. The topology we use for the contraction argument is Y0.
First, we can see that the ball of radius R′ in Y s is closed in Y0 as we can describe the two
norms involved in Y s in the following way. We have
‖u‖Xs,1/2 = sup

∑
k
∫
dτg(k, τ)uˆ(k, τ)
∣∣∣∣‖|k|−s〈τ − k3〉−1/2g(k, τ)‖l2k ,L1τ ≤ 1

and
‖|k|suˆ(k, τ)‖l2k ,L1τ = sup

∑
k
∫
dτg(k, τ)uˆ(k, τ)
∣∣∣∣‖|k|−sg(k, τ)‖l2k ,L∞τ ≤ 1
 .
Perform the usual argument to get that the balls of Y s are closed in Y0. Therefore K is closed in
Y0.
By Propositions 3.2 and 3.3 we have for all s ≥ 0
‖Γ(u)‖Y s ≤ C‖u0‖Hs +CT
1
12 ‖u‖Y s‖u‖Y0
hence using it with s = 0 we have
‖Γ(u)‖Y0 ≤ C‖u0‖L2 +CT
1
12 C21‖u0‖2L2
and with general s ≥ 0
‖Γ(u)‖Y s ≤ C‖u0‖Hs +CT
1
12 C21‖u0‖L2‖u0‖Hs
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so that for times of order ‖u0‖−12L2 , Γ maps K to K. We now prove that Γ is a contraction on K,
meaning that there exists θ ∈ (0, 1) such that
‖Γ(u) − Γ(v)‖Y0 ≤ θ‖u − v‖Y0
for all u, v ∈ K. Since u2 − v2 = (u + v)(u − v), the application of Propositions 3.2 and 3.3 yields
again, for every s ≥ 0,
‖Γ(u) − Γ(v)‖Y0 ≤ cT
1
12
[
‖u − v‖Y0 (‖u‖Y0 + ‖v‖Y0 )
]
.
Choosing T ≤ C‖u0‖−12L2 with C small enough, since in K, (‖u‖Y0 + ‖v‖Y0 ) ≤ 2C1‖u0‖L2 , yields
‖Γ(u) − Γ(v)‖Y s ≤ θ‖u − v‖Y s .
To prove the uniqueness, we proceed as follows. Let u be a solution of KdV on the time
interval [−T, T ]. Then we can use the map ˜Γu from Y s to itself defined as
˜Γu(u˜)(t, x) = u(t, x)
if t ∈ [−T, T ] and
˜Γu(u˜)(T + t, x) = ηT (T + t)S (T + t)u0 − ηT
∫ T
0
S (T + t − t′)(ηT (t′)12∂x(u)
2)dt′
−ηT (T + t)
∫ T+t
T
S (T + t − t′)1
2
∂x(u˜2)dt′
and the analogous with −T to extend u into u˜ a fixed point of Γ. The uniqueness of the the fixed
point of Γ thus yields the uniqueness of the solution.
Besides, we have that if u′ is the fixed point of Γ and u the solution,
‖1t∈[−T,T ]u‖Y s ≤ ‖u′‖Y s . ‖u0‖Hs .

Remark 3.5. Notice that since the lifespan T of the solution only depends on the L2 norm of the
initial datum and since the L2 norm is conserved under the KdV flow, such a solution is global.
3.2 Approximation of KdV and local uniform convergence
To conclude this section we prove a result of uniform convergence of the solutions of a projected
KdV problem to the solution of (2), which will be useful in the proof of the invariance of the
measure built in Section 4.
Let us denote by EN , N ≥ 1, the vector spaces given by
EN = Span {cn, sn|1 ≤ n ≤ N}
where
cn(x) = cos(nx)√
pi
, sn(x) = sin(nx)√
pi
,
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n ≥ 1, is the usual orthonormal basis of L2 functions with 0 mean value, and let ΠN be the
orthogonal projector on EN . Let us moreover consider the projected KdV∂tu + ∂
3
xu + ΠN
(
1
2∂x (ΠNu)2
)
= 0, x ∈ T, N ≥ 1
u(x, 0) = u0(x)
(46)
and denote with ΨN(t)u0 the corresponding solution. Note that the equation can be divided into an
ODE on EN :
∂tu + ∂
3
xu + ΠN
(
1
2
∂xu
2
)
= 0
with initial datum ΠNu, whose non linearity is Lipschitz and with a L2 invariance, hence it is
globally well-posed; and a linear equation on the orthogonal of EN :
∂tu + ∂
3
xu = 0
with initial datum (1 − ΠN)u, also globally well-posed. The same methods as in the local well-
posedness of KdV gives the same bounds on Ψ(t)u0 and ΨN(t)u0. Hence, we have
‖ΨN(t)u0‖Y s ≤ C‖u0‖Hs
where we cut off the times outside [−T, T ], where T is of order ‖u0‖−12L2 (notice that the constants
do not depend on N).
Then we can prove the following proposition, that we will refer in the sequel local uniform
convergence.
Proposition 3.8. Let R′ ≥ 0, σ > s ≥ 0. There exists a time T > 0 such that for every R, ε > 0,
there exists Nε such that for every N > Nε, every t ∈ [−T, T ] and every u0 such that ‖u0‖Hσ ≤ R,
and ‖u0‖L2 ≤ R′,
‖ΨN(t)u0 − Ψ(t)u0‖Hs ≤ ε.
Proof. We use the notation uN = ΨN(t)u0. We thus can write
uN = S (t)u0 − 12
∫ t
0
S (t − t′)ΠN∂x((ΠNuN(t′))2)dt′ .
We rely on the facts that the Hs norm of ‖u(t)−uN (t)‖Hs for t ∈ [−T, T ] is bounded by the Y s norm
of ηT (t)(u − uN) and that the Y s norms of u and uN are bounded by the Hs norm of u0 if we cut off
the times outside [−T, T ].
From this, we get the bound
‖ΨN(t)u0 − Ψ(t)u0‖Y s ≤
∥∥∥∥∥12
∫
S (t − t′)
(
ΠN∂x (ΠNuN)2 − ∂xu2
)
(t′)dt′
∥∥∥∥∥
Y s
.
We will estimate this term dividing it into the sum∥∥∥∥∥12
∫
S (t − t′)
(
(1 − ΠN)∂x (ΠNuN)2
)
(t′)dt′
∥∥∥∥∥
Y s
+
∥∥∥∥∥
∫
S (t − t′)
(
∂x
(
(ΠNuN)2 − u2
))
(t′)dt′
∥∥∥∥∥
Y s
= I + II.
We need the following property that holds for every N ≥ 1 and every σ > s:
‖ (1 − ΠN) F‖Y s ≤ N s−σ‖F‖Yσ . (47)
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This can be proved using the same argument as in the Sobolev spaces, for every σ > s,∑
|k|>N
|k|2s| f |2 =
∑
|k|>N
|k|2σ|k|2(s−σ) | fk |2 ≤ N2(s−σ)
∑
k
|k|2σ| fk |2.
Since ΠN commutes with S (t) we thus have
I ≤ 1
2
N s−σ
∥∥∥∥∥
∫
S (t − t′)∂x(ΠNuN)2(t′)dt′
∥∥∥∥∥
Yσ
.
We now exploit our linear and bilinear estimates in the form∥∥∥∥∥∥ηT (t)
∫ t
0
S (t − t′)∂x(u2)(t′)dt′
∥∥∥∥∥∥Yσ ≤ CT 1/12‖u‖Y0‖u‖Yσ
to have
N s−σ
∥∥∥∥∥
∫
S (t − t′)∂x(ΠNuN)2(t′)dt′
∥∥∥∥∥
Yσ
≤ T 1/12N s−σ ‖ΠNuN‖Yσ ‖ΠNuN‖Y0
and then we apply that ‖ΠNuN‖Y s is less than ‖uN‖Y s which is bounded by the Hs norm of u0.
Therefore,
I ≤ T 1/12N s−σRR′ .
Analogously, for II we have
II . T 1/12‖ΠNuN − u‖Y s
(‖ΠNuN‖Y0 + ‖u‖Y0) + T 1/12‖ΠNuN − u‖Y0(‖ΠNuN‖Y s + ‖u‖Y s ).
Writing now
‖ΠNuN − u‖Y s ≤ ‖ΠNuN − uN‖Y s + ‖uN − u‖Y s
and applying (47) yields (since s < σ)
II . T 1/12R
(
N s−σR′ + ‖uN − u‖Y s + R′‖ΠNuN − u‖Y0
)
.
Taking s = 0, R = R′ and T of order R−12 small enough, we get
‖u − uN‖Y0 ≤
1
2
‖u − uN‖Y0 +CRN−σ
hence the local uniform convergence holds in Y0. Knowing that we input this information into the
estimate in Y s, that is, for T of order R−12, we have
‖u − uN‖Y s ≤
1
2
‖u − uN‖Y s +CRR′N s−σ +CR′‖u − uN‖Y0
and then we get the local uniform convergence in Y s. 
Remark 3.6. Note that the time of local uniform convergence depends only on the L2 norm of the
initial datum, whereas the rate of convergence depends on both the L2 and Hσ norm of the initial
datum.
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4 Continuity of the flow
4.1 Global estimates
We prove here some global bounds on KdV iterating the estimates provided by the local well-
posedness proposition.
Lemma 4.1. There exists C such that for all times t ∈ R, all u0 and v0 in Hs, we have the estimates
‖Ψ(t)u0 − Ψ(t)v0‖Hs ≤ C (‖u0 − v0‖Hs + (‖u0‖Hs + ‖v0‖Hs)‖u0 − v0‖L2) ec|t|(‖u0‖L2+‖v0‖L2 )12 ,
‖Ψ(t)u0 − Ψ(t)v0‖Hs ≤ C‖u0 − v0‖L2 ec|t|(‖u0‖L2+‖v0‖L2 )
12
.
Proof. Let T = 1C(‖u0‖L2+‖v0‖L2 )12 the time of local existence and uniqueness of the solutions. We
have that, thanks to local well posedness in Y s
‖Ψ(T )u0‖Hs ≤ C‖u0‖Hs .
Let Tn = nT . Since the L2 norm is invariant under the flow of KdV, we get by induction
‖Ψ(Tn)u0‖Hs ≤ C |n|‖u0‖Hs .
Then, we use that, thanks to the bilinear estimates, for local times,
‖Ψ(T )u0 − Ψ(T )v0‖L2 ≤ C‖u0 − v0‖L2
and
‖Ψ(T )u0 − Ψ(T )v0‖Hs ≤ CT 1/12(‖u0‖Hs + ‖v0‖Hs)‖u0 − v0‖L2 +C‖u0 − v0‖Hs .
Thanks to the conservation of the L2 norm, we get by induction
‖Ψ(Tn)u0 − Ψ(Tn)v0‖L2 ≤ C |n|‖u0 − v0‖L2 .
Then, we rewrite, substituting u0 by Ψ(Tn)u0,
‖Ψ(Tn+1)u0 − Ψ(Tn+1)v0‖Hs ≤ CT 1/12(‖Ψ(Tn)u0‖Hs + ‖Ψ(Tn)v0‖Hs)‖Ψ(Tn)u0 − Ψ(Tn)v0‖L2
+C‖Ψ(Tn)u0 − Ψ(Tn)v0‖Hs .
We plug into this inequality the estimates on ‖Ψ(Tn)u0‖Hs and ‖Ψ(Tn)u0 − Ψ(Tn)v0‖L2 to get
‖Ψ(Tn+1)u0−Ψ(Tn+1)v0‖Hs ≤ CT 1/12C2|n|(‖u0‖Hs + ‖v0‖Hs)‖u0− v0‖L2 +C‖Ψ(Tn)u0−Ψ(Tn)v0‖Hs .
With D big enough, we get by induction
‖Ψ(Tn)u0 − Ψ(Tn)v0‖Hs ≤ D|n| ((‖u0‖Hs + ‖v0‖Hs)‖u0 − v0‖L2 + ‖u0 − v0‖Hs) .
As n is equal to CTn(‖u0‖L2+‖v0‖L2)12, we get the result at the discrete times Tn, the local properties
extend it to all times. 
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4.2 Continuity with regard to the Wasserstein metrics
We now state the main result of this paper, proving local Lipschitz continuity of the KdV flow
with respect to the Wasserstein metrics.
Theorem 4.2. If Ψ(t) is the KdV flow on L2 and if µ and ν belong to Ms,p then µt and νt belong to
Ms,p and
‖µt − νt‖s,p ≤ C(1 + R2)ec|t|R1‖µ − ν‖s,p (48)
where R1 = (‖u‖L∞µ ,L2 + ‖v‖L∞ν ,L2)12 and R2 = ‖u‖Lpµ ,Hs + ‖v‖Lpν ,Hs .
Proof. We assume that µ ∈ Ms,p. We recall that µt(A) = µ(Ψ(t)−1A) for all measurable set A. We
get that
µt
({
u
∣∣∣∣‖u‖L2 > λ}) = µ ({u∣∣∣∣ ‖Ψ(t)u‖L2 > λ})
thus, thanks to the conservation of the L2 norm, and with the assumptions on µ, u belongs to
L∞
µt
, L2.
We also have thanks to a change of variable that
‖u‖Lp
µt
,Hs =
(∫
‖Ψ(t)u0‖pHsdµ(u)
)1/p
.
The global bounds give an estimate of ‖Ψ(t)u0‖Hs
‖Ψ(t)u0‖Hs ≤ ec|t|‖u0‖
12
L2 ‖u0‖Hs
which yields
‖u‖Lp
µt
,Hs ≤ e
c|t|‖u0‖12L∞µ ,L2 ‖u0‖Lpµ ,Hs
hence µt belongs to Ms,p.
Let γ ∈ Marg(µ, ν) a measure on Hs × Hs with marginals µ and ν. We call γt the measure
defined on the generating measurable sets of Hs × Hs as
γt(X × Y) = γ(Ψ(t)−1X × Ψ(t)−1Y) .
We remark that
γt(X × Hs) = γ(Ψ(t)−1X × Hs)
even if Ψ(t)−1Hs may be larger than Hs, γ is supported in Hs × Hs, and since its marginals are µ
and ν,
γt(X × Hs) = µ(Ψ(t)−1X) = µt(X) .
The symmetrical argument yields γt ∈ Marg(µt, νt). Therefore, we get that, by definition of the
Wasserstein metrics, for every γ in Marg(µ, ν),
W0,∞(µt, νt) ≤
∥∥∥ ‖u − v‖L2∥∥∥L∞
γt
.
We perform the change of variable u = Ψ(t)u0 to get
W0,∞(µt, νt) ≤
∥∥∥ ‖Ψ(t)u0 − Ψ(t)v0‖L2∥∥∥L∞γ .
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We use the global bound
‖Ψ(t)u0 − Ψ(t)v0‖L2 ≤ ec|t|(‖u0‖L2+‖v0‖L2 )
12‖u0 − v0‖L2
and remark that γ almost surely (‖u0‖L2 + ‖v0‖L2)12 is less than R1, hence
W0,∞(µt, νt) ≤ ec|t|R1
∥∥∥ ‖u0 − v0‖L2∥∥∥L∞γ
and taking the infimum over γ ∈ Marg(µ, ν) gives
W0,∞(µt, νt) ≤ ec|t|R1 W0,∞(µ, ν) ≤ ec|t|R1‖µ − ν‖s,p.
With the same remarks on γt and performing the same change on variable, we get
Ws,p(µt, νt)p ≤
∫
‖Ψ(t)u0 − Ψ(t)v0‖pHs dγ(u0, v0) .
We use the global bound, γ-almost surely
‖Ψ(t)u0 − Ψ(t)v0‖Hs ≤ Cec|t|R1 (‖u0 − v0‖L2(‖u0‖Hs + ‖v0‖Hs) + ‖u0 − v0‖Hs)
to get as ‖u0‖Lpγ ,Hs = ‖u0‖Lpµ ,Hs since γ has for marginals µ and ν,
Ws,p(µt, νt)p ≤ Cecp|t|R1
(
‖u0 − v0‖pL∞γ ,L2R
p
2 +
∫
‖u0 − v0‖pHsdγ(u0, v0)
)
.
Taking the infimum over γ ∈ Marg(µ, ν) yields
Ws,p(µt, νt) ≤ Cec|t|R1
(
W0,∞(µ, ν)R2 +Ws,p(µ, ν)
)
which concludes the proof. 
5 Construction of an invariant measure for KdV
5.1 Construction of measures, and notations
We recall the construction of an invariant measure for KdV introduced by Bourgain in [3]
Let us first build an invariant measure µ through the linear flow of KdV.
Let (Ω,A, P) be a probability space such that there exist two sequences (hn)n≥1 and (ln)n≥1 of
independent real centered and normalized Gaussian variables. For all integers 0 ≤ N < M, we
write φMN the random variable
φMN (ω, x) =
M∑
n=N+1
hn(ω)cn(x) + lnsn(x)
n
,
where the set
{cn(x) = cos(nx)√
pi
, sn(x) = sin(nx)√
pi
∣∣∣∣ n ≥ 1}
is the usual orthonormal basis of the functions of L2 with 0 mean value.
Lemma 5.1. For all s < 12 , the sequence (φMN )M>N converges in L2(Ω, Hs) when M → ∞.
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Proof. The sequence is Cauchy. Indeed, for M1 < M2, we have
‖φM2N − φM1N ‖L2(Ω,Hs) = E(‖φM2M1‖
2
Hs )1/2
where E is the expectation with regard to P. Thus,
‖φM2N − φM1N ‖L2(Ω,Hs) =
E(
M2∑
n=M1+1
|hn|2 + |ln|2
n2(1−s)
)
1/2
and since E(|hn|2) = E(|ln |2) = 1,
‖φM2N − φM1N ‖L2(Ω,Hs) =

M2∑
n=M1+1
2
n2(1−s)

1/2
.
Since s < 1/2, the series of general term 1
n2(1−s) converges and hence the sequence is Cauchy. As
L2(Ω, Hs) is complete, the sequence (φMN )M converges towards a limit φN . 
Let now EN be the vector space spanned by the set
{cn, sn | 1 ≤ n ≤ N} ,
E⊥N its orthogonal complement in L
2
, and ΠN the orthogonal projection on EN .
We build measures on the σ-algebra associated to H1/2− =
⋂
s<1/2 Hs. The topology of H1/2−
is generated by the union of the topologies of Hs traced on H1/2−. In other words, an open set of
H1/2− is a reunion of open sets of Hs intersected with H1/2−.
We call µMN the measure on the topological σ-algebra of H
1/2− traced on E⊥N induced by φ
M
N
that is
µMN (A) = P
(
(φMN )−1(A)
)
,
and µN the one induced by φN . By convention, we write µM = µM0 and µ = µ0. As the support of
µN is included in EN , we have that for all N
µ = µN ⊗ µN .
Remark 5.1. Notice that this is an abuse of notation since µN is a measure defined on the whole
space L2, but as its support is included in EN , we denote by µN both the measure on L2 and its
restriction to EN .
We now define an invariant measure ρ for the KdV equation and invariant measures ρN under
the approximation in finite dimension of KdV given in the last section.
We introduce the following map on H1/2− :
f (u) = χ(‖u‖L2 )e
∫
u3
where χ(x) = 1 if x ≤ 1 and χ(x) = 0 otherwise, and fN the map given by
fN(u) = χ(‖u‖L2 )e
∫
(ΠN (u))3 .
In order to build the invariant measure by the flow of KdV, we need to prove that f is in L1µ. The
fact that fN is also in L1µ and that the sequence ( fN)N converges towards f in L1µ is an element of
the proof of the invariance of the measure. We sum up these properties in Proposition 5.3 because
the proofs require the same techniques.
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Proposition 5.2. The support of µ is included in L∞(T). Besides there exist C, c > 0 such that for
all R
µ(‖u‖L∞ > R) ≤ Ce−cR2
and for all N and all R
µN(‖u‖L∞ > R) ≤ Ce−cR2 .
Proof. Let s < 1/2 and p > 2
s
such that the Sobolev embedding W s,p ⊂ L∞ holds. Let us prove
that the support of µ is included in W s,p. To do that, we bound the Lqµ norm of ‖u‖W s,p for any
q ≥ p. After a change of variable, we get that
‖u‖Lqµ,W s,p = ‖φ0‖LqP,W s,p
and by Minkowski inequality, since q ≥ p
‖u‖Lqµ ,W s,p ≤ ‖
∑
n≥1
hncn(x) + lnsn(x)
n1−s
‖Lp(T,Lq(Ω)) .
Since for all x ∈ T, ∑
n≥1
hncn(x) + lnsn(x)
n1−s
is a centered Gaussian variable in R, we have that
‖
∑
n≥1
hncn(x) + lnsn(x)
n1−s
‖Lq(Ω) ≤ C
√
q‖
∑
n≥1
hncn(x) + lnsn(x)
n1−s
‖L2(Ω) ,
as for all centered Gaussian variable and all q ≥ 1, we have, by induction over q ∈ N and interpo-
lation, E(|Z|q)1/q ≤ C √qE(Z2)1/2. We refer to [5] for the proof.
Hence, as the hn and the ln are all independent from each other, we get that
‖
∑
n≥1
hncn(x) + lnsn(x)
n1−s
‖Lp(Ω) ≤ C
√
p
∑
n≥1
|cn(x)|2 + |sn(x)|2
n2(1−s)

1/2
.
Using once more the fact that s < 1/2 so that the series ∑ n2(s−1) converges and that |cn(x)|2 +
|sn(x)|2 = pi−1, we get that the Lq(Ω) norm of∑
n≥1
hncn(x) + lnsn(x)
n1−s
is bounded by a a constant independent from x. Then, taking the Lp(T) norm, we have that the
Lqµ,W s,p norm of u is finite. Therefore, u is µ-almost surely in W s,p and hence µ-almost surely in
L∞. Replacing φ0 by φN0 and following the same proof ensures that there exists a constant C such
that for all q ≥ p and all N
‖u‖Lq
µN
,L∞ ≤ ‖u‖Lq
µN
,W s,p ≤ C
√
q .
Then, for all q ≥ p, we can bound the probabilities
µ(‖u‖L∞ ≥ R) and µN(‖u‖L∞ ≥ R) .
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Indeed, by Markov’s inequality,
µ(‖u‖L∞ ≥ R) = µ(‖u‖qL∞ ≥ Rq) ≤ R−qEµ(‖u‖qL∞ ) ,
hence
µ(‖u‖L∞ ≥ R) ≤ R−qCqqq/2
and we have the same inequality with µN . If R ≥ Ce√p, then
(
R
Ce
)2 ≥ p, thus we can choose
q =
(
R
Ce
)2
in the previous inequality, yielding
µ(‖u‖L∞ ≥ R) ≤ e−q = e−cR2
with c = 1Ce . If R ≤ Ce
√p, then
µ(‖u‖L∞ ≥ R)ecR2 ≤ C0 = ecC2e2 p ,
therefore for all R,
µ(‖u‖L∞ ≥ R) ≤ C0e−cR2 .

Remark 5.2. By replacing the L∞ and W s,p norms in the proof by the Hs norms, we have that for
all s < 1/2, there exist Cs, cs > 0 such that for all R,
µ(‖u‖Hs ≥ R) ≤ Cse−csR2 .
Proposition 5.3. The maps f and fN are in L1µ and the sequence ( fN)N converges toward f in L1µ.
Proof. As we have the inequality ∫
u3 ≤ ‖u‖2L2‖u‖L∞
we get that, since ‖u‖L2 ≤ 1 in the support of f ,
| f (u)| ≤ e‖u‖L∞ .
Besides, since ‖ΠNu‖L2 ≤ ‖u‖L2 in the support of fN ,
| fN(u)| ≤ e‖ΠNu‖L∞ .
We also have, since µ = µN ⊗ µN∫
e‖ΠNu‖L∞dµ(u) =
∫
e‖u‖L∞dµN(u) .
Hence, the problem is reduced to prove that e‖u‖L∞ is µ and µN integrable, which comes from the
fact that
µ(‖u‖L∞ ≥ R) ≤ C0e−cR2 and µN(‖u‖L∞ ≥ R) ≤ C0e−cR2 .
Besides, as C0 and c are independent from N, the L1µ norm of fN is bounded uniformly in N.
Let us now prove the convergence of the sequence. We compare f (u) and fN(u). For every u,
we have
| f (u) − fN(u)| ≤
∣∣∣∣ ∫ (u3 − (ΠNu)3)∣∣∣∣ f (u) fN(u)
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using the inequality |ex − ey| ≤ |x − y|e|x|e|y| and that χ = χ2. Since |u3 − (ΠNu)3| is bounded by
C|u − ΠNu|(u2 + (ΠNu)2), we get, by applying a Ho¨lder inequality∫
|u3 − (ΠNu)3| ≤ C‖(1 − ΠN)u‖L2
(‖u‖L2 + ‖ΠNu‖L2) (‖u‖L∞ + ‖ΠNu‖L∞) .
We then use that on the support of f and fN , the L2 norms of u and ΠNu are bounded by 1 and that
u belongs to Hs on the support of µ as long as s < 1/2 to get
| f (u) − fN(u)| ≤ CN−s‖u‖Hs (‖u‖L∞ + ‖ΠNu‖L∞ ) f (u) fN(u) .
Finally, using Remark 5.2,
µ(‖u‖Hs ≥ R) ≤ Cse−csR2 , µ(‖u‖L∞ ≥ R) ≤ Ce−cR2 ,
we get that
‖u‖Hs (‖u‖L∞ + ‖ΠNu‖L∞ )e‖u‖L∞+‖ΠNu‖L∞
is µ-integrable with a L1µ norm independent from N. Therefore,
‖ f − fN‖L1µ ≤ CN−s ,
which concludes the proof. 
We write then κ = ‖ f ‖−1
L1µ
and we denote by ρN and ρ the measures defined as
dρN (u) = κ fN(u)dµ(u) , dρ(u) = κ f (u)dµ(u) .
The measure ρN is built to be invariant under the flow of the approximation of KdV, which will
lead, thanks to convergence properties to the invariance of ρ under the flow of KdV.
5.2 Invariance by the linear flow
In this subsection, we prove the invariance of µN under the linear flow S (t) of the equation ∂t+∂3x =
0.
Proposition 5.4. If U is an open set of H1/2−, then, for all N,
µN(U) ≤ lim inf
M→∞
µMN (U) (49)
We deduce from this proposition the following corollary.
Corollary 5.5. For every closed set F of H1/2− and every N
µN(F) ≥ lim sup
M→∞
µMN (F) .
Proof. Proposition 5.4. We can reduce the problem by proving it on the intersections of open sets
of Hs with H1/2− for every s < 1/2. Indeed, if U is an open set of H1/2− it can be described as the
union
U =
( ⋃
s<1/2
Us
)
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with Us the intersection of an open set in Hs and H1/2−. We thus can write U as the limit of an
increasing sequence of sets
U =
⋃
s0<1/2
⋃
s≤s0
Us
and hence
µN(U) = sup
s0
µN
( ⋃
s≤s0
Us
)
, µMN (U) = sup
s0
µMN
( ⋃
s≤s0
Us
)
.
Then, if the proposition is true for every intersection of an open set of Hs0 with H1/2−, for any
s0 < 1/2, as
⋃
s≤s0 Us is one of these sets, we get
µN(U) ≤ sup
s0<1/2
lim inf
M→∞
µMN
( ⋃
s≤s0
Us
)
.
We exploit the property that for any map f into a totally ordered set
sup
s0
lim inf
M
f (s0, M) ≤ lim inf
M
sup
s0
f (s0, M)
to conclude. We have that
µN(U) ≤ lim inf
M→∞
sup
s0<1/2
µMN
( ⋃
s≤s0
Us
)
and
sup
s0<1/2
µMN
( ⋃
s≤s0
Us
)
= µMN (U) .
Let V be an open set of Hs and U = V ∩ H1/2−. Let A = φ−1N (U) and AM = (φMN )−1(U).
Since the images of φN and φMN are almost surely included in H
1/2−
, we have A = φ−1N (V) and
AM = (φMN )−1(V). The inequality (49) can be rewritten as
P(A) ≤ lim inf
M→∞
P(AM) .
Since V is an open set, for all ω ∈ A there exists ε > 0 such that φN(ω) + Bε is included in V . As
φMN converges towards φN in L
2(Ω, Hs), for almost all ω, φMN (ω) converges towards φN(ω). This is
due to the fact that for all ω ∈ Ω, the sequence ‖φMN (ω) − φN(ω)‖Hs decreases when M increases.
Hence, there exists M0 such that for all M ≥ M0, φMN (ω) ∈ φN(ω) + Bε ⊂ V , thus ω belongs to
AM, that is to say
ω ∈
⋃
M0
⋂
M≥M0
AM = lim inf
M→∞
AM .
Hence, A is included in lim inf AM up to a set of 0 probability. Therefore,
P(A) ≤ P(lim inf AM)
and the application of Fatou’s lemma concludes the proof. 
We call µtN the image measure of µN through S (t), that is
µtN(A) = µN(S (t)−1A) .
Proposition 5.6. For every t and every N, we have that
µtN = µN .
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Proof. Let s < 1/2, F be a closed set of Hs and Bε be the open ball of radius ε and center 0 in Hs.
As F + Bε is an open set of Hs and S (t) preserves the Hs norm and thus the topology, we have that
S (t)−1(F + Bε) is an open set of Hs. Hence, we have that
µtN(F) ≤ µtN(F + Bε) = µN(S (t)−1(F + Bε))
and using Proposition 5.4
µtN(F) ≤ lim inf µMN (S (t)−1(F + Bε)) .
Since the vector space spanned by {cn, sn, n = N + 1, . . . , M} is stable under S (t), that S (t) is a
rotation on this space and µMN is a Gaussian vector supported on this space with mean value 0, we
have that µMN is invariant under the transformation S (t). Therefore, we get that
µMN (S (t)−1(F + Bε)) = µMN (F + Bε) .
Then, we use that the lim inf of a sequence is less than its lim sup and that Bε is included in the
closed ball Bε of center 0 and radius ε to get
µtN(F) ≤ lim sup
M→∞
µMN (F + Bε) .
Using Corollary 5.5, we get that
µtN(F) ≤ µN(F + Bε) .
Finally, we apply the dominated convergence theorem (F is closed) to get
µtN(F) ≤ µN(F) .
To get the reverse inequality, we use the reversibility of the flow, yielding
µN(F) = µN((S (t) ◦ S (−t))−1F) = µ−tN (S (t)−1F) ≤ µN(S (t)−1F)) = µtN(F)
Therefore, for any closed set of Hs,
µtN(F) = µN(F) ,
and since this equality is preserved by taking the complementary sets and countable disjoint unions
and is true for any closed set of Hs,s < 1/2, it holds for all sets in the topological σ-algebra of
H1/2−. 
5.3 Invariance under the non linear flow
Proposition 5.7. The measure ρN is invariant under the flow ΨN(t) of the approximation of KdV
ut + uxxx + ΠN
( (ΠNu)2
2
)
= 0 (50)
that is for every time t and every measurable set A,
ρtN(A) := ρN(ΨN(t)−1A) = ρN(A) .
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Proof. We recall that ρN is defined as
dρN(u) = κ fN(u)dµ(u)
with
fN(u) = χ(‖u‖L2 )e
1
6 (ΠNu)3 = χ(‖u‖L2 )χ(‖ΠNu‖L2 )e
1
6 (ΠNu)3 .
We write ρN as
dρN(u) = χ(‖u‖L2 )dνN(ΠNu) ⊗ dµN((1 − ΠN)u)
with
dνN(ΠNu) = χ(‖ΠNu‖L2 )e
1
6
∫
(ΠN u)3dµN(u) .
Recalling the structure of µN , we have that
dνN(u =
N∑
n=1
ancn + bnsn) = χ(ΠNu)e
1
6 (ΠN u)3− 12 (∂xΠN u)2
N∏
n=1
dandbnn2
2pi
where
N∏
n=1
dandbnn2
2pi
is the Lebesgue measure on EN . The solution ΨN(t)u can be written
ΨN(t)u = ΨN(t)(ΠNu) + S (t)(1 − ΠN)u
and besides, the quantity
1
6(ΠNu)
3 − 1
2
(∂xΠNu)2
is an invariant of the equation (50) as well as the L2 norm. As the equation (50) is Hamiltonian
on EN , the Lebesgue measure on EN is invariant through its flow thanks to Liouville theorem and
the density of νN with regard to the Lebesgue measure is invariant as well, hence νN is invariant
through ΨN(t). Besides, µN is invariant through the flow S (t). Finally, we have that for all A1 ∈ EN
and A2 ∈ E⊥N , using the structure of ΨN and νN ,
νN ⊗ µN(ΨN(t)−1(A1 × A2)) = νN ⊗ µN
(
ΨN(t)−1(A1) × S (t)−1(A2)
)
= νN(ΨN(t)−1A1)µN(S (t)−1(A2)
and then the invariance of νN under the flow ΨN and of µN under S (t),
νN ⊗ µN(ΨN(t)−1(A1 × A2)) = νN(A1)µN(A2)
= νN ⊗ µN(A1 × A2)
where we see A1×A2 as an isomorphic form of the set {u ∈ H1/2− : ΠNu ∈ A1 , (1−ΠN)u ∈ A2}.
Since the equality is true for every Cartesian product of EN and E⊥N , then it is true for all
measurable set in the σ-algebra of the Cartesian product EN0 (finite dimensional) and EN (with
topology Hs, s < 1/2) that is for all measurable sets in H1/2−.
Finally, as ΨN(t) preserves the L2 norm, dρN(u) = χ(u)dνN ⊗ dµN(u) is invariant through the
flow of ΨN(t). 
Proposition 5.8. The measure ρ is invariant under the flow Ψ(t) of KdV.
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Proof. We recall from Lemma 3.8 that there exists a time T > 0 such that for all 0 ≤ s1 < s2 < 1/2,
all R ≥ 0 and all ε > 0, there exists N0 such that for all u ∈ B(s2,R) ∩ B(0, 1) where B(s,R) is the
ball in Hs of center 0 and radius R, all t ∈ [−T, T ] and all N ≥ N0,
‖Ψ(t)u − ΨN(t)u‖Hs1 ≤ ε .
For R ≥ 0 we call Tn = nT , Rn =
√
nR and
ANn (s,R) = {‖ΨN(Tn)u‖Hs ≤ Rn+1} , AN(s,R) =
⋂
n
ANn (s,R)
A(s,R) = lim sup
N
AN(s,R) and A =
⋃
s,R
(A(s,R)) .
Lemma 5.9. The set A is of full ρ measure.
Proof. We denote the complementary sets of any A depending on various arguments by the letter
E, for instance the complementary set of ANn (s,R) in H1/2− is ENn (s,R). First,
ρN(ENn (s,R))) = ρN(‖ΨN(Tn)‖Hs > Rn+1)
and as ρN is invariant through ΨN(t), we have that
ρN(ENn (s,R)) = ρN({‖u‖Hs > Rn+1}) ≤ Cse−cs(n+1)R
2
.
As EN(s,R) = ⋃ ENn (s,R),
ρN(EN(s,R)) ≤
∑
n≥0
ρN(ENn (s,R)) ≤ Cse−csR
2
therefore as for all measurable sets ρN(A) ≤ ρ(A) + d‖ f − fN‖L1µ , we have that
ρ(EN(s,R)) ≤ Cse−csR2 + d‖ f − fN‖L1µ .
As fN converges towards f in L1µ and thanks to Fatou’s lemma,
ρ(E(s,R)) = ρ(lim inf
N
EN(s,R)) ≤ lim inf
N
ρ(EN(s,R)) ≤ Cse−csR2 .
Taking the intersection over R gives
ρ
⋂
R
E(s,R)
 = 0
and the intersection over s yields ρ(E) = 0. Therefore, ρ(A) = 1. 
Let us fix s1 < s2 and R and prove by induction over n that for all t ∈ [−Tn, Tn], ΨN(t)u
converges towards Ψ(t)u in Hs1 uniformly for all u ∈ A(s2,R).
Initialization : n = 0. As T0 = 0 by definition, ΨN(T0)u = u = Ψ(T0)u.
n ⇒ n + 1 : we assume that for all t ∈ [−Tn, Tn], ΨN(t)u converges towards Ψ(t)u uniformly
for u in A(s2,R). Thanks to the fact that u belongs to A(s2,R) we know that there is a subsequence
ΨNk (Tn)u that satisfies
‖ΨNk (Tn)u‖Hs2 ≤ Rn+1 .
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Considering moreover the convergence of ΨN(Tn)u in Hs1 , we get by duality that the Hs2 norm of
Ψ(Tn)u is bounded by Rn+1. Then for all t ∈ [0, T ],
‖Ψ(Tn + t)u − ΨN(Tn + t)u‖Hs1 ≤ ‖Ψ(t)(Ψ(Tn)u) − ΨN(t)(Ψ(Tn)u)‖Hs1 (51)
+‖ΨN(t)(Ψ(Tn)u) − ΨN(t)(ΨN(Tn)(u))‖Hs1 . (52)
As the Hs2 norm of Ψ(Tn)u is uniformly bounded in u ∈ A(s2,R), and that ΨN(t) converges (as
t ≤ T ) in Hs1 towards Ψ(t) uniformly on any bounded set of Hs2 , we have that
‖Ψ(t)(Ψ(Tn)u) − ΨN(t)(Ψ(Tn)u)‖Hs1
converges uniformly in u ∈ A(s2,R) towards 0.
Then, since ΨN(Tn)u can be written as
ΨN(Tn)(ΠNu) + S (t)((1 − ΠN)u)
and S (t) preserves the Hs norms and that ΨN(Tn) is continuous, as ΠNA(s2,R) is included in a
compact set of EN , we get that ΨN(Tn)u is bounded uniformly in u ∈ A(s2,R) but not necessarily
uniformly in N. The fact that it is bounded in Hs1 uniformly in N comes for the convergence of
the sequence ΨN(Tn)u towards Ψ(Tn)u which is bounded by Rn+1 uniformly in u. Hence, there
exists R′ such that for all u ∈ A(s2,R) and N, the Hs1 norms of Ψ(Tn)u and ΨN(Tn)u are bounded
by R′. As ΨN(t) is Lipschitz on any bounded set with a constant independent from N, we get that
‖ΨN(t)(Ψ(Tn)u) − ΨN(t)(ΨN(Tn)(u))‖Hs1
converges towards 0 uniformly in u ∈ A(s2,R). Indeed, we combine the uniform convergence of
ΨN(t)Ψ(Tn)u towards Ψ(t)Ψ(Tn)u (for local reasons) and the uniform convergence of
ΨN(t)ΨN(Tn)u
towards ΨN(t)Ψ(Tn)u (using the induction hypothesis) in (51). We get the uniform convergence
of ΨN(Tn + t)u towards Ψ(Tn + t)u for all t ∈ [−T, T ] and by induction hypothesis, that ΨN(t)u
uniformly converges towards Ψ(t)u for all t ∈ [−Tn, Tn+1].
By using the same argument replacing Tn by −Tn and t by −t, we get that for all t in
[−Tn+1, Tn+1], the sequence ΨN(t)u converges uniformly in u ∈ A(s2,R) in Hs1 .
We prove now the invariance of the measure. Let t ∈ R and F be closed with regard to the
topology Hs1 and that its intersection with H1/2− is a subset of A(s2,R), then as ΨN(t) converges
uniformly in A(s2,R) towards Ψ(t), we have that for all ε > 0 there exists N0 such that Ψ(t)−1(F)
is almost surely included in ΨN(t)−1(F + Bε), for all N ≥ N0 hence
ρt(F) ≤ ρ(ΨN(t)−1(F + Bε)) .
Then, comparing ρ and ρN , we have
ρ(ΨN(t)−1(F + Bε)) ≤ ρN(ΨN(t)−1(F + Bε)) + κ‖ f − fN‖L1µ .
Using the invariance of ρN under ΨN , we have that
ρt(F) ≤ ρN(F + Bε) + κ‖ f − fN‖L1µ ≤ ρ(F + Bε) + 2κ‖ f − fN‖L1µ .
We let N go to ∞ such that
ρt(F) ≤ ρ(F + Bε)
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and by applying the dominated convergence theorem,
ρt(F) ≤ ρ(F) .
The reverse inequality comes from the continuity and the reversibility of the flow.
To get this inequality for all closed subset of Hs, we need to prove the following lemma.
Lemma 5.10. Let s1 < s3 < s2. The closure of A(s2,R) in Hs1 is included in A˜(s3, 2R, n) for all n
with
A˜(s3, 2R, n) = lim sup
N
n⋂
k=0
ANk (s3, 2R) .
Remark 5.3. The previous proof allows us to say that ρt(F) is equal to ρ(F) for all time t ∈
[−Tn, Tn] as long as F is a closed subset of Hs1 whose intersection with H1/2− is included in
A(s2,R, n).
Proof. of Lemma 5.10 Let u j be a sequence of A(s2,R) that converges towards u in Hs1 . As u j
is in A(s2,R), for all k, Ψ(Tk)u j is bounded by Rk+1. But since ΨN(Tk) converges uniformly in
A(s2,R) in any Hs with s < s2, there exists N0(k) such that for all N ≥ N0(k), ‖ΨN(Tk)(u j)‖Hs3 is
bounded by 2Rk+1. Since u j converges towards u and ΨN(Tk) is continuous, ΨN(Tk)u j converges
towards ΨN(Tk)u in Hs1 , but thanks to the uniform bound in j of ‖ΨN(Tk)u j‖Hs2 , ‖ΨN(Tk)u j‖Hs2 is
bounded by 2Rk+1 as long as N ≥ N0(k). By considering N0 = max N0(k) for k = 0, . . . , n, we get
that u belongs to
⋂
N≥N0
n⋂
k=0
ANk (s3,R) ⊆
⋃
M0
⋂
N≥M0
n⋂
k=0
ANk (s3,R) = lim inf
n⋂
k=0
ANk (s,R)
which is included in the lim sup, that is A˜(s3, 2R, n). 
We now fix t and F a closed set of Hs1 . As the sequence Tn goes to ∞, t belongs to [−Tn, Tn]
for some n. For R ≥ 0, we have that, with A(s2,R)c the complementary set of the adherence of
A(s2,R) in Hs1
ρt(A(s2,R)c) = 1 − ρt(A(s2,R))
and since A(s2,R) is a closed set in Hs1 included in A˜(s3, 2R, n),
ρt(A(s2,R)) = ρ(A(s2,R)) ≥ ρ(A(s2,R))
hence
ρt(A(s2,R)c) ≤ Cs2e−cs2 R
2
.
Therefore, for all R ,
|ρt(F) − ρ(F)| ≤ |ρt(F) − ρt(F ∩ A(s2,R))| +
|ρt(F ∩ A(s2,R) − ρ(F ∩ A(s2,R)| + |ρ(F) − ρ(F ∩ A(s2,R))|
as F ∩ A(s2,R) is a closed set of Hs1 included in A˜(s3, 2R, n), ρt(F ∩ A(s2,R) − ρ(F ∩ A(s2,R) is
equal to 0. Then,
|ρt(F) − ρ(F)| ≤ ρt(A(s2,R)c) + ρ(A(s2,R)c)
≤ Cs2e−cs2 R
2
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We let R go to ∞ and we get that for all closed set of Hs,
ρt(F) = ρ(F) .
Since this equality is preserved by taking the complementary sets and by countable disjoint
unions and that it is true for all s1, we get that for all measurable sets M of H1/2−, ρt(M) =
ρ(M). 
Proposition 5.11. The invariant measure ρ belongs to Ms,p for all s < 1/2 and p < ∞.
Proof. First, since ρ is defined by
dρ(u) = dχ(‖u‖L2 )e
1
6
∫
u3dµ(u) ,
we have that ‖u‖L2(T) is less than 1 ρ-almost surely, thus u belongs to L∞ρ , L2(T).
Then, we need to prove that u belongs to Lpρ , Hs(T). This is equivalent to the fact that ‖u‖pHs
is ρ integrable, that is, that ‖u‖pHsχ(‖u‖L2 )e
1
6
∫
u3 is µ integrable. But we know that ‖u‖Hs satisfies
µ-large Gaussian deviation estimates
µ(‖u‖Hs ≥ R) ≤ Cse−csR2
which ensures that ‖u‖qHs is µ-integrable for all q, and we recall
χ(‖u‖L2 )e
1
6
∫
u3 ≤ e‖u‖L∞
together with the large Gaussian deviation estimates of ‖u‖L∞ , that is
µ(‖u‖L∞ ≥ R) ≤ Ce−cR2 ,
which ensures that
(
χ(‖u‖L2 )e
1
6
∫
u3
)q
is µ-integrable for all q. Finally, we get that
‖u‖pHsχ(‖u‖L2 )e
1
6
∫
u3
is integrable with regard to µ.
Therefore, ρ belongs to Ms,p. 
Proposition 5.12. The measure ρ is stable in Ms,p for the flow of KdV, in the sense that for all
times t, there exist two constants C, c such that for all ν ∈ Ms,p,
‖νt − ν‖s,p ≤ Cec|t|(1+‖x‖L∞ν ,L2 )
12(1 + ‖x‖Lpν ,Hs)‖ν − ρ‖s,p .
Proof. We use the invariance of ρ to write
‖νt − ν‖s,p ≤ ‖νt − ρt‖s,p + ‖ρ − ν‖s,p
and the continuity of the flow of KdV for the Wasserstein metrics to get
‖νt − ρt‖s,p ≤ Cec|t|(1+‖x‖L∞ν ,L2 )
12(1 + ‖x‖Lpν ,Hs)‖ν − ρ‖ .

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