We consider the following constrained version of the classical Group Testing Problem: Given a finite set of items identified with the set of natural numbers {1, 2, . . . , n} and an unknown distinguished subset P ⊆ {1, 2, . . . , n} of up to p positive elements, the goal is to identify the items in P by asking the least number of queries of the type "does the subset Q ⊆ {1, 2, . . . , n} intersect P ?", where Q is a subset of consecutive elements of {1, 2, . . . , n} of cardinality at most d. This particular case of the Group Testing Problem naturally arises in several scenarios, most notably in Computational Biology. In this paper we focus on algorithms that solve the aforesaid problem and for which queries can be arranged in stages: in each stage a certain number of queries can be performed in parallel, while queries of a given stage can be chosen depending on the answers to those of previous stages. Algorithms that operate in few stages are usually preferred in practical applications. We study the case with one positive element comprehensively. For two-stage strategies for arbitrarily many positives, we obtain asymptotically tight bounds on the number of queries. Furthermore we prove upper bounds for any number of stages and positives, and we discuss the problem with the restriction that query intervals have some bounded length.
Introduction and Contributions
In group testing, the task is to determine the positive members of a set of objects O by asking as few queries as possible of the form "does the subset Q ⊆ O contain at least one positive object?". A negative answer to a query gives information that all items belonging to Q are negative, i.e., non-positive. Group testing is a paradigm occurring in a variety of situations such as quality control, multiple access communication, computational molecular biology, and data compression, among the others (see [4, 5, 7, 8, 11, 12] and the numerous references quoted therein). Recently, group testing found applications also in the important area of Data Streams algorithms [1] .
In this paper we consider a variant of group testing in which the set of objects is O = {1, 2, . . . , n}, the unknown subset P ⊆ O of positive elements has cardinality at most p, and queries (tests) are constrained to be intervals {i, i + 1, . . . , j − 1, j}, for some i, j ∈ {1, 2, . . . , n}, such that j − i + 1 ≤ d, d being a parameter of the problem. This variant naturally arises in several important situations. One of them concerns the determination of exon-intron boundaries within a gene [9, 10] . Adopting a very simplified model, one can view a gene as consisting of several disjoint substrings within a long string representing the DNA molecule. These substrings are called exons, and the substrings separating them are called introns. Only the concatenation of exons codes for a protein, the biological role of introns is rather unclear. Each boundary point linking an exon and an intron is called a splice site. The determination of splice sites is often a critical point to search for mutations associated with a gene responsible for a disease, because only mutations in exons are relevant. Now, in laboratories it is possible to obtain a "purified" version of a gene by transcribing it to cDNA in which all introns are removed and the exons spliced together. Using standard experimental procedures (polymerase chain reaction, PCR) one can pick any two positions in the cDNA string and determine whether they are at the same distance as they were in the original genomic DNA string. If these distances do not coincide then at least one intron (and hence a splice site) must be present in the genomic DNA between the two picked positions. The formulation of splice sites identification as a group testing problem with interval queries is explicitly stated in [6, 9, 10] , where parameter d takes into account technological limitations of the PCR procedures. 1 Group testing with interval queries also arises in the detection of holes in a gas pipe [4] . There, one assumes that by measuring the gas pressure at some points i and j of a gas pipe, and by comparing the obtained values, it is possible to detect whether or not a hole (i.e., a loss of pressure) is present between points i and j.
In the area of searching two kinds of algorithms are usually considered: In adaptive algorithms the tests are performed one by one, and the outcome of previous tests are assumed known at the time of determining the current test. Conversely, in non-adaptive algorithms all tests must be specified in advance without knowing the outcomes of the other tests. An intermediate situation corresponds to algorithms in which tests can be arranged in stages: in each stage a certain number of tests is performed non-adaptively, while tests of a given stage can be determined depending on the outcomes of the tests in the previous stages. In many situations, for instance in the biological setting, "few"-stage procedures are by far the most preferable ones [5, 7] . According to [7] ... the technicians who implement the pooling strategies generally dislike even the 3-stage strategies that are often used [. . .] . The pools are either tested all at once or in a small number of stages (usually at most 2). In this paper we shall concentrate on s-stage group testing procedures, particularly for s = 1 and s = 2.
Our Results. In Section 2 we consider the problem of determining the worst-case minimum number of queries necessary to identify up to p positives in a search space of cardinality n, when the interval queries have size at most d and all of them must be asked non-adaptively, i.e., in one stage. For any value of the parameters n, p and d, we give explicit formulas to exactly compute this minimum number of questions. Subsequently, we extend these results to 2-stage algorithms in Section 3. We provide an efficient search procedure and we prove its optimality by deriving a lower bound on the number of tests of the same order as the upper bound. The lower bound arguments are far from obvious. We also propose searching algorithms for any number of stages s and number of positives p. Our conjecture is that they are close to optimal as well, but, given the difficulties that arise already for s = 2, we must leave this as an open problem. Finally, in Section 4 we address the problem version with the additional constraint that the maximum query size is a certain value d. We get tight results for p = 1 and any parameter values s and d. For general p, there is an obvious reduction to unbounded queries in s − 1 stages.
Our results also show that 2-stage interval group testing algorithms necessarily require a number of queries significantly larger than the number of tests of fully adaptive algorithms. This sharply contrasts with the classical group testing scenario (in which queries can be arbitrary subsets of the search space). In fact, for classical group testing it has been recently proved that 2-stage algorithms are asymptotically as efficient as the fully adaptive ones [3] .
We point out that if one is interested in fully adaptive algorithms, i.e., in algorithms that may use O(n) stages, then a straightforward modification of classical algorithms of group testing theory [4] give the upper bound of min Related Results. To the best of our knowledge our paper is the first to provide a rigorous algorithmic analysis of group testing with interval queries. The work [10] and the book [9] report about the experimental evaluation, on real data, of the algorithm ExonPCR, that finds exon-intron boundaries within a gene. The authors of [10] give also a simple asymptotic analysis of their Θ(log n)-stage algorithm, for the case in which no bound on the test size is assumed. In [4] the authors estimate the number of tests needed to confine the position of an hole in a gas pipe within a given interval. Nonetheless the analysis given therein considers the continuous version of the problem only, no bounds on the size d of the queried interval is assumed, and it works under the hypothesis that at most one hole is present. The average minimum number of interval queries to locate a single unknown object on a discrete line is studied in [2] .
Non-adaptive Interval Group Testing Algorithms
Let us denote by N s (n, p, d) the worst-case minimum number of tests that are necessary (and sufficient) to successfully identify all positives in a search space of cardinality n, under the hypothesis that the number of positives is at most p, the interval tests have size at most d, and s-stage algorithms are used. The following theorem fully characterizes the complexity of optimal 1-stage interval group testing algorithms.
Theorem 1 For all non-negative integers n, d, p, it holds that
Proof. Let us first consider the case p = 1 and d ≥ 3. Let A be a group testing algorithm that uses only interval tests of size at most d and finds the positive item (if any) in the set I = {1, 2, . . . , n} or, otherwise, correctly concludes that I does not contain any positive.
For each i = 1, 2, . . . , n − 1, A must perform at least one test separating the pair of consecutive items i and i + 1. 2 For otherwise A cannot discriminate between the case in which i is the positive from the case in which i + 1 is the positive. This means that at least (n − 1)/2 tests are necessary, since each test can obviously separate at the most two pairs of consecutive items. Moreover, there must be a test which contains 1, because otherwise the algorithm cannot distinguish the case in which 1 is the positive from the case in which there is no positive. Analogously there must be a test including n. In order to accommodate these two additional constraints at least one more test is necessary. Therefore in total at least 1 + (n − 1)/2 test are necessary. This together with the obvious integrality constraint gives the desired bounds.
The matching upper bound N 1 (n, 1, 3) ≤ (n + 1)/2 , is given by the following strategy: For i = 1, 2, . . . , (n + 1)/2 , perform the test T i defined by
and n is odd, {n} i = (n + 1)/2 and n is even, or n = 1.
If there is no positive item in I, then no test gives a Yes answer. Conversely, let x be the positive item. If x is odd, then exactly one test gives a Yes answer, namely, T x+1
2
. If the positive item x is even, then exactly two tests give a Yes answer, namely T x 2 and T x 2 +1 . Therefore this strategy defines a one-to-one mapping from the set of all possible solutions to the set of tests' outcomes, and it uses exactly (n + 1)/2 tests of size at most 3. Thus, we have N 1 (n, 1, 3) = n+1 2 . Moreover, since allowing larger queries can only reduce the size of an optimal strategy and recalling the lower bound, we have (n + 1)
We now analyze the case p = 1, d = 2. We shall first prove the lower bound N 1 (n, 1, 2) ≥ 2 n/3 + (n mod 3) by induction on n. It is not hard to verify that this bound holds for all n ≤ 5. Let now n ≥ 6 and assume (induction hypothesis) that for all i ≤ n−1, it holds that N 1 (i, 1, 2) ≥ 2 i/3 +(i mod 3). We prove the induction step by contradiction. Assume (absurdum hypothesis) that there exists an algorithm B which uses less than 2 n/3 + (n mod 3) tests of size at most 2 and finds the positive item in the set I = {1, 2, . . . , n} or, otherwise, correctly concludes that there is no positive element in I. Notice that n ≥ 6 implies n − 1 > 2 n/3 + (n mod 3). Thus B uses less than n − 1 tests. In particular, there exists i ∈ {1, 2, . . . , n − 1} such that the test {i, i + 1} is not performed by B. Moreover, since B only uses tests of size at most 2, none of its test includes both i and i + 1. It follows that each test of B is completely contained either in the set {1, 2, . . . , i} or in the set {i + 1, i + 2, . . . , n}. Thus, we can think of the set of tests performed by B as divided into two disjoint sets, B 1 which searches for the positive element in the interval {1, 2, . . . , i}, and B 2 which searches in the set {i + 1, i + 2, . . . , n}.
For i = 1, 2, let q i be the number of tests in B i . By induction hypothesis we have q 1 ≥ 2 i/3 +(i mod 3) and q 2 ≥ 2 (n − i)/3 + ((n − i) mod 3). Summing up we have that B performs q 1 + q 2 ≥ 2 n/3 + (n mod 3), tests. This concludes the proof of the lower bound.
The following strategy provides the matching upper bound N 1 (n, 1, 2) ≤ 2 n/3 + (n mod 3). For i = 1, 2, . . . , n/3 , perform the tests T 2i−1 = {3i − 2, 3i − 1}, T 2i = {3i − 1, 3i}. If n mod 3 = 0, then for i = 1, . . . , (n mod 3), perform the test T 2 n/3 +i = {3 n/3 + i}.
It is easy to see that each choice of the positive item is uniquely identified by a different outcome of the above 2 n/3 + (n mod 3) tests. This concludes the proof of this case.
It remains to consider the case p ≥ 2. Let d ≥ 1 and C be a group testing algorithm that finds up to 2 positives in the set {1, 2, . . . , n} by using only interval tests of size at most d. For each i = 1, 2, . . . , n − 1, algorithm C must perform tests in order to distinguish the three following cases: (a) items i and i + 1 are both positive; (b) item i is positive and i + 1 is not; (c) item i + 1 is positive and i is not. Therefore, for each i = 1, 2, . . . , n − 1 there must exist ≤ i and u ≥ i + 1 such that both the tests { , + 1, . . . , i} and {i + 1, i + 2, . . . , u} are performed by C. This immediately gives n ≤ N 1 (n, 2, d) and by the obvious monotonicity property of N with respect to p, we have the desired result n ≤ N 1 (n, 2, d) ≤ N 1 (n, p, d). Finally, the trivial strategy which tests individually each element provides the matching upper bound for this case. The proof of the theorem is now complete.
Multistage Interval Group Testing
We shall now focus on s-stage interval group testing algorithms consisting of a fixed number s of stages. In each stage tests are performed in parallel so that the outcomes of the tests are taken into account only for choices made in the following stages.
For any integer s ≥ 2, an s-stage interval group testing algorithm A consists of s successive 1-stage algorithms A 1 , . . . , A s , confining the positives in a collection of smaller and smaller subintervals. The last stage returns subintervals of size one since it determines the exact positions of the positives. Our main interest will be on case s = 2.
At most one Positive
We shall first consider s-stage algorithms for the special case when at most one positive item is present in the search space. The main result of this section is contained in Theorem 2.
Fact 1 Let I = {1, 2, . . . , n} contain at most one positive item. Let A be a set of q interval tests in I such that for all possible choices of the positive item (including the choice for which no item in I is positive), the outcomes of the tests of A reduce the space of items in I which are candidate to be the positive one to a set of cardinality at most a. Then q ≥ n/(2a) .
Proof.
The tests of A partition the set I into a collection of subsets I 1 , I 2 , . . . , I k . In other words, for each choice of the positive item the outcomes of the tests of A identify exactly one j such that either the positive element belongs to I j or no positive is in I. Moreover, for each j it holds that |I j | ≤ a, then k ≥ n/a . Let j and u j be respectively the leftmost and the rightmost element in I j . Without loss of generality, let j ≤ j , for j < j . Denote with T 1 , T 2 , . . . , T q the tests performed by A. For each r = 1, 2, . . . , q, there exist i, j ∈ {1, . . . , k} such that T r = { i , i + 1, . . . , u j }. By mapping I j to j (for j = 1, . . . , k) and the test T r = { i , i + 1, . . . , u j } to T * r = {i, i + 1, . . . , j}, we obtain a 1-stage algorithm A * for finding one defective in the set {1, 2, . . . , k} that uses q tests. By Theorem 1 we have that q must be greater than n/(2a) .
In the following, an interval group testing algorithm for at most one positive in a set I is an algorithm that either finds the positive in I or correctly decides that no positive is in I. An interval group testing algorithm for exactly one positive in I is an algorithm that finds the positive element in a set I already known to contain a positive. These two notions are related by an obvious statement:
Fact 2 Let I be a set of cardinality n and I be a set of cardinality n + 1. For any interval group testing algorithm A for at most one positive in I, there exists an interval group testing algorithm B for exactly one positive, in I , which performs the same number of tests as A.
Trivially B can run the algorithm A on the first n elements of I . If A finds a positive then B's output will coincide with A's output, otherwise B will conclude that the positive is the n + 1st element of I .
The following lemma is the key tool for analyzing s-stage interval group testing algorithms for one positive.
Lemma 1 Fix integers s ≥ 1 and q ≥ s. Let t = q/s and k = q mod s, and let n = 2 s t s−k (t + 1) k − 1. There exists an s-stage interval group testing algorithm A for at most one positive element in I = {1, 2, . . . , n}, which performs q tests. Moreover, there exists no s-stage interval group testing algorithm A for at most one positive element in I = {1, 2, . . . , n + 1} which performs q tests Proof. The existence part is by induction on s. For s = 1 and for all q ≥ 1 we have k = 0, t = q and n = 2q − 1. Thus the desired result directly follows by Theorem 1.
Let now s ≥ 2, q ≥ s and t = q/s , k = q mod s. Let n = 2 s t s−k (t + 1) k − 1 and let I = {1, 2, . . . , n}.
Assume (induction hypothesis) that for all q ≥ s − 1 and t = q /(s − 1) , k = q mod (s − 1) and n = 2 s−1 t s−1−k (t + 1) k there exists an (s − 1)-stage algorithm for at most one positive in a set of cardinalityn − 1 which uses q tests. Notice that by Fact 2 this implies that there exists an (s − 1)-stage algorithm for exactly one positive in a set of cardinalityn which uses q tests.
An algorithm A that achieve the claimed result is as follows. In the first stage A uses t queries to partition the search space into 2t − 1 interval of size u = 2 s−1 t s−k−1 (t + 1) k leaving an additional interval of size u − 1 uncovered. This can be easily achieved by distributing the queries as described in the first part of Theorem 1.
By induction hypothesis and Fact 2 the remaining q − t queries suffice to complete the search in one of the interval of size u if at least one query has answered Yes and then a positive is know to be present or in the only subinterval of size u − 1 if no test has answered Yes.
The second statement of the lemma is proved by contradiction. Let A be an s-stage interval group testing for exactly one positive in I = {1, 2, . . . , n}, which performs at most q tests.
Let I 0 = I and for i = 1, . . . , s denote with I i the subset of I that must contain the positive as a consequence of the tests performed in the first i stages. By Fact 1 if A i performs t i tests, the adversary can answer the tests in such a way that I i ≥ |I i−1 |/2t i . Thus, there exists an adversary strategy such that for i = 1, 2, . . . , s, |I i | ≥ n/2 i i j=1 t j . By hypothesis the algorithm finds the positive after the s-th stage, hence |I s | ≤ 1. Thus,
whence n ≤ 2 s s j=1 t j . Since s j=1 t j ≤ q, the maximum of the expression in the right hand size of the inequality bounding n is attained by t j ∈ { q/s , q/s }, for all j = 1, 2, . . . , s, Therefore, letting t = q/s and k = q mod s, we have n ≤ 2 s t s−k (t + 1) k .
This proves that there cannot exist any s-stage interval group testing algorithm for exactly one positive in a set of cardinality n > 2 s t s−k (t + 1) k which uses at most q tests. By Fact 2 we have that there cannot exist any s-stage interval group testing algorithm for at most one positive in a set of cardinality n > 2 s t s−k (t + 1) k − 1 which uses at most q tests.
The following theorem summarizes our findings on s-stage interval group testing algorithm for at most one positive and with no restriction on the test size.
Theorem 2
Proof. For n < 2 s − 1, the problem reduces to binary search. For n ≥ 2 s − 1, the result follows straightforwardly by Lemma 1.
More than one Positive: Two-stage Interval Group Testing
The aim of this section is to prove asymptotically tight upper and lower bounds on the query number of 2-stage interval group testing algorithms for at most p positives, for any fixed number p. Remember that p is typically much smaller than n.
Unlike the case p = 1, for p ≥ 2 the possible answers to the first questions in the first stage do no longer partition the search space into mutually disjoint candidate subsets to contain the positive(s). The instantaneous description of the searcher's knowledge after one stage is considerably more complicated. Nonetheless an upper bound for the case s = 2 and p ≥ 2 can be easily obtained.
Proof. An obvious algorithm A achieves the upper bound. 
The challenge is in fact to prove that one cannot do essentially better than this obvious strategy. Assume we could show that an adversary can enforce at least n(p − 1)/t 1 queries in the second stage for any set of t 1 intervals in the first stage. Clearly, this would imply a lower bound that misses the upper bound of Theorem 3 only by an additive O(p) term. For p = o( √ n) this is asymptotically tight.
We remark that, for given p, it suffices to consider case t 1 = ω(p), because if t 1 = O(p), the query intervals cut the search space in O(p) pieces, hence the p longest pieces have total length Ω(n). If the adversary places the positives in these pieces, Ω(n) queries are enforced in the second stage. We will use the assumption t 1 = ω(p) if necessary, with some uniform multiplicative constant.
Actually, our general lower bound will be slightly weaker than mentioned above. In certain cases we will get only n(p − 1)/(t 1 + p/2 + 1), but this means merely a factor 1 + p/2t 1 between upper and lower bound, and for t 1 ≈ √ p √ n this is 1 + √ p/2 √ n. Hence our final result is still asymptotically tight. The exact N 2 (n, p, n) for any n and p remains an open problem.
We start with some notations and facts which will be used for the proof of the lower bound. Let Q be a set of interval questions. The interval ends in Q cut the search space {1, 2, . . . , n} into pieces.
Here, a piece means a maximal contiguous sequence of elements bounded by interval ends, and without further interval ends in between. The length of a piece is the number of elements in it. For any piece a, we denote by N Q (a) the set of query intervals in Q containing a. Let π 1 , . . . , π be the pieces determined by the intervals of Q. Let x i be the length of π i . By a Yes set for Q we understand a set of query intervals in Q that have answered Yes 3 . Given a Yes set Y , we define the Yes vector w Y = (w 1 , . . . , w ), where w i is the weight assigned to the piece π i 's according to the following scheme:
• A piece gets weight 1/2 if it can contain a positive but not more than one.
• A piece gets weight 1 if it can contain more than one positive. Here, "can" means that this possibility is consistent with the Yes set. 4 We denote with w Y (Q) the weighted sum of the lengths of the pieces cut by Q weighted according to the Yes vector associated to Y . In formulas w Y (Q) = j=1 x j w Y j . Assume now that Q is the set of interval questions asked in the first stage of a two stage group testing algorithm which finds more than one positive. By Theorem 1, if Y is the set of intervals in Q that answer Yes then the number of queries to be asked in the second stage in order to find all the positives is at least w Y (Q). Therefore, in order to prove the promised bound we will show that for each possible set of interval questions A 1 there exists a yes set Y such that w Y (A 1 ) ≥ n/|A 1 |. The following proposition allows us to limit the analysis to consider only a subset of all possible first stages.
Proposition 1 Let Q be a set of interval questions producing a partition of the search space in which there are pieces a and b such that N Q (a) = N Q (b). Then, there exists a set of interval question Q of the same cardinality of Q such that
• for each two pieces a and b in the partition produced by Q it holds N Q (a ) = N Q (b )
Proof. Let c be any piece between a and b on the line in the partition generated by the intervals in Q.
are entirely between a and b. We can produce a new set of interval questions Q 1 by changing some of the the intervals in Q as follows: For all c in between a and b we move the intervals in
Then, b shrinks to zero whereas a is finally extended by the length of b. Let us denote by a this elongated version of a in the partition generated by Q 1 . Note that Q 1 does not contain the piece b.
We now note that every Yes set Y 1 for Q 1 is obviously also a Yes set for Q. Moreover since N Q (a) = N Q (b) in the Yes vector for Q the pieces b and a are weighted the same and in particular the same as the piece a in Q 1 . Since a and b are not in the partition of Q 1 but they are replaced by a whose length equals the sum of the lengths of a and b we get w Y (Q) = w Y (Q 1 ).
If for each two pieces a and b cut by Q 1 N Q 1 (a ) = N Q 1 (b ), then setting Q = Q 1 the proof is completed. Otherwise we can iteratively apply the same procedure to the newly generated set of interval questions, until the desired condition is fulfilled. Since at each new step the number of pieces gets smaller the procedure must terminate and yield the desired Q (see Figure 1 ).
After these preliminary we can start the proof of the lower bound. Let A 1 be the set of questions asked in the first stage of a two stage interval group testing algorithm for p positives in the set {1, 2, . . . , n}. Let be the number of pieces in which the search space is cut by the questions in A 1 . Let x 1 , . . . , x be the length of these pieces. For each piece a we shall write N (a) instead of N A 1 (a), tacitly assuming that A 1 is the set of interval questions we are referring to. By virtue of Proposition 1 we can assume that for each two pieces a and b determined by A 1 it holds that N (a) = N (b). Then, we also have that , the total number of pieces, is at most 2t 1 . In fact, the number of pieces covered by query intervals is at most 2t 1 − 1 (this is trivial for t 1 = 1, and every new interval can create at most two new pieces by splitting) and by Proposition 1 at most one piece a is outside all query intervals (N (a) = ∅).
The next lemma, basically a duality argument, is the key to the lower bound.
Lemma 2 Consider a multiset of k (not necessarily distinct!) Yes sets, and for each i = 1, 2, . . . , k and j = 1, 2, . . . , , let w ij be the weight of the jth piece in the Yes vector associated to the ith Yes set. If there exist r > 0 such that for all j = 1, 2, . . . , , it holds that k i=1 w ij ≥ r, then an adversary can force at least r k n queries in A 2 . Proof. Note that if the the adversary answers according to the ith Yes set then the number of queries necessary to identify the positives in the second stage would be at least j=1 w ij x j .
Since our search space consists of n elements, we have j=1 x j = n. This together with the hypothesis that for each j it holds
j=1 w ij x j ≥ rn. Thus, there exists an index i * such that j=1 w i * j x j ≥ rn k . Hence if the adversary answers according to the i * th Yes set at least rn k queries will be needed in A 2 .
In the remainder of this section we shall show how it is possible to select a multiset of Yes sets such that for each piece cut by A 1 the sum of the weights assigned by the Yes sets to that piece is greater than p − 1. In particular, we shall show that in many cases it is possible to have such a multiset of cardinality k ≤ t 1 and in general of k ≤ t 1 + p/2 + 1. This together with the Lemma yields the claimed lower bound.
We say that a piece a and a query interval I are associated at the left (right) end, if the left (right) end of a is also the left (right) end of I. Piece a is a 2-piece if it is associated with some query intervals I and J (maybe I = J) at its both ends. It is a 1-piece if associated intervals exist at exactly one end of a. Finally, if it is not associated with any query intervals, a is called a 0-pieces. If N (b) ⊂ N (a) for two pieces a, b, we say that b is a satellite of a. We have the following fact. Other 2-pieces are π5 and π8. Conversely, π2 is a 1-piece because its left end coincides with the left end of I1 and its right end coincides with the left end of I2. Another 1-piece is π6. Finally, π1, π4 and π7 are 0-pieces.
Fact 3 Every 1-piece is satellite of some 2-piece. Every 0-piece b contained in some query interval is satellite of two 2-pieces, namely the next ones to both sides of b. If a 0-piece d outside all query intervals exists, then d is satellite of every 2-piece.
Proof. Consider any 1-piece b. Clearly, b is contained in some query interval I. Suppose that b is not associated with any query interval at its right end, the other case is symmetric. Let a be the next piece to the right of b, such that a is associated with some query interval at its right end. Such a exists, since for instance I ends somewhere. By the choice of a, the left end of a must be the left end of some query interval, too, hence a is a 2-piece. Moreover, no query interval includes b but not a, in other words, N (b) ⊂ N (a). This proves the assertion for 1-pieces. The argument for 0-pieces contained in query intervals is analogous. The last assertion is trivial, due to N (d) = ∅.
In the following we us c i to denote the number of i-pieces.
Fact 4
We have c 1 + 2c 2 ≤ 2t 1 , in particular c 2 ≤ t 1 . Furthermore, c 2 ≥ 1.
Proof. Obvious, since every i-piece is by definition associated with at least i query intervals, but each query interval is associated with at most two pieces. A 2-piece is e.g. the rightmost piece in the query interval with the leftmost right end.
We shall now specify how we shall choose the Yes sets necessary to implement Lemma 2. Each Yes set will be chosen applying one of the following rules: (0) Choose p pieces a 1 , . . . a p and define the Yes set as
Note that in this case every piece a i gets weight 1/2 from this Yes set.
(1) Choose p − 1 pieces a 1 , . . . a p−1 and define the Yes set as
Note that in this case every piece a i gets weight 1 from this Yes set. Moreover, for each a i which is a 2-piece, each satellite piece of a i gets weight 1/2.
(2) Choose s ≤ p − 2 pieces a 1 , . . . a s and define the Yes set as
Note that in this case every piece a i gets weight 1 from this Yes set. Moreover, for each a i which is a 2-piece, each satellite piece of a i gets weight 1, too. We refer to the a i mentioned in (0),(1),(2) as the principal pieces of the respective Yes sets.
With the denotations of Lemma 2 we can now prove the following.
Lemma 3 For p = 2, the adversary can achieve r ≥ p − 1 = 1 using k ≤ t 1 Yes vectors.
Proof. Let us start with a simple case. Suppose that there exists one single 2-piece a. Therefore, there exist only left (right) interval ends to the left (right) of a and all query intervals are in N (a). The adversary creates merely two identical Yes sets of type (1) with principal piece a. Thus, we obtain weight r ≥ 1 on all pieces. Note that all 1-piece are satellites of a and they get weight 1/2 from each of the two Yes sets. The same holds for the only 0-weight, if any, which is outside all interval queries. As t 1 ≥ 2 can be supposed, the lower bound is n/2 ≥ n/t 1 .
Assume now that there exist c 2 ≥ 2 2-pieces. Then, the adversary creates, for every 2-piece a, the Yes set of type (1) with principal piece a. Hence, every 2-piece gets already weight 1. Every 0-piece is a satellite of at least two 2-pieces, whence it gets weight ≥ 1 (1/2 from each one of them). Moreover, every 1-piece, as satellite of some 2-piece, gets weight 1/2. We have to show how to guarantee that the 1-pieces gets additional weight 1/2. To this end, the adversary groups all 1-pieces arbitrarily in pairs b, b and creates the Yes set of type (0) with principal pieces b and b , for every such pair. This assigns the desired weight 1/2 to every 1-piece, except one 1-piece b * if the number c 1 of 1-pieces is odd.
Using Fact 4 we have that the number of Yes sets created so far is c 1 /2 + c 2 ≤ t 1 if c 1 is even, and (c 1 − 1)/2 + c 2 ≤ t 1 − 1/2 if c 1 is odd. Since t 1 is integer, the latter bound is actually t 1 − 1. Therefore, when c 1 is odd the adversary can create another Yes set of type (0) with principal pieces b * and any other arbitrarily chosen piece.
Therefore, in all cases we can have weight r ≥ 1 on all pieces, using k ≤ t 1 Yes sets as desired.
Our adversary strategy for p ≥ 3 is quite different in the details. Since p > 2, the more powerful Yes sets of type (2) are now available. As discussed earlier, t 1 = ω(p) may be supposed. Before we can settle the case p ≥ 3, we need sort of a cycle coloring lemma.
Lemma 4 Let x, y be positive integers with x ≥ 2y and x even. In x cells arranged in a cycle, we can place pebbles from x sets, each with y pebbles, so that every cell gets y pebbles, and every pair of neighbored cells gets pebbles from 2y different sets. If x > 2y is odd, at most x + 1 sets are needed to achieve the same.
Proof. Take a set of y pebbles, walk round the cycle, and drop a pebble in every other cell. Since x ≥ 2y, no neighbored cells receive pebbles from this set. Proceed similarly with the second set, but start one cell later, so that the gaps are filled. Thus, a consecutive set of cells has one pebble. It is obvious now that we can fill the cells with pebbles from further pairs of sets in the same way and achieve perfect balance. Since every pair of neighbored cells got 2y pebbles, no two from the same set, the requirements are fulfilled.
If x is odd, we proceed as above, but with x − 1 sets of pebbles. Then, one consecutive block of y cells got only y − 1 pebbles. (Note that (x − y)y + y(y − 1) = (x − 1)y.) We can add the missing pebble to each of these cells using two further sets, again without putting pebbles from one set in neighbored cells.
Lemma 5 For any p ≥ 3, the adversary can achieve r ≥ p − 1 using k ≤ t 1 + p/2 + 1 Yes sets, provided that
Proof. The proof involves several cases. Case 1. c 2 ≤ p − 2. We choose t 1 times the Yes sets of type (2), with all the c 2 2-pieces as principal pieces. Since every piece is either a 2-piece or a satellite of some of them, this gives all pieces a weight r ≥ t 1 . Using t 1 = ω(p), we reach r ≥ p − 1 which concludes the proof of this case.
Case 2. c 2 ≥ p − 1 and t 1 (p − 2) ≥ c 2 (p − 1). We take t 1 Yes sets of type (2), each with p − 2 principal 2-pieces, in such a way that every 2-piece appears at least p − 1 times. The latter condition can be obviously fulfilled, due to the assumed inequality. As in previous case, this ensures r ≥ p − 1.
Case 3. c 2 ≥ p − 1 and t 1 (p − 2) < c 2 (p − 1). We first create c 2 Yes sets of type (1), each with p − 1 principal 2-pieces, in such a way that every 2-piece appears exactly p − 1 times. Hence every 2-piece gets weight p − 1.
We shall now first show that each 0-piece is actually provided with weight (p−1), and defer the analysis of the 1-pieces to the end. The hypothesis t 1 ≥ 2(p − 1) 2 /(p − 2) together with the t 1 (p − 2) ≥ c 2 (p − 1) characterizing this case yields c 2 ≥ 2(p − 1). We define a cyclic ordering on the c 2 2-pieces, which is just their natural ordering, closed to a cycle. From Fact 3 every 0-piece contained in some query interval is between two 2-pieces and is satellite of them. We assume that the 0-piece outside all query intervals, if existing, is between the first and the last 2-piece in the above defined order and is satellite of them 5 . Since each 0-pieces certainly gets weight 1/2 from a Yes set if it includes one of the two neighbor 2-pieces, then if we make sure that any two neighbored 2-pieces (in the cycle) appeared in 2(p − 1) different Yes sets, then every 0-piece would obviously get weight p − 1. (Here, different refers to different items in the multiset, which can still be equal copies of the same vector.) But this can be guaranteed by putting the neighbored 2-pieces in different Yes sets using the scheme of Lemma 4: Take x = c 2 and y = p − 1. If c 2 is odd, c 2 + 1 Yes sets of type (1) are used.
Up to now we have proved that with at most c 2 + 1 Yes sets we can assign weight ≥ p − 1 to each 0-piece and to each 2-piece. Moreover, since each 1-piece is a satellite of some 2-piece, it gets weight (p − 1)/2 from the above c 2 Yes sets (since each 2-piece appears at least p − 1 times in those Yes sets).
In order to show how the remaining weight of the 1-pieces can be accommodated we consider two subcases. If c 1 ≥ p − 1, we create c 1 /2 Yes sets of type (1), each with p − 1 principal 1-pieces, in such a way that every 1-piece appears at least (p − 1)/2 times. This gives the 1-pieces the missing weight by (2), each with all the c 1 1-pieces as principal pieces. By Fact 4 c 2 ≤ t 1 , whence the total number of Yes sets used in this case is bounded by t 1 + p/2.
Putting all lemmas together, we have the desired lower bound of n(p−1)/(t 1 +p/2+1) for the number of queries of any 2-stage algorithm that asks at least t 1 ≥ 2(p − 1) 2 /(p − 2) queries in the first stage. Summarizing, in this section we proved the following asymptotic optimal result:
, the 2-stage interval group testing problem for at most p positives needs
queries, and they are also sufficient.
More and More Stages
We now discuss the possible extension of Theorem 4 to the case s ≥ 3. In the following Theorem 5 we limit ourselves to provide an upper bounds for the value N s (n, p, n). We then prove that the strategies proposed below are already asymptotically optimal. One may try to use the known query complexity for s = 2 to establish a more precise lower bound for s = 3, etc., applying the previous techniques. However, already in case s = 3 we are faced with additional complications. We leave the problem of determining the precise constant in the lower bound as an open question.
Theorem 5 Let n ≥ 2 s (p − 1) and let I = {1, . . . , n} contain at most p ≥ 2 positives. There exists an s-stage interval group testing algorithm which finds all positives in I by performing a number of tests smaller than or equal to
Proof. If n is not a multiple of p−1 then the algorithm puts apart the rightmost (n mod (p−1)) items of I and executes stages A 1 , . . . , A s−1 on the remaining (n−(n mod (p−1))) items. Letn = n−(n mod (p−1)) and letÎ be the interval obtained by removing the rightmost (n mod (p − 1)) items from I. Obviously, if n is a multiple of p − 1 thenÎ = I. For j = 1, 2, . . . , s, let S(A j ) be the collection of intervals that can contain the positive element as a result of the tests performed in the first j stages.
In stage A 1 the algorithm partitionsÎ as evenly as possible into t 1 = (p − 1) If there is an integer j such that |S(A )| ≤ p − 1 for any < j, and |S(A j )| = p, then the following s − j stages simply apply the algorithm of Theorem 2 in each interval of S(A j ).
Observe that the worst case occurs when |S(A j )| = p − 1 for any j = 1, . . . , s − 1. In such a case, the number of tests performed by the algorithm is at most
For j = 2, . . . , s − 1, the number of tests performed by stage A j in each interval of S(A j−1 ) is t j = (p−1)
which is equal to (p−1)
due to the fact that (p − 1)
s−1 sn 1/s is a multiple of p − 1. Hence, the number of tests performed by the algorithm is at most (s − 1) (p − 1)
It is immediate to verify that the above expression is less than or equal to the asserted bound.
Theorem 6 Let n ≥ 2 s (p − 1) and let I = {1, . . . , n} contain at most p ≥ 2 positives. Let q be the number of tests performed by an s-stage interval group testing algorithm which finds all positives in I.
Proof. Suppose that the adversary has agreed to place exactly one positive in each subinterval of size n/p. In other words for each j = 1, 2, . . . , p, there will be one positive in the subinterval containing the elements from (j − 1)n/p + 1 to j × n/p. We shall call such a subinterval of size n/p a segment.
Recall that by Theorem 2 any s-stage algorithm for one positive in a set of cardinality n/p (like our segments) needs at least s/2(n/p) s queries. Consider now an s-stage group testing algorithm that asks the minimum possible number of queries to find p positives under the additional condition stated above on the distribution of the positives in the predefined segments. Note that this condition can only ease the task of the searcher.
We can safely assume that, due to the optimality assumption, no query is asked by the algorithm that goes across three segments, i.e., no query completely covers one of the segments of size n/p. In fact, such a query cannot convey any information to the algorithm being trivially deemed to be aswered Yes due to the assumption that the covered segment contains a positive.
Therefore in the strategy there are only two types of queries, i.e., the ones which are completely contained in one of the segments and the ones that intersect exactly two consecutive segments.
Let q be the total number of queries asked by the (optimal) s-stage algorithm. For k = 1, 2, . . . , p let q k be the number of questions which intersect the k-th one of the n/p segments. Only the answers to these questions convey significant information for identifying the (only) positive in the kth segment.
Since each query intersects at most two segments and and there must be at least s/2(n/p) s queries intersecting a given segment, we have
which immediately yields the desired bound.
Bounded Queries
In this section we deal with algorithms using interval tests whose size is bounded to be not larger than a given threshold d. A general observation is in order. Since we are constrained to use interval tests of size at most d and the whole search space I of cardinality n must be covered, we are forced to use ≥ n/d tests. Dividing the search space into that many intervals of size d in the first stage and collecting the answers to these tests, will tell which of these intervals contain any positives. Then the algorithms have to recur, but the constraint of d on the tests' size doesn't count anymore. Thus in the next stage an algorithm with unbounded test size will solve the problem. The question is if this procedure already guarantees the optimal number of queries. In fact, extending the result of Theorem 4 to the case of test with bounded size, we have the following asymptotically optimal result for the case s = 2, p ≥ 2.
For p = 2 we have also N 2 (n, p, d) ≥ n/d+(p−1)d. Finally, every 2-stage interval group testing algorithm for p > 2 positives that uses at least 2(p − 1) 2 /(p − 2) tests in the first stage must perform a total number of tests which is lower bounded by n/d +
Proof. For the upper bound we use essentially the same strategy as in Theorem 3, but for the fact that in the present case we need n/d tests in the first stage due to the query size bound d. Thus, we immediately get the desired bound
For the lower bound we use the duality argument of the previous section. We start by considering the case p ≥ 3. Our analysis is based on the following two cases. If in the first stage the algorithm uses t 1 > n/d tests then by Lemmas 2 and 5 it must use at least (p − 1)n/(t 1 + p/2 + 1) tests in the second stage. Whence the algorithm in the two stages performs at least
1+(p/2+1)d/n tests. The last inequality follows by the standing hypothesis on t 1 and the fact that the function x + (p − 1)n/(x + p/2 + 1) is non-decreasing for x ≥ n/d.
Conversely, assume that the algorithm uses t 1 ≤ n/d tests in the first stage. Let T 1 , . . . , T t 1 be these tests. Let U = ∪ t 1 j=1 T j and u = |U |. In words, U is the subset of the search space which is covered by the tests of A 1 . Therefore, using the notation of the previous section, there exists a 0-piece π = {1, 2, . . . , n}\U of size n − u. We shall use a slightly modified version of Lemma 2 to prove our bound.
Provided that t 1 ≥ 2(p − 1) 2 /(p − 2), by Lemma 5 there is a multiset of k ≤ t 1 + p/2 + 1 Yes vectors such that k i=1 w ij ≥ p − 1, where w ij is the weight assigned by the ith Yes vector to the jth piece in U . Each Yes vector assigns weight 1/2 to the piece π. Let w i π be the weight of π in the ith Yes vector. Let x j be the length of the jth piece in U . In perfect analogy with Lemma 2 we have that the adversary in the second stage can force a number of tests not smaller than
Let q be the overall number of tests performed by A. The above argument proves the existence of an adversary strategy such that
This completes the proof for the case p ≥ 3.
For p = 2 an analogous analysis applies using Lemma 3 instead of Lemma 5. In particular, to our purposes it is important to recall that the t 1 questions of the first stage produce at least one 2-piece. Let σ be such a 2-piece. Thus, the piece π gets weight 1/2 from the Yes vector whose principal piece is σ.
Moreover, since in this case we have k ≤ t 1 , we attain the tighter lower bound
For the special case p = 1, based on the results for N s (n, 1, n), we have the following asymptotic evaluation of the query number N s (n, 1, d), for all s ≥ 2.
This result directly follows from the following two lemmas.
Proof. A strategy attaining the claimed bound is as follows: in the first stage perform disjoint interval tests of size d in the first d
elements. If there is a test which answers Yes search in the corresponding interval. Theorem 2 and Fact 2 are to the effect that q additional tests will suffice to complete the search.
If no test answers Yes, then the positive, if any can only be in the remaining element, which are no more than n q . Again, by Theorem 2 q tests are sufficient to complete the search. 
Proof. For our purposes we shall use the fact that N s (n, 1, n) ≥ s 2 n 1/s which directly follows from Theorem 2.
Let A be an s-stage group testing algorithm which uses only tests of size at most d. Let t 1 be the number of tests performed by A in the first stage. Case 1. t 1 < n d − 1. Then, since each test at most covers an interval of size d, after the first stage there is a set of cardinality n − t 1 d which has not been covered by any test. The adversary could place the positive in this set, therefore by Theorem 2 A must perform at least
tests, in the remaining s − 1 stages. In total at least t 1 + s−1 We shall now show that the condition a < d implies a lower bound on the number of tests needed in the first stage which entails the desired bound on the total number of tests performed by A.
The tests in A 1 must partition the set {1, 2, . . . , n} into a collection of subsets I 1 , . . . , I k each of cardinality not greater than a. Hence, k ≥ n/a . Now, in perfect analogy with Fact 1, we can map the partition I 1 , . . . , I k onto the set {1, 2, . . . , k}, and derive from the tests in A 1 a strategy S A 1 for exactly one defective in {1, 2, . . . , k}, which uses t 1 tests. The necessary conditions on S A 1 given by Theorem 1 and Fact 2 yield the following: If d/2 ≤ a < d, then each test in A 1 can contain at most one set I j . This means than S A 1 is a strategy for exactly one positive on {1, 2, . . . , k} with interval queries of cardinality 1. Therefore, by Theorem 1 and Fact 2 we have t 1 ≥ k ≥ n/a − 1.
Thus, in total, in this case, A uses at least n/a − 1 + elements. If there is a test which answers Yes, then the search continues in the corresponding interval using the strategy in Theorem 2. By Theorem 2 and Fact 2 we have that q additional tests will suffice to complete the search.
If no test answers Yes, then the positive, if there is any, can only be one of the elements not yet tested, which are no more than n q . By Theorem 2 it suffices to perform q tests to successfully complete the search. Notice that n q ≤ d( (q + 1)/s )/( (q + 1)/s − 1) ≤ 2d. Hence, the limitation on d does not affect the optimal search strategy in the subset of size n q .
For the lower bound we must distinguish several cases.
Skipping the trivial case d = 1, let d = 2. We want to prove that any 2-stage algorithm which uses only tests of size at most 2 needs at least (n − 1)/2 + 1 tests.
Note that (n − 1)/2 + 1 tests are not sufficient to find the positive element in one stage. Therefore at least one test must be performed in the second stage. Consider an algorithm A that performs (n − 1)/2 − a tests in the first stage, for some integer a > 0. Let us first consider the case when n is an odd number. The tests of A leave at least n − 2((n − 1)/2 − a) = 2a + 1 elements uncovered after the first stage. Thus at least 2 2a+1 3
≥ a + 1 tests are necessary in the second stage. Summing up the tests performed by A in the two stages we have the desired result. The case n even can be treated similarly.
Let us now consider the case d ≥ 3. The proof of the lower bound in this case is a bit more involved and more subcases must be considered. In order to provide a general bound we discuss different two stages algorithms separately according as they perform less than (n − n q )/d tests in the first stage or less than q tests in the second stage. We shall prove that in either case the number of tests saved in one of the stages with respect with to our strategy is necessarily paid in the other stage so that eventually no less than n−nq d + q tests are performed in the two stages. 7 Notice that when d = Ω( √ n) then the constraint on d becomes irrelevant since it does not prevent the use of the optimal strategy in Theorem 2.
Let us first consider the case of an algorithm A that performs (n − n q )/d − a tests in the first stage, for some integer a ≥ 1. Therefore, due to the limitation on the size of the tests, there must exist a set of cardinality u ≥ n − d (n − n q )/d + da which is not covered by any of the tests of the first stage. Since the adversary can place the positive in this set, algorithm A must perform at least Let us now consider an algorithms B that, in the second stage uses q − a tests for some integer a > 0. Such an algorithm would outperform the strategy we proposed above, if it used no more than (n−n q )/d tests in the first stage. Our argument to rule out such a case goes as follows: In order to use only q − a tests in the second stage, and in virtue of Theorem 1 after the first stage B has reduced the space of candidate solution to a set of cardinality ≤ 2(q − a). In particular either B is aware that the positive is in a set of cardinality ≤ 2(q − a) or the tests of B have left uncovered a set of cardinality at most 2(q − a) − 1 where a positive could be. This are the only cases in which B can complete the search with a second stage containing no more than q − a tests.
In analogy with Fact 1 we now notice that reducing the space of candidate solutions from the original set of n elements to a subset of cardinality ≤ s using tests of size d is the same as finding an element in a set of card n/s with test of cardinality d/s.
Therefore Theorem 1 and Fact 1 yield the following. 8
