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Abstract: We examine the low-energy dynamics of four-dimensional supersymmetric gauge
theories and calculate the values of the gluino condensate for all simple gauge groups. By ini-
tially compactifying the theory on a cylinder we are able to perform calculations in a controlled
weakly-coupled way for small radius. The dominant contributions to the path integral on the
cylinder arise from magnetic monopoles which play the role of instanton constituents. We find
that the semi-classically generated superpotential of the theory is the affine Toda potential for
an associated twisted affine algebra. We determine the supersymmetric vacua and calculate
the values of the gluino condensate. The number of supersymmetric vacua is equal to c2, the
dual Coxeter number, and in each vacuum the monopoles carry a fraction 1/c2 of topological
charge. As the results are independent of the radius of the circle, they are also valid in the
strong coupling regime where the theory becomes decompactified. In this way we obtain values
for the gluino condensate which for the classical gauge groups agree with previously known
“weak coupling instanton” expressions (but not with the “strong coupling instanton” calcula-
tions). This detailed agreement provides further evidence in favour of the recently advocated
resolution of the the gluino condensate puzzle. We also make explicit predictions for the gluino
condensate for the exceptional groups.
Keywords: Solitons, Monopoles and Instantons, Supersymmetry and Duality.
gauge group Λ−3
〈
trλ2
16pi2
〉
SU(N) 1
SO(N) 2
4
N−2
−1
USp(2N) 21−
2
N+1
G2 2
− 1
23
1
4
F4 2
− 1
93−
1
3
E6 2
− 1
23−
1
4
E7 2
− 7
93−
1
3
E8 2
− 13
153−
2
55−
1
6
Table 1: The values of the gluino condensate in the Pauli-Villars scheme (1.2).
1. Introduction and summary of results
The goal of this paper is to provide new calculations of the values of the gluino condensate〈
trλ2
〉
in four-dimensional N = 1 supersymmetric Yang-Mills theory for all the simple gauge
groups. Our results are summarized in the Table 1 and a universal formula in terms of Lie
algebra data is given in (5.8). For classical gauge groups our results are in precise agreement
with the known expressions derived in the “weak-coupling instanton” approach in Refs. [1–4].
For the exceptional gauge groups the condensates are, to the best of our knowledge, calculated
for the first time.
It is somewhat of a miracle that some features of gauge theories which have supersym-
metry can be understood exactly. Sometimes this success arises from viewing these theories
as being embedded in string theory, a classical example being the duality of Maldacena [5].
Generally, however, we can make use of the fact that supersymmetry leads to very restrictive
Ward identities, giving rise to powerful holomorphy properties (see the review [6]). Regarding
this later point, the full functional form of certain correlators is fixed up to an overall constant.
Sometimes these correlators have a dependence on the couplings which can be identified with
specific gauge theory configurations, in particular with instantons, but in other cases this is not
so [7]. In the former case, it is tempting to suppose that a semi-classical instanton calculation
will yield the value of the correlator. In particular, we have in mind multi-point functions
of the gluino operator trλ2 in N = 1 supersymmetrc gauge theory. It is our thesis that one
must be very careful in applying a semi-classical analysis to a strongly-coupled theory and
such calculations will only be correct if they are performed in a weakly-coupled phase, where
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semi-classical methods are rigorously justified. It is then possible to infer the value of the
correlator in a strongly-coupled phase, if that phase is continuously connected to the weakly-
coupled phase by using holomorphicity. It was the misuse of a semi-classical analysis directly
in a strongly-coupled phase that led to the gluino condensate puzzle.
This famous puzzle is the inconsistency between two conceptually different approaches
followed in the early literature of calculating the gluino condensate in pure N = 1 supersym-
metric gauge theory. In the first methodology [8–10]—and in the present context the “suspect”
method, because it involves a semi-classical analysis directly in the strongly-coupled confining
phase of the gauge theory—the so-called strong-coupling instanton (SCI) approach, the gluino
condensate
〈
trλ2
〉
is determined via an explicit one-instanton calculation of a certain multi-
point function of trλ2. Cluster decomposition arguments are then invoked in order to extract
the one-point function
〈
trλ2
〉
. In the second methodology [1], the so-called weak-coupling
instanton (WCI) approach—and for us the safe method—the calculation is performed with ad-
ditional matter fields whose presence ensures that the non-abelian gauge group is broken and
the theory is in a weakly-coupled Higgs phase and a “constrained instanton” calculation is jus-
tified [11]. Holomorphicity is then used to decouple the matter fields and to flow continuously
to the confining phase of the original gauge theory. As is well known, these two methods give
two different values for the gluino condensate [1, 4, 10, 12]:1
〈
trλ2
16π2
〉
SU(N)
=
{
2
[(N−1)! (3N−1)]1/N
Λ3 SCI ,
Λ3 WCI .
(1.1)
The reason for the discrepancy between the SCI and WCI calculations, as well as the question
as to which is correct, has been a long-standing controversy [1,10,13,14]. This controversy was
re-examined in [15] using recently developed multi-instanton methods [16,17]. By evaluating the
k-instanton contribution to gluino correlation functions in the large number of colours limit it
was shown that an essential step in the SCI calculation of the gluino condensate, namely the use
of cluster decomposition in the instanton sector, is actually invalid. The central idea pursued
in [18] and in the present paper is that there are additional configurations which contribute to
the gluino condensate implying that the SCI calculation only gives part of the answer. The
existence of other contributions to multi-point correlators of tr λ2, which are non-instantonic
invalidates the application of cluster decomposition to a purely instantonic contribution.
In Ref. [18] we provided an alternative way to deform the theory in order to connect the
confining phase continuously to a weak-coupled phase: in this case a Coulomb rather than a
Higgs phase. The idea is to consider the theory partially compactified on the cylinder R3×S1.
In this scenario, the gauge field can have a non-trivial Wilson loop around the circle which acts
like an adjoint-valued Higgs field breaking the gauge group to its maximal abelian subgroup and
1These results are quoted for an SU(N) gauge theory in the Pauli-Villars scheme with Λ being the corre-
sponding dimensional transmutation scale of the theory defined in Eq. (1.2) below.
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so the theory is in a Coulomb phase. For small enough radius, the resulting theory is arbitrarily
weakly coupled and the gluino condensate can be reliably calculated. It is then argued, based
on the usual argument of holomorphy, that the result is actually independent of the radius and
is therefore easily extrapolated to the confining phase where the radius goes to infinity and the
theory becomes decompactified.
However, there is a significant bonus in this scenario: the additional configurations missing
in the instanton calculation can explicitly be identified at small radius with BPS monopoles in
the gauge theory with the component of the gauge field around the circle playing the roˆle of a
Higgs field. However, we should point out that this in no way means that BPS monopoles quan-
titatively describe the physics in the decompactification limit. In this scenario, the one-point
function
〈
tr λ2
〉
directly receives a semi-classical contribution from single monopoles, unlike the
SCI situation in R4, where, as described above, only multi-functions receive contributions. The
monopoles consequently carry fractional topological charge. Hence, the theory on the cylin-
der uncovers a very pleasing picture of instanton constituents, or instanton partons, that were
argued to play an important roˆle in confinement of ordinary QCD [19–23]. The fact that an
instanton configuration on the cylinder is actually a composite of fundamental monopoles has
been the subject of number of earlier works [24–29]. These generalize the notion of a periodic
instanton, or “caloron” [30–32], to the case when the gauge field has a non-trivial Wilson line
around the circle. It is only in this case that the instanton constituents can be pulled apart
and identified with monopoles. It turns out that in ordinary QCD the Wilson line of the gauge
field around the circle is energetically favoured to vanish: in this case the monopoles have no
roˆle to play in the physics. On the contrary, as we shall explicitly show, in N = 1 super-
symmetric gauge theories, a non-trivial superpotential is generated by the monopoles whose
supersymmetric vacua have a non-trivial value for the Wilson line and hence monopole effects
are important. Other recent references which consider supersymmetric gauge theories on a
cylinder and monopole effects are to be found in [33–35].
In N = 1 supersymmetric gauge theories, the first coefficient of the β-function is b0 = 3c2,
where c2 is the dual Coxeter number of the gauge group listed in Table 3. We will use a definition
of the dynamical scale Λ in the Pauli-Villars renormalization scheme via the RG-invariant exact
relation2
Λ3 = µ3
1
g2(µ)
exp
2πiτ(µ)
c2
. (1.2)
Here µ is the Pauli-Villars regulator mass and τ is the usual complexified coupling incorporating
2If one chooses to use instead another exact definition of Λ [14], more in line with standard QCD conventions,
Λ˜3 = µ
3
16pi2
3c2g2
exp −8pi
2
c2g2
, then the values of the gluino condensate in the Table 1 have to be adjusted accordingly.
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gauge group Lie algebra affine Toda potential
G(Simply-laced) g g(1)
SO(2r + 1) br a
(2)
2r−1
USp(2r) cr d
(2)
r+1
G2 g2 d
(3)
4
F4 f4 e
(2)
6
Table 2: The associated affine algebra.
both the gauge coupling constant g and the theta angle ϑ:
τ =
ϑ
2π
+
4πi
g2
. (1.3)
The paper is organized in the following way. In §2 we consider, in general terms, the effect
of compactifying the N = 1 gauge theory on R3 × S1. §3 discusses the various semi-classical
configurations that can contribute to the functional integral and explains the relation between
monopoles and instantons on the cylinder. Regarding this point, our considerations in this
paper are purely field-theoretical; for an elegant D-brane discussion of the SU(N) dynamics
on R3 × S1 see Refs. [18, 24]. In §4 we derive the form of the superpotential in the low
energy effective three-dimensional theory generated by monopoles (4.16). It turns out that
this potential is precisely the affine Toda potential for a specific affine algebra. For the simply-
laced cases the affine algebra is the untwisted affinization of the Lie algebra of the gauge group
while for the non-simply-laced cases it is affine algebra whose Kac-Dynkin diagram is obtained
from the untwisted affine diagram with long roots changed to short roots, and vice-versa. The
affine algebras (in Kac’s notation [36]) are listed in Table 2. The Toda potential is in complete
agreement with M(F)-theory considerations [37–39], although we will find some additional pre-
factors that feed into the calculation of the gluino condensate in an essential way. From the
superpotential, we find that the number of supersymmetric vacua is equal to dual Coxeter
number of the gauge group in complete agreement with the Witten index [40]. The values of
the gluino condensate in each vacuum are then found and the results are summarized in Table 1.
For all classical groups these are in agreement with the WCI results of Refs. [1–4]. In Appendix
A we summarize our Lie algebra conventions and Appendix B contains a brief discussion of the
measure needed for integrating over the collective coordinate space of fundamental monopoles.
4
2. N = 1 gauge theory on the cylinder
In this section, we consider the effect of compactifying the pure N = 1 gauge theory on a
cylinder of radius R. To this end, let us take x0 to be periodic with period 2πR. We then
impose periodic boundary conditions on the gauge field and gluino:3
vm(xµ, x0) = vm(xµ, x0 + 2πR) , λ(xµ, x0) = λ(xµ, x0 + 2πR) . (2.1)
Notice that the periodicity of the fermions preserves supersymmetry.
Smooth finite-action gauge fields on the cylinder were classified in [32]. In particular, at
finite radius instanton configurations do not exhaust the set of semi-classical contributions. The
complete set of semi-classical configurations is characterized by three pieces of data. Firstly,
there is a topological or instanton charge (or second Chern class) generalized from R4 to the
cylinder:
k = 1
16pi2
∫
R3×S1
d4x tr vmn
∗vmn . (2.2)
An important feature of the cylinder is that k is not quantized in integer units. However, when
k is an integer there are solutions with action S = 8π2k/g2 − ikϑ that, for scale size much
smaller than R, are identifiable as instantons of the uncompactified theory. The second piece
of data involves the Wilson loop of the gauge field around the circle:∮
S1
dxm vm =
∫ 2piR
0
dx0 v0 ≡ ϕ . (2.3)
We will then define the VEV of ϕ as the asymptotic value at spatial infinity in R3:
〈ϕ〉 = lim
|xµ|→∞
ϕ ·H , (2.4)
where we have fixed a portion of the global gauge symmetry by choosing the Wilson loop (2.4)
to lie within the Cartan subalgebra of the Lie algebra g associated to the gauge group G.4 This
still leaves the freedom to perform global gauge transformations from the Weyl group Wg of G.
A non-zero value for 〈ϕ〉 acts as an adjoint-valued Higgs field that generically breaks the
gauge group to its maximal abelian subalgebra U(1)r. The classical moduli spaceMcl, param-
eterized by the vector 〈ϕ〉, is the quotient
Mcl = R
r
2π · Λ∗W ⋊Wg
, (2.5)
3In our notation the four-dimensional indices run overm,n, . . . = 0, 1, 2, 3 while our three-dimensional indices
run over µ, ν, . . . = 1, 2, 3.
4Our Lie algebra conventions are summarized in the Appendix A. We will denote r = rankG vectors in
boldface.
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where Λ∗W is the co-weight lattice. the form of the quotient is explained in the following way:
we have already noted that fixing 〈ϕ〉 to be in the Cartan subalgebra leaves the freedom to
perform global gauge transformations in the Weyl group. On top of this, theories with 〈ϕ〉
differing by 2π times any co-weight vector are equivalent. To see this last point, consider the
following topologically non-trivial gauge transformation
σ(x0) = exp
( ix0
R
ω∗ ·H) , (2.6)
for any co-weight ω∗ ∈ Λ∗W . This transforms the component of the gauge field around the circle
as v0 → v0 + ω∗ ·H/R, and hence 〈ϕ〉 → 〈ϕ〉 + 2πω∗. The transformation (2.6) is periodic
in the adjoint representation of the gauge group5 and consequently in the pure gauge theory
where all fields are adjoint-valued 〈ϕ〉 is identified with 〈ϕ〉+ 2πω∗.
We will find it convenient to choose the VEV 〈ϕ〉 to lie in a “fundamental cell”
0 ≤ 〈ϕ〉 ·αi < 2π , i = 1, . . . r, (2.7)
where αi are the simple roots of g.
6 The regions where 〈ϕ〉 · αi = 0, for some set of i’s,
correspond to submanifolds of Mcl where a non-abelian subgroup of the gauge symmetry is
restored.
The final piece of data arises from the fact that finite action configurations can also carry
three-dimensional magnetic charge. This is an r-vector-valued quantity g in the charge space
of the unbroken U(1)r abelian symmetry that can be defined via a surface integral over the
two-sphere at spatial infinity in R3 of the magnetic field Bµ =
1
2
ǫµνρvνρ:
− 1
2pi
∫
S2
dSµBµ ≡ g ·H . (2.8)
The magnetic charge is subject to the usual generalization of the Dirac quantization rule [41,42]
which requires that
g ∈ Λ∗R , (2.9)
the co-root lattice of g.
Classically, the Wilson loop 〈ϕ〉 is not determined and so, as we have explained, there is
a moduli space Mcl of inequivalent theories. An important question is whether this classical
degeneracy persists in the quantum theory. At this point, the behaviour depends crucially on
whether one has periodic or anti-periodic boundary conditions on the fermions. In the latter—
thermal—case, Ref. [32] argued that non-trivial values of the asymptotic Wilson loop (2.4) are
5Because α · ω∗ ∈ Z for any root α and co-weight ω∗.
6Notice that this region is still an over-parameterization of the quotient (2.5).
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suppressed in the infinite volume limit. Consequently, the classically flat directions are lifted
by thermal quantum corrections and the true vacuum of the theory is 〈ϕ〉 = 0. In this case, the
configurations with magnetic charges are not relevant, since they require non-vanishing VEV,
and the semi-classical physics is described by instantons only. Remarkably, for the theory on
the cylinder, with periodic boundary conditions on the fermions, the argument of [32] does not
apply and, as we shall see in the following sections, the opposite scenario ensues; namely:
(i) The semi-classical physics of the theory on the cylinder is described by configurations
of BPS monopoles. There are r + 1 types of “fundamental” monopole which carry only four
bosonic and two (adjoint) fermionic zero modes. To those who are sufficiently initiated into
monopole calculus in gauge theories with arbitrary gauge group, this will be a surprise: one
would expected to have only r such monopoles (each with a magnetic charge equal to one
of the r simple roots). The additional monopole, needed to make up the full complement of
r + 1 types, is specific to the compactification on the cylinder since, unlike the other, it is a
non-trivial function of “time” x0 [24, 25, 28, 29]. The magnetic charge of the new monopole
is such that when all r + 1 types of monopoles are present with a specific degeneracy, the
magnetic charges cancel and the resulting configuration carries only a unit of instanton charge.
Hence remarkably, instantons on the cylinder can be understood as composite configurations
of monopoles [24–29].
(ii) The classical moduli space of the gauge theory on the cylinder (2.3) is lifted in the
quantum theory in a non-trivial way. The quantum vacua correspond to a single point in Mcl
cell along with an additional c2-fold degeneracy, that has no counterpart in the classical theory,
and corresponds precisely to the expectations based on a refined Witten index [40] and the
WCI counting [3, 43]
3. Semi-classical configurations
In the weak-coupling limit, the path integral is dominated by field configurations which are of
minimal action in each topological sector. These configurations satisfy the four-dimensional
self-dual, or anti-self-dual, equations vmn = ±∗vmn. As we have explained there are two quan-
tum numbers carried by semi-classical configurations: the topological charge and the magnetic
charge.
First of all, let us consider solutions which are independent of the coordinate around the
circle x0. These are simply BPS monopoles in the three-dimensional theory [44–47] with the
time direction taken to be along x0. Monopole solutions in a gauge theory with a simple gauge
group G can in turn be constructed out of the SU(2) BPS monopole in the following way [42].
7
The idea is to take a regular embedding SU(2) ⊂ G, associated to a positive root α of G:7
τ 1 = 1
2
(Eα + E−α) , τ
2 = 1
2i
(Eα− E−α) , τ 3 = 12α∗ ·H , (3.1)
which obey the SU(2) algebra
[τa, τ b] = iǫabcτ
c . (3.2)
The monopole solution is then
v0(xν) = Φ
c(v; xν)τ
c +
1
2πR
(〈ϕ〉 − 1
2
(〈ϕ〉 ·α)α∗) ·H , vµ(xν) = vcµ(v; xν)τ c , (3.3)
where Φc(v; xν) is the Higgs field and v
c
µ(v; xν) are the spatial components of the gauge field (in
the gauge v0 = 0) of the SU(2) BPS monopole. The long distance behaviour of this solution
lim
|xµ|→∞
Φc(v; xν)τ
c =
v
2
α∗ ·H , (3.4)
where
v =
α · 〈ϕ〉
2πR
. (3.5)
For this solution to be well defined, we must have v > 0, which is automatic if α is a positive
root and 〈ϕ〉 lies in the fundamental cell (2.7), in which case it has magnetic charge, topological
charge and action given by
g = α∗ , k = α∗ · 〈ϕ〉
2π
, S =
4π
g2
α∗ · 〈ϕ〉 . (3.6)
For completeness, we give the explicit solution for the SU(2) BPS monopole in “hedgehog”
gauge
vcµ(v; xν) = ǫµνc
xν
|x|2
(
1− v|x|
sinh v|x|
)
(3.7a)
Φc(v; xν) =
xc
|x|2 (v|x| coth v|x| − 1) , (3.7b)
The asymptotic value of the magnetic field of the hedgehog solution, as |x| → ∞, is
Bcµ → −
xµx
c
|x|4 , (3.8)
while in unitary gauge
Bcµ → −
xµ
|x|3 δ
c3 , Bµ ≡ Bcµτ c → −
xµ
2|x|3α
∗ ·H . (3.9)
7Here, α∗ = 2α/α2 is the co-root associated to α.
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However, these x0-independent solutions do not exhaust the set of solutions with a given
magnetic charge α∗ [24]. A whole tower of other solutions which are x0 dependent can be
generated in the following way. First of all, we start with the solution (3.3) with 〈ϕ〉 lying
in the fundamental cell (2.7). We then write down the same solution with a shifted VEV
〈ϕ′〉 = 〈ϕ〉+ πnα∗, where n ∈ Z. For this solution to be well defined we must have
v′ =
α · 〈ϕ′〉
2πR
=
α · 〈ϕ〉
2πR
+
n
R
> 0 , (3.10)
For α = αi, a simple root, (2.7) implies that n ≥ 0. Acting on the solution with the (non-
periodic) gauge transformation
Vn(x0) = exp
(inx0
2R
α∗ ·H) , (3.11)
has the effect of restoring the VEV 〈ϕ〉 to its original value. The new solution is then given by
v0(xν) = Φ
c(v + n/R; xν)τ˜
c +
1
2πR
(〈ϕ〉 − 1
2
(〈ϕ〉 ·α+ 2πn)α∗) ·H ,
vµ(xν) = v
c
µ(v + n/R; xν)τ˜
c ,
(3.12)
where v is given as in (3.5) and the SU(2) generators are conjugated with Vn(x0):
τ˜ c = Vn(x0)τ
cVn(x0)
−1 . (3.13)
Notice although Vn(x0) is not a periodic gauge transformation the generators τ˜
c are periodic
functions of x0. The solution (3.12) has the same magnetic charge as (3.3), but the topological
charge is k = α∗ · 〈ϕ〉/2π+n. This solution can be interpreted as a composite configuration of
the original monopole plus an instanton of charge n.
However, there are also towers of solutions of the self-dual equations that have a magnetic
charge equal to some negative root [24]. We should emphasize that these solutions are not
anti-monopoles which would satisfy the anti -self-dual equations. To construct these solutions
we can start with our solution (3.3) with 〈ϕ〉 lying in the fundamental cell. We now define a
new solution with a VEV 〈ϕ′〉 = σα(〈ϕ〉) + πnα∗, where σα is the Weyl reflection in α. For
the solution to be well defined we must have
v′ =
α · 〈ϕ′〉
2πR
= −α · 〈ϕ〉
2πR
+
n
R
> 0 . (3.14)
For α = αi, a simple root, this means n > 0. To re-install the original VEV, we then perform
a Weyl reflection in α and the gauge transformation (3.11). The resulting solution is
v0(xν) = Φ
c(n/R− v; xν)τ˜ c + 1
2πR
(〈ϕ〉 − 1
2
(−〈ϕ〉 ·α+ 2πn)α∗) ·H ,
vµ(xν) = v
c
µ(n/R− v; xν)τ˜ c ,
(3.15)
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where v is given in (3.5) and the SU(2) generators are now conjugated with Vn(x0)σα:
τ˜ c = Vn(x0)σατ
cσαVn(x0)
−1 . (3.16)
It can be easily verified that this solution is again periodic in x0. The resulting solution has
magnetic charge −α∗ and topological charge k = −α∗ · 〈ϕ〉/2π + n.
It will be important for later to determine the number of adjoint fermion, or gluino, zero
modes of these monopole solutions. Each classical solution has at least two adjoint fermion zero
modes protected by supersymmetry. These modes can be generated from the purely bosonic
solution by acting with the generators of supersymmetry that do not leave the configuration
invariant. This gives the universal expression for these supersymmetric modes
λα = σ
mnβ
α ξβvmn , (3.17)
where vmn is the field strength. For future reference we give the long-distance behaviour of the
supersymmetric fermion zero modes (3.17) of our fundamental monopole solutions (3.3) and
(3.15) with n = 1:
λα = σ
mn β
α ξβvmn = −2(σνξ)αBν → 4π(SFξ)αα∗ ·H , (3.18)
where SF(x) = σµxµ/(4π|xµ|3) is the massless fermion propagator in three dimensions.
Solutions with only the supersymmetric zero modes have four associated bosonic zero modes
which correspond to moving the centre-of-mass of the monopole in R3 as well as performing
global gauge rotations by exp( i
2
Ω α∗ ·H). Hence these solutions are special in that they are
elementary or “fundamental”: the other solutions have additional moduli that correspond to
pulling the configuration apart into their fundamental constituents.
As might have been expected there are r solutions of the form (3.3) where α is a simple root
αi lying at the bottom of the more general tower of solutions (3.12). This gives us i = 1, . . . , r
fundamental monopole solutions with two adjoint-valued fermion zero modes, magnetic charge
α∗i , and the topological charge k = α
∗
i · 〈ϕ〉/2π. Solutions higher in the tower, with n > 0,
have 2(1 + nc2) fermion zero modes [24, 25], as we expect for a configuration of a fundamental
monopole and n instantons. In addition to these r fundamental monopoles, there is one other
solution that is fundamental [24, 25]. This is solution which has a negative magnetic charge
equal to the lowest root α∗0 ≡ α0 (although the solution, as we explained above is not an
anti-monopole) lying in the second tower (3.15) with n = 1 and hence with topological charge
k = −α∗0 · 〈ϕ〉/2π + 1.
Since
∑r
i=0 k
∗
iα
∗
i = 0,
8 the quantum numbers of the solutions suggest that a pure instanton
solution, carrying zero magnetic charge and unit topological charge, is a composite configuration
8Here k∗i are the dual “Kac labels”, or co-marks, defined in Appendix A.
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with k∗i fundamental αi monopoles, for each i = 0, . . . , r. This turns out to be the case [24,25]
and the resulting configuration has exactly 2c2 (4c2) exact fermionic (bosonic) zero modes as
expected for a singly-charged instanton with gauge group G.
4. Monopole contributions to the superpotential
In this section, we will explain how the fundamental monopoles described in the last section
lift the classical degeneracy of the theory parametrized by the asymptotic value of the Wilson
loop 〈ϕ〉 (2.4). The idea is to consider the low energy three-dimensional effective theory cor-
responding to the massless abelian components of the fields formed by integrating out all the
massive fields.
For this analysis to hold we must first assume there is no root α such that 〈ϕ〉 ·α = 0, so
that the unbroken gauge group is maximally abelian U(1)r. We will also assume that the Wilson
line VEV 〈ϕ〉 lies in the fundamental region (2.7). After that we can integrate out (1) all non-
abelian fields on R3×S1, and (2) all the massive Kaluza-Klein modes on S1, i.e. the modes with
non-zero Matsubara frequency ωm = m/R, to flow to the abelian theory on R
3. We emphasize
that the periodicity in 〈ϕ〉 ∼ 〈ϕ〉 + 2πω∗, ω∗ ∈ Λ∗W , is a property of the full microscopic
theory but not of the low-energy theory on R3. Indeed, the large gauge transformation (2.6) is
x0-dependent and has the effect of mixing up the massless and massive Kaluza-Klein modes.
The fields of the low energy theory consist of the Wilson loop ϕ, i.e. the component v0 of
the gauge field averaged over the circle, along with r massless photons corresponding to the
components of vµ in the Cartan subalgebra of the gauge group. Along with these bosonic fields
there are superpartners corresponding to the abelian components of the gluino.
It turns out to be convenient to use the fact that massless abelian gauge fields in three
dimensions can be eliminated in favour of scalar fields by a duality transformation. To construct
the classical effective action, we start with the action of the pure gauge theory in four dimensions
and dimensionally reduce to three dimensions keeping only the abelian components of the fields.
From (2.3), the component v0 of the four-dimensional gauge field is replaced by ϕ ·H/(2πR)
and the resulting three-dimensional effective action is9
Scl =
2πR
g2
∫
d3x
{ 1
4π2R2
(∂µϕ)
2 − 1
2
(vµν)
2 + 2iλ¯ · σ¯µDµλ
}
− iϑ
8π2
∫
d3x ǫµνρ∂µϕ · vνρ . (4.1)
In order to construct the dual description of the three-dimensional gauge field one adds a new
term to the action involving a field σ which serves as a Lagrange multiplier for the Bianchi
9It is useful to notice that in our normalization tr(a ·H b ·H) = a · b.
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identity constraint:
Scst = − i4pi
∫
d3x ǫµνρ∂µσ · vνρ = − i2pi
∫
S2
dxµ σ ·Bµ . (4.2)
The abelian field strength vµν can now be integrated-out of the path integral as a Gaussian
field to obtain the classical effective action, whose bosonic part is
Sboscl =
1
2πR
∫
d3x
{ 1
g2
(∂µϕ)
2 +
g2
16π2
(
∂µσ +
ϑ
2π
∂µϕ
)2}
. (4.3)
This can be written compactly in terms of the single complex field
z = i(τϕ+ σ). (4.4)
as
Sboscl =
1
8π2R
∫
d3x
1
Imτ
∂µz+ · ∂µz . (4.5)
We have eliminated the r massless photons in favour of an r-vector scalar field σ. Notice that
since the magnetic charge g is quantized in the co-root lattice it follows from (4.2) that σ is
physically equivalent to σ+2πω for any weight ω ∈ ΛW . Once again, we also have the freedom
to perform Weyl reflections and so σ is valued in the quotient
R
r
2π · ΛW ⋊Wg , (4.6)
to compare with ϕ which is valued in the slightly different quotient (2.5). Obviously these
spaces are the same for the simply-laced groups.
The fact that both (real) scalar fields ϕ and σ can be amalgamated into a single complex
field z is no coincidence. Since the original four-dimensional theory was N = 1 supersymmet-
ric, the effective theory written in terms of the bosonic fields ϕ and σ, along with the abelian
components of the gluino λα, must form a representation of four-dimensional N = 1 super-
symmetry10 which must be a chiral superfield since we have taken the dual of all the vector
fields. In particular the bosonic fields must be expressible in terms of a single complex field as
we have found in (4.4).
The abelian gluino fields simply complete (4.5) to the supersymmetric invariant expression
written in terms of the dimensional reduction of a four-dimensional N = 1 chiral superfield X
with scalar component z and fermionic component λα, the abelian component of the gluino.
The supersymmetric version of (4.5) written in superspace is then
Scl =
1
8π2R
∫
d3x
1
Imτ
X+ ·X
∣∣∣
θθθ¯θ¯
. (4.7)
10corresponding to N = 2 in three dimensions.
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Quantum effects can modify the classical expression (4.7). However, modifications must
be consistent with N = 1 supersymmetry. As long as we are at a generic point in the classical
moduli space, we expect to be able to integrate out all the massive fields to be left with an
effective theory in terms of the superfield X. The most general possible low energy effective
action, i.e. involving at most two derivatives or four fermions, is
Seff =
∫
d3x
{
K(X,X+)
∣∣∣
θθθ¯θ¯
+W(X)
∣∣∣
θθ
+W(X+)
∣∣∣
θ¯θ¯
}
, (4.8)
which involves an arbitrary D-term K(X,X+) as well as a superpotential W(X). It is the
superpotential that is responsible for lifting the classical degeneracy and which we must deter-
mine.
In the classical theory (4.7) the superpotential vanishes identically. Quantum corrections
will modify the theory in a complicated way depending on the couplings. However, the su-
perpotential, by the standard arguments [6, 33, 48], must be holomorphic in the fields X and
the complexified coupling τ . In particular, up to the overall factor,11 the superpotential can
only depend on R through the running of τ via the dimensionless quantity R|Λ|, where Λ is
the usual Pauli-Villars scale of strong coupling effects in the pure gauge theory in R4. We
intend to compute the superpotential at weak-coupling, for which R ≪ |Λ|−1 and the VEV of
the effective Higgs field (3.5) is large and a semi-classical analysis should be reliable. In this
regime the superpotential will receive contributions from the minimal action configurations in
each topological sector which have exactly two gluino zero modes; in other words from the r+1
fundamental monopoles described in the last section. As usual holomorphy then forbids any
perturbative corrections to the semi-classical contributions and, as a consequence, fixes the R
dependence, a fact that ultimately will allow us to take R to be large.
In the presence of the dual photon field σ, the action of the fundamental monopole asso-
ciated to the root αj, j = 0, . . . , r, is given in terms of the VEV of the scalar field z by
Sj = −2πiτδj0 − iτα∗j · 〈ϕ〉 − iα∗j · 〈σ〉 ≡ −2πiτδj0 −α∗j · 〈z〉 . (4.9)
Here τ is the complexified coupling (1.3).
We determine the form of the superpotential by calculating the monopole contribution to
the large distance behaviour of the correlator of two components of the massless gluino field
〈λα(x)⊗ λβ(0)〉 . (4.10)
In the background of the αj monopole, only the component λα ∝ αj is non-trivial; in fact from
(3.18) one finds the long-distance behaviour to be
λLDα (x) = 4πα
∗
jSF(x− a) γα ξγ , (4.11)
11This appears when the fields are not canonically normalized. In our case scalar fields arise from the Wilson
line and the dual photon, which are dimensionless. This leads to an overall factor of R/g2 in Eq. (4.16) below.
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where SF(x) = σµxµ/(4π|xµ|3) is the massless fermion propagator in three dimensions, aµ is the
position of the monopole in R3 and ξα are the Grassmann collective coordinates corresponding
to the two supersymmetric zero modes.
In order to evaluate the contribution to the superpotential from the monopole, we need
the measure for integrating over the moduli space of the monopole derived in the Appendix B.
A fundamental monopole has a moduli space that is parametrized by aµ, the position in R
3
and by the U(1) phase angle 0 ≤ Ω ≤ 2π. Along with this, there are two Grassmann collective
coordinates ξα, corresponding to the two supersymmetric zero modes. From Eq. (B.10) the
measure is ∫
dµ(j)mon =
2
α2j
µ3R
g2
e−Sj
∫
d3a dΩ d2ξ . (4.12)
Performing the integrals over the phase angle and the Grassmann collective coordinates, we
find that
〈λα(x)⊗ λβ(0)〉 = 2
6π3µ3R
g2α2j
α∗j ⊗α∗je2piiτδj0+α
∗
j ·〈z〉
∫
d3aSF(x− a) γα SF(a)βγ , (4.13)
Amputating this correlator we find the associated vertex in the effective action:
(2πR
g2
)2 25π3µ3R
g2α2j
e2piiτδj0+α
∗
j ·〈z〉 (α∗j · λ)2 . (4.14)
In the above, the numerical factor in the bracket reflects our normalization for the kinetic term
of α · λ which follows from (4.1). The vertex (4.14) is generated by a term in the effective
potential of the form12
4πµ3R
g2α2j
e2piiτδj0+α
∗
j ·X . (4.15)
Hence, summing over the the effects of all r + 1 fundamental monopoles we deduce that the
monopole-generated superpotential of the theory is
Wmono(X) = 2πµ
3R
g2
( r∑
j=1
2
α2j
eα
∗
j ·X +
2
α20
e2piiτ+α
∗
0·X
)
. (4.16)
This is an affine Toda potential for an associated affine algebra. Notice that to give the usual
expression for a Toda potential one can remove the pre-factors 2/α2j by a shift in the field:
X →X +
r∑
j=1
ln(α2j/2)ωj +
ρ
c2
(
2πiτ −
r∑
j=0
ln(α2j/2)
)
, (4.17)
12In order to get the correct numerical factor, notice that the fermionic component of z and the gluino λ are
related via ψ = 25/2pi2g−2Rλ. This follows from the fact [49] that the superpartner of v0 is (λ+ λ¯)/
√
2.
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where ρ =
∑r
j=1ωj is the Weyl vector. For the simply-laced groups, the associated affine
algebra is the untwisted affinization of the original Lie algebra, g(1) in Kac’s notation [36]. While
for the non-simply-laced groups the corresponding affine algebra is twisted in the way described
in the Table 2. In these cases, the Kac-Dynkin diagram of the affine algebra is obtained from
the Kac-Dynkin diagram of the untwisted affinization g(1) by changing long roots into short
roots, and vice-versa. In Kac’s notation [36] this leads to the twisted affinization of a different
algebra. The same superpotential has been deduced from entirely different considerations
involving M theory compactified on certain 8 dimensional manifolds [37–39, 50, 51], although
the 2/α2j pre-factors, that we shall find crucial in order to get results for the gluino condensate
that agree with other calculations, are absent. It is also interesting that the integrable systems
related to the Toda potentials that we have found above are precisely those that appear in
the “Seiberg-Witten theory” of the N = 2 gauge theory with the same gauge group in four
dimensions [52,53]. Naturally this is no accident since the N = 1 theory can be obtained from
the N = 2 theory by soft breaking mass terms.
Importantly, although we have calculated the superpotential in the limit R ≪ |Λ−1|, at
weak coupling, there can be no additional dependence on R and the result can be continued to
any R, and in particular to the decompactification limit [33, 34].
One may wonder how the superpotential relates to that calculated in [54] for the three-
dimensional N = 2 supersymmetric gauge theory. The way that this superpotential arises
from the R → 0 limit of our superpotential is explained in a slightly different context in [33].
The point is that to take the three-dimensional limit, one should take it in such a way that
the three-dimensional gauge coupling, which is classically given by g23 = g
2/(2πR), is fixed. In
other words, as R → 0, we should simultaneously take the limit g → 0 in the superpotential
(4.16). In this limit, the additional term corresponding to the affine root is removed to give
W3-d = µ
3
g23
r∑
j=1
2
α2j
eα
∗
j ·X . (4.18)
In other words, in this limit, the affine Toda potential becomes the Toda potential for a non-
affine algebra. This is what one expects because the affine term in the superpotential on the
cylinder is generated by the additional monopole solution that only exists on the cylinder and
not in R3. The genuinely three-dimensional superpotential (4.18) is the generalization of that
of [54] from SU(2) to arbitrary gauge group. Just as in the SU(2) case, it does not have a
stationary point and therefore the theory does not have a vacuum state.
15
5. Vacuum structure and the gluino condensate
The superpotential (4.16) gives rise to a number of supersymmetric vacua which satisfy
2
α2j
eα
∗
j ·X =
2
α20
k∗j e
2piiτeα
∗
0·X , (5.1)
for j = 1, . . . , r. Writing X =
∑r
j=1 ajωj we have
eaj =
k∗jα
2
je
2piiτ
2κ
, (5.2)
where κ = e
∑r
j=1 ajk
∗
j is determined self-consistently as the solution of the equation
κc2 = e2pii(c2−1)τ
r∏
j=0
(k∗jα2j
2
)k∗j
. (5.3)
There are consequently c2 supersymmetric ground states given by the c2 roots of (5.3) which
are related by X →X + 2πiρ/c2.13 These vacua correspond to a fixed value of ϕ:
ϕ =
(2π
c2
+
g2
4π
ln |κ|
)
ρ− g
2
4π
r∑
j=1
ln(k∗jα
2
j/2)ωj . (5.4)
and c2 values of σ given by
σ = − ϑ
2π
ϕ+
ϑ+ 2πu
c2
ρ , (5.5)
where u = 1, 2, . . . , c2. Notice that as expected the c2 vacua are related by ϑ→ ϑ+ 2π.
The value of the superpotential in one of the vacua is
〈Wmono〉 = 2πµ
3R
g2
· e
2piiτ c2
κ
=
2πµ3R
g2
· c2e
2piiτ/c2+2piiu/c2∏r
j=0(k
∗
jα
2
j/2)
k∗j /c2
= 2πRΛ3 · c2e
2piiu/c2∏r
j=0(k
∗
jα
2
j/2)
k∗j /c2
,
(5.6)
where in the final expression we have eliminated the Pauli-Villars mass scale µ in favour of the
Lambda parameter using the exact relation (1.2). The value of the gluino condensate in each
vacuum can the extracted by using the general relation〈
tr λ2
16π2
〉
= b−10 Λ
∂
∂Λ
〈 1
2πR
Wmono
〉
, (5.7)
13The vector ρ =
∑r
j=1 ωj is the Weyl vector and recall that X is identified with X +2piiρ as a consequence
of the fact that σ is identified with σ + 2piρ, since ρ ∈ ΛW .
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adapted to the three-dimensional superpotential. The first coefficient of the beta-function is
b0 = 3c2 giving 〈
trλ2
16π2
〉
=
Λ3e2piiu/c2∏r
j=0(k
∗
jα
2
j/2)
k∗j /c2
. (5.8)
The gluino condensate can also be evaluated directly without having to rely on the identity
(5.7). The idea is to consider the fundamental monopole contributions to the one-point function〈
trλ2
16pi2
〉
in a given vacuum, say the uth. The contribution of the αj monopole to the condensate
in this vacuum is 〈
trλ2
16π2
〉
j-mono
=
∫
dµ(j)mon
trλ2
16π2
∣∣∣
j-mono
. (5.9)
To evaluate (5.9), we can use the normalization of the adjoint fermion zero modes from Ref. [49]∫
d3a d2ξ
tr λ2
16π2
∣∣∣
j-mono
=
g2ReSj
8α2jπ
3R
. (5.10)
Computing the remaining integral over the phase angle gives〈
tr λ2
16π2
〉
j-mono
=
µ3ReSj
4π2α2j
e−Sj . (5.11)
In the supersymmetric vacua
Sj = −2πiτ − ln
(k∗jα2j
2κ
)
(5.12)
and so inserting the value for κ in (5.3) we have
〈
trλ2
16π2
〉
j-mono
=
k∗jΛ
3e2piiu/c2
c2
· 1∏r
j=0(α
2
jk
∗
j/2)
k∗j /c2
. (5.13)
Summing over the contributions from the r + 1 fundamental monopoles gives (5.8).
We conclude the section with the observation that in the supersymmetric vacua the r + 1
fundamental monopoles have equal topological charge
αj · 〈ϕ〉
2π
= 1−α0 · 〈ϕ〉
2π
=
1
c2
, (5.14)
(for j = 1, . . . , r) independent of j. In addition, as we have discussed in §3 the configuration
which becomes the singly-charged instanton in the uncompactified theory is obtained by con-
sidering a multi-monopole solution which consists of k∗j of the j
th fundamental monopole. In
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this very precise sense they realize the old dream of thinking of the instanton in terms of a
set of constituents, or instanton quarks [19–23]. It was anticipated that the instanton quarks
would cause, or at least play a major roˆle in, confinement. In the theory on the cylinder this old
idea again receives confirmation. Notice that in the quantum vacuum states the dual photon
becomes massive which is equivalent to the confinement of the original abelian electric photons.
Appendix A: Some Lie algebra conventions
In this Appendix we give a brief review of particular details of Lie algebras that we will
need. For more details on Lie algebras the reader may consult Refs. [55].
Let {H i} be a maximal set of simultaneously diagonalizable, mutually commuting genera-
tors, [H i, Hj] = 0. The indices i, j run from 1 to r, the rank of the Lie algebra. We normalize
the Cartan generators to one,
tr(H iHj) = δij , (A.1)
and often think of the r-vector H . The remainder of the generators are the step operators Eα
with
[H , Eα] = αEα . (A.2)
The normalization condition (A.1) makes the length squared of any long root to be equal to 2.
We will denote a set of simple roots as αj , j = 1, . . . , r. These span the root lattice ΛR.
The lowest root is then denoted as α0. The co-roots are defined via
α∗ ≡ 2
α2
α . (A.3)
and these span the co-root lattice Λ∗R. The weight lattice ΛW is dual to the co-root lattice and
is spanned by the fundamental weights ωj where
ωi ·α∗j = δij . (A.4)
Similarly one can define the co-weight lattice Λ∗W which is dual to the root lattice and is spanned
by the co-weights ω∗i where
ω∗i ≡
2
α2i
ωi . (A.5)
We will also need to define the dual Kac labels, or co-marks, k∗i . By definition k
∗
0 = 1
and the remaining co-marks are given by the expansion of the lowest co-root in terms of the
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G g c2 {k∗i } {α2i }
SU(r + 1) ar r + 1 {1, 1, . . . , 1} {2, . . . , 2}
SO(2r + 1) br 2r − 1 {1, 1, 2, . . . , 2, 1} {2, . . . , 2, 1}
USp(2r) cr r + 1 {1, . . . , 1} {2, 1, . . . , 1, 2}
SO(2r) dr 2r − 2 {1, 1, 2, . . . , 2, 1, 1} {2, . . . , 2}
G2 g2 4 {1, 2, 1} {2, 2, 2/3}
F4 f4 9 {1, 2, 3, 2, 1} {2, 2, 2, 1, 1}
E6 e6 12 {1, 1, 1, 2, 2, 2, 3} {2, . . . , 2}
E7 e7 18 {1, 1, 2, 2, 2, 3, 3, 4} {2, . . . , 2}
E8 e8 30 {1, 2, 2, 3, 3, 4, 4, 5, 6} {2, . . . , 2}
Table 3: Lie algebra data.
co-simple-roots:
α∗0 = −
r∑
i=1
k∗iα
∗
i . (A.6)
Finally
c2 ≡
r∑
i=0
k∗i (A.7)
is the dual Coxeter number. (The Kac labels, or marks, and Coxeter number are similarly
defined but will not be needed here.)
In Table 3 we summarize all the Lie algebra data that we need. As well as listing the dual
Kac labels and dual Coxeter number we also list the root lengths α2j for j = 0, . . . , r. (Note
that the set of dual Kac labels and root lengths are ordered in the same way.)
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Appendix B: The monopole collective coordinate measure
In this appendix we briefly discuss the measure for integrating over the collective coordi-
nates of a fundamental monopole. A fundamental monopole has a moduli space that is identical
to the BPS monopole in SU(2). Therefore, it is parametrized by aµ, the position in R
3 and
by the U(1) phase angle 0 ≤ Ω ≤ 2π. Along with this, there are two Grassmann collective
coordinates ξα, corresponding to the two supersymmetric zero modes. The measure for inte-
grating over the monopole moduli space is obtained in the standard way by changing variables
in the path integral from field fluctuations around the monopole to the monopole’s collective
coordinates: ∫
dµmon = µ
3e−S
∫
d3a
(2π)
3
2
Ja
∫ 2pi
0
dΩ
(2π)
1
2
JΩ
∫
d2ξ
JF
, (B.1)
where S is the monopole action (4.9) and µ is the Pauli-Villars mass scale. The Jacobian factors
Ja and JF were calculated in [49]:
Ja = (ReS)
3
2 , JF = 2ReS , (B.2)
and S is the monopole action. The remaining Jacobian JΩ is given by
JΩ =
2πR(ReS)
1
2
α · 〈ϕ〉 . (B.3)
To derive this, we start with the general expression for the bosonic zero mode
Zm =
∂v(Ω)m
∂Ω
+DmΛ , (B.4)
where v
(Ω)
m is the Ω-rotated monopole solution in the singular gauge,
v(Ω)m = e
iΩτ3vme
−iΩτ3 , (B.5)
and DmΛ is added to keep the zero mode in the covariant background gauge. Since
∂v(Ω)m
∂Ω
= i
[
1
2
α∗ ·H , vm
]
, (B.6)
the choice of Λ is obvious (recall (3.4)):
Λ =
2πR
α · 〈ϕ〉 Φ
cτ c − 1
2
α∗ ·H . (B.7)
This gives
Zm =
2πR
α · 〈ϕ〉 Dm(Φ
cτ c) =
2πR
α · 〈ϕ〉 vm0 , (B.8)
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and
JΩ ≡
√
〈Zm|Zm〉 = 2πR(ReS)
1
2
α · 〈ϕ〉 . (B.9)
Gathering all factors together, we find that the measure is
µ3R
g2
· 2
α2
· e−S
∫
d3a dΩ d2ξ . (B.10)
In contradistinction with the three-dimensional calculation of [49], our present calculation is
locally four-dimensional, i.e. in the path integral we have integrated over the fluctuations around
the monopole configuration in R3 × S1. Thus, the UV-regularized determinants over non-zero
eigenvalues of the quadratic fluctuation operators cancel between fermions and bosons due to
supersymmetry as in Ref. [56]. The ultra-violet divergences are regularized in the Pauli-Villars
scheme, which explains the appearance of the Pauli-Villars mass scale µ.
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