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Abstract
We derive a selection of energy estimates for a generalisation of a critical
equation on the unit disc in R2 introduced by Rivie`re. Applications include sharp
regularity results and compactness theorems which generalise a large amount of
previous geometric PDE theory, including some of the theory of harmonic and
almost-harmonic maps from surfaces.
1 Introduction
Suppose u ∈ W 1,2(B1,R
m) is a weak solution to
−∆u = Ω.∇u (1)
where here and throughout this paper B1 is the unit disc in R
2, Ω ∈ L2(B1, so(m)⊗R
2),
and we are using the notation [Ω.∇u]i = 〈Ωij ,∇u
j〉. This equation, first considered in
this generality by Rivie`re [11], generalises a number of interesting equations appearing
naturally in geometry, including the harmonic map equation, the H-surface equation
and, more generally, the Euler-Lagrange equation of any conformally invariant elliptic
Lagrangian which is quadratic in the gradient. A central issue is the regularity of u
implied by virtue of it satisfying the equation (1). A priori, the right-hand side of the
equation looks like quite a general L1 function, and standard elliptic regularity theory
does not seem to help. However, Rivie`re [11] showed that any solution must necessarily
be continuous and even in W 2,1+ǫ for some ǫ > 0 [12], thus generalising the famous
regularity theory of He´lein [7], for example. In most known interesting special cases
of this equation, one happens to know that |Ω| can be estimated linearly in terms of
|∇u|, i.e. we have |Ω.∇u| ≤ C|∇u|2 and then a standard bootstrapping argument
can be applied to improve the regularity of u first to C1,α, and then (via Schauder) to
smoothness.
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In this paper we investigate what sort of regularity and compactness properties we can
deduce for solutions of the general equation (1), and even more general inhomogeneous
equations with the same special structure. It is easy to convince oneself that it is
unreasonable to expect regularity better than W 2,2 in general. However, we will show
that we do have regularity up to this level, or the best possible regularity when there is
an inhomogeneity.
Theorem 1.1. Suppose that u ∈ W 1,2(B1,R
m) is a weak solution on the unit disc in
R
2 to
−∆u = Ω.∇u+ f, f ∈ Lp(B1,R
m) (2)
where Ω ∈ L2(B1, so(m) ⊗ R
2) and p ∈ (1, 2). Then u ∈ W 2,ploc (B1). In particular, if
f ≡ 0, then u ∈ W 2,ploc for all p ∈ [1, 2) and u ∈ W
1,q
loc for all q ∈ [1,∞).
Moreover, for U ⊂⊂ B1, there exist η0 = η0(p,m) > 0 and C = C(p,m, U) <∞ so that
if ‖Ω‖L2(B1) ≤ η0 then
‖u‖W 2,p(U) ≤ C(‖f‖Lp(B1) + ‖u‖L1(B1)). (3)
This theorem omits the borderline case p = 2 for good reason; even in the case that f ≡
0, one can find solutions so that u is neitherW 2,2 nor Lipschitz. Moreover, examples with
f ≡ 0 show that the first derivatives of u need not even lie in BMO, and (consequently)
the second derivatives need not even lie in the Lorentz space L2,∞ (see Appendices A.2
and A.3 for definitions if necessary).
As a corollary of our theorem, we see that f ∈ Lp implies that u lies in C0,2(1−
1
p
), hence
recovering a result of Rupflin [13] in the case of two-dimensional domains. Rivie`re has
informed us that our regularity assertion in the particular case f ≡ 0 will also be made
in the final version of [12], based on a different proof.
We remark that the estimate (3) fails without the smallness of Ω hypothesis. More
precisely, there exist a sequence Ωk ∈ L
2(B1, so(m)⊗R
2) uniformly bounded in L2, and
a sequence of weak solutions uk ∈ W
1,2(B1,R
m) to the equation
−∆uk = Ωk.∇uk,
uniformly bounded inW 1,2, such that uk is unbounded in anyW
2,p space with p ∈ (1, 2).
(A sequence of harmonic maps undergoing bubbling would provide an example.)
Estimate (3) implies that for any sequence Ωk ∈ L
2(B1, so(m)⊗ R
2) with ‖Ωk‖L2(B1) ≤
η0, and any sequence of weak solutions uk ∈ W
1,2(B1,R
m) to the equation
−∆uk = Ωk.∇uk + fk,
with uk uniformly bounded in W
1,2 and fk uniformly bounded in some space L
p for
p ∈ (1, 2), we may deduce that uk is locally uniformly bounded in W
2,p. By the theorem
of Rellich-Kondrachov, we can deduce that uk is precompact in W
1,t(B1/2) for any
t < 2p
2−p
.
2
In this paper, we work somewhat harder to prove a stronger compactness result, ex-
tending a recent theorem of Li and Zhu [10], in which we assume merely that the
inhomogeneous terms fk are bounded in L lnL (a space larger than any of the L
p spaces
with p > 1, but slightly smaller than L1; see Appendix A.3 for more information on this
space, and definitions, if necessary).
Theorem 1.2 (Compactness). Suppose that we have a sequence {un} ⊂ W
1,2(B1,R
m)
of weak solutions to
−∆un = Ωn.∇un + fn
on the unit disc in R2, where {Ωn} ⊂ L
2(B1, so(m) ⊗ R
2) and {fn} ⊂ L lnL(B1,R
m).
Suppose also that there exists Λ <∞ such that
‖un‖L1(B1) + ‖fn‖L lnL(B1) ≤ Λ.
Then there exist an η2 = η2(m) > 0 and u ∈ W
1,2
loc (B1,R
m) such that if ‖Ωn‖L2(B1) ≤ η2
then after passing to a subsequence
lim
n→∞
‖un − u‖W 1,2(B1/2) = 0.
We will show in Section 8 that this result fails if we replace L lnL by the related Hardy
space h1 (see Appendix A.2). In the special case that {Ωn} is a precompact set in L
1,
and un is uniformly bounded inW
1,2, this result was proved recently by Li and Zhu [10].
Remark 1.3. The compactness result is ruling out concentration of energy as is done
in [10] - i.e. concentration of ‖∇un‖
2
L2. In contrast, we do not rule out concentration
of ‖∇un‖
2
L2,1 or of the corresponding second order quantity ‖∇
2un‖L1. However, it will
follow from our estimates (and in particular, (6) below) that if these latter concentrations
occur we must have fn concentrating in L lnL.
Even in the classical case that Ω ≡ 0 there is a consequence of such compactness
which may be worth remarking, although one which would follow from previously known
theory.
Corollary 1.4. On the ball in R2, the embedding
L lnL(B1) →֒ H
−1(B1)
is compact.
At the heart of this paper is a collection of energy/decay estimates which we summarise
in the following theorem.
Theorem 1.5 (Main supporting theorem). Suppose u ∈ W 1,2(B1,R
m) is a weak solution
to
−∆u = Ω.∇u+ f, f ∈ L lnL(B1,R
m) (4)
on the unit disc in R2, where Ω ∈ L2(B1, so(m)⊗ R
2). Writing u¯ = 1
|B1|
∫
B1
u,
3
1. there exist η = η(m) > 0 and K1 = K1(m) < ∞ such that if ‖Ω‖L2(B1) ≤ η, then
for all r ∈ (0, 1/2] we have
‖∇u‖2L2(Br) ≤ K1
(
‖Ω‖2L2(B1)‖∇u‖
2
L2(B1)
+ r2‖u− u¯‖2L1(B1) + ‖f‖L1(B1)‖f‖L lnL(B1)
)
(5)
and
‖∇2u‖L1(Br) ≤ K1
(
‖Ω‖L2(B1)‖∇u‖L2(B1) + r
2‖u− u¯‖L1(B1) + ‖f‖L lnL(B1)
)
; (6)
2. for all δ > 0 there exist η = η(m, δ) > 0 and K2 = K2(m, δ) < ∞ such that if
‖Ω‖L2(B1) ≤ η, then for all r ∈ (0, 1] we have
‖∇u‖2L2(Br) ≤ (1 + δ)r
2‖∇u‖2L2(B1) +
+ K2
(
‖Ω‖2L2(B1)‖∇u‖
2
L2(B1)
+ ‖f‖L1(B1)‖f‖L lnL(B1)
)
. (7)
Although we will not need it in this work, we note that the first part of the theorem will
also yield estimates for ∇u in the Lorentz space L2,1 (by the embedding W 1,1 →֒ L2,1).
The estimates of the first part of the theorem are interior estimates which have the
weakest norms of u on the right-hand side. By combining them with a standard covering
argument, we will also derive the following optimal global estimate:
Theorem 1.6. With u and f as in Theorem 1.5 and U ⊂⊂ B1 there exist an η1 =
η1(m) > 0 and C = C(m,U) <∞ such that if ‖Ω‖L2(B1) ≤ η1, then
‖u‖W 2,1(U) ≤ C
(
‖u‖L1(B1) + ‖f‖L lnL(B1)
)
.
The second part of Theorem 1.5 is used to obtain both the regularity result Theorem
1.1 and the compactness result Theorem 1.2.
We remark that Theorems 1.1, 1.2, 1.5 and 1.6 all fail if we drop the antisymmetry
hypothesis on Ω.
The paper is laid out as follows. In Section 3 we prove the main supporting Theorem
1.5, which is central to the other results, then we go on to prove Theorem 1.6 in Section
4. This allows us to prove the compactness Theorem 1.2 in Section 5 and its corollary
in Section 6. We leave the regularity Theorem 1.1 to Section 7 and finally in Section 8
we give an example to show that the compactness result fails if we replace L lnL by the
Hardy space h1.
Acknowledgments: Both authors were supported by The Leverhulme Trust. The second
author would like to thank Pawe l Strzelecki for useful discussions.
2 Preliminaries
To begin, we describe some properties of the space L lnL, and record the behaviour of
the equations (2), (4) and various norms under scaling. In addition, we have collected
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a number of known results in an appendix.
2.1 Estimates for L lnL
For the definition of L lnL and f ∗, see Appendix A.3.
Lemma 2.1. Suppose f ∈ L lnL(Br(x0)) and r ∈ (0, 1/2]. Then there exists C < ∞
such that
‖f‖L1(Br(x0)) ≤ C
[
ln
(
1
r
)]−1
‖f‖L lnL(Br(x0)).
Proof. Notice that
0 ≤ r2
∫ |B1|
0
f ∗(r2t) ln
(
2 +
1
t
)
dt
=
∫ |Br(x0)|
0
f ∗(s) ln
(
2 +
r2
s
)
ds
=
∫ |Br(x0)|
0
f ∗(s) ln r2 ds+
∫ |Br(x0)|
0
f ∗(s) ln
(
2
r2
+
1
s
)
ds
≤ −2 ln
(
1
r
)
‖f‖L1(Br(x0)) + C‖f‖L lnL(Br(x0)),
where the final inequality is obtained by noticing that s ≤ πr2 < 1 which implies
2
r2
+ 1
s
≤ 2π+1
s
≤
(
2 + 1
s
)C
for some fixed C.
The following lemma indicates that L lnL norms do not deteriorate under scaling. How-
ever we emphasise that they need not improve, unlike Lp norms for p > 1.
Lemma 2.2. Suppose f ∈ L lnL(Br(x0)) where r ∈ (0, 1/2]. Defining fˆ := r
2f(x0+rx)
there exists C <∞ such that
‖fˆ‖L lnL(B1) ≤ C‖f‖L lnL(Br(x0)).
Proof. First we calculate
fˆ ∗(t) = inf{s ≥ 0 : |{x ∈ B1 : |fˆ(x)| > s}| ≤ t}
= inf{s ≥ 0 : |{x ∈ B1 : |r
2f(x0 + rx)| > s}| ≤ t}
= inf{s ≥ 0 : |{y ∈ Br(x0) : |f(y)| >
s
r2
}|r−2 ≤ t}
= r2f ∗(r2t)
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therefore
‖fˆ‖L lnL(B1) ≤ C
∫ |B1|
0
fˆ ∗(t) ln
(
2 +
1
t
)
dt
= C
∫ |B1|
0
r2f ∗(r2t) ln
(
2 +
1
t
)
dt
= C
∫ |Br(x0)|
0
f ∗(s) ln
(
2 +
r2
s
)
ds
≤ C‖f‖L lnL(Br(x0)).
2.2 Scaling
There will be several occasions when we will require estimates on some small ball
BR/2(x0) in terms of quantities on the ball BR(x0). In this section, we make a note
of what scaling we will be taking, and how each relevant quantity, and the equation
itself, behave under this operation.
Let u be a solution to (2) or (4). For x0 ∈ B1, let R > 0 be such that BR(x0) ⊂ B1.
Now we rescale u by defining uˆ(x) := u(x0 + Rx), fˆ(x) := R
2f(x0 + Rx) and Ωˆ(x) :=
RΩ(x0 +Rx).
We have uˆ ∈ W 1,2(B1,R
m) and
−∆uˆ(x) = −R2∆u(x0 +Rx)
= RΩ(x0 +Rx).R∇u(x0 +Rx) +R
2f(x0 +Rx)
= Ωˆ(x).∇uˆ(x) + fˆ(x),
i.e. the same equation as before. The quantities of which we will need to keep track are:
1. ‖∇uˆ‖Lp(Br) = R
1− 2
p‖∇u‖Lp(BrR(x0)) for any r ∈ [0, 1]
2. ‖Ωˆ‖L2(B1) = ‖Ω‖L2(BR(x0))
3. ‖uˆ‖Lp(B1) = R
− 2
p‖u‖Lp(BR(x0))
4. ‖fˆ‖Lp(B1) = R
2(1− 1
p
)‖f‖Lp(BR(x0))
5. ‖fˆ‖L lnL(B1) ≤ C‖f‖L lnL(BR(x0))
where the final estimate is following from Lemma 2.2.
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3 Proof of the decay estimates, Theorem 1.5
Most of the work in the proof will be common to both parts of the theorem. We will be
referring to the δ of the second part with the understanding that in the case of the first
part, we could just set δ = 1.
We start off with η = ǫ, taken from Lemma A.4, and will assume throughout that
‖Ω‖L2(B1) ≤ η, with the understanding that the upper bound η will be lowered at
different points during the proof. For our weak solution u to (4) corresponding to Ω, we
will assume, without loss of generality, that u¯ = 1
|B1|
∫
B1
u = 0.
To begin with we use Rivie`re’s decomposition of Ω (Lemma A.4) in order to rewrite the
equation (4) (equations (8) and (9) below). Lemma A.4 gives us A ∈ W 1,2(B1, GLm(R))∩
L∞(B1, GLm(R)), B ∈ W
1,2(B1, glm(R)) and C = C(m) <∞ so that
∇A−AΩ = ∇⊥B
and
‖∇A‖L2(B1) + ‖∇B‖L2(B1) + ‖dist(A, SO(m)‖L∞(B1) ≤ C‖Ω‖L2(B1).
Now,
div(A∇u) = ∇A.∇u+ A∆u
= ∇A.∇u− AΩ.∇u− Af
= ∇⊥B.∇u− Af (8)
and
curl(A∇u) = ∇⊥A.∇u. (9)
We note here that the above equations only hold in a weak sense, and more care should be
taken in their calculation. We illustrate this for (8): A priori div(A∇u) is a distribution,
so for φ ∈ C∞c (B1) we have
div(A∇u)[φ] = −
∫
B1
A∇u.∇φ
=
∫
B1
(∇A.∇u)φ−∇(φA).∇u
=
∫
B1
(∇A.∇u)φ− (AΩ.∇u)φ− Afφ since u weakly solves (4)
=
∫
B1
(∇⊥B.∇u− Af)φ = (∇⊥B.∇u−Af)[φ].
We will now essentially carry out a Hodge decomposition of A∇u in B1 using the ex-
pressions (8) and (9). We first extend all the quantities arising above to functions on
R
2.
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Let Ex : W 1,2(B1)→ W
1,2
0 (R
2) be a bounded extension operator with each function in
the image supported in B2. Denote u˜ = Ex(u) ∈ W
1,2(R2,Rm) and note that since we
are assuming
∫
B1
u = 0, by the Poincare´ inequality and by standard properties of Ex
we have
‖u˜‖W 1,2(R2) ≤ C‖u‖W 1,2(B1) ≤ C‖∇u‖L2(B1)
and u = u˜ in B1.
For A, first let Aˆ = A − 1
|B1|
∫
B1
A and A˜ = Ex(Aˆ) ∈ W 1,2(R2, glm(R)). Noting that∫
B1
Aˆ = 0 and using the same argument as for u we have
‖A˜‖W 1,2(R2) ≤ C‖∇A‖L2(B1)
here we have used that∇A˜ = ∇Aˆ = ∇A inB1. Notice also that A˜∇u˜+
(
1
|B1|
∫
B1
A
)
∇u˜ =
A∇u in B1.
We carry out the same extension for B to get B˜ as above for A. We extend f by zero
(without relabelling), so by Appendix A.3, f ∈ h1(R2) with ‖f‖h1(R2) ≤ C‖f‖L lnL(B1).
Now we define
D := N [∇⊥B˜.∇u˜],
E := N [∇⊥A˜.∇u˜],
F := −N [Af ],
where N is the Newtonian potential (see Appendix A.1). Note that the quantity Af is
well defined on the whole of R2 by the definition of f . Finally let
H := A˜∇u˜+
(
1
|B1|
∫
B1
A
)
∇u˜−∇D −∇F −∇⊥E.
The first thing to notice about H is that
H = A∇u−∇D −∇F −∇⊥E (10)
in B1. Hence we have
div(H) = div(A∇u)−∆(D + F ) = div(A∇u)−∇⊥B˜.∇u˜+ Af = 0
weakly in B1, and a similar calculation shows curl(H) = 0 weakly in B1. (Again care
must be taken in checking these.) Therefore H is harmonic in B1 (i.e. corresponds to a
harmonic 1-form).
Suppose r ∈ (0, 1]. (For some estimates later it will need to be less than 1
2
.)
Without loss of generality, we may assume that δ ∈ (0, 1]. (Recall that when addressing
the first part of the theorem, we are just setting δ = 1.) For η small enough, depending
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on δ, we may assume (by the estimate in Lemma A.4) that A is close to a special-
orthogonal matrix in the sense that both A and A−1 change the length of any vector by
at most a factor of 1 + δ. Therefore
‖∇u‖2L2(Br) ≤ (1 + δ)
2‖A∇u‖2L2(Br)
≤ (1 + 3δ)‖A∇u‖2L2(Br)
≤ (1 + 4δ)‖H‖2L2(Br) + C(‖∇D‖
2
L2(Br)
+ ‖∇F‖2L2(Br) + ‖∇E‖
2
L2(Br)
),
(11)
where C is dependent on δ. In order to obtain the inequalities of Theorem 1.5 we
estimate ‖H‖L2(Br), ‖∇D‖L2(Br), ‖∇F‖L2(Br) and ‖∇E‖L2(Br).
First we consider ∇D = ∇N [∇⊥B˜.∇u˜] and ∇E = ∇N [∇⊥A˜.∇u˜]. Notice that by the
work of Coifman-Lions-Meyer-Semmes [2] and the fact that ∇N : H1(R2) → L2,1(B1)
is a bounded linear operator (see Appendix A.4) we have,
‖∇D‖L2(B1) + ‖∇E‖L2(B1) ≤ C
(
‖∇D‖L2,1(B1) + ‖∇E‖L2,1(B1)
)
= C
(
‖∇N [∇⊥B˜.∇u˜]‖L2,1(B1) + ‖∇N [∇
⊥A˜.∇u˜]‖L2,1(B1)
)
≤ C
(
‖∇⊥B˜.∇u˜‖H1(R2) + ‖∇
⊥A˜.∇u˜‖H1(R2)
)
≤ C
(
‖∇B‖L2(B1) + ‖∇A‖L2(B1)
)
‖∇u‖L2(B1)
≤ C‖Ω‖L2(B1)‖∇u‖L2(B1) (12)
where we have also used the continuous embedding L2,1 →֒ L2 and the estimate from
Lemma A.4.
For ∇F = −∇N [Af ] we use (Appendix A.4) that the Riesz potential ∇N : L1(B1) →
L2,∞(B1) is a bounded operator; also ∇N : h
1(R2) → L2,1(B1) is bounded. We will
also use the following: L2,∞ is the dual of L2,1; if f ∈ L lnL(B1) then for any g ∈ L
∞,
gf ∈ L lnL(B1) and ‖gf‖L lnL(B1) ≤ ‖g‖L∞‖f‖L lnL(B1) and finally we use the continuous
embedding L lnL(B1) →֒ h
1(R2) (see Appendix A.3). We have
‖∇F‖2L2(B1) ≤ C‖∇F‖L2,∞(B1)‖∇F‖L2,1(B1)
≤ C‖Af‖L1(B1)‖Af‖h1(R2)
≤ C‖f‖L1(B1)‖Af‖L lnL(B1)
≤ C‖f‖L1(B1)‖f‖L lnL(B1). (13)
Also, using merely the boundedness of ∇N : L1(B1)→ L
2,∞(B1), we have
‖∇F‖L1(B1) ≤ C‖f‖L1(B1). (14)
From here, we proceed differently in order to prove the two different parts of the theo-
rem. For the first part, we now estimate ‖H‖L1(B2/3) and apply standard estimates for
harmonic functions in order to estimate ‖H‖L2(Br): Using Lemma A.2, and estimates
(12) and (14), we have
‖H‖L1(B2/3) ≤ C
(
‖∇u‖L1(B2/3) + ‖∇D‖L1(B2/3) + ‖∇E‖L1(B2/3) + ‖∇F‖L1(B2/3)
)
≤ C
(
‖u‖L1(B1) + ‖f‖L1(B1) + ‖Ω‖L2(B1)‖∇u‖L2(B1)
)
. (15)
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Since H is harmonic we have pointwise estimates on H and its derivatives on the interior
of B2/3 in terms of ‖H‖L1(B2/3), and in particular
‖H‖L∞(B1/2) + ‖∇H‖L∞(B1/2) ≤ C‖H‖L1(B2/3). (16)
Therefore if we consider r ∈ (0, 1
2
], then
‖H‖2L2(Br) ≤ πr
2‖H‖2L∞(Br)
≤ Cr2
(
‖u‖2L1(B1) + ‖f‖
2
L1(B1)
+ ‖Ω‖2L2(B1)‖∇u‖
2
L2(B1)
)
. (17)
Now, looking back at inequality (11) and using (12), (13) and (17) we have
‖∇u‖2L2(Br) ≤ C
(
‖Ω‖2L2(B1)‖∇u‖
2
L2(B1)
+ r2‖u‖2L1(B1) + ‖f‖L1(B1)‖f‖L lnL(B1)
)
which is the first inequality that we seek from the first part of the theorem.
In order to get the second estimate (6) of the first part of the theorem, we return to the
Hodge decomposition (10) which tells us that
∇u = A−1(H +∇D +∇F +∇⊥E)
in B1. Using the fact that the operators ∇
2N : h1(R2)→ L1(B1) and ∇
2N : H1(R2)→
L1(R2) are bounded (see Appendix A.2), Lemma A.4 and equations (12), (13), (15),
(16) and (17) we find that
∇2u = ∇A−1.(H +∇D +∇F +∇⊥E) + A−1(∇H +∇2D +∇2F +∇∇⊥E)
and
‖∇2u‖L1(Br) ≤ C(‖Ω‖L2(B1)‖∇u‖L2(B1)+r
2‖u‖L1(B1)+r‖Ω‖L2(B1)‖u‖L1(B1)+‖f‖L lnL(B1)).
Since we have assumed without loss of generality that
∫
B1
u = 0, by an application of
the Poincare´ inequality we have
‖∇2u‖L1(Br) ≤ C(‖Ω‖L2(B1)‖∇u‖L2(B1) + r
2‖u‖L1(B1) + ‖f‖L lnL(B1)),
as desired.
For the second part of the theorem, we return to a general r ∈ (0, 1]. We will now
control H using the standard decay estimate
‖H‖2L2(Br) ≤ r
2‖H‖2L2(B1)
which holds since H is harmonic (see [8, Lemma 3.3.12]).
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Then using (11) and (12) and (13) again, we find that
‖∇u‖2L2(Br) ≤ (1 + 4δ)‖H‖
2
L2(Br)
+ C(‖∇D‖2L2(Br) + ‖∇F‖
2
L2(Br)
+ ‖∇E‖2L2(Br))
≤ (1 + 4δ)r2‖H‖2L2(B1) + C(‖∇D‖
2
L2(B1)
+ ‖∇F‖2L2(B1) + ‖∇E‖
2
L2(B1)
)
≤ (1 + 5δ)r2‖A∇u‖2L2(B1) + C(‖∇D‖
2
L2(B1)
+ ‖∇F‖2L2(B1) + ‖∇E‖
2
L2(B1)
)
≤ (1 + 5δ)(1 + δ)2r2‖∇u‖2L2(B1) + C(‖∇D‖
2
L2(B1)
+ ‖∇F‖2L2(B1) + ‖∇E‖
2
L2(B1)
)
≤ (1 + 100δ)r2‖∇u‖2L2(B1) + C
(
‖Ω‖2L2(B1)‖∇u‖
2
L2(B1)
+ ‖f‖L1(B1)‖f‖L lnL(B1)
)
Thus, by repeating the argument with δ reduced by a factor of 100, we conclude the
proof.
4 Proof of the W 2,1 estimate, Theorem 1.6
We can say immediately that the η1 whose existence is claimed in the theorem can be
chosen as η21 = min
{
η2, ǫ0
K1
}
, where ǫ0 is that given in Lemma A.7 corresponding to
k = 4, and K1 and η are from the first part of Theorem 1.5.
We would like to rescale the first estimate (5) of the first part of Theorem 1.5, in the
case that r = 1
2
. Indeed, adopting the notation of Section 2.2, we know that
‖∇uˆ‖2L2(B1/2) ≤ K1
(
‖Ωˆ‖2L2(B1)‖∇uˆ‖
2
L2(B1)
+ ‖uˆ‖2L1(B1) + ‖fˆ‖L1(B1)‖fˆ‖L lnL(B1)
)
≤ K1‖Ωˆ‖
2
L2(B1)
‖∇uˆ‖2L2(B1) + C
(
‖uˆ‖2L1(B1) + ‖fˆ‖
2
L lnL(B1)
)
and (again by Section 2.2) this translates to
‖∇u‖2L2(BR/2(x0)) ≤ K1‖Ω‖
2
L2(BR(x0))
‖∇u‖2L2(BR(x0)) + C
(
R−4‖u‖2L1(BR(x0)) + ‖f‖
2
L lnL(BR(x0))
)
.
Using our upper bound for η and the fact that R ≤ 1 we have, in particular
‖∇u‖2L2(BR/2(x0)) ≤ ǫ0‖∇u‖
2
L2(BR(x0))
+ CR−4
(
‖u‖2L1(B1) + ‖f‖
2
L lnL(B1)
)
.
Letting Γ = C
(
‖u‖2L1(B1) + ‖f‖
2
L lnL(B1)
)
we are precisely in the set-up of Lemma A.7,
since this estimate is true in particular for all B2R(x0) ⊂ B1. Therefore
‖∇u‖L2(B1/2) ≤ C
(
‖u‖L1(B1) + ‖f‖L lnL(B1)
)
. (18)
It remains to improve this estimate to control the second derivatives, and for that we
use the second estimate (6) of the first part of Theorem 1.5, in the case r = 1
2
, which
we then scale by a factor 1
2
to give:
‖∇2u‖L1(B1/4) ≤ C
(
‖Ω‖L2(B1/2)‖∇u‖L2(B1/2) + ‖u‖L1(B1/2) + ‖f‖L lnL(B1/2)
)
.
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Combining with (18) then yields
‖∇2u‖L1(B1/4) ≤ C
(
‖u‖L1(B1) + ‖f‖L lnL(B1)
)
,
and a simple rescaling and covering argument gives us that for any compactly contained
U ⊂⊂ B1 there is a C = C(U,m) <∞ such that
‖u‖W 2,1(U) ≤ C
(
‖u‖L1(B1) + ‖f‖L lnL(B1)
)
.
5 Proof of the compactness, Theorem 1.2
Here we pick η2 = min{η1, η,
√
1
2K2
} where η1 is from Theorem 1.6, and η and K2 are
from the second part of Theorem 1.5 for the choice δ = 1. We know (by Theorem
1.6) that for all U ⊂⊂ B1, our sequence {un} is uniformly bounded in W
2,1(U), so
by the Sobolev embedding theorem there exists some u ∈ W 1,2loc (B1) such that (up to
a subsequence) un ⇀ u weakly in W
1,2(B2/3). We also know that {∇un} is uniformly
bounded in W 1,1(B2/3), so by Lemma A.6 (with ∇un = Vn) if we have
lim
r↓0
lim sup
n→∞
‖∇un‖L2(Br(x)) = 0 (19)
for all x ∈ B2/3, then
∇un →∇u
strongly in L2loc(B2/3) which would prove the theorem. Therefore, it remains to prove
(19).
Now pick x0 ∈ B2/3 and R ∈ (0, 1/2] small enough such that BR(x0) ⊂ B2/3. Applying
the second part of Theorem 1.5 to the rescaled scenario from Section 2.2 (for each n)
yields (for r ∈ (0, 1])
‖∇uˆn‖
2
L2(Br)
≤ K2‖Ωˆn‖
2
L2(B1)
‖∇uˆn‖
2
L2(B1)
+ 2r2‖∇uˆn‖
2
L2(B1)
+K2‖fˆn‖L1(B1)‖fˆn‖L lnL(B1)
and reversing the scaling leaves us with
‖∇un‖
2
L2(BrR(x0))
≤ K2‖Ωn‖
2
L2(BR(x0))
‖∇un‖
2
L2(BR(x0))
+ 2r2‖∇un‖
2
L2(BR(x0))
+K2‖fn‖L1(BR(x0))‖fn‖L lnL(BR(x0))
≤
1
2
‖∇un‖
2
L2(BR(x0))
+ C
(
r2‖∇un‖
2
L2(BR(x0))
+
[
ln
(
1
R
)]−1
‖fn‖
2
L lnL(BR(x0))
)
using Lemma 2.1.
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Now, using that {un} is uniformly bounded in W
2,1(B2/3) and the hypotheses of the
theorem, we have
‖∇un‖
2
L2(BrR(x0))
≤ 1/2‖∇un‖
2
L2(BR(x0))
+ C
(
r2 +
[
ln
(
1
R
)]−1)
Hence
lim
R↓0
lim
r↓0
lim sup
n→∞
‖∇un‖
2
L2(BrR(x0))
≤ 1/2 lim
R↓0
lim
r↓0
lim sup
n→∞
‖∇un‖
2
L2(BR(x0))
and we have shown that
lim
r↓0
lim sup
n→∞
‖∇un‖L2(Br(x0)) = 0
which proves the theorem.
6 Proof of the compact embedding L lnL →֒ H−1,
Corollary 1.4
In this section we use H1 − BMO duality (Appendix A.2 and [5]), the compactness
result Theorem 1.2 and the continuous embedding W 1,2(R2) →֒ BMO(R2) (Appendix
A.3) to prove the compactness of the embedding L lnL(B1) →֒ H
−1(B1).
First we check that the embedding L lnL →֒ H−1 exists and is continuous. We will
realise f ∈ L lnL(B1) as a bounded linear functional on W
1,2
0 (B1).
Recall from Appendix A.3 that if f ∈ L lnL(B1) then f−f¯ ∈ H
1(R2) and ‖f−f¯‖H1(R2) ≤
C‖f‖L lnL(B1). For φ ∈ W
1,2
0 (B1) we extend it by zero and calculate∫
B1
fφ =
∫
(f − f¯)φ+
∫
f¯φ
≤ C‖f − f¯‖H1(Rm)‖φ‖BMO(R2) +
1
π
‖f‖L1(B1)‖φ‖L1(B1)
≤ C‖f‖L lnL(B1)‖φ‖W 1,20 (B1)
Thus f ∈ H−1(B1) and ‖f‖H−1(B1) ≤ C‖f‖L lnL(B1).
Now consider a sequence {fn} ⊂ L lnL(B1) such that ‖fn‖L lnL(B1) ≤ Λ < ∞. We can
extend each fn to be zero outside B1 and consider the sequence of solutions {un} ⊂
W 1,20 (B2) weakly solving
−∆un = fn on B2.
By the compactness of Theorem 1.2 we can conclude that there exists some u ∈ W 1,2(B2)
such that (up to a subsequence) un → u strongly in W
1,2(B1).
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Writing f = −∆u (which can clearly be viewed as an element of H−1(B1)) we see that
‖fn − f‖H−1(B1) = sup
φ∈W 1,20 (B1) ‖φ‖W1,2
0
(B1)=1
∫
(fn − f)φ
= sup
φ∈W 1,20 (B1) ‖φ‖W1,2
0
(B1)=1
∫
(∇un −∇u).∇φ
≤ ‖∇un −∇u‖L2(B1) → 0
as n→∞.
7 Proof of the optimal regularity, Theorem 1.1
The proof will proceed broadly in two steps. First, we will use a type of ‘geometric
bootstrapping’ to show that solutions u have almost the optimal regularity claimed.
Lemma 7.1. Suppose u ∈ W 1,2(B1,R
m) is a weak solution to
−∆u = Ω.∇u+ f
where Ω ∈ L2(B1, so(m)⊗ R
2) and f ∈ Lp for some p ∈ (1, 2). Then u ∈ W 2,γloc (B1) for
all γ ∈ [1, p).
Once we have got this far, we can quantify theW 2,γ regularity via the following estimate.
Lemma 7.2. Let p ∈ (1, 2) and suppose γ ∈ (p+1
2
, p) and u ∈ W 2,γ(B1,R
m) solves
−∆u = Ω.∇u+ f
where Ω ∈ L2(B1, so(m) ⊗ R
2) and f ∈ Lp. Then there exists η3 = η3(p,m) > 0 and
C = C(p,m) <∞ such that if ‖Ω‖L2(B1) ≤ η3 then
‖u‖W 2,γ(B1/2) ≤ C(‖f‖Lp(B1) + ‖u‖L1(B1)). (20)
Let us assume these two lemmata for the moment and see how Theorem 1.1 follows.
First, Lemma 7.1 directly applies, and we deduce W 2,γloc (B1) regularity for γ ∈ [1, p). If
we assume that ‖Ω‖L2(B1) ≤ η3, then (20) of Lemma 7.2 holds for γ ∈ (
p+1
2
, p) (strictly
speaking we should make a small rescaling so that we can assume that u ∈ W 2,γ(B1)
for γ ∈ [1, p)) and by taking the limit γ ր p, we deduce that
‖u‖W 2,p(B1/2) ≤ C(‖f‖Lp(B1) + ‖u‖L1(B1)).
By an appropriate covering argument, working on balls small enough so that ‖Ω‖L2 ≤ η3,
we deduce the regularity claimed in the theorem, and the claimed estimate (3).
It remains therefore to prove Lemmata 7.1 and 7.2. We will need, in turn, an additional
lemma, which expresses the decay of energy of solutions u.
Lemma 7.3. Under the hypotheses of Lemma 7.1, set α = 2(1 − 1/p) ∈ (0, 1). Then
there exists η4 > 0 depending on p and m such that if ‖Ω‖L2(B1) ≤ η4 then
sup
x0∈B1/2,r∈(0,1/2)
r−2α‖∇u‖2L2(Br) <∞,
and in particular, so that
sup
x0∈B1/2,r∈(0,1/2)
r−α‖Ω.∇u‖L1(Br) <∞.
Proof. (Lemma 7.3.) For reasons that will become apparent, choose δ ∈ (0, 1] sufficiently
small so that
λ :=
(1 + 2δ)
4
< 2−4(1−1/p) =: Λ ∈
(
1
4
, 1
)
(21)
We can now choose η4 := min{η,
√
δ
4K2
}, where η is from the second part of Theorem
1.5, depending on the δ we have just chosen and therefore on p (as well as m) and where
K2 is also from the second part of Theorem 1.5. Now take an arbitrary point x0 ∈ B1/2
and any R ∈ (0, 1/2). Estimate (7) in the case that r = 1
2
, applied to the rescaled
quantities defined in Section 2.2 yields
‖∇uˆ‖2L2(B1/2) ≤
(1 + δ)
4
‖∇uˆ‖2L2(B1) +K2
(
‖Ωˆ‖2L2(B1)‖∇uˆ‖
2
L2(B1)
+ ‖fˆ‖L1(B1)‖fˆ‖L lnL(B1)
)
≤ λ‖∇uˆ‖2L2(B1) + C‖fˆ‖
2
Lp(B1)
.
Reversing the scaling, using Section 2.2, we find that
‖∇u‖2L2(BR/2(x0)) ≤ λ‖∇u‖
2
L2(BR(x0))
+ CR4(1−1/p)‖f‖2Lp(BR(x0))
≤ λ‖∇u‖2L2(BR(x0)) + [C‖f‖
2
Lp(B1)
]R4(1−1/p).
Now applying what we have proved for R = 2−k, with k ∈ {1, 2 . . .} and using the
abbreviation ak := ‖∇u‖
2
L2(B
2−k
(x0))
, we find that
ak+1 ≤ λak +K32
−4(1−1/p)k
= λak +K3Λ
k
where K3 is independent of x0. This recursion relation can be solved to yield
ak+1 ≤ λ
ka1 +K3Λ
(Λk − λk)
Λ− λ
,
and by (21), this simplifies to
‖∇u‖2L2(B
2−k
(x0))
=: ak ≤ CΛ
k.
Thus, for r ∈ (0, 1/2] we have
‖∇u‖2L2(Br(x0)) ≤ Cr
4(1−1/p),
and hence the lemma is proved.
15
Proof. (Lemma 7.1.) Our goal is to prove W 2,γ regularity, for all γ ∈ [1, p). By applying
Calderon-Zygmund theory directly to the equation (2), this will follow if we can show
that Ω.∇u ∈ Ls for all s ∈ [1, p).
By the nature of what we are trying to prove, we may also assume that ‖Ω‖L2(B1) ≤ η4,
where η4 is from Lemma 7.3. If this is not true, would could apply the result, after
rescaling, on appropriate small balls where it is true.
By Lemma 7.3, and the first part of Lemma A.3 with h chosen to be Ω.∇u, we can
deduce that for any q ∈ (1, 2−α
1−α
) = (1, 2
2−p
), we have
I1h ∈ L
q(B1/4),
and in particular, this implies that u ∈ W 1,q(B1/4) for some q > 2. If we apply the same
result over appropriate smaller balls, we have in fact that u ∈ W 1,qloc (B1) for some q > 2.
At that point, we know that Ω.∇u ∈ Lsloc(B1) with s =
2q
2+q
∈ (1, 2
3−p
) ⊂ (1, p).
We will now show that from here it is possible to carry out a geometric bootstrap-
ping argument by using the second part of Lemma A.3. As an aside, we note that a
bootstrapping argument using only classical Calderon-Zygmund methods does not work.
The bootstrapping claim is that
Ω.∇u ∈ Lsloc(B1) with s ∈ (1, p) =⇒ Ω.∇u ∈ L
s( 2
2+s−p
)
loc (B1). (22)
This is true because whenever we know that Ω.∇u ∈ Lsloc(B1) with s ∈ (1, p), then we
can deduce from Lemma 7.3, and the second part of Lemma A.3 with h chosen to be
Ω.∇u, that
I1h ∈ L
s 2−α
1−α (B1/4),
and recalling that 2−α
1−α
= 2
2−p
, this is enough to establish this time that u ∈ W 1,
2s
2−p (B1/4)
and hence Ω.∇u ∈ Ls(
2
2+s−p
)(B1/4). Again, by a simple covering argument, we deduce
that Ω.∇u ∈ L
s( 2
2+s−p
)
loc (B1) as desired.
By iterating the bootstrapping claim (22), we find that Ω.∇u ∈ Lsloc(B1) for all s ∈ [1, p),
and the proof is complete.
It remains to prove Lemma 7.2.
Proof. (Lemma 7.2.) We begin by applying the Calderon-Zygmund estimate from
Lemma A.1, giving some C independent of γ such that
‖u‖W 2,γ(B1/2) ≤
C
γ − 1
(‖∆u‖Lγ(B2/3) + ‖u‖Lγ(B2/3)),
valid for γ ∈ (1, 2] and u ∈ W 2,γ(B1).
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For the specific u of the lemma, and γ ∈ (1+p
2
, p), we may then compute (also using the
inequalities of Sobolev and Ho¨lder, and Lemma A.2)
‖u‖W 2,γ(B1/2) ≤ C(‖Ω.∇u‖Lγ(B2/3) + ‖f‖Lγ(B2/3) + ‖u‖L2(B2/3))
≤ C(‖Ω.∇u‖Lγ(B2/3) + ‖f‖Lγ(B2/3) + ‖u‖W 1,1(B2/3))
≤ C(‖Ω‖L2(B1)‖∇u‖
L
2γ
2−γ (B1)
+ ‖f‖Lγ(B1) + ‖u‖L1(B1)). (23)
where C depends only on p and m. Now consider any v ∈ W 2,t(B1/2) for t ∈ [1, 2). We
can find a t-independent extension operator Ex : W 2,t(B1/2)→W
2,t(R2) whose images
have compact support in B1, so that there exists some C <∞ independent of t ∈ [1, 2)
such that (denoting Ex(v) = v˜)
‖v˜‖W 2,t(R2) ≤ C‖v‖W 2,t(B1/2) (24)
with v = v˜ in B1/2. (See for instance [6, Theorem 7.25].)
From here we apply the standard Sobolev embedding for ∇v˜ ∈ W 1,t →֒ L
2t
2−t to obtain
(see [6, Theorem 7.10])
‖∇v˜‖
L
2t
2−t
≤
t
2− t
‖∇2v˜‖Lt .
This, coupled with (24) gives us
‖∇v‖
L
2t
2−t (B1/2)
≤
C
2− t
‖v‖W 2,t(B1/2) (25)
for all v ∈ W 2,t(B1/2), t ∈ [1, 2) and where C is independent of t.
Using (23) and (25) we have that there exists some C <∞ depending only on p and m
such that
‖∇u‖
L
2γ
2−γ (B1/2)
≤ C(‖Ω‖L2(B1)‖∇u‖
L
2γ
2−γ (B1)
+ ‖f‖Lγ(B1) + ‖u‖L1(B1)) (26)
for all γ ∈ (1+p
2
, p).
We now choose BR(x0) ⊂ B1; using the scaling of Section 2.2, the estimate (26) yields
‖∇uˆ‖
L
2γ
2−γ (B1/2)
≤ C(‖Ωˆ‖L2(B1)‖∇uˆ‖
L
2γ
2−γ (B1)
+ ‖fˆ‖Lγ(B1) + ‖uˆ‖L1(B1))
which translates (using R ≤ 1 and Section 2.2) to
‖∇u‖
L
2γ
2−γ (BR/2(x0))
≤ C(‖Ω‖L2(BR(x0))‖∇u‖
L
2γ
2−γ (BR(x0))
+R−3(‖f‖Lγ(BR(x0))+‖u‖L1(BR(x0)))).
Now let β = 2γ
2−γ
and raise this inequality to the power β to obtain (noticing β < 2p
2−p
)
‖∇u‖β
Lβ(BR/2(x0))
≤ K‖Ω‖βL2(BR(x0))‖∇u‖
β
Lβ(BR(x0))
+ R−
6p
2−pK
(
‖f‖Lγ(BR(x0)) + ‖u‖L1(BR(x0)))
)β
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for some specific K <∞ depending only on p and m.
We now wish to apply Lemma A.7: We are able to choose η3 =
(
ǫ0
K
) 1
β where ǫ0 is that of
Lemma A.7 corresponding to the choice k = 6p
2−p
. Let Γ = K
(
‖f‖Lγ(B1) + ‖u‖L1(B1))
)β
.
The above estimate holds in particular for any BR(x0) such that B2R(x0) ⊂ B1, so we
have
‖∇u‖β
Lβ(BR/2(x0))
≤ ǫ0‖∇u‖
β
Lβ(BR(x0))
+R−
6p
2−pΓ.
Hence a direct application of Lemma A.7 gives us
‖∇u‖
L
2γ
2−γ (B1/2)
≤ C(‖f‖Lp(B1) + ‖u‖L1(B1)).
Therefore a simple covering argument yields that there is a C = C(p,m) <∞ such that
‖∇u‖
L
2γ
2−γ (B2/3)
≤ C(‖f‖Lp(B1) + ‖u‖L1(B1)).
and from here another application of Lemmata A.1 and A.2 tells us that there is a
C = C(p,m) <∞ such that
‖u‖W 2,γ(B1/2) ≤ C(‖f‖Lp(B1) + ‖u‖L1(B1)).
8 L lnL cannot be replaced by h1
Here we present a counterexample to the compactness Theorem 1.2 when we allow
fn ∈ h
1(B1). Our example will have Ωn ≡ 0 for all n and un : B1 → S
2 will be a
sequence of harmonic maps with bounded energy that undergoes bubbling.
Let π : R2 → S2 be the (inverse of) stereographic projection and take un(x, y) =
π(nx, ny). Since un is harmonic for all n we know it solves (see [8])
−∆un = ∇
⊥Bn.∇un
where ∇⊥(Bn)
i
j = (un)
i∇(un)
j − (un)
j∇(un)
i, therefore ‖∇⊥Bn‖L2(R2) ≤ C‖∇un‖L2(R2).
Letting fn = ∇
⊥Bn.∇un we have
‖fn‖H1(R2) ≤ C‖∇un‖
2
L2(R2) ≤ C‖∇π‖
2
L2(R2) = Λ <∞.
This tells us two things: first that ‖fn‖h1(B1) ≤ Λ <∞ and second that ‖un‖W 1,2(B1) ≤
Λ <∞. At this point we have all the hypotheses of the theorem (except that we allow
fn ∈ h
1), but it is easy to see that there can be no subsequence converging locally
strongly in W 1,2 because this sequence forms a bubble at the origin.
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A Background and supporting results
A.1 Singular Integrals
We recall here the basics of Calderon-Zygmund theory on the unit ball B1 ⊂ R
2, follow-
ing [6]. Define the Newtonian potential operator N on functions f ∈ L1(B1) (implicitly
extended to be zero to R2\B1) by
N [f ](x) := (Γ ∗ f)(x) =
∫
Γ(x− y)f(y) dy
where Γ(x) = 1
2π
ln |x|. If f ∈ C∞c then ∆N [f ] = f . Writing w = N [f ] we have
1. N : Lp(B1)→ L
p(B1) is a bounded operator for all 1 ≤ p ≤ ∞.
2. ∇w = ∇N [f ] = (∇Γ) ∗ f . We will frequently view ∇N as an operator in its own
right. It is easy to see that |∇N [f ]| ≤ 1
2π
I1[|f |] where I1 is the standard notation for
this Riesz potential (defined by convolution with 1
|x|
) and I1 : L
p(B1)→ L
2p
2−p (B1)
is a bounded operator for all 1 < p < 2.
3. (Calderon-Zygmund) Let f ∈ Lp(B1), 1 < p < ∞ and w = N [f ]. Then ∇
2w =
∇2N [f ] = (∇2Γ) ∗ f and (as above we see ∇2N as an operator) ∇2N : Lp(B1)→
Lp(B1) is bounded for p in this range. More explicitly we have w ∈ W
2,p(B1),
∆w = f almost everywhere, and
‖∇2w‖Lp(B1) ≤ C(p)‖f‖Lp(B1). (27)
In fact, revisiting a second time the proof of the Calderon-Zygmund estimates (e.g. [6,
§9.4], but interpolating between q = 1 and r = 3) we find that the dependency of C in
(27) can be weakened, and one can prove:
Lemma A.1. Let γ ∈ (1, 2] and suppose u ∈ W 2,γ(B1). Then there exists some C <∞
independent of γ such that
‖u‖W 2,γ(B1/2) ≤
C
γ − 1
(‖∆u‖Lγ(B2/3) + ‖u‖Lγ(B2/3))
Of course, even in the L1 case, we have sub-optimal estimates such as:
Lemma A.2. If u ∈ L1(B1) is a weak solution to
−∆u = f ∈ L1(B1),
then u ∈ W 1,1(B2/3) and there exists C <∞ such that
‖∇u‖L1(B2/3) ≤ C(‖f‖L1(B1) + ‖u‖L1(B1)).
19
We now present a theorem of Adams giving improved estimates on the Riesz potential
I1 if, in addition we have a decay estimate on our function. Given h ∈ L
1(B1,R
m) define
a new function I1h to be the convolution of |h|, extended to be zero on R
2\B1, with
|x|−1, i.e.
I1h(x) =
∫
B1
|h(y)|
|x− y|
dy.
Lemma A.3. (Adams [1, Propositions 3.1 and 3.2].) Suppose h ∈ L1(B1) and
sup
x∈B1/2,r∈(0,1/2)
r−α
∫
Br(x)
|h| <∞,
for some α ∈ (0, 1). Then
1. I1h ∈ L
q(B1/4) for any q ∈ [1,
2−α
1−α
);
2. if in addition h ∈ Lsloc(B1) for s ∈ (1,
2
2−α
), then I1h ∈ L
s( 2−α1−α)(B1/4).
A.2 Hardy Spaces
Pick φ ∈ C∞c (B1) such that
∫
φ = 1 and let φt(x) = t
−2φ(x
t
). For a distribution f we
say f lies in the Hardy space H1(R2) if f∗ ∈ L
1(R2) where
f∗(x) = sup
t>0
|(φt ∗ f)(x)|
with norm ‖f‖H1(R2) = ‖f∗‖L1(R2). Clearly we have the continuous embedding H
1(R2) →֒
L1(R2). The dual space of H1(R2) is BMO(R2) where BMO := {g ∈ L1loc(R
2) :
supB⊂R2
1
|B|
∫
B
|g − g¯| <∞} (see [5]).
Related to H1 is the so-called local Hardy space h1 defined to be those functions for
which
f∗˜(x) = sup
0<t<1
|(φt ∗ f)(x)| ∈ L
1(R2)
with corresponding norm. Again we clearly have the continuous embedding h1(R2) →֒
L1(R2). For a function f defined in B1 we say that f ∈ h
1(B1) if
f∗ˆ(x) = sup
0<t<1−|x|
|(φt ∗ f)(x)| ∈ L
1(B1).
By [14, Theorem 1.92] we know that f ∈ h1(B1) if and only if for any ϕ ∈ C
∞
c (B1) with∫
ϕ 6= 0 there is a constant λ such that ϕ(f − λ) ∈ H1(R2), with
‖ϕ(f − λ)‖H1(R2) ≤ C‖f‖h1(B1),
where C = C(ϕ) and λ is chosen such that
∫
ϕ(f − λ) = 0.
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The Hardy spaces act as replacements to L1 in Calderon-Zygmund estimates. In par-
ticular for f ∈ H1(R2), writing w = N [f ], we have the estimate (see [8])
‖∇2w‖L1(R2) ≤ C‖f‖H1(R2), (28)
and if f ∈ h1(R2) then ∇2w ∈ L1loc(R
2) with
‖∇2w‖L1(B1) ≤ C‖f‖h1(R2).
Moreover f ∈ h1(B1) implies ∇
2w ∈ L1loc(B1). The final two assertions follow from (28),
[14, Theorem 1.92] and standard elliptic estimates.
A.3 Lorentz Spaces and L lnL
For measurable f define, for s ≥ 0, the distribution function λ(s) = |{x : |f |(x) > s}|.
Assuming lims→∞ λ(s) = 0, define the nonincreasing rearrangement f
∗ : (0,∞)→ [0,∞)
by
f ∗(t) := inf{s ≥ 0 : λ(s) ≤ t}.
Here we consider the spaces defined by:
1. L2,1 := {f :
∫
t−1/2f ∗(t) dt <∞}
2. L2,∞ := {f : supt>0 t
1/2f ∗(t) <∞}
3. L lnL := {f :
∫
f ∗(t) ln
(
2 + 1
t
)
dt <∞}
The quantities above are not norms, but the spaces are all Banach spaces whose norms
are equivalent to these quantities respectively. The spaces L2,1 and L2,∞ are two exam-
ples of Lorentz spaces, which can be thought of as perturbations of the usual Lp spaces.
For example the following are all continuous embeddings (see [17])
Lp(B1) →֒ L
2,1(B1) →֒ L
2(B1) = L
2,2(B1) →֒ L
2,∞(B1) →֒ L
q(B1)
for all q < 2 < p. The dual space of L2,1 is L2,∞ [9].
For the space L lnL we have the continuous embeddings
Lp(B1) →֒ L lnL(B1) →֒ L
1(B1)
for all p > 1. It is well known [16] that f ∈ L lnL if and only if its correspond-
ing maximal function is locally integrable, where the maximal function M0(f)(x) =
supt>0
1
|Bt(x)|
∫
Bt(x)
|f |. By extension of f by zero and comparison of the functions M0(f)
and f∗˜ we see that the following embedding is continuous
L lnL(B1) →֒ h
1(R2).
In fact, if f ∈ L lnL(B1) then f − f¯ ∈ H
1(R2) with ‖f − f¯‖H1(R2) ≤ C‖f‖h1(R2) ≤
C‖f‖L lnL(B1), where
f − f¯ :=
{
f − 1
|B1|
∫
B1
f in B1;
0 in R2\B1.
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A.4 Embeddings and Estimates
Listed below are some important miscellaneous results involving Sobolev spaces and the
spaces mentioned above.
1. The embedding W 1,1(R2) →֒ L2,1(R2) is continuous [8].
2. Given u, v ∈ W 1,2(R2) then ∇u.∇⊥v ∈ H1(R2) with
‖∇u.∇⊥v‖H1(R2) ≤ C‖∇u‖L2(R2)‖∇v‖L2(R2). (See [2].)
3. By 1. and the estimates from Appendices A.1 and A.2 on the Newtonian potential
we have that the operators ∇N : h1(R2)→ L2,1loc(R
2) and ∇N : H1(R2)→ L2,1loc(R
2)
are bounded.
4. ∇N : L1(B1) → L
2,∞(B1) is a bounded operator; this follows by standard esti-
mates on convolutions and the fact that ∇Γ ∈ L2,∞.
5. The embedding W 1,2(R2) →֒ BMO(R2) is continuous.
A.5 Riviere’s gauge
The key result from Rivie`re’s work that we will need is the existence of the following
perturbation of Coulomb’s gauge.
Lemma A.4 (Rivie`re). Suppose Ω ∈ L2(B1, so(m)⊗R
2). Then there exists ǫ = ǫ(m) >
0 such that if ‖Ω‖L2(B1) ≤ ǫ we can find A ∈ W
1,2(B1, GLm(R)) ∩ L
∞(B1, GLm(R)),
B ∈ W 1,2(B1, glm(R)) and C = C(m) <∞ where
∇A−AΩ = ∇⊥B
and
‖∇A‖L2(B1) + ‖∇B‖L2(B1) + ‖dist(A, SO(m)‖L∞(B1) ≤ C‖Ω‖L2(B1).
A.6 Weak Convergence of Measures and Functions of Bounded
Variation
We consider the space of functions of bounded variationBV (B) for any ballB ⊂ R2. BV
is defined by BV (B) = {V ∈ L1(B) :
∫
B
|∇V | := supφ∈C10 (B,R2) ‖φ‖L∞≤1
∫
B
V divφ <∞}.
In other words it is the space of functions whose distributional derivatives are signed
Radon measures with finite total mass. This is a Banach space with norm ‖V ‖BV (B) =
‖V ‖L1(B) +
∫
B
|∇V |. It is easy to see that we have the continuous embedding W 1,1 →֒
BV , moreover we have the continuous embedding BV (B) →֒ L2(B) and the compact
embeddings BV (B) →֒ Lp(B) for any p < 2 (see for instance [17]).
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We also use the standard weak-∗ compactness available in the space of signed Radon
measures with finite total mass, denoted M .
The proof of the next lemma is essentially taken from [3, Theorem 9] and is similar to
that stated in [10]. For an integrable function k we implicitly view it as both a function
and a measure, i.e. k = k dx.
Lemma A.5. Suppose {Vn} ⊂ BV (B) is a bounded sequence and B ⊂ R
2 is an open
ball. Then there exist at most countable {xj} ⊂ B and {aj > 0} (where
∑
j aj < ∞)
and V ∈ BV (B) such that (up to a subsequence)
V 2n ⇀ V
2 +
∑
j
ajδxj
weakly in M(B).
Proof. Since {Vn} ⊂ BV (B) is a bounded sequence, there exists V ∈ L
2 such that (up
to a subsequence) Vn → V strongly in L
p for all p < 2 and Vn ⇀ V weakly in L
2. Also
{∇Vn} ⊂ M(B) is bounded so (again up to a subsequence) ∇Vn ⇀ λ (a vector-valued
measure)∈ M(B). In particular, for all φ ∈ C1c (B,R
2)∫
φ. dλ = lim
n→∞
∫
φ.∇Vn dx
= − lim
n→∞
∫
div(φ)Vn dx
= −
∫
div(φ)V dx.
In other words V ∈ BV (B) and ∇V = λ.
Now set gn := Vn − V . Note that |∇gn| ∈ M(B) is bounded so for a subsequence
|∇gn|⇀ µ ∈ M(B) where µ is non-negative. Similarly (up to a subsequence) g
2
n ⇀ ν ∈
M(B) where ν is also non-negative. We have that for all φ ∈ C1c (B), φgn ∈ BV (B) and
by the continuous embedding BV (B) →֒ L2(B) we have
(∫
(φgn)
2 dx
)1/2
≤ C
∫
|∇(φgn)| dx
and since gn → 0 in L
1, taking limits gives(∫
φ2 dν
)1/2
≤ C
∫
|φ| dµ.
Taking φ to be an approximation to the characteristic function on Br(x) ⊂ B we get
ν(Br(x)) ≤ C(µ(Br(x)))
2
for all Br(x) ⊂ B, and in particular ν ≪ µ.
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By standard results for differentiation of measures (see e.g. [4, §1.6 Theorem 2]), for
any Borel set E ⊂ B
ν(E) =
∫
E
Dµν dµ
where Dµν = limr↓0
ν(Br(x))
µ(Br(x))
is a µ-integrable function (this limit exists µ-almost every-
where).
Since µ is a finite, positive Radon measure, there are at most countable points {xj} such
that µ({xj}) > 0, and if µ({x}) = 0 then
Dµν(x) = lim
r↓0
ν(Br(x))
µ(Br(x))
≤ C lim
r↓0
µ(Br(x)) = 0.
Letting X := ∪j{xj} we have Dµν = 0 µ-almost everywhere on B\X . Hence Dµν is a
simple function, therefore for Borel E ⊂ B
ν(E) =
∫
E
Dµν dµ =
∑
{j:xj∈E}
Dµν(xj)µ({xj}).
Setting aj := Dµν(xj)µ({xj}) we have ν =
∑
j ajδxj . Now, for φ ∈ C
0
c (B)∑
j
ajφ(xj) = lim
n→∞
∫
g2nφ dx
= lim
n→∞
∫
(Vn − V )
2φ dx
= lim
n→∞
(∫
(V 2n − V
2)φ dx+ 2
∫
V (V − Vn)φ dx
)
where the last term vanishes in the limit since Vn ⇀ V weakly in L
2.
Lemma A.6 (Corollary of Lemma A.5). Suppose {Vn} is as in Lemma A.5. If
lim
r↓0
lim sup
n→∞
‖Vn‖L2(Br(x)) = 0
for all x ∈ B, then
Vn → V
strongly in L2loc(B) (same V as in Lemma A.5).
Proof. First we apply Lemma A.5 and viewing |Vn|
2dx as a sequence inM(B) we notice
that the condition limr↓0 lim supn→∞ ‖Vn‖L2(Br(x)) = 0 simply says that V
2
n ⇀ V
2 weakly
in M(B). Therefore, given any open ball Br(x) ⊂⊂ B we can apply standard results
for Radon measures ([4, §1.9 Theorem 1]) to conclude that (since
∫
∂Br(x)
|V |2dx = 0)
‖Vn‖L2(Br(x)) → ‖V ‖L2(Br(x)) for all Br(x) ⊂⊂ B. Hence∫
Br(x)
(V − Vn)
2 dx =
∫
Br(x)
(V 2n − V
2)dx+ 2
∫
Br(x)
V (V − Vn) dx
→ 0 as n→∞
since Vn ⇀ V weakly in L
2. Therefore Vn → V strongly in L
2
loc(B).
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A.7 Absorption lemma
Special cases of the following lemma are widely used in regularity theory.
Lemma A.7. (Leon Simon [15, §2.8, Lemma 2].) Let Bρ(y) ⊂ R
2 be any ball, k ∈ R,
Γ > 0, and let ϕ be any [0,∞)-valued convex subadditive function on the collection of
convex subsets of Bρ(y); thus ϕ(A) ≤
∑N
j=1 ϕ(Aj) whenever A,A1, A2, ...., AN are convex
subsets of Bρ(y) with A ⊂
⋃N
j=1Aj. There is ǫ0 = ǫ0(k) such that if
σkϕ(Bσ/2(z)) ≤ ǫ0σ
kϕ(Bσ(z)) + Γ
whenever B2σ(z) ⊂ Bρ(y), then there exists some C = C(k) <∞ such that
ρkϕ(Bρ/2(y)) ≤ CΓ.
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