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INTRODUCTION 
It is assumed that you have been introduced to the ideas of 
parametric descriptions of statistical data (e.g., mean, standard 
deviation, etc.) in the context of physical measurements. These con-
cepts must be broadened and generalized in their interpretations when 
used in the context of biological data. It is the purpose of this 
module to introduce appropriate biological examples and employ them to 
generate and illustrate these broader notions of statistical analysis. 
Of particular interest will be questions such as: "What is it that the 
mean value of a data set seeks to represent when there is no Itrue value ' 
underlying the measurements?" "What are the consequences of not being 
able to reduce data lerrors l (sic; better 'variability') by more careful 
measuring technique?" 
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EXPLORATIONS IN THINKING 
A state fish and game commission wants to study the habits of a 
fish species which they are trying (unsuccessfully) to introduce into 
a river. Being bureaucratic they attack the problem in grand style by 
operating sampling/observation posts at every mile for ten miles up and 
ten miles down stream from where the fish crop is introduced in the 
spring of every year. But for the same reason, they seem only to amass 
population data from each station over the course of each season, without 
knowing what to make of it. Can you suggest ways of looking at their 
data in which some focus of attention is brought to the fore in terms 
of which they might characterize the fishes' fate? 
Do you remember reading about Linus Pauling's assertion that massive 
vitamin C dosing would reduce the incidence of and shorten the duration of 
the common cold? Many people were inclined to try this treatment, chiefly 
due to Pauling's prestige. How could you check his assertion drawing upon 
yourself as a test subject? 
An (apochrypha1) story of an anxious thirteen year old with one eye 
on the bathroom scale and the other on the height marks he has made on the 
wall of his room tells of his examining with rising horror a table of IIheights 
of males in the U.S. II versus age which he uncovered in his mother's old 
public health textbook. IIBut Mom, it says here 151 centimeters at age 13, 
and I've checked again, I'm only 147!1I What can the mother say? 
A beleaguered graduate student conceives of the "crucial experiment II 
to cap her five year thesis project. However, it requires working with 
ten rats from the same litter using a species known to have an average of 
only five. Is there any hope that this poor soul will see that litter in 
her lifetime? 
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In each case above you have an instance in which one's path to 
a solution of the problem at hand lies through a thicket of data. In 
each case one must find some landmarks which mark the way progressively 
toward the goal. Once discovered, the correct path can be described in 
terms of these land marks so that you or others can recognize what it is 
you've found. It is the purpose of this module to pursue this allegory. 
The fish and game commission data would benefit from primary data 
reduction, which means summation and characterization of certain features 
of interest from the data. One might evaluate the mean (or center) of the 
population and follow its possible movement with time. One might evaluate 
the variance (or spread) of the population to follow its dissemination and 
average density with time. The vitamin C treatment could be evaluated by 
calculating the average cold length for each of dosed and non-dosed seasons 
and comparing their difference in relation to the confidence intervals of 
each. The worried adolescent can be counselled in the light of the known 
data variability. The prospects for a suitable rat litter can be evaluated 
by suitable inference from known characteristics of the observed litter size 
distribution. All, except the last of these, is the venue of descriptive 
statistics. 
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EXPLORATIONS IN DOING 
1. Below is a table reporting the birth dates, diagnosis dates (for 
serious heart disease), and number of survival days subsequent to 
diagnosis for heart patients in a study of heart transplant patients. 
See Table 1. (B. William Brown, Jr., M. Hollander, and R. M. Kowar, 
1974. Reliability and Biometry, F. Proschan and R. J. Serfling (Eds.) 
JIAM, Philadelphia, 327-354). Make a histogram which shows the dis-
tribution of life spans of these heart disease victims. 
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Non-transplant Patients 
Survival Time 
Birth Date Sex Diagnosis Date (da~s) 
5-20-28 M 9-13-67 5 
1-10-37 M 11-15-67 49 
3-02-16 M 1-02-68 5 
7-28-47 M 5-10-68 17 
11-08-13 M 6-13-68 2 
3-27-23 M 8-01-68 39 
6-11-21 F 8-09-68 84 
7-09-15 M 9-17-68 7 
12-04-14 M 9-27-68 0 
6-29-48 M 10-28-68 35 
10-04-09 M 11-18-68 36 
2-06-19 F 7-14-69 34 
10-04-14 M 8-23-69 15 
8-04-26 M 1-21-70 11 
3-13-34 M 8-21-70 2 
6-01-27 F 10-22-70 1 
5-02-28 M 11-30-70 39 
1-23-15 M 2-05-71 8 
1-24-30 M 4-25-71 101 
9-16-23 M 7 -02-71 2 
6-08-30 M 9-13-71 148 
5-12-19 M 12-04-71 
8-01-32 M 12-09-71 68 
1-02-19 M 3-20-72 31 
7-25-20 M 9-29-72 1 
8-27-31 M 10-06-72 20 
Table 1: 
Mortality report of (non-surviving) 
non-transplanted patients with serious heart disease. 
- 6 -
2. Recall that in making physical measurements, say of the length of 
an object, you are instructed to make repeated successive measure-
ments to form a data set. From this data set it is customary to 
calculate a "reported" length, and a confidence interval within 
which you have some assurance that the "true" length value lies. 
The II reported II length is normally evaluated as the mean value 
and the confidence interval is normally evaluated as the standard 
error. Do these same kinds of calculations using the data set in 
Table 1. by way of answering the questions: (1) What is the expected 
post-diagnosis survival time of these heart disease victims? (2) What 
is the average variability of this survival time among this sample 
population? 
Can you contrast the differences in nuance between the "meaning" 
of the mean value of the length data set as compared to the "meaning" 
of the mean value of the survival time data set? 
3. Table 2 is a table reporting the survival times of heart transplant 
patients. (Those marked with asterisks were still alive at the 
report date.) The source is the same as Table 1. 
Using the data sets of both Tables 1 and 2, make two separate but 
superimposed histograms showing the distribution of survival times 
for each of these two populations. Can you make any conjecture, 
from this juxtaposition, as to whether the heart transplants helped 
heart disease patients live longer? 
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Transplant Patients 
Survival Survival Surviva 1 Survival 
Sex Time #1 Time #2 Sex Time #1 Time #2 
M 0 15 M 0 44 
M 35 3 F 1 780* 
M 50 624 M 20 51 
M 11 46 M 35 710* 
F 25 127 M 82 663* 
F 16 61 M 31 253 
M 36 1350 M 40 147 
M 27 312 M 9 51 
M 19 24 M 66 479* 
M 17 10 M 20 322 
M 7 1024 M 77 442* 
M 11 39 M 2 65 
M 2 730 M 26 419"" 
M 82 136 M 32 362* 
M 24 1379* M 13 64 
M 70 1 M 56 228 
F 15 836 M 2 65 
M 16 60 M 9 264* 
M 50 1140* M 4 25 
M 22 1153* M 30 193* 
M 45 54 M 3 196* 
M 18 47 M 26 63 
M 4 0 M 4 12 
M 1 43 M 45 103* 
M 40 971* M 25 60* 
M 57 868* M 5 43* 
Table 2: 
Mortality and survival report of heart 
transplant patients. Tl = days from diagnosis 
to transplant; T2 = days from transplant to death (or 
to the report if * '5 marked, hence they we~ still surviving). 
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4. Calculate the total expected survival time and average variability 
of this for those heart transplant patients who eventually died before 
the report date. Do these values, compared with the corresponding 
ones for Table 1. data, present the same relationships as those with 
which you were impressed by examining the histograms in exercise 3? 
5. Suppose that during a 1I1atencyll period of a certain endemic disease, 
the chances for at least one case being reported per day are 50:50. 
(We say that the probability of at least one case per day is p = 1/2.) 
It is found by experience that a good way of anticipating the onset 
of an epidemic of this disease, is to recognize when this probability 
becomes lIappreciablyll higher for a period of a few weeks running. Thus 
weekly reports are formulated which give the number of IIdisease ll days 
(at least one new case reported) out of seven in that calendar week. 
You are to simulate what the distribution of such reported numbers 
(X = 0 days ~ 5 days; pretend for simplicity that each week has 
only five days!) looks like for many IInormal" (i.e. p = 1/2) weeks 
running by doing the following game. Take five coins, each with one 
head and one tail (I), and shake them simultaneous~. Since each has 
p = 1/2 of turning up heads, then the total number of heads in five 
resembles a typical "normal II week's report (i.e. during the latency 
period). 
Make a histogram of 100 such simulated weekly reports, showing the 
frequencies of occurrence of various "disease day" values which these 
reports might contain. Evaluate the expected (average) number and 
variability expected in this average value by using the data set which 
you thus generate. 
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6. Since the "tip-off" to an epidemic is the persistence of an 
elevated "disease day" probabil ity level (i .e. p > 1/2) for several 
weeks, we can afford, if we wish, to examine ten-day rather than 
five-day reports. Regroup the data which you've just generated for 
exercise 5 (or generate new, appropriate data by using ten coins) 
to show what a distribution of ten-day report values might look 
like. Evaluate the expected (average) value and the variability 
expected for this distribution and compare them with those obtained 
in exercise 5 for the five-day reports. Can you discern any advantage 
in using ten-day, as opposed to five-day, reports? For this purpose 
you might wish to make the report distributions "comparable" by 
"normalizing" ttHiii so tn.t the Min values of the nonnalized foms 
art actually equal to one another. 
Prerequi sites: 
1. Given a (data) set, evaluate the ordinary statistical parameters 
(mean, standard deviation, standard error). 
2. Given the representative parametric characteristics (mean, 
standard deviation, standard error) of a set of physical measure-
ments, state at least one interpretation or meaning of each of 
those parameters. 
3. Given a graph of discrete points, draw a reasonably smooth curve 
fitting those data points. 
Objectives: 
1. Given a (data) set, construct a meaningful histogram by using a 
suitable scheme for grouping those data. 
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2. Given a set of "biological" data, state reasonable interpreta-
tions for its statistical parameters (mean value, standard 
deviation, standard error). 
3. Employ the standardized normal distribution function, or integrated 
normal distribution function, to test the conformation of a given 
data distribution to that form. 
4. Given the task of collecting some data from a population, design 
a procedure for selecting a "random" sample of that population. 
5. Explain the notions of confidence interval and confidence levels 
and demonstrate their use within the context of a given data set. 
6. Explain the notion hypothesis testing and employ it to test a 
given null hypothesis within the context of a given data set. 
7. State the central limit theorem and explain its use employment 
in formulating the notion of standard error. 
References: 
1. Statistics: A Biomedical Introduction; Brown, B. W. and 
Hollander, M.; (John Wiley and Son, N.Y.; 1977) 
2. Mathematics, Statistics, and Systems for Health; Bailey, N.T.J.; 
(John Wiley and Son, N.Y.; 1977) 
3. Intermediate Physics for Medicine and Biology; Hobbie, R. K.; 
(John Wiley and Son, N.Y.; 1978) 
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INVENTION 
A. Data Reduction 
Recall the Exploration in Thinking exercise which describes the 
fish and game commission project. Several stations disposed along the 
river sampled the fish population at the end of each week. In Table 3 
are compiled a set of weekly reports, each consisting of fish sample 
numbers made on the last day of the week from each station involved in 
the survey, and the various reports spread over a period of fifty weeks 
from the date of release of the fish crop. These river observation stations 
are twenty-one in number, are equally spaced one mile apart from one another, 
and are disposed for ten miles symmetrically about the release point (mile 0). 
There is a plethora of information in Table 3; the question is "about 
what?". The ready answer "the fish population and movements" is inadequate; 
it is too vague an answer to too broad a question. A properly framed 
question will seek to summarize the data. To properly summarize you must 
first sense some order or pattern. Having thus reduced the sheer amount 
of data you may begin to do such useful things as making inter-report com-
parisons. 
In an effort to frame a proper question concerning how to summarize 
these data let us compare this situation with the more familiar task of 
measuring and reporting the results of an ordinary kind of physical quantity. 
Such a quantity is the position of an object, and so first suppose that these 
data were the result of trying to pinpoint the location of a single fish 
at various times. The numbers of Table 3 would then be the number of 
reported sightings (at each observation station) of that fish during the 
last day of the respective week. These are the familiar multiple observations 
which you always are urged to make. 
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Now each observation is a definite (location) value and all observa-
tions must be treated with equal respect. But since our purpose here is 
to measure the behavior of the fish, then we must respect rather than try 
to restrict the appearance of the fish over a wide range of positions. 
Whereas the physical scientific interpretation of the variability in data 
from the measurement of "true" location is a nuisance to be minimized by 
clever experimental design, the life science interpretation of the variability 
in data from the measurement of the "pattern" of locations of the fish is 
itself an item of prime interest. 
The single fish interpretation of the data of Table 3 was intended 
only to clearly illustrate intrinsic variability. Intrinsic variability 
is also true of a population of such fish, and thus is true of the Table 3 
data properly interpreted as the results of simultaneous sampling of that 
entire population. Notice that the stations count only a portion of the 
entire fish population. This compares to obtaining of only a finite 
number of observations of a given physical quantity. 
To summarize, we must admit to the existence of "intrinsic" variability 
in living systems; it is both a fact of life and an item of prime interest. 
And while many physical measurements attempt to establish the fixed values 
of a "true" system, the bulk of life science measurements attempt to 
establish the predictable patterns of an "ideal" system. Thus although 
interpretations of data variability may need modification, we can usefully 
draw upon your knowledge of error analysis from physics to illustrate the 
statistical analysis of life science data. 
GraphicaZ 
Representation 
First we draw upon a familiar technique of rendering a visual 
representation of the data from the given reported samples. Figure 
depicts a graph of the samples of the fish population drawn at the 
end of week fourteen. 
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Station ReEorting 5 9 14 20 23 31 36 40 
Mil e 10 
9 
8 
7 
6 
5 
4 
3 
2 
Release Station 
Mile -1 
-2 
-3 
-4 
-5 
-6 
-7 
-8 
-9 
-10 
0 0 0 4 2 1 3 1 
2 4 3 2 4 1 
0 0 2 2 4 3 4 2 
4 2 6 4 6 6 3 
6 8 5 6 4 3 7 5 
12 14 7 9 8 9 6 6 
15 11 9 12 7 9 11 7 
27 21 20 9 9 13 6 10 
36 24 21 13 10 11 13 13 
38 24 18 15 15 9 14 8 
38 33 26 17 20 15 15 10 
42 31 26 23 13 12 10 11 
30 25 30 20 18 14 17 12 
27 29 26 21 18 19 16 10 
20 25 17 16 18 18 17 17 
10 22 19 17 14 14 18 18 
5 17 16 15 12 17 16 10 
2 7 15 11 19 16 17 18 
1 4 8 12 20 13 13 10 
0 2 7 11 14 15 12 15 
1 0 5 12 13 13 15 16 
Table A3: 
Reported numbers of fish sampled at 21 stations, 
spaced at 1 mile intervals along a river. 
45 50 
3 
0 3 
3 2 
2 
4 2 
2 5 
3 7 
9 5 
9 7 
4 9 
7 6 
8 6 
9 11 
11 11 
10 16 
11 10 
15 9 
11 9 
11 9 
11 13 
10 9 
_ tit 
_ 
•• 
_ 
tit 
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_ 
_ 
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-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 23456 
+ Downstream Station Location (mil es) 
Figure A1: Graph of the reported (sample) populations 
of fish along the test river at the end of 
week 14. 
Upstream -+ 
Data 
Smoothing 
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It shows that, evidently, the fish are spread out all up and 
down the stream. Is there a pattern? The jagged character of this 
set of points makes recognition of a pattern problematic. It looks 
perhaps like there is a peak of some sort near the release station 
(mil eO) . 
To assist in the recognition of patterns, still 
another technique of error analysis can be employed. 
This is shown in Figure 2 and is called data smoothing. To justify this 
technique we must examine some assumptions it makes. 
First, the Figures and 2 are plotted as series of discrete points. 
These data are discrete samples of what is a continuous range of possible 
station locations. Next, it is possible to infer what might be reasonable 
sample values which would occur at these intermediate points by using the 
information available from the existing sampling reports. The continuous 
line on the graph in Figure 2 represents such a reasonable guess at the 
population distribution and its form and location are based upon two 
additional assumptions. One is that the underlying, "ideal" distribution 
which we wish to infer changes only gradually as location is varied. 
The other is that the fluctuations of the reported sample values from 
the ideal distribution are randomly distributed. 
The first of these last two assumptions requires a smooth curve be 
drawn. The second requires that it thread its way "equinanimously" 
through the midst of all the existing (scattered) data points. These 
are the basic tenets of data smoothing. 
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30 
25 
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 2 3 4 5 6 7 8 9 10 
-+- Downs tream Station Location (miles) 
Figure A2: "Data Smoothing" of week 23 report to 
deduce the pattern of the fish population 
as it probably exists at all locations. 
Upstream + 
SampZe 
Mean 
VaZue 
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In drawing a continuous curve we attempt to remove some of the 
arbitrariness of our choices in situating our sampling stations. But 
also, in drawing the curve smoothly, and threading through the midst of 
the data, we attempt to average out the sampling error associated with 
our observation of only a portion of the fish population. We thus seek 
to establish the pattern of the ideal population distribution. 
There are still other means to digest the abundant data and portray 
some of their characteristics. One of these with which you should be 
familiar is the evaluation of the mean value of the sample distribution. 
Let {Xi} (i = 1, 2, ... , 21) be the set {-l 0, -9, ... , +9, +1 O} of 
all locations reported in a given weekly study. Then the mean value X of 
each such sample of the fish population as reported in each study is given 
by 
X = Xlfl + X2f2 + ... + Xpfp 
f 1 +f 2 +f 3 + ... +f p (Al. ) 
where fi (i = 1, 2, ... , p) values are the frequencies 
of sightings at each point. 
and f l+f2+f3+ ..• +fp = n is the total number of fish reported 
in one weekly sample of the fish population. 
For the week #14 report we calculate 
x = ->-( l,-"O..L..)(~0..L..) _+--,(~9.L-;)(..,:;.:;.2.L.-) _+--,(,-,,-S.l-l)(..,;;;.2 .t-) _+ --,-,,--+ -->(_-1,-"O-,-)(~5-,-) 
o + 2 + 2 + + 5 
-436 
= :28T = -1.55 miles. 
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Thus the mean location of the fish reported in this sample of the 
fish population is about one and one-half miles downstream from where they 
were released fourteen weeks previously. If we repeat this evaluation for 
the week 23 report, we obtain. 
x = (10)(2)+(9)(3)+ ... +(-10)(13) = -2.46 miles 
2+3+ ... +13 
This indicates that the mean population value has apparently shifted more 
downstream. 
We first ask, "what does this mean?" From equation (AT) we can note 
that the mean value is larger (more positive) or smaller (more negative) 
according to whether the values of its numerator terms are larger (in an 
absolute sense) among the positive (Xi) terms (upstream stations) or the 
negative (Xi) terms (downstream stations). The absolute size (importance 
in the sum) of any term is larger in accord with the size of the sample 
population (f i ) reported there. Put more precisely, X represents the 
location of the sample population "center" in the sense that, if a rod 
scaled to the length of the graph of the sample distribution were loaded 
with mass at each data point in proportion to the value of the sample 
population reported there, then the whole structure would balance if a 
fulcrum were located at X. 
What is the interpretation to be given the value of X in terms of 
fish behavior? Since the fish were launched at X=O, at that time X=O. 
Now at week 14 we have X=-1.55 miles. Clearly, the sampling distribution 
has changed with time,since the fish are now reported spread over the whole 
range. But has the underlying "ideal" population shifted and/or spread as 
SampZe 
Standa:t'd 
Deviation. 
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well; or is the difference between these mean values merely a manifestation 
of sampling error or intrinsic variability? 
These latter questions can be answered only after more detailed 
consideration of how finite slIP1,s Ire related to the idealized entire 
populations. But clearly it is germane to these questions to evaluate a 
measure of the intrinsic variability. This is yet another means of 
characterizing the sample data and hence simplifying the reporting of 
those data. 
A conventional ... sure of data variability which you have learned 
in physics is the following 
(A.2) 
{X i} (i = 1, 2, 3, ... , p) and n = f 1 + f 2 + ... + f pis the 
sample size. The (-1) term in the denominator arises because 
{Xi} is not the whole population. 
For the report of week 14 we calculate 
= / [1 0- t -1 . 55) ] 2 ( 0 ) + [9 - ( - 1 . 55 ) ] 2 ( 2 ) + ..• + [ -1 0- ( -1 . 55) ] 2 ( 5 ) 
sn / 0+2+ ... +5 -1 
'4509 
= /28l = 4.0 miles 
Equation (A.2) defines the standard deviation which is so formulated 
because it is a number which is large in accord with how scattered are the 
data in the sample distribution, but also because this particular form 
lends itself to easy comparison with statistical theories. Note that its 
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value is large in accord with how deviant (Xi-X) each data value is from 
the sample mean. The significance of each term in the sum is in accord 
with how large (f i ) is the sample freauency at that data value. 
The squares assure that all individual deviations will contribute 
positively to the sum. Division by n = f l +f2+ ... +fp' the sample size, 
effects an averaging of the cumulative deviations totaled in the numerator. 
The subtraction of 1 from the sample size accounts for the limitation in 
the information about sample standard deviation values when the sample is less 
than the population. The square root is taken in order that this variability 
measure, sn' has the same physical units (e.g. miles) as, and hence is 
comparable to, the individual data values. 
In summary, there are four ways discussed here in which you can 
characterize data and organize the simplified reporting of data sets: 
Graphing visualizes the data trends; Data Smoothing deciphers data trends 
in the face of sampling variability and deficient information; Mean Value 
characterizes the central tendency of the data; Standard Deviation measures \ 
the intrinsic variability. Example of each of these on sample data distri-
butions were made. 
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EXERCISE A1 
1. Draw graphs, similar to Figure A1, for the sample data distribution 
comprising each weekly report listed in Table A3. 
2. Evaluate the mean (position) values for each weekly sample data 
distribution listed in Table A3. Is there a trend? 
3. Consider the data organized according to each individual station 
over the span of time reported. Evaluate the sample mean values of 
each of these distributions. 
4. Evaluate the sample standard deviations for each of the sample 
populations as organized (by week) in the manner of problem #2 
above. Are these the same? Is there a trend? 
5. On each of the graphs of problem #1 above draw a smooth curve which 
makes a reasonable inference of what the lIidea1 11 fish population 
might look like. 
Suggestions and/or solutions are on the following page. 
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B. The Normal Distribution 
The following data (Table 4.) might be the results of a test analysis 
for protein content of a solution. This is a test solution designed to 
monitor the instrumentation and testing procedure. The test is conducted 
periodically so that the laboratory staff may ascertain whether their 
protein analysis work is reliable. All samples were of the same 
solution and the test procedures were "identical". 
Protein Analysis mg/ml 
67 92 87 90 94 
97 74 105 99 85 
101 75 83 88 64 
83 95 94 88 82 
85 105 109 118 105 
Table B4: 
Data from protein assay; standard 
solution has 90 mg/ml. 
Several uses can be made of this type of data by the laboratory 
staff. First, they may evaluate the mean of this data distribution to 
have a number to compare to the "ideal" result. This is much in the manner 
in which statistical data are treated in physics. This result is X = 90.6 
mg/ml. This is somewhat encouraging to the staff. 
However, more can be done with these data. A visual display of 
the data will tell whether or not the data were distributed with "most" 
values close to this sample average X. It would be discouraging to find 
data "clumped" on both sides of this mean value, as if one of two serious 
procedural errors were made on each occasion, and their net effect were 
only incidentally cancelled by the averaging. 
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Because all values are possible, but only (mostly) single cases 
of anyone value appeared, these data must be grouped before the picture 
of the distribution will be meaningful. Such a group is used in the histo-
gram of Figure 3, where grouping intervals of 10 mg/ml. units were chosen 
arbita ri ly. 
60 
frequency of occurrence 
5 
70 80 90 100 110 120 130 140 
Figure 13: Hiltogr_ of protei ..... 11ysis MU. 
&rowpint intervl1 is 10 -';_1. 
There are no clumps in sight! More kudos to the lab staff. 
mg/ml. 
But there is more probing to do. If these lab test results differ 
from one another because of various IIl ow level" variability factors, 
(i.e. small, inadvertent changes in technique or instruments which shift 
the outcome) and if there is no connection between them (so that they may 
be absent or present to effect a given outcome at random), then the staff 
Properties 
of 
NormaZ 
Distribution 
- 25 -
director will be content that there is no reason to remediate staff 
practices. 
Such a situation (multiple,uncorrelated, small errors) frequently 
causes the residual data variability in a measurement experiment where care 
has been taken to remove all controllable biases. It can be shown that 
where this situation exists, the resulting data frequency distribution 
has a very special form. It is called the normal (also Gaussian) data 
distribution. We shall not endeavor to give its exact mathematical form, 
straight forward as that may be. Rather we shall state such of its defini-
tive properties as may be of use in testing a given data set to see whether 
its normal and subsequently characterizing it properly if it is. 
Here are some practical properties: 
symmetric. 
"bell" shaped. 
specifiable by two independent parameters: 
(1) mean (~) locates the center. 
(2) standard deviation (a) sets the width. 
two inflection points (x=~-a), (x=~+a). 
68% of data within [(~-a)$x$(~+a)]. 
95% of data within [(~-2a)sxs(~+2a)]. 
all of data within [(~-3a)sxs(~+3a)]. 
It can be seen from this description that the parameters ~ and a are 
the working vocabulary in terms of which all the distribution features are 
specified. Because the normal distribution curve is the same shape for any 
values of ~ and ~ (which control its position and width, but not its shape), 
Standardized 
NormaZ 
Distribution 
Function 
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then a single graph of this distribution, expressed in terms of ~ and ~, 
suffices to describe every normal distribution whose ~ and a values are 
known. This paradigmatic form is called the standardized form. 
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Figure 84: Standardized Normal Distribution Function 
In order to test a given data sample we must evaluate ~ and~. For 
the lab test data (Table 4. and Figure 3) we have already calculated 
X= • to.6 l1li/.1. 
We can set ~ = r as a reasonable estimate even though ~ refers to the 
entire population (i.e. infinitely large sample) while X refers to a 
finite sampl e. 
We must next evaluate 
2S 
I (X i -I)2 1=1 25-1 = 12.7 Mg/M1. 
and a = s25 
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The distinctions between ~ and X, and between a and s are to be discussed 
n 
in the next section. Suffice it now to say that the normal distribution 
curve is "smooth" because it represents an ideal that is approached as 
if one has obtained a very large number of measurements. It represents, 
as an "ideal" an entire data population. But we must deal with only a 
small subset of the population, 25 measurements here out of a possibility 
of a much larger number (if we so chose). This constitues a sample which 
the next 25 "identical" measurements would not replicate, but rather only 
.-
approximate. Thus we calculate X and s25 from our sample, and use them as 
estimates for!!.. and Q. of the "ideal ll to which we compare our data. 
With this limitation in mind, we approach the task of testing our 
sample distribution for IInormality". Because of our previous remarks, 
we should not expect perfect agreement between each property of the ideal 
normal population distribution and those of our sample distribution, even 
if that sample is of a normal population (as we hope to establish). 
As the area under the histogram of Figure 3 between any two X values 
is proportional to the number of measurements which have occurred between 
those values, we must partition that histogram in the same manner as the 
standardized normal distribution graph (Figure 4), and measure the areas 
of each partition segment. This is done on an accurate histogram appearing 
on graph paper in Figure 5. 
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From these results: 
~ = 90.6 mg/m1; 0 = 12.7 mg/m1 
61% of data (area) within [77.9, 103.3J 
92% of data (area) within [65.2, 116.0J 
100% of data (area) with [52.5, 128.7J 
We can conclude that our sample distribution is probably that from a normal 
population. 
Alternatively, we could have used another procedure, and the standard-
ized form of the normal distribution (c.f. Figure 4) to predict the (fractional) 
number of measurements to expect between any two fixed (convenient) data value 
limits. For example we could chose the histogram segment edges as limits. 
To do this we must use the estimated values 
~ = X = 90.6 mg/m1 
o = S25 = 12.7 mg/m1 
to evaluate the chosen standard deviates. 
Z = X - ~ 
o 
These are the coordinates in terms of which is expressed the standardized 
normal distribution function. Once the desired limiting values of Z are 
calculated, then the graph of Figure 4, but better a tabulation (Table 5) of 
integrated probability allows one to evaluate the corresponding (fractional) 
number of measurements expected between those limits. 
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o Z 
f(Z) = area (fractional) from 0 ~ Z. 
Z fractional area 
0.0 0.000 
0.2 0.079 
0.4 0.155 
0.6 0.226 
0.8 0.288 
1.0 0.341 
1.2 0.385 
1.4 0.419 
1.6 0.445 
1.8 0.464 
2.0 0.477 
2.2 0.486 
2.4 0.492 
2.6 0.495 
2.8 0.497 
3.0 0.499 
Table B5: 
Integrated Normal Distribution Function. 
Taking a practical example, we may compute the fractional number of 
measurements expected between X = 80 mg/m1 and X = 100 mg/m1 as follows: 
(N.B. these are the histogram abscissa values which enclose exactly 15 
observations.) 
Coe ffi cien t 
of 
Variation 
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Standard Deviates Zl = (80 - 90.6) mg/ml = _( 10.6) = -0.83 12.7 mg/ml 12.7 
Z - 100 - 90.6 mg/m1 = (~) = 0.74 
2 - 12.7 mg/m1 12.7 
Then using Table 5, interpolating where necessary, and making use of the 
symmetry about Z = 0, 
(area)Z +Z = (area)Q+Z + (area)Q+Z 
121 2 
= 0.296 + 0.269 = 0.565 
and, (no. expected)x +x = (area) x (total no. of observations) 
1 2 
= (0.565) (25) = 14.1 observations 
Referring to the data (Table 4) you find: 
(no. observed)x l+x2 = 15 observations. 
Again these compare rather favorably. 
Still another manner of characterizing data distributions 
is by means of the standard deviation expressed as a fraction of the mean 
value. This makes most sense when all the values are positive and centered 
well away from zero. It frequently happens that measuring instruments which 
cover a wide range of values do so with a fixed value of fractional precision, 
which means that repetitive data sets generated by it have the aforementioned 
ratio fixed. This ratio is called the coefficient of variation. 
c.v. = 
An example in which a physiological system is usefully characterized 
in this manner is the blood pressure. A survey of blood pressure and serum 
cholesterol levels in the blood in a community for adults between ages 35 
and 60 yielded the following results. 
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Coefficient 
Standard of 
Mean Deviation Variation 
Serum Cholesterol 2.148 mg/g 0.342 mg/g 15.9 
Systolic Blood Pressure 135.6 mm Hg 17.6 mm Hg 13.0 
Diastolic Blood Pressure 86.4 mm Hg 10.2 mm Hg 11.8 
T.'I 6: 
Cell .... 1 t.r ... 1 tit .ta ..• 1 ts 35-10 ~rs. 
Being dimensionless, the coefficient of variation can be used to inter-
compare the relative variabilities of quite unlike quantities. From Table 
6 we see that the variability in blood pressures and serum cholesterol 
levels (all were measured among a given group of people) are nearly the 
same when expressed as a fraction of their respective mean values. The 
absolute standard deviations of blood pressure obscure this fact. Further, 
except for this treatment, there would hardly be a way to compare blood 
pressure variability with serum cholesterol variability. Finally, the 
benefit of such an intercomparison here is that it tends to support the 
notion that there is a simple correlation between serum cholesterol levels 
and blood pressure. 
Range 
Method 
for 
Evaluating 
Normal 
Standard 
Deviation 
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EXERCISE B2 
1. Return to Explorations in Doing; problems #1 and #2. Test that 
data set (Table 1) for IInormalcyll by calculating the appropriate 
normal deviates for selected data points and using the standardized 
integrated normal distribution function (see Table 5) for a comparison. 
2. Return to Explorations in Doing; problems #3 and #4. Test that data 
set (Table 2) for IInormalcyll in the manner of the previous problem. 
3. Return to Explorations in Doing; problem #5. Test that simulated 
4. 
data set for IInormalcyll as above. Do the same for the data from the 
succeeding problem #6, and compare your results between these two data 
sets. Which is more closely normal? 
If it is known that a data set is going to be normally dis-
tributed, then a simpler procedure than equation (A.2) is 
available to obtain an estimate of the value of the sample 
standard deviation. For data sets of ten or fewer values, 
subtract the minimum datum from the maximum values to obtain 
the range of that data set. Divide this range by In, where 
n is the number of data in the set. 
standard deviation estimate = Range; for n ~ 10 
rn 
If the data in the set are more numerous than ten, the total set must 
be arbitrarily grouped into (as nearly as possible) equal subsets, 
each having fewer than ten data. Treat each subset as above to 
obtain subset standard deviation estimates and simply average them. 
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Now using this range method, obtain an estimate for the standard 
deviation of the data of Table 4 (already shown to be normal) by 
dividing the 25 values into subsets of 8, 8, and 9. Compare this 
estimate to the value obtained already in Section B. 
Solutions and/or suggestions are on the next page. 
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C. Sampling, Populations, Hypothesis Testing, and the Central Limit Theorem 
"Il m contemplating a heart transplant operation; what should be my 
life expectlncy thereafter, and how much cln I rely on that estimate." 
"W.H.O. just ...,orted tt.at clses of I certain disHse hive been reported 
on five consecutive days last week. What is the probability that this 
signals the onset of an epidemic?" 
"Duration of the common cold might be reduced by dosing with Vitamin C. 
Two separate groups of people, one "C-users", the others not, have recorded 
their experiences with colds last winter. How can I decide the Vitamin C 
issue from their data?" 
Questions like these have answers, but not the simple "yes" or "no" 
that we have come to expect from "scientific" experiments. Each is based 
upon a collection of past experiences, that is, a set of data. The answers 
are calculated guesses, conjectures obtained through a process of carefully 
contrived reasoning. They are the result of what is termed statistical 
inference. 
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The principle involved in each case is that one has information 
representing only a portion of all possible cases (which are frequently 
potentially infinite in number) from which to draw conclusions about one 
or more of the "remaining" cases. The former are called the samples, 
while the entirety is called the population. Each has a characteristic 
distribution. It is a cardinal assumption of statistics that the form of 
the sampling distribution must approach the population distribution as 
the size of the sample becomes large. (It is a logical necessity that they 
be identical, of course, if the sample size equals the entire population.) 
Of the three questions asked in the opening of this section, each 
requires a certain representative ~ of statistical inference. Consider 
first the question of estimating a single new patient1s prospects for life. 
The question asks for both an estimate of the expectancy and an estimate of 
reliability of that expectancy for the individual. 
Since the data available for us to check any expectancy or reliability 
schemes we might develop is presently confined to the data of Table 2 alone, 
then we must partition that (original) data set for the sake of this dis-
cussion. We will choose one segment (called the sample) upon which to base 
our estimates, and reserve the other segment for testing our conjectures 
drawn by (statistical) inference from that sample. 
At the prospect of doing this we encounter a typical problem of 
(statistical) experimental design which must be discussed. If we have 
a choice of obtaining (a portion of the) information from a given population, 
how ought we to exercise that choice? The response to this question (i.e. 
the procedure for obtaining a sample) ought to be such that: the uncertainties 
Random 
Sampling 
Procedure 
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in information regarding the inferences drawn from the sample should be 
a minimum; and the value of those uncertainties should be calculable. 
We rely upon the randomness of the selection procedure 
for obtaining a sample of the population to insure that these 
two criteria are met. "Randomness" bears the same relation-
ship to selection procedures as "fairness" does to card dealing. 
By this, therefore, is meant that any particular distribution 
of results of sampling (or dealing) is equally possible and equally 
likely to arise from a random sample (or fair deal). There 
are many schemes for the practical implementation of such pro-
cedures. Here it is only necessary to point out that if an 
appropriate (i.e. random) selection of data is made from the 
JM)IMIht1011. t ..... tile resul ts discvsse4 below follow. 
First, the standard deviation of the sample sn (see equation A2.) 
defines a region [(X-s
n
) ~ X ~ (X+sn)] on either side of the sample mean 
X (see equation Al.) which includes approximately the same fraction of 
total measurements of the sample as does the corresponding region of the 
population. For the population this region is defined by the standard 
deviation a and the mean value ~ of the population [(~-a) ~ X ~ (~+a)]. 
This implies that the standard deviation estimate sn does not depend 
(appreciably) upon the size ~ of the sample. Important! The sample 
standard deviation does not depend upon the sample size but is rather a 
"fixed" property of the population. 
Second, the interpretation to be given to the (fractional) containment 
figures, above, that is the number of sample data occurring within the 
interval [(X-s ) < X < (X+s )], is that this fraction f must be the probability 
n - - n - -
Confidenee 
Interval 
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that any single additional observation (beyond the ~ sample elements) will 
have its value within this interval. 
Thus if we wish to answer the life expectancy questions, we must 
calculate X (equation A.l) for a (random) sample of size~, and also the 
sample standard deviation sn (equation A.2). We then evaluate the fraction 
f of the sample which lies within the interval [(X-s
n
) $ X $ (X+s
n
)]. There-
after we can, with reasonable confidence, tell this (next) patient that 
(he/she) can expect, on the basis of past experience, to live (X: sn) 
years if the transplant is performed. Accordingly, this interval, 
is called the confidence interval of the sampling distribution. It predicts 
limits within which we can predict the probability f that the next sample 
datum wi 11 fa 11 . 
Two more comments are in order. Above, we have set the limits of 
the confidence interval at a distance of one sample standard deviation from 
the sample mean. For a wide range of possible sample distributions this 
range will include about seventy percent of the data values, indicating a 
probability value (f'i: 0.7). For expressing the "average variability" of 
much data, therefore, this is a good figure. 
In many situations the sample data distribution is normal ( a special 
name given to a certain shape of distribution graph to be discussed in the 
next section). In that case one can predict that f = 0.68 if the computed 
value of sn is used to fix the confidence interval limits. In other 
situations (c.f. life expectancy of heart transplant patients' data) the 
sample distribution is exponential (here the sample distribution shape is 
Confidence 
Level 
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a well-known function type). For this situation the f value is considerably 
higher (f = 0.86). If the data are uniformly distributed between two limits 
(minimum and maximum) then the fraction is somewhat lower (f = 0.57). 
The second comment is this. In view of the dependence of f on the 
shape of the sample distribution, demonstrated above, some scientists, 
notably those in the life sciences, prefer to fix f ahead of time, and 
then select the limits of the confidence intervals for their data on this 
basis. More often they express not f, but rather the complementary value 
(l-f) which is called the confidence level. 
a = fraction of sample data occurring outside the 
confidence interval. 
It follows, of course, that 
f = (l-a) 
This kind of perspective, that of preferring to express IJworse than ll , 
"outside of II , etc. specifications is one major thematic difference between 
the life sciences and the physical sciences. We shall meet this again in 
the logic of hypothesis testing. 
A second type of question is raised in the opening of this section. 
This asks whether a given report (i.e. datum), e.g. IIfive disease days 
occurred out of five reporting days last week ll , indicates a normal IIlatencyll 
condition, or the onset of an epidemic. Here are the facts. Past experience 
has shown that the IIl atency condition ll is associated with a daily probabil ity 
p = 1/2 that a case will turn up. The same experience shows p = 0.7 means 
Hypothesis 
Testing 
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epidemic. Thus this question asks: "00 five successive disease-days 
constitute an'exceptiona1-but-possib1e chance fluctuation consistent with 
p = 1/2 (latency)~ or is it indicative of an increase p = 0.7 (onset of an 
epidemic)?" 
Put more generally, we are being asked here to test a 
hypothesis, namely that a given event,compared to expectations, 
is not really novel; that is, not beyond the realm of "reasonable" 
possibility as stipulated in those expectations. Since this 
test is phrased in terms of a statement of "nothing new", the 
hypothesis is called the null hypothesis. If the event is within 
expectations, the hypothesis is accepted; nothing new. If not, 
the hypothesis is rejected; some exceptional new circumstance is 
indicated. 
Hypothesis testing of any kind requires that we have definite expecta-
tions. In the example of the health reports we have a model, namely that in 
the latency condition p = 1/2 is the highest possible disease probability 
for a single day, and that the disease condition for one day should be 
independent from all previous days. This model leads naturally to a predicted 
model distribution for the results of all possible reports. This model 
distribution defines our expectations for the situation p = 0.5. It gives 
the definite frequency of occurrence to expect for each different type of 
report. (For example, one can show that two disease-day reports occur with 
five times the frequency of one disease-day report, or that three disease-
day reports constitute 10/32 of the total possible, etc.) 
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The model distribution can be obtained in at least two ways. In 
exercise #5 of the Exploration in Doing activities you were asked to do 
a coin-flipping experiment which had underlying conditions for the occurrence 
of "heads-up" in the group which are identical to the underlying conditions 
of the occurrence of disease-days during a latency period. Thus we expect 
the results of those experiments to have the same distribution as the model 
we desire. Alternatively, the logic of probability may be used to calculate 
the model distribution for the given set of conditions. The resulting dis-
tribution (in~thjs case here, a binomial distribution) is shown in Figure 6. 
(N.B. This is the same distribution expected from experimental counting of 
the number of heads resulting when 5 "unloaded" coins are simultaneously 
flipped and examined.) 
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Figure C6: Distribution of 5-day reports expected if the 
probability of a "disease day" is p = 1/2. 
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How about the report which says "five disease daysll? Is it uncommon, 
but practically possible; or does it indicate some different (than p = 1/2) 
daily probability? We must use past experience (i.e. the model distribution) 
to evaluate the probability of such a report. More precisely we must form 
a class of reports consisting of this and all equally exceptional or more 
exceptional reports which might indicate a shift toward p = 0.7. And then 
we must calculate the probability of occurrence of any report in that class. 
It is this probability which will indicate the risk of improper rejection 
of the null hypothesis if we judge any report in this class to indicate an 
.,1 .. 1c. 
Ex .. 1"1 .. t~e T~ll , WI find t~t p a 1/32 for I five disiise-day 
report. Now the zero disease day report is an equally likely event. However 
we will reject it from the class since it would represent a suspicious fluctu-
ation only to someone interested in solely rejecting the null hypothesis. 
But since we are watching for an epidemic as well, we are not interested in 
suspecting this oppositely directed (i.e. toward lower p value) fluctuation. 
Such a hypothesis test is called one-tailed because we are evaluating im-
probable events on only one side (or tail) of the distribution. This kind 
of "subjective ll rejection criterion is a hallmark of statistical analysis 
methods. 
Thus we have that, for the rejection class we have a "P-level" of 
P = 0.031, or about 3%. To adopt this as an appropriate grounds for rejection 
of the null hypothesis would be to set a = 0.031 as the significance level 
of the test. Notice that the use of a here is similar to its usage in 
connection with confidence intervals in sample distributions. Put another 
way, acceptance of class P values higher than a = 0.031 is called acceptance 
of the null hypothesis at the 3% level. Improper rejection of a null 
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hypothesis is called making a ~ 1 error. Clearly, then, one has an 
additional interpretation 
Significance 
Level of Test a = probability of making a Type I error. 
Again, a is called the significance level of the null hypothesis test. Its 
value can be set arbitrarily, but a (albeit unfounded) tradition has grown 
up in the life sciences where a = 0.05 is frequently employed. Note, the above 
test (a = 0.031) equivalent to an a = 0.05 test because four disease-day 
and fewer disease-day reports are all in a class of P-level higher than 0.05. 
In terms of conventional wisdom, then, the hypothesis rejection (and 
consequent assumption of an epidemic) based on the occurrence of a single five 
disease-day report is entirely appropriate. However, because of the nature 
of the task, epidemic prediction, the most devastating error would not be 
that of Type I (sounding of a false epidemic alarm), but rather error of 
another kind. This would be failure to sound an alarm in the event of a 
real epidemic. Thus other considerations must be made. 
Acceptance of a false null hypothesis is called a ~ll error. 
Careful thought will show you that the evaluation of the probability for 
~ll error (termed S) cannot be made in general, but ~ in particular 
cases where an alternate hypothesis is specified. For only then can the 
significance level of null hypothesis testing be used to set a measurement 
value (a "critical" dividing line), in terms of which the false rejection 
probability of the alternate hypothesis can be evaluated. This probability 
is precisely S. The diagram in Figure 7 attempts to show these points. 
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Figure C7: Model distribution functions of competing 
hypotheses illustrating the calculation 
sequence and the relationships of the values 
of fA .. I. 
To summarize: The significance level a of a hypothesis test fixes 
a critical value (or values) of measurement (alternatively, an acceptance 
interval) beyond which the null hypothesis is rejected. 
The proposal of an alternative hypothesis allows the calculation of 
Type II error probability ~. 
Finally, from Figure 7 we see that the values a and S are, roughly 
reciprocally related (i.e. making one larger makes the other smaller, 
and conversely). And that S can be evaluated only for specifically pro-
posed alternative hypotheses. 
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Before we turn to actual evaluations of S for the alternative hypothesis 
p = 0.7, we should remark about a limitation on your freedom to select any 
significance level for a hypothesis test. If you had set a = 0.01 for the 
previous test, then you would have obviated rejection of the null hypothesis. 
In this case the reason would be the "discrete" quality of the data. No 
more improbable one than the five disease-day report is possible. If you 
wished discrimination at a lower level of significance (say a = 0.030), then 
your test would have to be revised. Now this could be done by examining 
ten day rather than five day reporting periods (see problem #6 of Exploration 
in Doing). You can show that meaningful tests upon these data could be 
made at the a = 0.03 significance level. 
Now we turn to an example of evaluating S. Incidentally, the number 
(1 - S) is called the power of the test, and obviously is a measure of the 
ability of the test to "establish" the truth of the null hypothesis from 
among certain competing hypothesis. You should be careful to note that 
we can never really fix a value of S since we cannot conceive of all possible 
alternative hypotheses. In this sense "truth" is not possible in science! 
Nevertheless, ~ is a very useful number where we have specific faith in 
the alternative, which in the case of epidemic forecasting, here, we do. 
Recall that research experience has shown that a daily probability 
p = 0.7 indicates an epidemic is in progress. We can thus create a model 
distribution of reports which are characteristic of an epidemic, and then 
evaluate the likelihood of (inadvertent) rejection of the epidemic hypo-
thesis (i.e. false acceptance of the null hypothesis) when the (epidemic) 
report is nonetheless in the acceptance region of the null hypothesis. 
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This "epidemic" model distribution is given in Table 6. The probabilities 
there were evaluated using the logic of probability theory. But in fact 
they also could have been obtained from IIflipping" experiments using five 
"loaded" coins at a time, and taking data as in exercise #5 of the Explorations 
in Doing. Although properly biased coins (the head to tail ratio must be 
7:3) are not generally available, computers can be "corrupted" in exactly 
the right way to make "biased" random choices with any desired probability 
ratio, and so in fact the "simulation" of the report results can still be 
done. This is the other possible source of the data in Table 6. 
Disease Probability 
Days of 
Re~orted Re~ort 
0 0.0024 
1 0.028 
2 0.132 
3 0.31 
4 0.36 
5 0.168 
Table C6: 
Probabilities of occurrences for various 5 day reports 
when the daily disease probability is p = 0.7. 
From this table, we can calculate B if we select any "critical value" 
of report disease-days. If we select two disease days as the critical 
number (that is, send out an epidemic alert every time the reported days 
are three, four, or five) then the p-value for improper acceptance of the 
null hypothesis (i.e. the value of B) is 
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P = 0.002 + 0.028 + 0.132 = 0.162 = S 
Thus we stand a 16% risk of epidemic without warning if we adopt this 
test procedure. 
Moreover, from Figure C6 we can calculate the probability of im-
proper null hypothesis rejection (warnings without epidemics) which is 
precisely ~: 
P = 5/16 + 5/32 + 1/32 = 0.50 = a 
Thus there is a 50% risk of false alarms. It is for public health officials 
to determine, in this manner, the proper balance between risks and incon-
venience. 
Finally, we come to consideration of the third type of question posed 
in the opening of this section. Can we distinguish,between two data sets, 
any differences which substantiate the effect of a treatment? In particular 
we wish to compare the lengths of colds for a group which took Vitamin C 
at first symptoms with the lengths of colds for another (control) group 
which didn't. These data are contained in Table 7. 
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Fever lengths in hours for 
Individuals Individuals 
Without Vitamin C With Vitamin C 
2 14 4 6 
0 138 78 23 
62 0 5 6 
5 83 71 26 
13 6 66 2 
6 114 25 19 
135 115 15 20 
31 5 5 6 
2 5 48 1 
1 0 32 10 
102 4 44 6 
4 97 6 4 
73 87 42 36 
Table C7: 
Durations of cold symptoms (fever) for two groups. 
The most obvious first step is to obtain the average cold length for 
each group, these being, for non-vitamin and vitamin C users respectively, 
the sample mean values Xl and X2. If the difference of these two values, 
d = Xl - X2 were zero, then no difference would be indicated. If the differ-
ence were non-zero, then ... what conclusion can be reached? The answer 
to this clearly depends upon the reliability with which we know the values 
of the population means ~l and ~2 of the populations from which our two 
samples (Table 7) are drawn. If these means are identical, then we are 
satisfied that there is no effect of the treatment. We need to predict 
these reliabilities. 
Standard 
Error 
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From your physics you have learned that a confidence interval for 
the mean value can be calculated from any sample. This interval depends 
upon two quantities: the standard deviation sn of the data in the sample; 
and the sample size n, that is the number of data values in the sample. 
This confidence interval for the sample mean is called the standard error 
.nd is related to the sample standard deviation and sample size in the 
following WlY 
(C.4a) 
What you probably have not learned is the basis for equation (4a). 
It's foundation lies in an important general principle called the central 
limit theorem. The reasoning leading to this is as follows. 
Consider a single population {X} with mean value ~ and standard 
deviation 0. Any random sample of n elements from this population (e.g. 
a group of cold lengths of n randomly selected cold sufferers) will have 
a sample mean X different from any other random sample. Although the grand 
average of m such sample means approacnes lJ. 
Xl + X2 + ... + Xm 
m 
-+ ~ 
the set of these sample mean values {X} itself has a distribution. The 
question is: "Can we predi ct what wi 11 be the characteri sti cs of thi s 
distribution?" In particular we would like to know the standard deviation 
of this distribution of sample means, for as we have seen in section A, this 
measures the reliability with which anyone sample mean lies "close" to the 
average of the sample mean distribution, i.e. to the population mean~. 
CentraZ 
Limit 
Theorem 
- 51 -
In making such a general prediction, it would help to know the form 
of the distribution of sample means {X}. Fortunately it turns out that 
this distribution is the same (remarkably!) for the sample mean values of 
~ population distribution. This can be proved (elsewhere), but the fact 
is stated as follows: 
The distribution of sample mean values of samples (size 
n) drawn randomly from ~ given population distribution (mean 
~ and standard deviation a) is a normal distribution (provided 
n is "sufficiently" large). The mean of this sample mean 
distribution is the population mean ~, and the standard devia-
tion of this sample mean distribution is given by 
S 
n 
= 
cr (C .4b) 
From equation (4b) to equation (4a) is only one step of further logic. 
we have seen that for ~ population, the population standard deviation is 
properly estimated by the standard deviation sn of any reasonably large (n) 
sample. Thus equation (4a) is the "practical" form of equation (4b) employ-
able when only a single sample of an entire population is known. It must be 
emphasized that the central limit theorem is valid regardless of the particular 
form of the (parent) population distribution. 
We must now return to our problem of determining the efficacy of 
taking Vitamin C. Clearly, the central limit theorem affords us with a 
ready way to stipulate the reliability of the sample mean values Xl and X2, 
in terms of the sample standard deviations sand s ,and the same sizes 
nl n2 
nl and n2. In terms of confidence intervals we have 
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[eXl - Sn ), eX2 + Sn )] 1 2 (C.4) 
[CX2 - Sn ), (X2 + S )] 2 n2 
where in each case 
Our interpretation of equation (4) is that with these (respective) 
confidence intervals lie, with 68% likelihood, the popuation means ~l and ~2' 
Moreover, we could formulate intervals with other levels of confidence 
readily, since we know that the distributions of the sample mean values in 
each case is normal. 
We now formulate a null hypothesis in the following manner: 
The distribution of the differences of these sample means {d}, where 
d = Xl - X2 
is also normal. (This is not hypothetical, but follows from the properties 
of normal distributions and from the central limit theorem.) It has a 
standard deviation (this follows the rules you learned as "error propagation") 
a = /( a- ) 2 + (a- ) 2 d Xl X2 
which is estimated by 
_ S =/S2 + S2 
ad d nl n2 
2 2 
sn sn 
_1 +_2 = 
nl n2 
Null hypothesis: {d} has mean value d = 0 (and, of course, standard deviation 
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It should be clear, from the previous discussion of hypothesis 
testing, how to proceed with the test above. You have as available 
information one datum (d = Xl - X2) and wish to know whether or not thi~ value 
belongs to the population distribution {d} (just described above) at some 
specified level of significance a. 
To do 
to a normal 
thi s one must compute the P-va 1 ue o(_:t~i-~tatu~ .9.. with respect 
distribtion having ~ = 0 and ad =/snl + sn2. The first 
nl n2 
step is to evaluate this standard deviation. The values of snl and sn2' 
as well as Xl and X2 , can be obtained from calculations based upon the data 
of Table 7. These are: 
nl = n = n = 26 2 
Xl = 42.5 hours; snl = 48.7 hours; Snl = 9.5 hours 
X2 = 23.3 hours; sn2 = 22.2 hours; Sn2 = 4.4 hours 
Then we evaluate d and ad: 
d = Xl - X2 = 19.2 hours 
ad = 1(9.5)2 + (4.4)2 = 10.5 hours 
We now evaluate d as a standard deviate, c.f. equation (8.3). 
Z = d - ~ = (19.2 hours) - (0 hours) 
.. a 10.5 _" 
.. 1.13 
In s1.,l. 11ntVlfl. the vilwe of the s1ngl. datu. is 1.8 stAndard deviations 
away from the mean of its hypothesized distribution (recall the conditions 
of the null hypothesis). The (two-tailed) P-value for this deviate is 
obtainable from the standardized integrated normal distribution (Table 8.5). 
We choose the two-tailed P-value, i.e. add P-values for more improbable 
(than d=19.2 hours) events on both sides of the {d} distribution because we 
allow that vitamin C may increase the cold symptoms as well. 
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This value is calculated as 
2 x (0.5 - fractional area) 
where the 2 is because the test is two-tailed and the fractional area value 
(at Zd = 1.8) in the table refers must be subtracted from 0.5. This is 
because the table lists in that area inside (i.e. for Z < Zd) and we wish 
the area outside (i.e. for Z > Zd) since the class we are examining is that 
of events more exceptional than the observation. Then 
P = 2 x (0.500-0.464) = 2 x (0.036) = 0.072 
This sets the lower (a) limit for hypothesis rejection. Any specification of 
a value lower than this will result in acceptance of the null hypothesis. 
We conclude from this analysis that there is an effective reduction 
in cold symptoms due to Vitamin C dosing at the 7.2% level of significance. 
Since, as we have seen, 5% significance level is the "industry standard", 
we shall have to (respectfully!) reject (on the basis of this evidence) the 
contention of Mr. Linus Pauling that Vitamin C is a "cure" for the common 
cold. 
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EXERCISE C3 
1. In the treatment of this section of the case of epidemic prediction, 
we encountered a limitation of hypothesis testing which involved 
the discrete character of the data (reports). At that point we 
remarked that ten day reports would permit 0.03 significance level 
testing while five day reports would not. Verify this statement by 
evaluation of the (one-tailed) P-levels of ten day reports which 
consist of 9 or 10 disease-days, and show that they require rejection 
of the null hypothesis at the 0.03 significance level. 
2. Use the heart transplant data of Table 2 in the Explorations in Doing 
section. Divide it evenly into two subsets, one of the first 26 cases, 
the other of the second 26 cases. The listings in this table are 
in chronological order of acceptance into the transplant program. 
We desire to know whether or not patients benefitted from skills 
acquired in this program by testing whether the IIlater li patients 
survived longer after the operation than the lIearlier li patients. 
Devise an appropriate test which addresses this question and report 
at what level of significance you are able to claim a difference in 
patient lifetimes between these two groups. 
Important: For the purpose of this test you must decide what 
to do with patients who had not yet (as of the report date) died. 
These are marked (*) in the table. You decide how to treat them. 
(One possibility is to assume that they died on the program report 
date. How does this IIcolorli your results?) 
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APPLICATIONS 
A. Illustrative Problem Solving 
1. The data are given for a capture-tag-recapture experiment to 
estimate the number of baby seals on an island. Early one month 
4965 seal pups were captured and tagged. They were then immediately 
released. Later in the same month 900 pups were, similarly, 
captured. Of these 218 were found to be tagged. The standard 
error estimated for this recapture sample n=218 is esti-
mated to be sn=/:2f8 according to the laws of random sampling 
fluctuations. Estimate the number of baby seals in the entire 
island population and a confidence interval about that estimated 
number. 
2. Below are two tables of data. Table 8 a. is that of cholesterol 
levels in a (fictitious) small city. Table 8 b. is that of cholesterol 
levels in a much larger (still fictitious) city. (After Brown and 
Hollander, Statistics: J. W. Wiley, NY, 1977) 
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Cholesterol Level Frequency Frequency 
(mgm %) (a) (b) 
75- 99 3 317 
100-124 6 622 
125-149 14 1427 
150-174 26 2681 
175-199 36 3638 
200-224 49 4929 
225-249 63 6332 
250-274 65 6521 
275-299 57 5714 
300-324 48 4892 
325-349 46 4622 
350-374 33 3317 
375-359 24 2473 
400-424 16 1620 
425-449 4 493 
450-549 10 980 
Tables 8 (a) and (b): Serum cholesterol levels 
from two (fictitious) populations. 
(a) Draw histograms for each distribution, using the same axes 
and superimposing the two distributions after appropriate 
normalization. 
(b) Evaluate the means, standard deviations, and standard deviations 
of the means for each distribution. 
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(c) Test these distributions to see if there is reason to believe 
that they are normal. 
(d) Compare the values of these parameters between these two dis-
tributions. Comment on any similarities; on any differences. 
3. It is of some interest to establish whether or not the number of 
people having the highest cholesterol levels (450-549 mgm %) 
represent the number expected if these distributions are normal. 
Calculate an expected number for the larger (b) survey based upon 
the calculated values of mean and standard deviation for the (b) 
population. 
Now it can be shown that if a certain sampled number is expected 
to have a value (n) on the average, but is subject to random fluctua-
tions due to sampling, then the distribution of actually observed 
numbers is a set {n} whose distribution is according to a form en-
titled the Poisson Distribution described by 
P(n.n) = .{h~)_n_e~-__ n
, n! 
Use this information to establish with what confidence you can say 
the observed n=980 people in survey (b) represent only an expected 
fluctuation from that number expected if the (b) distribution is 
normal. 
4. The effects of 8 months storage on the measured triglyceride levels 
in blood plasma samples are contained in the data of Table 9. 
A good way to determine whether or not there is any storage effect 
on these samples, which already differ from one another because they 
come from different individuals, is to match the results as pairs of 
measurements on each individual sample and test for possible differences 
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between those matched pairs. This method tends to eliminate the 
effects of variability among individuals and focus upon the 
potential differences from eight months storage which we wish 
to specifically explore. 
Do this type of analysis in such a manner that the question 
answered is: "Is there any significant effect of eight month's 
storage on the plasma triglyceride levels?" 
- 60 -
Fi rst Second 
Plasma SamEle Measurement Measurement 
1 74 66 
2 80 85 
3 75 71 
4 136 132 
5 104 103 
6 102 103 
7 177 185 
8 88 96 
9 85 76 
10 267 273 
11 71 73 
12 174 172 
13 126 133 
14 72 69 
15 301 302 
16 99 106 
17 97 94 
18 71 67 
19 83 81 
20 79 74 
21 194 192 
22 124 129 
23 42 48 
24 145 148 
25 131 127 
26 228 227 
27 115 129 
28 83 81 
29 211 212 
30 169 182 
Table 9 Plasma triglyceride (mg/l00 ml) made eight 
months apart on thirty individual blood samples. 
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B. Applications for the Laboratory 
1. It is said that the length from the king's nose to the tip of 
2. 
his fingers determined the size of the English "yard" unit. You 
are to construct a sample population of such lengths from your 
colleagues or surroundings by personally making such measurements. 
A (helpful) suggestion is to have your "clients" face a black-
board having a vertical "nose" line already drawn. Placing their 
nose on this line they should scribe a circle with chalk at the 
end of their outstretched arm. Subsequently you can carefully 
measure, at your leisure, the maximum distance between their "nose 
mark" and the arc they have scribed. 
Using the data set thus generated, do the following: 
(a) Appropriately group the data and make a meaningful histogram. 
(b) Evaluate the statistical. parameters" mean valu~, standard 
deviation, and standard error. 
(c) Test the conformation of this distribution to the appropriate 
normal distribution having the same mean and standard deviation. 
(d) Give the level of confidence with which you can say that this 
present sample population has the same nose-arm span 1 ength 
as the legendary Engl ish king upon whom the "yard" measurement 
was based. 
The national health figures state that 80 percent of the present U.S. 
adult population has contracted chicken pox in childhood. Construct 
a scheme for sampling your class, and also for sampling your campus 
populations to derive a figure (for each) to which you can compare 
the national figure. Carry out an analysis which describes the 
significance of the differences of your two sample values from one 
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another and from the national figure. 
3. Design a survey which measures the number of students on your 
campus by random sampling. One method might combine this effort 
with that of activity #2 above by procedure. Do a follow up study 
(to #2) in which you ask a similar sample population of students 
"Have you been interviewed about chicken pox here a few days ago?" 
This repeat questioning will test the "dilution" of the first sample 
population within the entire (campus) population. This dilution will, 
in turn, enable you to estimate the entire campus population size. 
