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1 Introduction
A study of q-analogues for bounded symmetric domains, in particular, for quantum matrix
balls, was started in [6, 7]. This work continues studying these ’balls’ and presents the
associated Bergman kernels.
Everywhere below q ∈ (0, 1), m ≤ n, N = m+ n.
We assume knowledge of the results of [7] and keep the notation of that work.
2 Pol(Matmn)q,y ≃ Pol(X)q,x
The ∗-algebra Pol(Matmn)q, a quantum analogue of polynomial algebra on the space of
matrix, was described in [7]. This algebra was defined in terms of the generators zαa ,
α = 1, . . . , m; a = 1, . . . , n, and the commutation relations
zαa z
β
b − qz
β
b z
α
a = 0, a = b & α < β, or a < b & α = β, (2.1)
zαa z
β
b − z
β
b z
α
a = 0, α < β & a > b, (2.2)
zαa z
β
b − z
β
b z
α
a − (q − q
−1)zβa z
α
b = 0, α < β & a < b, (2.3)
(zβb )
∗zαa = q
2 ·
n∑
a′,b′=1
m∑
α′,β′=1
Rb
′a′
ba R
β′α′
βα · z
α′
a′ (z
β′
b′ )
∗ + (1− q2)δabδ
αβ , (2.4)
with δab, δ
αβ being the Kronecker symbols, and
Rklij =

q−1 , i 6= j & i = k & j = l
1 , i = j = k = l
−(q−2 − 1) , i = j & k = l & l > j
0 , otherwise
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The subalgebra generated by (zαa )
∗, α = 1, . . . , m; a = 1, . . . , n, is denoted by
C[Matmn]q, and the subalgebra generated by z
α
a , α = 1, . . . , m; a = 1, . . . , n, is denoted
by C[Matmn]q. Obviously, Pol(Matmn)q = C[Matmn]qC[Matmn]q.
Our work [7] provides an embedding of the ∗-algebra Pol(Matmn)q into a ∗-algebra
of functions on a quantum principal homogeneous space. Remind the definition of that
∗-algebra.
Consider the well known algebra C[SLN ]q of regular functions on the quantum group
SLN . Its generators are tij , i, j = 1, . . . , N , and the complete list of relations includes
the relations similar to (2.1) – (2.3) and the equality detq T = 1. (Here detq T is a
q-determinant of the matrix T = (tij)i,j=1,...,N :
detq T
def
=
∑
s∈SN
(−q)l(s)t1s(1) · t2s(2) · · · tNs(N), (2.5)
with l(s) = card{(i, j)| i < j & s(i) > s(j)}.)
Note that q-minors of T are defined similarly to (2.5):
t∧kIJ
def
=
∑
s∈Sk
(−q)l(s)ti1js(1) · ti2js(2) · · · tikjs(k),
with I = {(i1, i2, . . . , ik)| 1 ≤ i1 < i2 < · · · < ik ≤ N}, J = {(j1, j2, . . . , jk)| 1 ≤ j1 < j2 <
· · · < jk ≤ N}.
In [7] the two ∗-algebras Pol(X˜)q = (C[SLN ]q, ∗) and C[SUN ]q = (C[SLN ]q, ⋆) have
been considered, with the involutions ∗ and ⋆ being given by
t⋆ij = (−q)
j−it{1,...,̂i,...,N}{1,...,ĵ,...,N}
t∗ij = sign((i−m+
1
2
)(n− j + 1
2
))t⋆ij .
(2.6)
They are called the algebra of polynomial functions on a quantum principal homoge-
neous space of SUnm and the algebra of regular functions on the quantum group SUN ,
respectively. (The latter ∗-algebra is well known (see [1])).
We follow [7] in introducing the notation t = t{1,2,...,m}{n+1,n+2,...,N}, x = tt
∗.
The following lemma is deducible from (2.6) and a general formula of Ya. Soibelman
[5], [1, p. 432] for the involution ⋆.
Lemma 2.1 Let card(J) = m, Jc = {1, 2, . . . , N} \ J , l(J, Jc) = card{(j′, j′′) ∈ J ×
Jc| j′ > j′′}. Then(
t∧m{1,2,...,m}J
)∗
= (−1)card({1,2,...,n}∩J)(−q)l(J,J
c)t∧n{m+1,m+2,...,N}Jc . (2.7)
Corollary 2.2 tt∗ = t∗t.
Consider a localization Pol(X˜)q,x of the ∗-algebra Pol(X˜)q with respect to the multi-
plicative system x, x2, x3, . . . . (The ∗-algebra Pol(X˜)q,x has no zero divisors. It is deriv-
able from Pol(X˜)q via adding a selfadjoint element x
−1: xx−1 = x−1x = 1, (x−1)∗ = x−1.)
A localization C[SLN ]q,t of the algebra C[SLN ]q with respect to the multiplicative
system t, t2, . . . is defined in a similar way. Evidently, C[SLN ]q,t →֒ Pol(X˜)q,x since
t−1 = t∗x−1 = x−1t∗ by corollary 2.2.
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The embedding of ∗-algebras I : Pol(Matmn)q →֒ Pol(X˜)q,x mentioned above is given
by I : zαa 7→ t
−1t∧m{1,2,...,m}Jaα, with Jaα = {n+ 1, n+ 2, . . . , N} \ {N + 1− α} ∪ {a}.
A crucial point in what follows will be such element y ∈ Pol(Matmn)q that Iy = x
−1.
Our immediate intention is to construct this y.
We need a notation for q-minors of the matrix (zαa )α=1,...,m; a=1,...,n. Suppose 1 ≤ α1 <
α2 < · · · < αk ≤ m, 1 ≤ a1 < a2 < · · · < ak ≤ n. Set up
z
∧k{α1,α2,...,αk}
{a1,a2,...,ak}
def
=
∑
s∈Sk
(−q)l(s)z
αs(1)
a1 z
αs(2)
a2 · · · z
αs(k)
ak .
In the proof of the next statement we use the fact that C[SLN ]q and C[SLN ]q,t are
Uqsl
op
N ⊗UqslN -module algebras, C[Matmn]q is a UqslN -module algebra, and the embedding
I is a morphism of UqslN -modules. When considering UqslN - and Uqsl
op
N -modules, we use,
together with the elements Ki, i = 1, . . . , N − 1, the operators Hi, i = 1, . . . , N − 1,
introduced in [7]. (The relationship between those is Ki = q
Hi, i = 1, . . . , N − 1.)
Lemma 2.3 Let k ∈ N. There exists c(q, k) such that for all 1 ≤ α1 < α2 < · · · < αk ≤
m, 1 ≤ a1 < a2 < · · · < ak ≤ n, in the algebra C[SLN ]q,t, one has
Iz
∧k{m+1−αk ,m+1−αk−1,...,m+1−α1}
{a1,a2,...,ak}
= c(q, k)t−1t∧m{1,2,...,m}J , (2.8)
with J = {n+ 1, n+ 2, . . . , N} \ {n + α1, n+ α2, . . . , n+ αk} ∪ {a1, a2, . . . , ak}.
Proof. Consider the linear span of all z
∧k{m+1−αk ,m+1−αk−1,...,m+1−α1}
{a1,a2,...,ak}
and the linear
span of all t−1t∧m{1,2,...,m}J , with k being fixed. They are both free modules over the subal-
gebra Uqsln⊗Uqslm ⊂ UqslN . Since I is a morphism of UqslN -modules, it suffices to prove
(2.8) in the special case as follows:
Iz
∧k{m−k+1,m−k+2,...,m}
{n−k+1,n−k+2,...,n} = c(q, k)t
−1t∧m{1,2,...,m}Jk ,
with Jk = {n− k + 1, n− k + 2, . . . , n, n+ k + 1, n+ k + 2, . . . , N}.
Let F ⊂ C[SLN ]q be a subalgebra generated by {tij | 1 ≤ i ≤ m, 1 ≤ j ≤ N} and
Ft ⊂ C[SLN ]q,t a subalgebra generated by the same elements as above and t
−1.
It is easy to prove that f = Iz
∧k{m−k+1,m−k+2,...,m}
{n−k+1,n−k+2,...,n} belongs to Ft and is a solution of
the following system of homogeneous linear equations:
(Ei ⊗ 1)f = (Fi ⊗ 1)f = (Hi ⊗ 1)f = 0, i = 1, 2, . . . , m− 1, (2.9)
(Hm ⊗ 1)f = 0,
(1⊗ Fj)f = 0, j 6= n,
(1⊗Hj)f =
{
−f , j = n± k
0 , j /∈ {n, n− k, n+ k}
.
Since t−1t∧m{1,2,...,m}Jk satisfies all the above equations, it suffices to prove that the space of
solutions f ∈ Ft of this system is one-dimensional. Arguing just as in the proof of [7,
lemma 8.2], we obtain the following results. The subalgebra of solutions f ∈ Ft of (2.9) is
generated by t−1, t∧m{1,2,...,m}I , card I = m. The subalgebra Finv of solutions of (2.9) together
with (Hm ⊗ 1)f = 0, is generated by ratios of quantum minors t
−1t∧m{1,2,...,m}I , card I = m,
3
and the subalgebra Fprim = {f ∈ Finv| (1 ⊗ Fj)f = 0, j 6= m} is generated by ratios of
quantum minors t−1t∧m{1,2,...,m}Jl, Jl = {n− l+1, n− l+2, . . . , n, n+ l+1, n+ l+2, . . . , N},
l ≤ m.
What remains is to consider the linear span h′ of 1⊗Hj, j 6= n, and to elaborate the
linear independence in (h′)∗ of the weights of generators in Fprim:
(1⊗Hj)
(
t−1t∧m{1,2,...,m}Jl
)
=
{
−t−1t∧m{1,2,...,m}Jl , j = n± l
0 , j /∈ {n, n− l, n+ l}
. 
The action of the subalgebra UqslN →֒ Uqsl
op
N ⊗UqslN is to be referred to in the sequel
more extensively than that of the subalgebra Uqsl
op
N →֒ Uqsl
op
N ⊗ UqslN . Just as in [7], we
write ξf instead of (1⊗ ξ)f in all the cases where this could not lead to a confusion.
Apply the relations Fnz
α
a = q
1/2δanδαm, Hnz
β
b = 0 for b 6= n and β 6= m (see [7]) to get
Fnz
∧k{m−k+1,...,m}
{n−k+1,...,n} = q
1/2z
∧k−1{m−k+1,...,m−1}
{n−k+1,...,n−1} .
It follows from ∆(Fn) = Fn ⊗K
−1
n + 1⊗ Fn, Fn(t
−1) = 0 that
Fn
(
t−1t∧m{1,2,...,m}{n−k+1,...,n,n+k+1,...,N}
)
= t−1Fnt
∧m
{1,2,...,m}{n−k+1,...,n,n+k+1,...,N} =
= q1/2t−1t∧m{1,2,...,m}{n−k+1,...,n−1,n+1,n+k+1,...,N}.
Hence, c(q, k) = c(q, k − 1) = · · · = c(q, 1) = 1, and thus we have proved
Proposition 2.4 Let 1 ≤ α1 < α2 < · · · < αk ≤ m, 1 ≤ a1 < a2 < · · · < ak ≤ n,
J = {n+ 1, n+ 2, . . . , N} \ {n+ α1, n + α2, . . . , n+ αk} ∪ {a1, a2, . . . , ak}. Then
Iz
∧k{m+1−αk ,m+1−αk−1,...,m+1−α1}
{a1,a2,...,ak}
= t−1t∧m{1,2,...,m}J
Turn back to a construction of such y ∈ Pol(Matmn)q that Iy = x
−1. It follows from
(2.5), (2.7) that ∑
J⊂{1,...,N}
card(J)=m
(−1)card({1,2,...,n}∩J)t∧m{1,2,...,m}J
(
t∧m{1,2,...,m}J
)∗
= 1. (2.10)
The following is due to proposition 2.4, (2.10), and the injectivity of I.
Theorem 2.5 There exists a unique element y ∈ Pol(Matmn)q such that Iy = x
−1. It is
given explicitly by
y = 1 +
m∑
k=1
(−1)k
∑
{J ′| card(J ′)=k}
∑
{J ′′| card(J ′′)=k}
z∧kJ
′
J ′′
(
z∧kJ
′
J ′′
)∗
,
with J ′ ⊂ {1, 2, . . . , m}, J ′′ ⊂ {1, 2, . . . , n}.
Example 2.6. In the case of quantum ball in Cn (m = 1), one has za = z
1
a, y =
1−
n∑
a=1
zaz
∗
a.
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Corollary 2.7 For all α = 1, . . . , m, a = 1, . . . , n, one has
zαa y = q
−2yzαa , (z
α
a )
∗y = q2y(zαa )
∗.
Note that f ∈ Pol(Matmn)q, f 6= 0 imply yf 6= 0, fy 6= 0 because of the injectivity of
the map I : Pol(Matmn)q → Pol(X˜)q,x. Hence Pol(Matmn)q →֒ Pol(Matmn)q,y.
The work [7] introduces a subalgebra Pol(X)q of all Uqs(glm × gln)
op-invariants of
Pol(X˜)q. Let Pol(X)q,x and Pol(Matmn)q,y be respectively localizations of the ∗-algebras
Pol(X)q and Pol(Matmn)q with respect to the multiplicative systems x
N, yN. Now theorem
2.5 and [7, proposition 8.1] provide a ’canonical’ isomorphism
Proposition 2.8 Pol(Matmn)q,y→∼
I
Pol(X)q,x.
(The injectivity of I is evident. In fact, it follows from I
(
M∑
k=0
y−kfk
)
= 0,
f0, f1, . . . , fM ∈ Pol(Matmn)q, that I
(
M∑
k=0
yM−kfk
)
= 0, and so
M∑
k=0
yM−kfk = 0,
M∑
k=0
y−kfk = 0.)
Remark 2.9. In some contexts the generators zαa become inconvenient and are to
be replaced by zαa = (−q)
α−1zm+1−αa , α = 1, . . . , m, a = 1, . . . , n. (This passage could
treated as drawing down the ’Greek’ index via the ’tensor’ ε = (−q)α−1δα+β,m+1.)
Proposition 2.10 Consider the matrix Z = (zαa)α=1,...,m,a=1,...,n. In the matrix algebra
with entries from C[SLN ]q,t one has
I(Z) = T−112 T11, (2.11)
with I(Z) = (I(zαa)), T11 = (tαa), T12 = (tαn+β), α, β = 1, . . . , m, a = 1, 2, . . . , n.
Proof. Let T = (tij)i,j=1,...,m and det
′
q T =
∑
s∈Sm
(−q)−l(s)ts(m)mts(m−1)m−1 · · · ts(1)1.
We are about to prove that in C[Matmn]q one has
det′q T = detq T. (2.12)
The relation det′q T = const(q) detq T follows from the Uqslm-invariance of det
′
q T , detq T ,
if one also takes into account that the spaces of homogeneous degree m invariants are
one-dimensional. To compute the constant const(q), it suffices to pass to the quotient
algebra with respect to the bilateral ideal generated by tij , i 6= j.
Now (2.11) is derivable from (2.12) and the explicit form of T−112 :
(T−112 )αβ = (detq T12)
−1 · (−q)α−β detq((T12)βα), α, β = 1, . . . , m
(Here, just as in the classical case q = 1, (T12)βα is a matrix derived from T12 by discarding
the line β and column α.) 
Remark 2.11. In the classical limit (q = 1) one has
y = 1 +
m∑
k=1
(−1)ktr(Z∧k(Z∗)∧k) = 1 +
m∑
k=1
(−1)ktr((ZZ∗)∧k) = det(1− ZZ∗).
(These relations are evident since their proof reduces to considering the special case zαa =
λαδαa, λα ∈ C.)
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3 Hardy-Bergman spaces
Remind some results of [7]. An extension Fun(U)q of the covariant ∗-algebra Pol(Matmn)q
was produced there via adding to the list of its generators {zαa } of such element f0 that
f0 = f
2
0 = f
∗
0 , and (z
α
a )
∗f0 = f0z
α
a = 0 for all α = 1, . . . , m, a = 1, . . . , n.
Let D(U)q = Fun(U)qf0Fun(U)q be the ∗-algebra of finite functions in the quantum
ball, and H = Fun(U)qf0 = C[Matmn]qf0. It follows from the explicit formulae for the
action of UqslN in Fun(U)q (see [7]) that D(U)q is a Uqsunm-module algebra, and H is
a Uqb+-module algebra. (Here Uqb+ ⊂ UqslN is a subalgebra generated by K
±1
j , Ej ,
j = 1, . . . , N − 1). We follows [7] in denoting the ’natural’ representations on Fun(U)q
and Uqb+ in H by Θ and Γ respectively. In section 9 of that work an explicit formula for
the invariant integral was obtained:∫
Uq
fdν = tr(Θ(f)Γ(ehρˇ)), f ∈ D(U)q, (3.1)
with ρˇ =
1
2
N−1∑
j=1
j(N − j)Hj, h > 0, and the operators Γ(Hj) in H are determined by
q = e−h/2, Γ(K±1j ) = q
±Γ(Hj), j, . . . , N−1. (We follow an agreement of [7] in restricting to
considering only those UqslN -modules which admit well defined actions of the ’elements’
Hj, X
+
j = Ejq
− 1
2
Hj , X−j = q
1
2
HjFj, j = 1, . . . , N − 1.)
Among the main results of [7] one should mention, in particular, the positivity of the
scalar product in H defined by
(ψ1, ψ2)f0 = ψ
∗
2ψ1, ψ1, ψ2 ∈ H. (3.2)
The positivity of the scalar product (3.2) implies the positivity of the invariant integral
(3.1) (see [7]).
Remind (see [7]) that C[Matmn]q =
∞⊕
k=0
C[Matmn]q,k, C[Matmn]q,k = {f | deg f = k},
H =
∞⊕
k=0
Hk, Hk = C[Matmn]q,kf0. The equality yf0 = f0 and the commutation relations
yzαa = q
2zαa y, α = 1, . . . , m, a = 1, . . . , n imply
Lemma 3.1 For all k, λ ∈ Z+ one has
Θ(y)λ
∣∣
Hk
= q2kλI. (3.3)
The non-integral powers Θ(y)λ ∈ End(H) of the operator Θ(y) are defined by (3.3).
Lemma 3.2 For λ > N − 1 one has
tr
(
Θ(y)λΓ(ehρˇ)
)
=
n−1∏
j=0
m−1∏
k=0
(
1− q2(λ+1−N)q2(j+k)
)−1
Proof. Equip the linear span h of the ’elements’ Hj, j = 1, 2, . . . , N −1, with a scalar
product
(Hi, Hj) =
 2 , i− j = 0−1 , |i− j| = 1
0 , |i− j| > 1
.
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Let {αj} be the standard basis of simple roots in h
∗. Then αj(ρˇ) = (Hj, ρˇ) = 1 for all
j = 1, . . . , N − 1, and the relation
ρˇzmn =
1
2
((m+ 1)(n− 1)Hn−1 + (m− 1)(n+ 1)Hn+1 +mnHn) z
m
n =
=
1
2
(−(m+ 1)(n− 1)− (m− 1)(n+ 1) + 2mn) zmn = z
m
n
implies
ρˇzαa = (N + 1− a− α)z
α
a , α = 1, . . . , m, a = 1, . . . , n. (3.4)
The vectors {(z11)
k11 · · · (zmn )
kmnf0}, kaα ∈ Z+, α = 1, . . . , m, a = 1, . . . , n, form a basis
in H, and, by a virtue of (3.4), one has
Γ(ehρˇ)((z11)
k11 · · · (zmn )
kmnf0) = q
−2
∑
kaα(N+1−a−α)((z11)
k11 · · · (zmn )
kmnf0). (3.5)
What remains is to apply the definition of the operator Θ(y)λ:
tr
(
Θ(y)λΓ(ehρˇ)
)
=
∞∑
k11=0
· · ·
∞∑
kmn=0
q
2
n∑
a=1
m∑
α=1
(λ−(N+1−a−α))kaα
(3.6)
and to sum the geometric progressions in (3.6). 
Proposition 3.3 For any f ∈ Fun(U)q, Θ(f) is a bounded operator in the pre-Hilbert
space H.
Proof. By a virtue of [7, remark 8.6], it suffices to consider the case f ∈ Pol(Matmn)q.
In the work alluded above, a ∗-representation Π was constructed; it was also shown to be
unitary equivalent to the ∗-representation Θ. Thus, the inequality ‖Θ(f)‖ < ∞ follows
from ‖Π(f)‖ <∞ (see the appendix). 
By proposition 3.3, for λ > N − 1 one has a well defined linear functional∫
Uq
fdνλ
def
= C(λ)tr
(
Θ(f)Θ(y)λΓ(ehρˇ)
)
, f ∈ Fun(U)q,
with
C(λ) =
n−1∏
j=0
m−1∏
k=0
(
1− q2(λ+1−N)q2(j+k)
)
. (3.7)
Proposition 3.4 For all λ > N − 1, the linear functional
∫
Uq
fdνλ on the ∗-algebra
Fun(U)q is positive, and
∫
Uq
1dνλ = 1.
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Proof. The latter relation follows from lemma 3.2. To verify the positivity of
∫
Uq
fdνλ,
it suffices to observe that the ∗-representation Θ of Fun(U)q is faithful, and the bounded
operator C(λ)Θ(y)λΓ
(
ehρˇ
)
= C(λ)Γ
(
ehρˇ
)
Θ(y)λ is positive. 
Consider a completion L2(dνλ)q of the vector space Fun(U)q with respect to the norm
‖f‖λ =
(∫
Uq
f ∗fdνλ
)1/2
. The closure L2a(dνλ)q of the linear subvariety C[Matmn]q in the
Hilbert space L2(dνλ)q will be called the Hardy-Bergman space.
There exists a very useful approach in which the ∗-algebra Pol(Matmn)q is treated as
a q-analogue of the Weil algebra, and the operators (1− q2)−1/2T (zαa ), (1− q
2)−1/2T (zαa )
∗
as q-analogues of creation and annihilation operators respectively. In this context, the
following result becomes a q-analogue of the Stone-von-Neumann theorem.
Theorem 3.5 There exists a faithful irreducible ∗-representation of Pol(Matmn)q by
bounded operators in a Hilbert space. This representation is unique up to unitary equiva-
lence.
Proof. By proposition 3.3, there exists a well defined ∗-representation Θ of
Pol(Matmn)q in a completion H of the pre-Hilbert space H. This ∗-representation is
faithful by [7, proposition 8.8]. Furthermore, if a bounded linear operator A commutes
with all the operators Θ(f), f ∈ Pol(Matmn)q, then, in particular Θ(y)A = AΘ(y). Hence
Af0 = af0 for some a ∈ C since Cf0 is an eigenspace of Θ(y). It follows that A = aI.
That is, Θ is irreducible. What remains is to demonstrate a uniqueness of the faithful
irreducible ∗-representation.
Let T be a faithful irreducible ∗-representation of Pol(Matmn)q by bounded linear
operators in a Hilbert space. The same idea as in [10] can be used to prove that the
non-zero spectrum of the selfadjoint operator T (y) is discrete. Consider some eigenvec-
tor v of T (y) associated to a largest modulus eigenvalue. By a virtue of corollary 2.7,
T ((zαa )
∗)v = 0, α = 1, 2, . . . , m, a = 1, 2, . . . , n. It is easy to show that the kernels of
the linear functionals (T (f)v, v), (Θ(f)f0, f0) on Pol(Matmn)q are just the same subspace⊕
(j,k)6=(0,0)
C[Matmn]q,jC[Matmn]q,−k. Thus (T (f)v, v) = const(Θ(f)f0, f0), const > 0, and
hence the map f0 7→ (const)
−1/2v admits an extension up to a unitary map which inter-
twines the representations Θ and T . 
4 Distributions
It will be proved below that the orthogonal projection Pλ in the Hilbert space L
2(dνλ)q
onto the subspace L2a(dνλ)q ⊂ L
2(dνλ)q is an integral operator. Our principal intention is
find the kernel of this integral operator.
We follow [7] with beginning the construction of distributions in the quantum matrix
ball via a completion operation.
Impose three topologies in Pol(Matmn)q and prove their equivalence.
Associate to each element ψ ∈ D(U)q a linear functional lψ : Pol(Matmn)q → C given
by lψ(f) =
∫
Uq
fψdν. Let T be the weakest among the topologies in Pol(Matmn)q in which
all the linear functionals lψ, ψ ∈ D(U)q, are continuous.
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Consider the finite dimensional subspaces Pol(Matmn)q,i,j = C[Matmn]q,i ·C[Matmn]q,j,
i ≤ 0, j ≥ 0, of the vector space Pol(Matmn)q, together with such linear operators
pij : Pol(Matmn)q → Pol(Matmn)q,i,j that f =
∑
i≥0, j≤0
pij(f) for all f ∈ Pol(Matmn)q. Let
T1 be the weakest among the topologies in Pol(Matmn)q in which all pij , i ≤ 0, j ≥ 0, are
continuous.
Consider the finite dimensional orthogonal projections Pi in H onto the homogeneous
components Hi, i ∈ Z+, and the linear operators Θij : Pol(Matmn)q → Hom(Hj,Hi),
f 7→ PiΘ(f)|Hj , i, j ∈ Z+.
Let T2 be the weakest among the topologies in which all the linear operators Θij,
i, j ∈ Z+, are continuous.
The completion of Pol(Matmn)q with respect to T will be denoted by D(U)
′
q and
called the space of distributions in the quantum matrix ball. The pairing Pol(Matmn)q ×
D(U)q → C, f × ψ 7→
∫
Uq
fψdν, is extendable up to a pairing D(U)′q × D(U)q → C,
f × ψ 7→
∫
Uq
fψdν; this justifies the use of the term ’distribution’.
One can replace the topology T in the definition of D(U)′q with either T1 or T2, as it
follows from
Proposition 4.1 The topologies T , T1, T2 in Pol(Matmn)q are equivalent.
Proof. By [7, remark 8.6], D(U)q
∼
−→
Θ
End(H)f , with End(H)f ≃ H ⊗H
∗. Thus, the
equivalence of the topologies T , T2 follows from (3.1), (3.6).
What remains is to prove the equivalence of T1 and T2. Consider the linear span L1
of the images under the embedding (Pol(Matmn)q)ij)
∗ →֒ (Pol(Matmn)q)
∗ and the lin-
ear span L2 of the images under the embedding (Hom(Hj ,Hi))
∗ →֒ (Pol(Matmn)q)
∗. It
suffices to prove that L1 = L2. The inclusion L1 ⊇ L2 follows from Hom(Hj,Hi)
∗ ⊆
min(i,j)⊕
k=0
Pol(Matmn)
∗
q,i−k,−j+k. The converse inclusion follows from Pol(Matmn)
∗
q,i−j ⊆
min(i,j)⊕
k=0
Hom(Hj ,Hi)
∗. The latter inclusion is easily deducible from the previous one and
[7, lemma 8.7]. 
The equivalence of T and T1 allows one to identify the topological vector space
D(U)′q and the space of formal series f =
∑
i≥0, j≤0
fij, fij ∈ Pol(Matmn)q,i,j equipped with
the topology of coefficientwise convergence. The structure of a covariant Pol(Matmn)q-
bimodule is transferred by a continuity from Pol(Matmn)q onto the above space D(U)
′
q of
formal series.
Let End(H) = ×
i,j≥0
Hom(Hj ,Hi) – the direct product in the category of vector spaces,
i.e. the corresponding space of formal series. Evidently, End(H)f →֒ End(H) →֒ End(H).
Consider the embedding i : D(U)q →֒ D(U)
′
q determined via the isomorphisms
D(U)q ≃ End(H)f , D(U)
′
q ≃ End(H). (The second isomorphism is a consequence of
the equivalence of T and T2.)
Proposition 4.2 The embedding of vector spaces i : D(U)q →֒ D(U)
′
q is a morphism of
covariant Pol(Matmn)q-modules.
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Proof. By the construction, i is a morphism of Pol(Matmn)q-bimodules. What re-
mains is to prove that this is a morphism of UqslN -modules. Consider the element
f0 ∈ D(U)
′
q which is the image of f0 ∈ D(U)q under the embedding i. It suffices to
demonstrate that the relations from [7] which define the structure of UqslN -module in
D(U)q, are also valid in D(U)
′
q:
Hnf0 = 0, Fnf0 =
q1/2
q−2 − 1
f0(z
m
n )
∗, Enf0 = −
q1/2
1− q2
zmn f0,
Hkf0 = Fkf0 = Ekf0 = 0 for k 6= n.
It is easy to see that
Cf0 = {f ∈ D(U)
′
q| (z
α
a )
∗f = fzαa = 0, α = 1, . . . , m; a = 1, . . . , n}.
It follows from the covariance of the Pol(Matmn)q-bimodule D(U)
′
q that the subspace Cf0
is a Uqs(gln × glm)-submodule. Hence, Hnf0 = 0, Hkf0 = Fkf0 = Ekf0 = 0, k 6= n.
Similarly,
Czmn f0 = {f ∈ D(U)
′
q| H0f = 2f & Fjf = 0 for j 6= n
& fzαa = 0 for α = 1, . . . , m; a = 1, . . . , n}.
Cf0(z
m
n )
∗ = {f ∈ D(U)′q| H0f = −2f & Ejf = 0 for j 6= n
& (zαa )
∗f = 0 for α = 1, . . . , m; a = 1, . . . , n}.
Apply the covariance of the Pol(Matmn)q-bimodule D(U)
′
q to get
Fnf0 = const1f0(z
m
n )
∗, Enf0 = const2z
m
n f0.
What remains is to prove that const1 = −
q1/2
q−2 − 1
, const2 = −
q1/2
1 − q2
.
The first constant is accessible from the relations
Fn(f0z
m
n ) = Fn0 = 0, f0(1− (z
m
n )
∗zmn ) = q
2f0(1− z
m
n (z
m
n )
∗) = q2f0,
and the second one follows from
En((z
m
n )
∗f0) = En0 = 0, (1− (z
m
n )
∗zmn )f0 = q
2f0(1− z
m
n (z
m
n )
∗)f0 = q
2f0.
(A detailed exposition of these calculations can be found in [7]). 
We identify in the sequel finite functions f ∈ D(U)q with their images i(f) ∈ D(U)
′
q
under the embedding i.
Remark 4.3. By definition, the linear subspace D(U)q
∼
−→
Θ
End(H)f is dense in the
topological vector space D(U)′q
∼
−→
Θ
End(H). The structure of the D(U)q-bimodule is
extendable by a continuity from this dense linear subspace onto the entire space D(U)′q.
D(U)q is a covariant algebra, hence theD(U)q-bimodule we have obtained is also covariant.
To conclude, we prove the following
Proposition 4.4 A distribution f ∈ D(U)′q is a finite function iff fC[Matmn]q,M =
C[Matmn]q,−Mf = 0 for some M ∈ N.
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Proof. Apply the fact that the linear map C[Matmn]q → H, ψ 7→ ψf0, is one-to-one,
and C[Matmn]q is a domain [2]. For all k ∈ Z+, the linear span of Θ(z
α
a )Hk, α = 1, . . . , m,
a = 1, . . . , n, coincides with Hk+1, and the linear span of Θ((z
α
a )
∗)Hk, α = 1, . . . , m,
a = 1, . . . , n, coincides with Hk−1 (or is 0 in the case k = 0). what remains is to apply the
isomorphism of vector spaces D(U)q −→
Θ˜
End(H)f ≃
⊕
i≥0, j≥0
Hi⊗H
∗
j ≃
⊕
i≥0, j≥0
Hi⊗Hj . 
5 Differential forms with finite coefficients
The results of this section are not used in producing an explicit formula for the Bergman
kernel. However, it makes an independent interest and provides an essential addition
to the results of [7]. In [6] a covariant algebra Ω(Matmn)q of differential forms with
polynomial coefficients was considered (it was denoted there by Ω(g−1)q).
One can find in [7, section 4] a complete list of relations between the generators zαa ,
(zαa )
∗, dzαa , d(z
α
a )
∗, a = 1, . . . , n, α = 1, . . . , m, of Ω(Matmn)q. Consider the subalgebras∧
mn ⊂ Ω(Matmn)q,
∧
mn ⊂ Ω(Matmn)q, generated by {dz
α
a }, {d(z
α
a )
∗} respectively. They
are q-analogues of algebras of differential forms with constant coefficients, and dim
∧
mn =
dim
∧
mn = 2
mn. There is a decomposition
Ω(Matmn)q =
∧
mn
⊗ Pol(Matmn)q ⊗
∧
mn
.
We are interested in considering the space Ω(U)q
def
=
∧
mn⊗D(U)q⊗
∧
mn of differential
forms with finite coefficients and the space Ωq
def
=
∧
mn⊗Fun(U)q ⊗
∧
mn = Ω(Matmn)q +
Ω(U)q. We are going to equip Ωq with a structure of covariant differential algebra and to
describe it in terms of generators and relations.
Use the above topology in D(U)′q to introduce a topology in the vector space
Ω′(U)q =
∧
mn⊗D(U)
′
q ⊗
∧
mn =
∧
(Matmn)q
⊗
C[Matmn]q
D(U)′q
⊗
C[Matmn]q
∧
(Matmn)q of
differential forms whose coefficients are distributions. The differential d and the structure
of covariant Ω(Matmn)q-bimodule are transferred by a continuity from Ω(Matmn)q onto
Ω′(U)q. (In fact, all the commutation relations involving the differentials dz
α
a , d(z
α
a )
∗ are
purely quadratic). Using proposition 4.4, it is easy to distinguish the differential forms
with finite coefficients from Ω′(U)q, that is, to prove that
Ω(U)q = {ω ∈ Ω
′(U)q| ∃M : C[Matmn]q,−M · ω = ω · C[Matmn]q,M = 0}.
This allows one to extend by a continuity the structure of covariant differential algebra
from Ω(Matmn)q onto Ωq = Ω(Matmn)q + Ω(U)q.
A complete list of commutation relations between the generators zαa , (z
α
a )
∗, f0, dz
α
a ,
d(zαa )
∗, a = 1, . . . , n; α = 1, . . . , m, of Ωq, includes (5.1) and the relations from [7]. (5.2)
describes the action of the differential d onto f0.
Proposition 5.1 For all a = 1, . . . , n; α = 1, . . . , m, one has
f0d(z
α
a )
∗ = d(zαa )
∗f0, f0dz
α
a = dz
α
a f0. (5.1)
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Proof. It suffices to consider the first relation. It follows from the invertibility of
R-matrices involved into the commutation relations between d(zαa )
∗ and zαa , (z
α
a )
∗, a =
1, . . . , n; α = 1, . . . , m, that
f0d(z
α
a )
∗ =
n∑
b=1
m∑
β=1
d(zβb )
∗ψbαβa, ψ
bα
βa ∈ D
′(U)q.
Prove that ψbαβa · z
γ
c = 0 for all c = 1, . . . , n; γ = 1, . . . , m. In fact, f0C[Matmn]q,1 = 0.
Hence,
0 = f0d(z
α
a )
∗zγc =
n∑
b=1
m∑
β=1
d(zβb )
∗(ψbαβa · z
γ
c )
(the first equality is due to the homogeneity of the commutation relations between d(zβb )
∗
and zγc , a, c = 1, . . . , n; α, γ = 1, . . . , m). Thus, it follows from the latter equality and the
definition of Ω′(U)q that ψ
bα
βa · z
γ
c = 0, c = 1, . . . , n; γ = 1, . . . , m. 
Lemma 5.2 If ψ ∈ D′(U)q is such that ψ · z
γ
c = 0, c = 1, . . . , n; γ = 1, . . . , m, then
ψ ∈
∞
×
j=0
C[Matmn]q,j · f0 ⊂ D
′(U)q.
Proof. Show first that for any ψ ∈ D′(U)q one has ψy
N →
N→∞
ψf0 in the topology
of D′(U)q. In fact, it suffices to demonstrate that lϕ(ψy
N) →
N→∞
lϕ(ψf0) for any ϕ ∈
D′(U)q. Apply the decomposition D(U)q =
⊕
j≥0
k≤0
D(U)q,j,k, with D(U)q,j,k = C[Matmn]q,j ·
f0 · C[Matmn]q,k. One has: ϕ =
∑
j,k
ϕjk, with ϕjk ∈ D(U)q,j,k,
lϕ(ψy
N) =
∫
Uq
ψyNϕdν =
∑
j,k
∫
Uq
ψyNϕjkdν =
∑
j,k
q2Nj
∫
Uq
ψϕjkdν.
On the other hand,
lim
N→∞
∑
j,k
q2Nj
∫
Uq
ψϕjkdν =
∑
k
∫
Uq
ψϕ0kdν =
∑
j,k
∫
Uq
ψf0ϕjkdν =
∫
Uq
ψf0ϕdν = lϕ(ψf0).
Turn back to the proof of lemma 5.2. If ψ ∈ D′(U)q and ψ · z
γ
c = 0 for all c = 1, . . . , n;
γ = 1, . . . , m, then it follows from theorem 2.5 that ψy = ψ, and hence ψ = ψyN →
N→∞
ψf0,
so the statement of the lemma is proved. 
We have demonstrated that ψ ∈
∞
×
j=0
C[Matmn]q,j · f0 (a, b = 1, . . . , n; α, β = 1, . . . , m).
Prove that ψbαβa differs from f0 only by a constant multiple. All UqslN -modules consid-
ered in [7] were equipped with a gradation determined by the element H0 of the Cartan
subalgebra:
H0
def
=
2
m+ n
(
m
n−1∑
j=1
jHj + n
m−1∑
j=1
jHN−j +mnHn
)
.
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An application of the operator qH0 to f0d(z
α
a )
∗ and d(zβb )
∗ψbαβa yields q
H0(ψbαβa) = ψ
bα
βa.
What remains is to remind that {f ∈
∞
×
j=0
C[Matmn]q,j · f0| q
H0f = f} = Cf0.
We have proved that the linear span of {f0 · d(z
α
a )
∗}a=1,...,n; α=1,...,m coincides with the
linear span of {d(zαa )
∗f0}b=1,...,n; β=1,...,m. This vector space is a simple Uqsln ⊗ Uqslm-
module, and the linear map f0 ·d(z
α
a )
∗ 7→ d(zαa )
∗f0 is the unique up to a constant multiple
endomorphism of this Uqsln ⊗ Uqslm-module. Hence, f0 · d(z
α
a )
∗ = C · d(zαa )
∗f0 for some
C ∈ C. On the other hand, f ∗0 = f0, and so C · d(z
α
a )
∗f0 = f0 · d(z
α
a )
∗ = f 20d(z
α
a )
∗ =
C2 · d(zαa )
∗f 20 = C
2 · d(zαa )
∗f0. Therefore, (1 − C)C · d(z
α
a )
∗f0 = 0. On the other hand,
f0 · d(z
α
a )
∗ = C · d(zαa )
∗f0 6= 0, and thus we get C = 1. 
Proposition 5.3
df0 = −
1
1− q2
n∑
a=1
m∑
α=1
(dzαa f0(z
α
a )
∗ + zαa f0(dz
α
a )
∗). (5.2)
Proof. It follows from f ∗0 = f0 that df0 = ∂f0 + ∂f0 = ∂f0 + (∂f0)
∗ = ∂f0 + (∂f0)
∗.
Hence, it suffices to prove the relation
∂f0 = ω0, ω0 = −
1
1− q2
n∑
a=1
m∑
α=1
zαa f0d(z
α
a )
∗.
Let Ω(U)
(0,1)
q be the space of (0,1)-forms with finite coefficients in the quantum ball.
Remind that all the UqslN -modules in our consideration are equipped with a Z-grading
defined by the element H0 [7]. We are about to prove that 1-forms ∂f0 and ω0 are solutions
of the following system of equations:
(1− y)ω = ∂y · f0, H0ω = 0 (5.3)
and to elaborate the uniqueness of a solution of this system in the space Ω(U)
(0,1)
q .
We start with proving the uniqueness.
Lemma 5.4 If ω ∈ Ω(U)
(0,1)
q and (1− y)ω = H0ω = 0, then ω = 0.
Proof. Apply the decomposition D(U)q =
⊕
j≥0,k≤0
D(U)q,j,k, with D(U)q,j,k =
C[Matmn]q,jf0C[Matmn]q,k. One has ω =
∞∑
j=0
∞∑
k=0
ωjk, where ωjk =
n∑
a=0
m∑
α=0
faαjkd(z
α
a )
∗,
fαjk ∈ D(U)q,j,−k. The statement of the lemma now follows from the relations H0ωjk =
2(j − k − 1)ωjk and (1 − y)ωjk = (1 − q
2j)ωjk. (The latter relation is deducible from
yf0 = f0 and yz
α
a = q
2zαa y; a = 1, . . . , n; α = 1, . . . , m). 
Turn back to the proof of proposition 5.2. What remains is to verify that the 1-forms
∂f0 and ω0 are solutions of the equation system 5.3.
The relations H0(∂f0) = 0, H0ω0 = 0 follow from H0f0 = 0, H0z
α
a = 2z
α
a , H0(dz
α
a )
∗ =
−2(dzαa )
∗, α = 1, . . . , m, a = 1, . . . , n, together with the fact that ∂ is a morphism of
UqslN -modules.
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To prove the relation (1 − y)∂f0 = ∂y · f0 it is sufficient to apply ∂ to both sides of
the equality y · f0 = f0.
The relation (1− y) · ω0 = ∂y · f0 follows from
∂y · f0 = −
n∑
a=1
m∑
α=1
zαa f0d(z
α
a )
∗. (5.4)
On the other hand, (5.4) is deducible from the explicit formula for the element y obtained
in section 2:
y =
∞∑
k=0
(−1)kyk, y0 = 1, y1 =
n∑
a=1
m∑
α=1
zαa (z
α
a )
∗,
yk =
∑
{J ′|card(J ′)=k}
∑
{J ′′|card(J ′′)=k}
z∧k
J ′
J ′′
(
z∧k
J ′
J ′′
)∗
.
In fact, d(zαa )
∗f0 = f0d(z
α
a )
∗; (zαa )
∗f0 = 0 for all a = 1, . . . , n; α = 1, . . . , m, and hence
∂yk · f0 = 0 for all k ≥ 2. 
6 The linear map
◦
P λ
We assume in what follows λ > N − 1.
Proposition 6.1 The linear subspace D(U)q is dense in the Hilbert space L
2(dνλ)q, and
the embedding D(U)q →֒ D(U)
′
q extends by a continuity up to an embedding L
2(dνλ)q →֒
D(U)′q.
Proof. It suffices to apply the relations (3.1), (3.5), and the isomorphisms
D(U)q
∼
→ End(H)f , D(U)
′
q
∼
→ End(H) (see section 4) 
We identify in the sequel the Hilbert space L2(dνλ)q and its image under the embedding
into the space of distributions D(U)′q.
Consider the orthogonal projection Pλ in the Hilbert space L
2(dνλ)q onto the Hardy-
Bergman subspace L2a(dνλ)q introduced in section 3. A principal subject of the research
in the remainder of this work will be the linear map
◦
P λ: D(U)q → D(U)
′
q given by a
restriction of Pλ onto the dense in L
2(dνλ)q linear subspace D(U)q.
1
This section presents a construction of such a representation πλ of UqslN in D(U)
′
q
that πλ(a)D(U)q ⊂ D(U)q for all a ∈ UqslN , and
πλ(a)
◦
P λ=
◦
P λ πλ(a), a ∈ UqslN . (6.1)
The results of section 7 will imply that Pλ is uniquely determined by (6.1) and its
value on f0.
1It will be proved in the sequel that PλFun(U)q ⊂ C[Matmn]q
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Proposition 6.2 There exists a unique representation πλ of UqslN in D(U)
′
q such that
for all f ∈ D(U)′q
πλ(Ej) : f 7→
Ejf, j 6= n,Enf − q1/21− q2λ
1− q2
(Knf)z
m
n , j = n.
(6.2)
πλ(Fj) : f 7→
{
Fjf, j 6= n,
q−λFnf, j = n.
(6.3)
πλ(K
±1
j ) : f 7→
{
K±1j f, j 6= n,
q±λK±1n f, j = n.
(6.4)
Proof. The uniqueness of πλ is obvious. While proving the existence of this repre-
sentation, it suffices to replace the topological vector space D(U)′q by its dense subspace
Pol(Matmn)q, and to consider the special case λ ∈ {N,N + 1, N + 2, . . . }. (In fact, the
problem is to prove equalities in which both sides are in C[qλ, q−λ]. So, what remains is
to observe that two polynomials which coincide on the set {qN , qN+1, qN+2 . . . } are identi-
cally the same.) Consider the UqslN -module Pol(X˜)q,x and the associated representation
π of UqslN . Remind the notation t = t
∧m
{1,2,...,m}{n+1,n+2,...,N}. The existence of πλ follows
from the following
Lemma 6.3 Let λ ∈ {N,N +1, N +2, . . . } and Iλ be the linear map Iλ : Pol(Matmn)q →
Pol(X˜)q,x; Iλ : f 7→ (If)t
−λ. Then for all j = 1, . . . , N − 1 one has πλ(Ej) =
I
−1
λ π(Ej)Iλ, πλ(Fj) = I
−1
λ π(Fj)Iλ, πλ(K
±1
j ) = I
−1
λ π(K
±1
j )Iλ.
Proof. It follows from the covariance of the algebra D(U)′q that
Ej(ft
−λ) = (Ejf)(t
−λ) + (Kjf)(Ej(t
−λ)),
Fj(ft
−λ) = (Fjf)(K
−1
j (t
−λ)) + f · (Fj(t
−λ)),
K±1j (ft
−λ) = (K±1j f)(K
±1
j (t
−λ)),
so it suffices to prove the relations
Fj(t
−µ) = 0, K±1j (t
−µ) =
{
q±µt−µ, j = n
t−µ, j 6= n.
Ej(t
−µ) =
−q1/2
1− q2µ
1− q2
(
t−1 · t∧m{1,2,...,m}{n,n+2,...,N}
)
t−µ, j = n,
0, j 6= n.
for all µ ∈ −Z+. These are easily deducible via an application of the covariance of
Pol(X˜)q,x and the relations
Fjt = 0, K
±1
j t =
{
q∓1t, j = n
t, j 6= n.
,
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Ejt =
{
q−1/2 · t∧m{1,2,...,m}{n,n+2,...,N}, j = n
0, j 6= n.
.
(For example,
En(t
k) =
k−1∑
j=0
(Knt)
j(Ent)t
k−j−1 = q−1/2
k−1∑
j=0
(q−1t)jt∧m{1,2,...,m}{n,n+2,...,N}t
k−j−1 =
= q−3/2(
k−1∑
j=0
q−2j)
(
t−1t∧m{1,2,...,m}{n,n+2,...,N}
)
tk.) 
Remind the notion of an invariant scalar product in a representation space of a Hopf
∗-algebra A. Let S be the antipode and ε the counit of this Hopf algebra.
Consider an A-module V . The antimodule V is defined to be V as an Abelian group,
while the multiplication by complex numbers and A-action in V are given by
(λ, v) 7→ λv, (a, v) 7→ (S(a))∗v, λ ∈ C, a ∈ A, v ∈ V .
Let V1, V2 be two A-modules. A sesquilinear form V1 × V2 → C is called invariant if
the associated linear functional η : V2 ⊗ V1 → C is a morphism of A-modules:
η(av) = ε(a)η(v), a ∈ A, v ∈ V2 ⊗ V1.
Consider the representation πλ and its subrepresentation in D(U)q. Let D(U)q,λ be
the associated Uqsun,m-module. (The Uqsun,m-modules C[Matmn]q,λ, Pol(Matmn)q,λ, and
Fun(U)q,λ = Pol(Matmn)q,λ +D(U)q,λ are defined in a similar way.)
Proposition 6.4 For all λ > N−1, the scalar product D(U)q,λ×D(U)q,λ → C, f1×f2 7→∫
Uq
f ∗2 · f1y
λdν is positive and Uqsun,m-invariant.
Proof. The positivity was demonstrated before (in section 3). The same argument
as in the proof of proposition 6.2 allows one to reduce matters to the special case λ ∈
{N,N + 1, N + 2, . . . }.
In this special case one has a well defined operator Iλ : D(U)q,λ → D(X˜)q, Iλ : f 7→
(If)t−λ. It follows from lemma 6.3 that this linear map is a morphism of Uqsun,m-modules.
One can find in [7] a construction of invariant integral on a quantum principal homo-
geneous space. It is easy to deduce from that construction that
∫
X˜q
ft∗dν =
∫
X˜q
t∗fdν for
all f ∈ D(X˜)q since the operator Π(tt
∗) introduced in the paper alluded above commutes
with Γ(ehρˇ) involved in (3.1). Hence∫
Uq
f ∗2 f1y
λdν =
∫
X˜q
(If2)
∗(If1)(tt
∗)−λdν =
∫
X˜q
(If2)
∗(If1)t
−λ(t∗)−λdν =
=
∫
X˜q
(t∗)−λ(If2)
∗(If1)t
−λdν =
∫
X˜q
(Iλf2)
∗(Iλf1)dν.
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Thus, the invariance of scalar product in D(U)q,λ follows from the invariance of the scalar
product D(X˜)q × D(X˜)q → C, f1 × f2 7→
∫˜
Xq
f ∗2 f1dν, while the latter statement follows
from the invariance of the integral on the quantum principal homogeneous space.
Corollary 6.5 For all λ > N−1, the scalar product Fun(U)q,λ×Fun(U)q,λ → C, f1×f2 7→
(f1, f2)λ
def
= C(λ)
∫
Uq
f ∗2 f1dνλ is Uqsun,m-invariant (the constant C(λ) is determined by
(3.7)).
Proof. Let j ∈ Z+ and χj ∈ D(U)q be such a finite function that the operator
Θ(χj) in H =
⊕∞
k=0Hk is the projection onto the space
⊕j
k=0Hk along the subspace⊕∞
k=j+1Hk. (The existence and uniqueness of such χ is due to the isomorphism Θ :
D(U)q → End(H)f). The invariance of the scalar product (f1, f2)λ in D(U)q,λ implies the
invariance of the associated scalar product in Fun(U)q,λ since for all f1, f2 ∈ Fun(U)q,λ,
a1, a2 ∈ Uqsun,m
(πλ(a1)f1, πλ(a2)f2)λ = lim
m1,m2→∞
(πλ(a1)(χm1f1χm2), πλ(a2)(χm2f2χm1))λ.
While proving the latter equality, one should use the description of UqslN -action in D(U)q
from [7, sections 7, 8]. 
Proposition 6.6 Pλ Fun(U)q,λ ⊂ C[Matmn]q,λ, and the associated linear map Pλ :
Fun(U)q,λ → C[Matmn]q,λ is a morphism of Uqsun,m-modules for all λ > N − 1.
Proof. Each f ∈ Fun(U)q,λ is orthogonal to all but finitely many of homogeneous
components of the graded vector space C[Matmn]q,λ. Hence Pλf ∈ C[Matmn]q,λ. Since
P 2λ = Pλ, it suffices to prove that C[Matmn]q,λ and its orthogonal complement in Fun(U)q,λ
are Uqsun,m-submodules of the Uqsun,m-module Fun(U)q,λ. For the first subspace this
follows from the definition of πλ, and for the second one this fact is due to corollary 6.5
(by the invariance of the scalar product we have:
(πλ(a)f1, f2)λ = (f1, πλ(a
∗)f2)λ, a ∈ Uqsun,m, f1, f2 ∈ Fun(U)q,λ
(cf. [8]). 
Corollary 6.7 PλD(U)q,λ ⊂ C[Matmn]q,λ, and the operator
◦
P λ: D(U)q,λ → C[Matmn]q,λ
is a morphism of Uqsun,m-modules.
7 The element f0
Consider the subalgebras UqN± ⊂ UqslN generated by {Ej}j=1,... ,N−1 and {Fj}j=1,... ,N−1,
respectively.
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Lemma 7.1 f0 generates the UqN+-module C[Matmn]qf0 and the UqN−-module
f0C[Matmn]q.
Proof. It suffices to prove the first statement. One can find in [6, 7] a description of
the generalized Verma module V+(0) over UqslN with a single generator v+(0) ∈ V+(0).
It is sufficient to demonstrate that the map v+(0) 7→ f0 admits an extension up to
an isomorphism of the graded UqN+-modules V+(0)
∼
→ C[Matmn]qf0. On the other
hand, C[Matmn]qf0 is a dual graded UqN+-module with respect to C[Matmn]q, due to
the invariance and nondegeneracy of the bilinear form C[Matmn]qf0 × C[Matmn]q → C;
f1 × f2 7→
∫
Uq
f1f2dν (nondegeneracy follows from [7, lemma 8.4]). Furthermore, it was
shown in [6, 7] that V+(0) ≃ (C[Matmn]q)
∗ in the category of UqslN -modules. What re-
mains is to refer to the coincidence of the kernels of the linear functionals associated to
f0 and v+(0) under the above isomorphisms. (These kernels are just
∞⊕
j=1
C[Matmn]q,−j). 
Proposition 7.2 UqslNf0 = D(U)q.
Proof. Consider an ordered set {j1, j2, . . . jr}, r ∈ Z+, formed by the elements of the
set {1, 2, . . . , N − 1}. It suffices to prove that (Ej1Ej2 . . . Ejrf0)C[Matmn]q ⊂ UqslNf0,
since the linear span of Ej1Ej2 . . . Ejrf0 coincides with C[Matmn]qf0 by a virtue of lemma
7.1. We proceed by induction in r. In the case r = 0 our statement follows from lemma
7.1. The induction passage from r − 1 to r could be easily done via an application of
(Ej(f+f0))f− = Ej(f+f0f−)−Kj(f+f0)(Ejf−). (7.1)
In fact, set up j = j1, f+f0 = Ej2Ej3 . . . Ejrf0, f− ∈ C[Matmn]q. By the induction
hypothesis one has
f+f0f− ∈ (Ej2Ej3 . . . Ejrf0)C[Matmn]q ⊂ UqslNf0,
Kj1(f+f0)(Ej1f−) ∈ (Ej2Ej3 . . . Ejrf0)C[Matmn]q ⊂ UqslNf0.
Hence (Ej1Ej2 . . . Ejrf0)f− = (Ej1(f+f0))f− = Ej1(f+f0f−)−Kj1(f+f0)Ej1f− ⊂ UqslNf0.

The relations (6.2) – (6.4) allow one to generalize the statements of lemma 7.1 and
proposition 7.2.
Lemma 7.3 {πλ(ξ)f0| ξ ∈ UqN+} = C[Matmn]qf0,
{πλ(ξ)f0| ξ ∈ UqN−} = f0C[Matmn]q.
Proof. The first statement follows from lemma 7.1 since the action of the operators
πλ(ξ), ξ ∈ UqN+, on the subspace C[Matmn]qf0 is independent of λ. The second statement
reduces to lemma 7.1 via replacement of the generator Fn 7→ q
−λFn. 
Proposition 7.4 {πλ(ξ)f0| ξ ∈ UqslN} = D(U)q
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Proof. Repeat the proof of proposition 7.2 with the reference to lemma 7.1 be-
ing replaced by that to lemma 7.3. The statement (Ej1Ej2 . . . Ejrf0)C[Matmn]q ⊂
{πλ(ξ)f0| ξ ∈ UqslN} is proved by induction in r as before. The only difference
is that the first term in the right hand side of (7.1) should be replaced in the case
j = n by πλ(En)(f+f0f−) + q
1/2 1− q
2λ
1− q2
Kn(f+f0f−)z
m
n . The appearance of the term
const(f+, λ)f+f0Kn(f−)z
m
n does not require introducing any essential changes to the in-
duction process in question since Kn(f−) ∈ C[Matmn]q, f+f0Kn(f−)z
m
n ∈ f+f0C[Matmn]q.

Remark 7.5. It follows from proposition 7.2 that the invariant integral D(U)q → C
on the quantum matrix ball is unique up to a constant multiple.
8 The integral operators K˜l
This section contains a construction of a family of integral operators K˜l : D(U)q → D(U)
′
q
which commute with the operators of the representation πl.
Let C[Matmn]
op
q be the graded algebra derived from C[Matmn]q via replacing its mul-
tiplication law with the opposite one. The term ’algebra of kernels’ will stand for a
completion of the bigraded algebra C[Matmn]
op
q ⊗ C[Matmn]q, that is, the algebra of for-
mal series of the form K =
∞∑
i,j=0
K(i,j), K(i,j) ∈ C[Matmn]
op
q,i ⊗ C[Matmn]q,−j, with the
topology of coefficientwise convergence (the topology of direct product). This algebra is
denoted by C[[Matmn ×Matmn]]q.
To begin with, we construct the kernels Kl of integral operators K˜l in the special
case l ∈ −N. A passage to the general case is to be performed later on via an ’analytic
continuation’ with respect to the parameter l in C[[Matmn ×Matmn]]q (cf. [8]).
It follows from the definition of the involutions ∗, ⋆ that(
t∧m{1,2,... ,m}J
)∗
= (−1)(card{1,2,... ,n}∩J)
(
t∧m{1,2,... ,m}J
)⋆
,
where
(
t∧m{1,2,... ,m}J
)⋆
= (−q)l(J)t∧n{m+1,... ,N}J ′, J
′ = {1, . . . , N} \ J , l(J) = card{(a, b)| a >
b & a ∈ J & b ∈ J ′}. Apply these relations and the UqslN -invariance of the element∑
s∈SN
(−q)l(s)t1s(1)t2s(2) · · · tms(m) ⊗ tm+1 s(m+1)tm+2 s(m+2) · · · tNs(N) ∈ C[SLN ]q ⊗C[SLN ]q to
obtain
Lemma 8.1 The ’kernel’
L =
∑
card(J)=m, J⊂{1,2,... ,N}
(−1)(card{1,2,... ,n}∩J)t∧m{1,2,... ,m}J ⊗
(
t∧m{1,2,... ,m}J
)∗
(8.1)
is a UqslN -invariant of the UqslN -module Pol(X˜)q ⊗ Pol(X˜)q. (That is, aL = ε(a)L for
all a ∈ UqslN .)
Consider the algebra Pol(X˜)opq,x which is coming from Pol(X˜)q,x via replacing its mul-
tiplication law with the opposite one.
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Remark 8.2. An application of proposition 2.4 allows one to prove that in the algebra
Pol(X˜)opq ⊗ Pol(X˜)q
L = I⊗ I
(
1 +
m∑
k=1
(−1)kχk
)
t⊗ t∗,
with χk ∈ C[Matmn]
op
q ⊗ C[Matmn]q ⊂ C[[Matmn ×Matmn]]q being the kernels given by
χk =
∑
J ′⊂{1,...,m}
card(J ′)=k
∑
J ′′⊂{1,...,n}
card(J ′′)=k
z∧kJ
′
J ′′ ⊗
(
z∧kJ
′
J ′′
)∗
. (8.2)
It was shown in [9, section 2] that a product of any two UqslN -invariants of Pol(X˜)
op
q ⊗
Pol(X˜)q is again a UqslN -invariant. Hence the following generalization of lemma 8.1.
Lemma 8.3 All the powers Lj, j ∈ N, of L ∈ Pol(X˜)opq ⊗Pol(X˜)q, are UqslN -invariants.
Let l ∈ −N. Define the kernel Kl by
Kl =
(
1 +
m∑
k=1
(−q2l)kχk
)
·
(
1 +
m∑
k=1
(−q2(l+1))kχk
)
· · ·
(
1 +
m∑
k=1
(−q−2)kχk
)
. (8.3)
Corollary 8.4 For all l ∈ −N the element (t⊗ t∗)−l · I⊗ I(Kl) of Pol(X˜)
op
q ⊗Pol(X˜)q is
equal to L−l and hence is a UqslN -invariant.
Proof. It suffices to apply remark 8.2 and the commutation relation
I⊗ I(χk)(t⊗ t
∗) = q−2k(t⊗ t∗)I⊗ I(χk),
which follows from
I(zαa )t = qtI(z
α
a ), a = 1, . . . , n; α = 1, . . . , m. 
Consider the integral operator K̂l : D(U)q → D(U)
′
q; K̂l : f 7→ id ⊗ ν(Kl(1 ⊗ fy
l)),
with l ∈ −N, and ν : D(U)q → C being an invariant integral.
Proposition 8.5 For all l ∈ −N, a ∈ UqslN one has the equality of operators from D(U)q
into itself
πl(a)K̂l = K̂lπl(a).
Proof. Consider the integral operator K̂l on the quantum principal homogeneous
space determined by its kernel Kl = (t ⊗ t
∗)−lI ⊗ I(Kl). We need also an extension by
a continuity of the map Il : Pol(Matmn)q → Pol(X˜)q,x; Il : f 7→ I(f)t
−l onto the space
Fun(U)q = Pol(Matmn)q +D(U)q.
It suffices to prove the relations
π(a)K̂lf = K̂lπ(a)f, a ∈ UqslN , f ∈ D(X˜)q,
20
πl(a) = I
−1
l π(a)Il, a ∈ UqslN ,
K̂l = I
−1
l K̂lIl.
The first of those follows from the invariance of the kernel Kl and invariance of the integral
involved when constructing the operator K̂l. The second relation is a consequence of
lemma 6.3 and a continuity argument. The latter equality follows from the fact that for
all ψ ∈ Pol(Matmn)q and f ∈ D(U)q one has
∫
X˜q
(t∗)−lI(ψ)I(f)t−ldν = const
∫
Uq
ψfdνl.
This relation is proved as follows:∫
X˜q
(t∗)−lI(ψ)I(f)t−ldν =
∫
X˜q
(t∗)−lI(ψf)t−ldν =
∫
X˜q
I(ψf)t−l(t∗)−ldν =
∫
X˜q
I(ψf)(tt∗)−ldν =
=
∫
X˜q
I(ψfyl)dν =
∫
Uq
ψfyldν = const
∫
Uq
ψfdνl.
(The above argument applies the relations tt∗ = t∗t and
∫
X˜q
t∗fdν =
∫
X˜q
ft∗dν, f ∈ D(X˜)q,
together with theorem 2.5. The latter relation follows from the special case f ∈ D(X̂)q,
and hence from even more special case f = ϕt, ϕ ∈ D(X)q. Now for ϕ ∈ D(X)q one has∫
X˜q
t∗ϕtdν =
∫
X˜q
ϕtt∗dν, as one can easily deduce from the explicit formula for invariant
integral.) 
Now pass from the special case l ∈ −N to the general case via ’analytic continuation’.
We need in the sequel some integral operators whose kernels depend on a parameter
u.
The term ’polynomial kernels’ will stand for the formal series K(u) =
∞∑
i,j=0
K(u)(i,j)
whose terms belong to the C[u]-module C[Matmn]
op
q,i ⊗ C[Matmn]q,−j ⊗ C[u]. The vector
space of all polynomial kernels carries a natural structure of algebra over C[u]. For
any u0 ∈ C one has a well defined homomorphism K(u) 7→ K(u0) of this algebra into
C[[Matmn ×Matmn]]q.
Proposition 8.6 There exists a unique polynomial kernel K(u) such that for all l ∈ −N,
K(q2l) = Kl.
Proof. The uniqueness of K(u) is obvious. It follows from (8.3) that for l =
−1,−2,−3, . . . ,
Kl =
(
1 +
m∑
k=1
(−q2l)kχk
)
·Kl+1. (8.4)
Remove the parentheses and reduce the right hand side of (8.3) without using any
commutation relations (note that all the commutation relations between the generators
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of C[Matmn]
op
q and C[Matmn]q are homogeneous of order two. It suffices to prove that for
each word over the alphabet {χ1, χ2, . . . , χm} the associated coefficient is a polynomial of
u = q2l. To do this, observe that the coefficient at the void word (free term) is 1, and the
polynomial nature of other coefficients is deducible via (8.4) using an induction argument
with respect to the length of the word. 
Define the kernels Kl ∈ C[[Matmn×Matmn]]q for all l ∈ C by Kl = K(q
2l), with K(u)
being the polynomial kernel whose existence and uniqueness have just been proved.
Corollary 8.7 For l ∈ N,
Kl =
(
1 +
m∑
k=1
(−q2(l−1))kχk
)−1
·
(
1 +
m∑
k=1
(−q2(l−2))kχk
)−1
. . .
(
1 +
m∑
k=1
(−1)kχk
)−1
.
(8.5)
Proof. The validity of this relation for l ∈ C follows from the polynomial nature of
K(u) and the validity of (8.4) for l ∈ {−1,−2,−3, . . . }. 
By a virtue of proposition 4.4, for any l ∈ C one has a well defined operator with
kernel Kl:
K̂l : D(U)q → D(U)
′
q; K̂l : id⊗ ν(Kl(1⊗ f)y
l).
Proposition 8.5 admits the following generalization.
Proposition 8.8 For all l ∈ C, a ∈ UqslN , one has the equality of operators from D(U)q
to D(U)′q:
πl(a)K̂l = K̂lπl(a).
Proof. It suffices to obtain the relation∫
Uq
f2(πl(a)K̂lf1)dν =
∫
Uq
f2(K̂lπl(a)f1)dν (8.6)
for all f1, f2 ∈ D(U)q, a ∈ UqslN , l ∈ C. By a virtue of proposition 8.5 this relation is
valid for all l ∈ −N. What remains is to prove that both hand sides of 8.6 are Laurent
polynomials of the indeterminate v = ql. As one can observe from (3.1), (3.3), it suffices to
prove that the integrands in (8.6) are Laurent polynomials of v = ql. (The function f(v)
with values in D(U)q is called a Laurent polynomial if all the operator valued functions
Θij(f(v)), i, j ∈ Z+, are Laurent polynomials (see section 4)). The polynomial nature
of the integrands in (8.6) now follows from (6.2) – (6.4) and proposition 4.4. The latter
proposition implies that the formal series K(u) =
∞∑
i,j=0
K(i,j) which is implicit in both
hand sides of (8.6) can be replaced by a finite sum
M∑
i,j=0
K(i,j), with M = M(f1, f2) ∈ N.
Now what remains is to remind that the operator valued functions K(i,j)(u), u = q2l, are
polynomials. 
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9 q-analogues of Bergman kernels
In section 8 the kernels Kλ ∈ C[[Matmn ×Matmn]]q have been defined in the special case
λ ∈ Z an explicit formula for Kλ was presented in section 8; the general case λ ∈ C is to
be considered in section 10.
We are going to show that the orthogonal projections Pλ onto Hardy-Bergman sub-
spaces are integral operators with kernels Kλ; in different terms, these kernels are q-
analogues of Bergman kernels. (see [3]).
Theorem 9.1 For all λ > N − 1, f ∈ D(U)q one has
Pλf = (id⊗ νλ)(Kλ(1⊗ f)). (9.1)
Proof. Consider the special case f = f0. Evidently,
(id⊗ νλ)(Kλ(1⊗ f)) =
∫
Uq
f0dνλ
 · 1. (9.2)
Prove that
Pλf0 =
∫
Uq
f0dνλ
 · 1. (9.3)
In fact, it follows from proposition 6.6 that the element Pλf0 ∈ C[Matmn]q is subject to
the relations H0(Pλf0) = Pλ(H0f0) = 0. Hence Pλf0 = const(λ) · 1. On the other hand,
‖1‖λ = 1 by a virtue of proposition 3.4. What remains is to use the fact that Pλ is an
orthogonal projection in L2(dνλ)q: const(λ) =
1
‖1‖λ
∫
Uq
1 · f0dνλ =
∫
Uq
f0dνλ. Now (9.2),
(9.3) imply (9.1) for f = f0.
Our next step is to pass from the special case f = f0 to the general case. Let Lλ be
the subspace of all those f ∈ D(U)q which satisfy (9.1). Prove that D(U)q ⊂ Lλ.
We know that f0 ∈ Lλ. By a virtue of propositions 6.6 and 8.8, for all a ∈ UqslN one
has πλ(a)Lλ ⊂ Lλ. Hence {πλ(a)f0| a ∈ UqslN} ⊂ Lλ. Apply proposition 7.4 to complete
the proof. 
Note that the measure dµ = dνN is a q-analogue of the Lebesgue measure in the matrix
ball, and the kernel
KN =
(
1 +
m∑
k=1
(
−q2(N−1)
)k
χk
)−1(
1 +
m∑
k=1
(
−q2(N−2)
)k
χk
)−1
· · ·
(
1 +
m∑
k=1
(−1)kχk
)−1
is a q-analogue of the ordinary Bergman kernel.
Remark 9.2. The notation z = (zαa )a=1,... ,n; α=1,... ,m, ζ = (ζ
α
a )a=1,... ,n; α=1,... ,m, allow
one to rewrite (9.1) in a more appropriate form as
Pλ =
∫
Uq
Kλ(z, ζ)f(ζ)dνλ(ζ).
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10 Pairwise commuting kernels
Our purpose is to prove the following statements.
Lemma 10.1 In the algebra C[SUm]
op
q ⊗ C[SUm]q the elements∑
J ′,J ′′⊂{1,... ,m}
card(J ′)=card(J ′′)=k
z∧k
J ′
J ′′ ⊗
(
z∧k
J ′
J ′′
)⋆
, k = 1, 2, . . . , m− 1 (10.1)
are pairwise commuting.
Lemma 10.2 In the algebra C[Matmm]
op
q ⊗ C[Matmm]q the elements χk, k = 1, . . . , m,
given by (8.2), are pairwise commuting.
Proposition 10.3 In the algebra C[[Matmn ×Matmn]]q the elements χk, k = 1, . . . , m,
given by (8.2), are pairwise commuting, and
Kλ =
∞∏
j=0
(
1 +
m∑
k=1
(−q2(λ+j))kχk
)(
∞∏
j=0
(
1 +
m∑
k=1
(−q2j)kχk
))−1
(10.2)
for all λ ∈ C.
Remark 10.4. The relations (8.3) and (8.5) are special cases of (10.2).
Proof of lemma 10.1. Apply the embedding of Hopf ∗-algebras C[SUm]q →֒ (Uqsum)
∗
(see [1]).It sends the elements zαa ∈ C[SUm]q to matrix elements of operators of the vector
representation π of the ∗-algebra Uqsum in the orthonormal basis of weight vectors. The
minors z∧k
J ′
J ′′ for k > 1 could also be treated in terms of exterior powers π
∧kof the vector
representation (see [4]). Hence one has (see [1, 5]):
△(z∧k
J ′
J ′′) =
∑
card(J)=k
z∧k
J ′
J ⊗ z
∧kJ
J ′′, (10.3)
(
z∧k
J ′′
J ′
)⋆
= S
(
z∧k
J ′
J ′′
)
, (10.4)
with J, J ′, J ′′ ⊂ {1, 2, . . . , m}, S and △ being antipode and comultiplication of the Hopf
algebra C[SUm]q. By a virtue of (10.3), (10.4), the elements (10.1) can be rewritten as(S ⊗ id)△

∑
J⊂{1,2,... ,m}
card(J)=k
z∧k
J
J


⋆⊗⋆
. Since the linear map
C[SUm]q → C[SUm]
op
q ⊗ C[SUm]q, f 7→ (S ⊗ id)△(f)
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is a homomorphism of algebras, it suffices to prove the pairwise commutativity of the
elements
∑
J⊂{1,2,... ,m}
card(J)=k
z∧k
J
J ⊂ C[SUm]q. What remains is to apply the equivalence of the
representations π∧k1 ⊗ π∧k2 and π∧k2 ⊗ π∧k1 for all k1, k2 ∈ Z+. 
Proof of lemma 10.2 can be obtained via replacing the quantum groups SUm with the
quantum group Um in the proof of lemma 10.1. Specifically, consider the Hopf ∗-algebra
C[H ] with the standard comultiplication △ and involution ⋆: △(H) = H ⊗ 1 + 1 ⊗ H ,
H⋆ = H . Our definition implies Uqum = Uqsum ⊗C[H ]. What remains is to demonstrate
an embedding C[Matmm]q →֒ (Uqum)
∗.
For that, consider the algebra C[GLm]q being a localization of C[Matmm]q with respect
to the multiplicative system (detq z)
N, where, as in an ordinary setting,
detq z =
∑
s∈Sm
(−q)l(s)z1s(1)z
2
s(2) . . . z
m
s(m).
The algebra C[GLm]q is equipped with a structure of Hopf algebra in a standard way
and is called an algebra of functions on the quantum group GLm. Equip this Hopf algebra
with an involution:
(zαa )
∗ = (−q)a−α(detq z)
−1 detq(z
α
a ),
with zαa being thew matrix derivable from z by discarding the line α and the column
a. The resulting Hopf ∗-algebra C[Um]q = (C[GLm]q, ⋆) will be called an algebra of
regular functions on the quantum group Um. Now we have an embedding of algebras
C[Matmm]q →֒ C[Um]q and an embedding C[Um]q →֒ (Uqum)
∗. That is,
C[Matmm]q →֒ C[Um]q →֒ (Uqum)
∗.
Consider the involutive algebra F = C[SUm]q ⊗C[u, u
−1], u⋆
def
= u−1. We need embed-
dings of algebras
i1 : C[Matmm]
op
q →֒ F
op, i2 : C[Matmm]q →֒ F, i : C[Matmm]
op
q ⊗ C[Matmm]q →֒ F
op ⊗ F,
given by
i1(z
α
a ) = z
α
a ⊗ u, i2((z
α
a )
∗) = (zαa )
⋆ ⊗ u⋆, i(f1 ⊗ f2) = i1(f1)⊗ i2(f2).
It follows from the definitions that
i(χk) =
∑
J ′,J ′′⊂{1,... ,m}
card(J ′)=card(J ′′)=k
(z∧k
J ′
J ′′ ⊗ u
k)⊗ ((z∧k
J ′
J ′′)
⋆ ⊗ u−k), k 6= m,
i(χm) = (1⊗ u
m)⊗ (1⊗ u−m).
Thus we deduce from lemma 10.1 that
i(χk1)i(χk2) = i(χk2)i(χk1), k1, k2 = 1, . . . , m. 
Proof of proposition 10.3. Show that the first statement reduces to the special case
m = n which was considered in lemma 10.2. Consider the homomorphisms of algebras
j1 : C[Matmn]
op
q → C[Matmm]
op
q , j2 : C[Matmn]q → C[Matmm]q,
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j : C[Matmn]
op
q ⊗ C[Matmn]q → C[Matmm]
op
q ⊗ C[Matmm]q
given by
j1(z
α
a ) =
{
zαa−(n−m), a > n−m
0, a ≤ n−m
; j2((z
α
a )
∗) =
{
(zαa−(n−m))
∗, a > n−m
0, a ≤ n−m
;
j(f1 ⊗ f2) = j1(f1)⊗ j2(f2).
It suffices to prove the injectivity of the restriction of j onto the subalgebra F0 generated
by χk, k = 1, 2, . . . , m.
Let ψ ∈ F0, j(ψ) = 0. Choose λ > N − 1 and consider the integral operator with
kernel ψ:
ψ̂ : C[Matmn]q → C[Matmn]q; ψ̂ : f 7→ id⊗ νλ(ψ(1⊗ f)).
Note that instead of the relation ψ = 0 we may prove ψ̂ = 0 since the scalar product
(f1, f2)λ =
∫
Uq
f ∗2 f1dνλ in the vector space C[Matmn]q is nondegenerate.
Remind that Uqs(un × um) ⊂ Uqsunm is a Hopf ∗-subalgebra generated by K
±1
n ,
{Ej, Fj , K
±1
j }j 6=n. It is easy to show (see [9]) that the Uqs(un × um)-invariance of
χk, k = 1, . . . , m, implies the Uqs(un × um)-invariance of ψ ∈ F0. Furthermore, the
Uqs(un×um)-invariance of y implies the Uqs(un×um)-invariance of the integral νλ. Hence
the linear map ψ̂ is a morphism of Uqs(un × um)-modules.
If ψ ∈ F0 and j(ψ) = 0, then one readily deduces that ψ̂ is zero on the subalgebra
generated by zαa , a > n−m. (In fact, if ψ ∈ F0, then j(ψ) = 0 is equivalent to id⊗j2(ψ) =
0. Hence it suffices to prove the relation
∫
Uq
f ∗ϕdνλ = 0 for any element ϕ of the subalgebra
generated by zαa , a > n −m, and any element f such that j2(f
∗) = 0. One can assume
without loss of generality that
f = (z11)
k11(z21)
k21 . . . (zm1 )
km1(z12)
k12(z22)
k22 . . . (zm2 )
km2 . . . (zmn )
kmn ,
ψ = (z1n−m+1)
l1,n−m+1(z2n−m+1)
l2,n−m+1 . . . (zmn−m+1)
lm,n−m+1 . . . (zmn )
lm,n ,
with ki′j′ 6= 0 for some 1 ≤ i
′ ≤ m, 1 ≤ j′ ≤ n − m. However, in this case the
assumption
∫
Uq
f ∗ϕdνλ 6= 0 leads to a contradiction since for all j = 1, 2, . . . , n − 1 one
has Hj(f
∗ϕ) = 0,
(
m∑
i=1
kij −
m∑
i=1
lij
)
−
(
m∑
i=1
ki,j+1 −
m∑
i=1
li,j+1
)
= 0,2 and that H0(f
∗ϕ) = 0,
n−1∑
j=1
(
m∑
i=1
kij −
m∑
i=1
lij
)
= 0.)
The morphism of Uqs(un× um)-modules ψ̂ : C[Matmn]q → C[Matmn]q sends to zero all
the generators
fj1j2...jm =
m∏
k=1
(
z∧k
{1,2,... ,k}
{n−k+1,n−k+2,... ,n}
)jk
of the Uqs(un×um)-module C[Matmn]q. Hence ψ̂ = 0, and thus the pairwise commutativity
of χk, k = 1, . . . , m, is proved.
2We assume that lij = 0 for j ≤ n−m.
26
What remains is to obtain the relation (10.2). Just the same argument as
that used in the proof of proposition 8.6, allows one to establish that the kernel
∞∏
j=0
(
1 +
m∑
k=1
(−uq2j)kχk
)
is polynomial (see section 8). Hence
K(u) =
∞∏
j=0
(
1 +
m∑
k=1
(−uq2j)kχk
)
·
(
∞∏
j=0
(
1 +
m∑
k=1
(−q2j)kχk
))−1
,
since the kernels in both hand sides are polynomials and coincide with kernels (8.3) as
u = q2l, l ∈ −N. To conclude, use the definition of Kλ: Kλ = K(q
2λ). 
Appendix. Boundedness of the quantum matrix ball
Consider the faithful ∗-representation Π of Pol(Matmn)q in the pre-Hilbert space H˜, de-
scribed in [7, appendix 2]. We use here the norm of the m × n matrix with entries in
End H˜ defined as a norm of the associated linear map
n⊕
a=1
H˜ →
m⊕
α=1
H˜.
Proposition A.1. Let Z and Π(Z) be the matrices (zαa)α=1,...,m, a=1,...,n and
(Π(zαa))α=1,...,m, a=1,...,n, respectively. Then ‖Π(Z)‖ ≤ 1.
Proof. Let S be the antipode of the Hopf algebra C[SLN ]q; its action on the generators
is given by a well known formula (see [1]):
S(taβ) = (−q)
a−β detq(Tβa), a, β = 1, . . . , N. (A.1)
(The matrix Tβa in (A.1) is derived from T = (tij)i,j=1,...,N by discarding line β and column
a.) Hence
N∑
a=1
(−q)a−βtαa detq(Tβa) = δαβ, α, β = 1, . . . , N,
or, equivalently,
−
n∑
c=1
tαct
∗
βc +
m∑
γ=1
tα,n+γt
∗
β,n+γ = δαβ, α, β = 1, . . . , m,
with ∗ being the involution in Pol(X˜)q (see [7]). After introducing a notation
T11 = (tαa)α=1,...,m, a=1,...,n; T12 = (tα,n+β)α,β=1,...,m,
T ∗11 = (t
∗
aα)α=1,...,m, a=1,...,n; T
∗
12 = (t
∗
n+β,α)α,β=1,...,m,
we get
−T11T
∗
11 + T12T
∗
12 = I. (A.2)
It follows from (A.2) and (2.11) that I(I − ZZ∗) = T−112 (T
−1
12 )
∗.
Apply the representation Π˜ (see [7]) to both parts of the above relation. By a virtue
of Π = Π˜I we obtain Π(I − ZZ∗) = Π˜(T−112 )Π˜(T
−1
12 )
∗ ≥ 0. Hence Π(Z)Π(Z)∗ ≤ I,
‖Π(Z)‖ = ‖Π(Z∗)‖ ≤ 1. 
Now a passage from H˜ to its completion allows one to obtain a representation of the ∗-
algebra Pol(Matmn)q by bounded operators in a Hilbert space: ‖Π(z
α
a )‖ ≤ 1, a = 1, . . . , n,
α = 1, . . . , m.
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