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5Introduction
Cette thèse présente l'étude d'intégrales en lien avec la Théorie Conforme des
Champs (CFT) d'une part, et les représentations de groupes de Lie réels, complexes et
p-adiques (ainsi que leurs déformations quantiques) et les formes automorphes d'autre
part. Le sujet de la CFT, traduit en langage mathématique, et la théorie de représen-
tation de certaines algèbres de Lie de dimension inﬁnie, comme les algèbres de Virasoro
ou de Kac-Moody gˆ, g est une algèbre de Lie semi-simple (ou réductive) complexe
ou réelle. Plus précisément, on étudie les structures tensorielles sur les catégories de
représentations appropriées de gˆ (ou sur les groupes de Kac-Moody Gˆ correspondant);
les éléments de ces représentations sont appelés champs et leur produit tensoriel est
appelé fusion par les physiciens.
La structure de base que l'on obtient, une algèbre d'opérateur, est un analogue
en dimension inﬁnie de l'algèbre de Frobenius - une algèbre commutative munie d'un
produit scalaire invariant. Les constantes structurelles d'une telle algèbre peuvent être
exprimées par des intégrales multiples. Les physiciens ont découvert que dans certains
cas (en lien avec G = SU(2) par exemple), ces intégrales sont explicitement calculables
en termes de quotients de produits de la fonction Gamma d'Euler. Il se trouve que
certains de ces intégrales ont déjà été calculées par A. Selberg en 1944; elles généralisent
la formule d'Euler classique pour la fonction Beta. La raison de cette calculabilité est
discuté plus loin.
Dans le présent ouvrage, nous étudions des intégrales triples en lien avec les con-
stantes structurelles du ”modèle de Liouville” de la CFT; ce modèle se réduit à la
théorie de représentation du groupe de Kac-Moody correspondant au groupe de Lie
GC = SL2(C), et de certains groupes semblables. En général, comme il a été dé-
couvert par les frères Zamolodchikovs (cf. [ZZ]), les constantes structurelles pour ce
modèle admettent une forme compliquée (bien qu'explicite) dont l'expression en ter-
mes d'intégrales n'est pas connue (et est un problème intéressant). Cependant, dans
certains cas limite, la partie de Kac-Moody disparait et les constantes strucutrelles
peuvent être décrites par une intégrale triple sur GC lui-même, cf. [ZZ]. Après quelques
transformations, elle prend la forme∫
C3
(1 + |x1|2)−2σ1(1 + |x2|2)−2σ2(1 + |x3|2)−2σ3
|x1 − x2|−2−2ν3 |x2 − x3|−2−2ν1|x3 − x1|−2−2ν2dx1dx2dx3 =
= pi3
Γ(σ1 + σ2 + σ3 − 1)Γ(−ν1)Γ(−ν2)Γ(−ν3)
Γ(2σ1)Γ(2σ2)Γ(2σ3)
(1)
Ici
ν1 = σ1 − σ2 − σ3, ν2 = σ2 − σ3 − σ1, ν3 = σ3 − σ1 − σ2
Il est à remarquer que des intégrales semblables, liées au groupe GR = SL2(R), ap-
paraissent dans un développement par Bernstein et Reznikov, apparemment sans lien
avec ceci, cherchant à estimer les coeﬃcients de Fourier de formes de Maass, cf. [BR].
6Ceci laisse à penser qu'il est raisonnable de considérer aussi les intégrales p-adiques
correspondantes (reliées au groupe Gp = SL2(Qp)).
Ces remarques sont un point de départ pour cette thèse. Décrivons maintenant ses
principaux résultats. Dans le deuxième Chapitre, nous déﬁnissons et calculons des ana-
logues p-adiques et q-déformés aux intégrales de Zamolodchikovs-Bernstein-Reznikov
(ZZBR). Nous fournissons aussi deux preuves de (1) (cette formule est donnée sans
preuve dans [ZZ]). La forme que prend nécessairement l'intégrale ZZBR p-adique peut
être extraite de la version p-adique de la formule de Gindikin-Karpelevich par Lang-
lands, cf. [La].
Ensuite, on remarque que dans le cas d'exposants réels, l'intégrale ZZBR devient
(après un changement de variables) une identité de Dyson-Macdonald à terme constant
(mais pas réductible à une identité de Macdonald standard). La q-déformation des
identités de Macdonald est connue. Ceci permet de supposer une version q-déformée
de l'intégrale ZZBR comme suit.
Supposons que q soit un nombre réel, 0 < q < 1. Pour tout x, a ∈ C on déﬁnit
(x; q)a =
(x; q)∞
(xqa; q)∞
On déﬁnit aussi de façon usuelle la fonction q-Gamma
Γq(x) = (1− q)1−x (q; q)∞
(qx; q)∞
Théorème. Pour <(ai) > 0, 1 ≤ i ≤ 3
1
(2pii)3
∫
T 3
∏
1≤i<j≤3
(yi/yj; q)aij(qyj/yi; q)aij
dy1
y1
dy2
y2
dy3
y3
=
Γq(a1 + a2 + a3 + 1)
∏3
i=1 Γq(2ai + 1)∏3
i=1 Γq(ai + 1)
∏
1≤i<j≤3 Γq(ai + aj + 1)
(2)
Ici, T 3 désigne le tore
T 3 = {(y1, y2, y3) ∈ C3| |yi| = 1, 1 ≤ i ≤ 3}
Pour une preuve de ceci, voir Chap 2, Thm. 2.1.6
Toutes ces intérgales fournissent des exemples de cas expressibles en termes de
quotients de produitsde valeurs de diﬀérentes fonctions Gamma (usuelle, p-adique ou
encore q déformée). On remarque empiriquement qu'une telle calculabilité est liée à un
phénomène de multiplicité 1. À savoir, nous avons un espace de dimension 1 (un group
de cohomologie) muni de deux bases naturelles, et notre intégrale (une période) est leur
coeﬃcient de proportionnalité.
Un exemple archetype d'un tel espace de dimension 1 est Homg(Va, Vb ⊗ Vc) où
g = sl(2) et Va, Vb, Vc sont des g-modules irreductibles de dimension ﬁnie. Dans le
troisième Chapitre de la thèse, nous déﬁnissons les représentations de séries principales
du groupe quantique Uqg := Uqsl2(R) et prouvons un théorème de multiplicité 1 pour
celles-ci sous la forme suivante:
7Théorème. Vi, 1 ≤ i ≤ 3 étant des représentations de séries principales, il existe
une unique fonctionnelle, à une constante multiplicative près, Uqg-invariante.
V1 ⊗ V2 ⊗ V3 −→ C
Pour une preuve, voir Chap 3, Thm 3.2.5.
On peut remarquer qu'une interprétation de l'intégrale (2) en tant que période liée
au groupe quantique Uqg reste un problème ouvert intéressant.
Le premier Chapitre de la thèse est de nature introductive. On y rappelle cer-
taines formules et résultats connus en lien avec l'intégrale de Selberg, les identités de
Macdonald, ainsi que la preuve de certaines formules moins standard pour les versions
complexes et p-adiques de la fonction Beta d'Euler.
Les résultats principaux de cette thèse ont été publiés dans [BS1] - [BS3].
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The thesis is devoted to the study of some integrals related to the two-dimensional
Conformal Field Theory (CFT) on the one hand, and to the representations of real,
complex and p-adic Lie groups (and their quantum deformations) and automorphic
forms on the other. The subject of CFT, translated into the mathematical language
is the representation theory of certain inﬁnite dimensional Lie algebras, like Virasoro
algebra and Kac-Moody algebras gˆ, g being a semisimple (or reductive) complex or
real Lie algebra. More speciﬁcally, one studies the tensor structures on the categories
of suitable representations of gˆ (or the corresponding Kac-Moody Lie groups Gˆ); the
elements of these representations are called ﬁelds, and their tensor product is called
fusion by physicists.
The basic structure which one obtains, an operator algebra, is an inﬁnite-dimensional
analogue of a Frobenius algebra  a commutative algebra equipped with an invariant
scalar product. The structure constants of such an algebra may be expressed by cer-
tain multiple integrals. The physicists have discovered that in some cases (related to
G = SU(2) for example) these integrals are explicitly computable in terms of ratios
of products of the Euler Gamma function. In fact, some of the integrals of this kind
have been computed already in 1944 by A.Selberg; they generalize the classical Euler
formula for the Beta function. The reason of this computability is discussed later.
In the present work we study triple integrals related to the structure constants of
the "Liouville model" of the CFT; this model boils down to the representation theory of
the Kac-Moody group corresponding to the Lie group GC = SL2(C), and its relatives.
In general, as was discovered by brothers Zamolodchikovs (cf. [ZZ]), the structure con-
stants for this model admit a complicated (though explicit) form whose expression in
terms of integrals is not known (and is an interesting problem). However, in some lim-
iting cases the Kac-Moody part disappears and the structure constants can be written
down as triple integrals over the group GC itself, cf. [ZZ]. After some transformations
it takes the form ∫
C3
(1 + |x1|2)−2σ1(1 + |x2|2)−2σ2(1 + |x3|2)−2σ3
|x1 − x2|−2−2ν3 |x2 − x3|−2−2ν1|x3 − x1|−2−2ν2dx1dx2dx3 =
pi3
Γ(σ1 + σ2 + σ3 − 1)Γ(−ν1)Γ(−ν2)Γ(−ν3)
Γ(2σ1)Γ(2σ2)Γ(2σ3)
(1)
Here
ν1 = σ1 − σ2 − σ3, ν2 = σ2 − σ3 − σ1, ν3 = σ3 − σ1 − σ2
It is remarkable that similar integrals connected with the group GR = SL2(R) appeared
in a seemingly unrelated development by Bernstein and Reznikov devoted to the esti-
mation of Fourier coeﬃcients of Maass forms, cf. [BR]. This suggests we should consider
the corresponding p-adic integrals (related to the group Gp = SL2(Qp)) as well. My
thesis develops these ideas.
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Let us pass to the description of its main results. In the Second Chapter we deﬁne
and compute p-adic and q-deformed analogs of Zamolodchikovs-Bernstein-Reznikov's
(ZZBR) integrals. We also provide two proofs of (1) (this formula was given in [ZZ]
without proof). The necessary form of the p-adic ZZBR integrals may be extracted
from the Langland's p-adic version of the Gindikin - Karpelevich formula, cf. [La].
Next, one notes that in the case of integer exponents the real ZZBR integral be-
comes (after a change of variables) a constant term Dyson-Macdonald identity (but
not reducible to a standard Macdonald identity). The q-deformation of the Macdonald
identities is known. This allowed me to correctly guess a q-deformed version of ZZBR
integral as follows.
Suppose that q is a real number, 0 < q < 1. For any x, a ∈ C we deﬁne
(x; q)a =
(x; q)∞
(xqa; q)∞
Deﬁne the q-Gamma function as usually by
Γq(x) = (1− q)1−x (q; q)∞
(qx; q)∞
Theorem. For <(ai) > 0, 1 ≤ i ≤ 3
1
(2pii)3
∫
T 3
∏
1≤i<j≤3
(yi/yj; q)aij(qyj/yi; q)aij
dy1
y1
dy2
y2
dy3
y3
=
Γq(a1 + a2 + a3 + 1)
∏3
i=1 Γq(2ai + 1)∏3
i=1 Γq(ai + 1)
∏
1≤i<j≤3 Γq(ai + aj + 1)
(2)
Here T 3 denotes the torus
T 3 = {(y1, y2, y3) ∈ C3| |yi| = 1, 1 ≤ i ≤ 3}
For a proof, see Chapter 2, Thm. 2.1.6
All these integrals provide the examples of a wide class expressible in terms of quo-
tients of products of the values of various Gamma functions (the usual ones, or p-adic,
or q-Gamma functions). An empirical fact is that such computability is connected with
multiplicity one phenomenon. Namely, we have a one dimensional space (a cohomology
group) with two natural bases in it, and our integral (a period) is their proportionality
coeﬃcient.
An archetypical example of such one-dimensional space is Homg(Va, Vb ⊗ Vc) where
g = sl(2) and Va, Vb, Vc are ﬁnite-dimensional irreducible g-modules. In the Third
Chapter of the thesis we deﬁne the principal series representations of the quantum
group Uqg := Uqsl2(R) and prove a multiplicity one theorem for them in the following
form:
Theorem. Vi, 1 ≤ i ≤ 3, being principal series representations, there exists one,
up to a multiplicative constant, Uqg-invariant functional
V1 ⊗ V2 ⊗ V3 −→ C
For a proof see Chapter 3, Thm. 3.2.5
11
Note that an intepretation of the integral (2) as a period related to the quantum
group Uqg remains an interesting open problem.
The First Chapter of the dissertation is of introductory nature. We recall there some
known formulas and results related to the Selberg integrals and Macdonald identities,
and prove some less standard formulas for complex and p-adic versions of the Euler
Beta function.
The main results of the thesis have been published in [BS1] - [BS3].
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CHAPTER 1
Generalities, elementary calculations
1.1. Selberg's integral
1.1.1 The Euler functions. Let us recall the deﬁnitions
1. Gamma function
Γ(s) =
∫ ∞
0
e−tts−1dt, Re(s) > 0
2. Beta function
B(s, t) =
∫ 1
0
xs−1(1− x)t−1dx, Re(s), Re(t) > 0
The following relation between these functions
Theorem.
B(s, t) =
Γ(s)Γ(t)
Γ(s+ t)
1.1.2. Real and complex Selberg integrals. Let us mention two important
generalizations of the theorem :
Real Selberg integral
IR(n;α, β, ρ) =
∫
[0,1]n
n∏
j=1
xαj (1− xj)β
∏
i<j
|xi − xj|ρdx1...dxn =
=
n∏
j=1
Γ(1 + jρ/2)Γ(α + 1 + (j − 1)ρ/2)Γ(β + 1 + (j − 1)ρ/2)
Γ(1 + ρ/2)Γ(α + β + 2 + (n+ j − 2)ρ/2)
where
Re(α + β) < −1 < Re(α),Re(β)
(n− 1)Re(ρ) + Re(α + β) < −1
The proof can be found in chapter 17, [M].
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The complex case ,
IC(n;α, β, ρ) =
∫
Cn
n∏
j=1
|zj|α|1− zj|β
∏
k<j
|zk − zj|ρ(i/2)ndz1dz¯1...dzndz¯n
= pin
n∏
j=1
γ(1 + jρ/2)γ(α + 1 + (j − 1)ρ/2)γ(β + 1 + (j − 1)ρ/2)
γ(1 + ρ/2)γ(α + β + 2 + (n+ j − 2)ρ/2)
= S(n;α, β, ρ).IR(n;α, β, ρ)2
where γ(x) = Γ(x)/Γ(1− x),
S(n;α, β, ρ) =
n∏
j=1
sin(jρpi/2)sin(pi(α + (j − 1)ρ/2))sin(pi(β + (j − 1)ρ/2)
sin(ρpi/2)sin(pi(α + β + (n+ j − 2)ρ/2))
We refer the reader to [Ao] or [DF] for details.
Example. n = 1∫
C
|z|2a|z − 1|2b i
2
dzdz¯ =
sin(pia)sin(pib)
sin(pi(a+ b)
(
Γ(a+ 1)Γ(b+ 1)
Γ(a+ b+ 1)
)2
One has an elementary proof for this in Appendix.
1.2. The p-adic case
1.2.1. Deﬁnition. We set
ΓQp(s) :=
∫
Q×p
1Zp|x|s−1p dpx
where dpx is the Haar measure on Qp.
Similarly, the Beta function on Qp is deﬁned by :
BQp(s, t) =
∫
Q×p
|x|s−1p |1− x|t−1p dpx
The following is a p-adic analogue of Theorem in 1.1.1
1.2.2. Theorem.
BQp(s, t) =
γQp(s)γQp(t)
γQp(s+ t)
where γQp(s) = ΓQp(s)/ΓQp(1− s)
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Proof. Straighforward calculations show that
ΓQp(s) =
1− p−1
1− p−s
BQp(s, t) =
(1− ps−1)(1− pt−1)(1− p−s−t)
(1− p−s)(1− p−t)(1− ps+t−1)
This proves the theorem. 
For the genaral case (i.e. n ≥ 2), a p-adic version of 1.1.2. on Qp is no longer true.
One of the possible reasons is the deﬁnition of Gamma, Beta is not as good as the real
case. So, let us introduce other versions of these functions (see details in Chapter 2,
2.1.7).
Write
φp(x) = max{|x|p, 1}
Here are some results
1.2.3. Theorem.
(i)I1 =
∫
Qp
|φ(x)|apdpx =
1− pa
1− pa+1
(ii)I2 =
∫
Q2p
|φ(x)|ap|φ(y)|bp|x− y|cpdpxdpy
=
pc(1− p)(1− pa)(1− pb)(1− pa+b+2c+2)
(1− pc+1)(1− pa+c+1)(1− pb+c+1)(1− pa+b+c+2)
(iii)I3 =
∫
Q3p
|φ(x)|ap|φ(y)|bp|φ(z)|cp|x− y|γp |y − z|α|z − x|βdpxdpydpz
= c · Γ(σ1 + σ2 + σ3 − 1)Γ(σ1 + σ2 − σ3)Γ(σ2 + σ3 − σ1)Γ(σ3 + σ1 − σ2)
Γ(2σ1)Γ(2σ2)Γ(2σ3)
where c = 1 + p−1, a = −2σ1, b = −2σ2, c = −2σ3,
α = −1−σ1 +σ2 +σ3, β = −1−σ2 +σ1 +σ3, γ = −1−σ3 +σ2 +σ1 and Γ(s) stands
for ΓQp(s) .
Proof. (i) By deﬁnition
I1 =
∫
Zp
1dpx+
∫
Qp/Zp
|x|apdpx = 1 +
−1∑
n=−∞
∫
Xn
|x|apdpx
where Xn =
{
x ∈ Qp|x = anpn + ...+ a0 + a1p+ ..., ai ∈ {0, 1, ..., p− 1}∀i, an 6= 0
}
.
Since dp(Xn) = p−n(1− p−1) and |xp| = p−n on Xn
I1 = 1 +
−1∑
n=−∞
p−nadp(Xn) = 1 +
−1∑
n=−∞
(1− p−1)p−n(a+1)
= 1 + (1− p−1) p
a+1
1− pa+1 =
1− pa
1− pa+1 .
18 1. GENERALITIES, ELEMENTARY CALCULATIONS
ii) See Thm. 2.2.4 in Chapter 2.
iii) The detailed calculations are included in the Appendix. In fact, we obtain
I3 = (1− p−1)2(
∑ p−(α+1)
1− p−(α+1) )
1
1− p−(α+β+γ+2) (1)
+(1− p−1)(p− 2)p−1 1
1− p−(α+β+γ+2) (2)
+(1− p−1)2
∑ 1
1− p−(α+1)
pc+β+α+1
1− pc+β+α+1 (3)
+(1− p−1)(p− 2)p−1
∑ pb+c+α+β+γ+2
1− pb+c+α+β+γ+2 (4)
+(1− p−1)2
∑( pb+α+γ+1
1− pb+α+γ+1 +
pc+β+α+1
1− pc+β+α+1
)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2 (5)
+(1− p−1)2
∑ p−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2 (6)
+(1− p−1)2(p− 2)p−1
∑ p−(α+1)
1− p−(α+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (7)
+(1− p−1)2(p− 2)p−1
∑ pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (8)
+(1− p−1)2(p− 2)p−1
∑ pb+α+γ+1
1− pb+α+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (9)
+(1− p−1)(p− 2)(p− 3)p−2 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (10)
+(1− p−1)2(p− 2)p−1 p
−(α+β+γ+2)
1− p−(α+β+γ+2)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (11)
+(1− p−1)3
∑( pb+α+γ+1
1− pb+α+γ+1 +
pc+β+α+1
1− pc+β+α+1
)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2×
× p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (12)
+(1− p−1)3
∑ p−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (13)
+(1− p−1)3
∑ p−(γ+1)
1− p−(γ+1)
pc+β+α+1
1− pc+β+α+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (14)
+(1− p−1)3
∑ p−(α+1)
1− p−(α+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (15)
Let
a = −2σ1, b = −2σ2, c = −2σ3,
α = −1− σ1 + σ2 + σ3, β = −1− σ2 + σ3 + σ1, γ = −1− σ3 + σ1 + σ2
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then
a+ b+ c+ α + β + γ + 3 = −(σ1 + σ2 + σ3),−(α + β + γ + 2) = 1− (σ1 + σ2 + σ3)
α + 1 = −σ1 + σ2 + σ3, β + 1 = −σ2 + σ3 + σ1, γ + 1 = −σ3 + σ1 + σ2
a+ β + γ + 1 = b+ α + γ + 1 = c+ α + β + 1 = −1
a+ b+ α + β + γ + 2 = −1− σ1 − σ2 + σ3
b+ c+ α + β + γ + 2 = −1− σ2 − σ3 + σ1
c+ a+ α + β + γ + 2 = −1− σ3 − σ1 + σ2
We deduce that
(4) + (5) + (6) =
∑
(1− p−1) p
−1−σ2−σ3+σ1
1− p−1−σ2−σ3+σ1
+
∑
(1− p−1)2 p
σ1−σ2−σ3
1− pσ1−σ2−σ3
p−1−σ2−σ3+σ1
1− p−1−σ2−σ3+σ1
= (1− p−1)p−1
∑ pσ1−σ2−σ3
1− pσ1−σ2−σ3
(9) + (10) = (1− p−1)(p− 2)p−1 p
−(σ1+σ2+σ3)
1− p−(σ1+σ2+σ3)
(7) + (8) + (12) + (13) + (14) = (1− p−1)2 p
−(σ1+σ2+σ3)
1− p−(σ1+σ2+σ3)
∑ pσ1−σ2−σ3
1− pσ1−σ2−σ3
Thus we get
I3 = (1− p−1)2
∑ pσ1−σ2−σ3
1− pσ1−σ2−σ3 ·
1
1− p1−(σ1+σ2+σ3)
+(1− p−1)(p− 2)p−1 1
1− p1−(σ1+σ2+σ3)
+(1− p−1)p−1
∑ 1 + pσ1−σ2−σ3
1− pσ1−σ2−σ3
+(1− p−1)(p− 2)p−1 p
−(σ1+σ2+σ3)
1− p1−(σ1+σ2+σ3)
+(1− p−1)2 p
−(σ1+σ2+σ3)
1− p1−(σ1+σ2+σ3)
∑ pσ1−σ2−σ3
1− pσ1−σ2−σ3
= (1− p−1)2
∑ pσ1−σ2−σ3
1− pσ1−σ2−σ3 ·
1 + p−(σ1+σ2+σ3)
1− p1−(σ1+σ2+σ3)
+(1− p−1)p−1
∑ 1 + pσ1−σ2−σ3
1− pσ1−σ2−σ3
+(1− p−1)(p− 2)p−1 1 + p
−(σ1+σ2+σ3)
1− p1−(σ1+σ2+σ3)
Set
x = σ1 − σ2 − σ3, y = σ2 − σ1 − σ3, z = σ3 − σ2 − σ1
then
x+ y = −2σ3, y + z = −2σ1, x+ z = −2σ2
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I3 = (1− p−1)
(
(1− p−1) 1 + p
x+y+z
1− px+y+z+1
∑ px
1− px
+(p− 2)p−1 1 + p
x+y+z
1− px+y+z+1 + p
−1∑ 1 + px
1− px
)
We have
(1− p−1) 1 + p
x+y+z
1− px+y+z+1
∑ px
1− px + (p− 2)p
−1 1 + p
x+y+z
1− px+y+z+1 + p
−1∑ 1 + px
1− px
=
1−∑ px+y +∑ p2x+y+z − p2x+2y+2z+
(1− px+y+z+1)∏(1− px)
+
p−1 −∑ px+y−1 +∑ p2x+y+z−1 − p2x+2y+2z−1
(1− px+y+z+1)∏(1− px)
=
(1 + p−1)
∏
(1− px+y)
(1− px+y+z+1)∏(1− px)
Therefore
I3 =
(1 + p−1)(1− p−1)(1− p−2σ1)(1− p−2σ2)(1− p−2σ3)
(1− pσ1−σ2−σ3)(1− pσ2−σ1−σ3)(1− pσ3−σ2−σ1)(1− p1−(σ1+σ2+σ3))
= (1 + p−1)×
Γp(σ1 + σ2 − σ3)Γp(σ2 + σ3 − σ1)Γp(σ3 + σ1 − σ2)Γp(σ1 + σ2 + σ3 − 1)
Γp(2σ1)Γp(2σ2)Γp(2σ3)
and the proof is complete. 
1.3. Dyson-Macdonald identities
1.3.1. Dyson identity(or Dyson's conjecture) for the root system An looks
as follows :
CT
∏
1≤i<j≤n
(1− xi/xj)a(1− xj/xi)a = Γ(na+ 1)
Γ(a+ 1)n
where ”CT” means constant term.
The conjecture above is given by F. Dyson in 1962, [Dy] .
If a ∈ N then it becomes
CT
∏
1≤i<j≤n
(1− xi/xj)a(1− xj/xi)a = (na)!
(a!)n
This identity was proved by J.Gunson and K.Wilson, who showed in more generally
that
CT
∏
i6=j
(1− xi/xj)ai = (a1 + ...+ an)!
a1!...an!
where a1, ..., an are nonnegative integers.
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Andrews (1975) found a q-analog of Dyson's conjecture, stating that the constant
term of ∏
1≤i<j≤n
(
xi
xj
; q
)
ai
(
qxj
xi
; q
)
aj
is
(q; q)a1+···+an
(q; q)a1 · · · (q; q)an
where (a; q)n =
∏n−1
k=0(1− aqk) = (1− q)(1− aq)...(1− aqn−1). This conjecture becomes
Dyson's conjecture when q = 1, and was proved by Zeilberger and Bressoud (1985).
Moreover, Macdonald (1982,[Ma]) proved the following generalization. If R is a
reduced root system, eα denotes the formal exponential corresponding to α ∈ R, then
for any nonnegative integer k, we have:
1.3.2. Macdonald identity
CT
∏
α∈R
(1− eα)k =
l∏
i=1
(
kdi
k
)
He also extended the same formula with ”q-analogues” in the following theorem
1.3.3. Theorem.(Macdonald's conjecture) . Let k be a positive integer, R+ be
set of positive roots in a reduced root system R then
CT
∏
α∈R+
k∏
i=1
(1− qi−1e−α)(1− qieα) =
l∏
i=1
[
kdi
k
]
where
[
n
r
]
is the ”q-binomical coeﬃcient ”
(1− qn)(1− qn−1)...(1− qn−r−1)
(1− q)(1− q2)...(1− qr)

In 1.3.2 and 1.3.3 one can replace k by kα, which is a multiplicity function such
that kwα = kα, for all w ∈ W (i.e. Weyl group). With this assumption, the ﬁrst proof
for 1.3.2 was found by E. Opdam [O]. And there are so many interesting results we will
not mention here. Finally, Macdonald's conjectures were proved in full generality
by (Cherednik 1995, [CI]) using doubly aﬃne Hecke algebras. In Chapter 2, we shall
prove a conjecture for q-analogues in the case n = 3 (correspond to the root system
A2) and kα are distinct diﬀerent.
The Dyson-Macdonald identities concern with some problems in the theory of Jacobi
polynomial and Hecke algebra.

CHAPTER 2
Zamolodchikov's integral
2.1. Introduction
2.1.1. The following remarkable integral
IC(σ1, σ2, σ3) =
∫
C3
(1 + |x1|2)−2σ1(1 + |x2|2)−2σ2(1 + |x3|2)−2σ3
|x1 − x2|−2−2ν3|x2 − x3|−2−2ν1|x3 − x1|−2−2ν2dx1dx2dx3 (2.1.1.1)
has appeared in [ZZ] in connection with the Liouville model of the conformal ﬁeld
theory. Here σi ∈ C,
ν1 = σ1 − σ2 − σ3, ν2 = σ2 − σ3 − σ1, ν3 = σ3 − σ1 − σ2
et dx denotes the standard Haar measure on C.
Set
I˜C(σ1, σ2, σ3) =
∫
C2
(1 + |x1|2)−2σ1(1 + |x2|2)−2σ2|x1 − x2|−2−2ν3dx1dx2 (2.1.1.2)
To compute (2.1.1.1) the authors of [ZZ] ﬁrst note that
IC(σ1, σ2, σ3) = piI˜C(σ1, σ2, σ3) (2.1.1.3)
This may be proven using an SU(2)-symmetry (cf. 2.5.1 below). So (2.1.1.1) and
(2.1.1.2) converge for <σ1,<σ2,<ν3 suﬃciently large.
Then the authors give (without proof) the value of I˜C and hence that of IC:
IC(σ1, σ2, σ3) = pi
3 Γ(σ1 + σ2 + σ3 − 1)Γ(−ν1)Γ(−ν2)Γ(−ν3)
Γ(2σ1)Γ(2σ2)Γ(2σ3)
(2.1.1.4)
A proof (somewhat artiﬁcial) of (2.1.1.4) may be found in [HMW]. We propose another
proof in 2.5.3 below.
2.1.2. In this note we take the study of the real, q-deformed and p-adic versions of
(2.1.1.1).
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A real version of (2.1.1.1) is the integral (2.1.2.1) below, cf. 2.6. It has appeared in
[BR] in connection with a study of periods of automorphic triple products:
IR(σ1, σ2, σ3) :=
1
(2pi)3
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
3∏
i=1
| sin(θi − θi+1)|(νi+2−1)/2dθ1dθ2dθ3 =
=
Γ((ν1 + 1)/4)Γ((ν2 + 1)/4)Γ((ν3 + 1)/4)Γ((
∑
i νi + 1)/4)
Γ(1/2)3Γ((1− σ1)/2)Γ((1− σ2)/2)Γ((1− σ3)/2) (2.1.2.1)
The index i under the integral is understood modulo 3. The authors of [BR] provide
an elegant proof of (2.1.2.1) using Gaussian integrals.
In this note we propose and calculate a q-deformation of this integral (see Thm.
2.1.6 and 2.4 below); in the limit q → 1 this gives (2.1.2.1).
Set
ai =
νi − 1
4
Then (2.1.2.1) rewrites as
J(a1, a2, a3) :=
1
(2pi)3
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
3∏
i=1
| sin(θi − θi+1)|2ai+2dθ1dθ2dθ3 =
=
Γ(a1 + 1/2)Γ(a2 + 1/2)Γ(a3 + 1/2)Γ(
∑
ai + 1)
Γ(1/2)3Γ(a1 + a2 + 1)Γ(a2 + a3 + 1)Γ(a3 + a1 + 1)
=
∏
i Γ(2ai + 1)Γ(
∑
ai + 1)
4
∑
ai
∏
i Γ(ai + 1)
∏
i<j Γ(ai + aj + 1)
(2.1.2.2)
where we have used the duplication formula
Γ(2a+ 1) = 22api−1/2Γ(a+ 1/2)Γ(a+ 1)
Let us suppose that ai are positive integers. After a change of variables yj = e2iθj it is
easy to see that (2.1.2.2) is equivalent to
CT
∏
1≤i<j≤3
(1− yi/yj)aij(1− yj/yi)aij
=
(a1 + a2 + a3)!
∏3
i=1(2ai)!∏3
i=1 ai!
∏
1≤i<j≤3(ai + aj)!
(2.1.2.3)
Here aij := ak where {k} = {1, 2, 3} \ {i, j} and CT means ”constant term”.
If a1 = a2 = a3 = a, this gets into
CT
∏
1≤i6=j≤3
(1− yi/yj)a = Γ(3a+ 1)
Γ(a+ 1)3
(2.1.2.4)
which is the classical Dyson formula for the root system A2, cf. [Dy], (142).
In 2.3 below we give an independent proof of (2.1.2.3).
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2.1.3. The reformulation (2.1.2.3) allows us to write down a q-deformation of it. It
looks as follows. For a natural a denote as usual
(x; q)a =
a−1∏
i=0
(1− xqi) = (x; q)∞
(xqa; q)∞
where
(x; q)∞ =
∞∏
i=0
(1− xqi) (2.1.3.1)
Here q is a formal variable.
Denote
[a]!q =
(q; q)a
(1− q)a
2.1.4. Theorem. Let a1, a2, a3 be positive integers. Then
CT
∏
1≤i<j≤3
(yi/yj; q)aij(qyj/yi; q)aij
=
[a1 + a2 + a3]
!
q
∏3
i=1[2ai]
!
q∏3
i=1[ai]
!
q
∏
1≤i<j≤3[ai + aj]
!
q
(2.1.4.1)
For a proof see 2.4 below.
If a1 = a2 = a3 this becomes the (proven) Macdonald's q-constant term conjecture
for the root system A2.
In fact, (2.1.4.1) is in turn a particular case of the following beautiful formula due
to W.Morris.
Theorem (W.Morris). Let a1, a2, a3 be natural and σ ∈ Σ3 be an arbitrary per-
mutation. Then
CT
∏
1≤i<j≤3
(yi/yj; q)aij(qyj/yi; q)aσ(i)σ(j)
=
[a1 + a2 + a3]
!
q
∏3
i=1[ai + aσ(i)]
!
q∏3
i=1[ai]
!
q
∏
1≤i<j≤3[ai + aj]
!
q
(2.1.4.2)
This is the case of the A2-isolated labeling of Morris' conjecture, cf. [Mo], 4.3. The
proof of (2.1.4.2) is contained in op. cit. 5.12. The formula (2.1.4.1) is the case σ = the
identity permutation of (2.1.4.2). Our proof of (2.1.4.1) is less involved than Morris's
proof of the general case.
2.1.5. Let us generalize Thm. 2.1.4 to the case of complex ai. To this end we
suppose that q is a real number, 0 < q < 1.
For any x, a ∈ C we deﬁne
(x; q)a =
(x; q)∞
(xqa; q)∞
Deﬁne as usually
Γq(x) = (1− q)1−x (q; q)∞
(qx; q)∞
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We denote by T 3 the torus
T 3 = {(y1, y2, y3) ∈ C3| |yi| = 1, 1 ≤ i ≤ 3}
2.1.6. Theorem. For <(ai) > 0, 1 ≤ i ≤ 3
1
(2pii)3
∫
T 3
∏
1≤i<j≤3
(yi/yj; q)aij(qyj/yi; q)aij
dy1
y1
dy2
y2
dy3
y3
=
Γq(a1 + a2 + a3 + 1)
∏3
i=1 Γq(2ai + 1)∏3
i=1 Γq(ai + 1)
∏
1≤i<j≤3 Γq(ai + aj + 1)
(2.1.6.1)
For a proof see 2.4.6 below. Passing to the limit q → 1 gives (2.1.2.1).
2.1.7. Let us describe a p-adic version of (2.1.1.1).
Let p be a prime number; consider the ﬁeld Qp of rational p-adic numbers. Let dpx
denote the Haar measure on Qp normalized by the condition∫
Zp
dpx = 1
Let
|.|p : Q×p −→ R×>0
be the standard p adic norm, |p|p = p−1; we set |0|p = 0.
We have dp(ax) = |a|pdpx, so |a|p is a p-adic analog of |z|2, z ∈ C.
Deﬁne a function ψp(x), x ∈ Qp, by
ψp(x) = max{|x|p, 1} (2.1.7.1)
This is an analog of |z|2 + 1, z ∈ C, see 2.5 below.
Set
ΓQp(σ) =
1− p−1
1− p−σ , σ ∈ C
2.1.8. The following integrals are p-adic analogs of (2.1.1.1):
IQp(σ1, σ2, σ3) =
∫
Q3p
ψp(x1)
−2σ1ψp(x2)−2σ2ψp(x3)−2σ3
|x1 − x2|−1−ν3p |x2 − x3|−1−ν1p |x3 − x1|−1−ν2p dpx1dpx2dpx3 (2.1.8.1)
and of (2.1.1.2):
I˜Qp(σ1, σ2, σ3) =
∫
C2
ψp(x1)
−2σ1ψp(x2)−2σ2|x1 − x2|−1−ν3p dpx1dpx2 (2.1.8.2)
2.1.9. Theorem. (i)
IQp(σ1, σ2, σ3) =
1
Γp(2)
I˜Qp(σ1, σ2, σ3) (2.1.9.1)
(ii)
I˜Qp(σ1, σ2, σ3) =
ΓQp(σ1 + σ2 + σ3 − 1)ΓQp(−ν1)ΓQp(−ν2)ΓQp(−ν3)
ΓQp(2σ1)ΓQp(2σ2)ΓQp(2σ3)
(2.1.9.2)
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For a proof, see 2.2. below.
2.1.10. Let G = PGL(2). The integral IC (resp. IR, IQp) is related to invariant
functionals on triple products V1⊗V2⊗V3 where Vi are irreducible G(K)-representations
of the principal series, with K = C (resp. R or Qp), cf. [BR] for the real case and [BS2]
for the complex case. So its q-deformation (2.1.6.1) should be related to the same
objects connected with the quantum group Uqg(R) where g = Lie G.
2.2. The p-adic case
2.2.1. Notation. Let
vp : Qp −→ Z ∪ {∞}
denote the usual p-adic valuation, i.e. vp(x) = n if x ∈ pnZp \ pn+1Zp, vp(0) =∞.
For n,m ∈ Z we denote
A≤n = {x ∈ Qp| vp(x) ≤ n}, A≥n = {x ∈ Qp| vp(x) ≥ n},
A[n,m] = A≥n ∩ A≤m, An = A[n,n]
We also set
ΓQp(∞) := lim
a→∞
ΓQp(a) = 1− p−1
2.2.2. A p-adic hypergeometric function. Deﬁne
FQp(a, c; y) =
∫
Qp
ψp(x)
a|x− y|cpdpx,
a, c ∈ C; y ∈ Qp.
2.2.3. Lemma. (i) If vp(y) ≥ 0 then
FQp(a, c; y) = ΓQp(c+ 1)− ΓQp(a+ c+ 1)
(ii) If vp(y) = n < 0 then
FQp(a, c; y) = p
−n(a+c+1)ΓQp(c+ 1)− p−n(a+c+1)ΓQp(a+ c+ 1)
+
p−ncΓQp(∞)
ΓQp(n(a+ 1) + 1)
− p
−ncΓQp(∞)ΓQp(a+ 1)
ΓQp(n(a+ 1))
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Proof. Let us denote for brevity
f(a, c;x, y) = ψp(x)
a|x− y|cp
(i) Let vp(y) = n ≥ 0. Decompose Qp into the following areas:
Qp = A<0 ∪ A[0,n−1] ∪ An ∪ A≥n
Then ∫
A<0
fdpx = −ΓQp(a+ c+ 1),∫
A[0,n−1]
fdpx = (1− p−n(c+1))ΓQp(c+ 1),∫
A>n
fdpx = p
−n(c+1)−1
To evaluate
∫
An
f(x, y)dpx, we decompose An into two areas depending on y ∈ An:
An = A
′
n(y) ∪ A′′n(y) where
A′n(y) = {x ∈ An| vp(x− y) = n}, A′′n(y) = {x ∈ An| vp(x− y) > n} (2.2.3.1)
Then ∫
A′n(y)
fdpx = (p− 2)p−n(c+1)−1
and ∫
A′′n(y)
fdpx = p
−(n+1)(c+1)ΓQp(c+ 1),
so that ∫
An
fdpx = (p− 2)p−n(c+1)−1 + p−(n+1)(c+1)ΓQp(c+ 1).
Adding up, we get (i).
(ii) is proved in a similar manner. Let vp(y) = n < 0. We decompose
Qp = A<n ∪ An ∪ A[−n+1,−1] ∪ A≥0,
and for y ∈ An
An = A
′
n(y) ∪ A′′n(y)
as in (2.2.3.1). Then ∫
A<n
fdpx = −p−n(a+c+1)ΓQp(a+ c+ 1),∫
A[−n+1,−1]
fdpx = (1− p−1)p−nc
−1∑
m=n+1
p−m(a+1),∫
A≥0
fdpx = p
−nc,∫
A′n(y)
fdpx = (p− 2)p−n(a+c+1)−1
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and ∫
A′′n(y)
fdpx = p
−(n+1)(c+1)ΓQp(c+ 1)
Adding up, we get (ii). 
2.2.4. Theorem.
J(a, b, c) :=
∫ ∫
Q2p
ψp(x)
aψp(y)
b|x− y|cpdpxdpy =
=
ΓQp(c+ 1)ΓQp(−a− c− 1)ΓQp(−b− c− 1)ΓQp(−a− b− c− 2)
ΓQp(−a)ΓQp(−b)ΓQp(−a− b− 2c− 2)
(2.2.4.1)
Proof. By deﬁnition
J(a, b, c) =
∫
Qp
ψp(y)
bFQp(a, c; y)dpy
Using Lemma 2.2.3 we readily compute this integral and arrive at (2.2.4.1). 
This theorem is equivalent to (2.1.9.2).
2.2.5. Proof of (2.1.9.1). We shall use the same method as in the complex case,
cf. 2.5 below.
Let
K = SL2(Zp) ⊂ G = SL2(Qp)
If v ∈ Q2p and g ∈ K then
|v|p = |gv|p (2.2.5.1)
where
|(a, b)|p = max{|a|p, |b|p}
For
g =
(
a b
c d
)
∈ G, z ∈ Qp
set
g · z = az + b
cz + d
It follows:
ψp(g · x) = ψp(x)|cx+ d|p , g ∈ K (2.2.5.2)
We have also for g ∈ G
g · x− g · y = x− y
(cx+ d)(cy + d)
(2.2.5.3)
and
dp(g · z) = dpz|cz + d|2p
, (2.2.5.4)
cf. [GGPS], Ch. II, 3, no. 1.
30 2. ZAMOLODCHIKOV'S INTEGRAL
We have
IQp(σ1, σ2, σ3) =
∫
Qp
ψp(x3)
−2σ3
(∫
Q2p
ψp(x1)
−2σ1ψp(x2)−2σ2
|x1 − x2|−1−ν3p |x2 − x3|−1−ν1 |x3 − x1|−1−ν2dpx1dpx2
)
dpx3 (2.2.5.5)
Given y ∈ Qp, set a(y) = y if y ∈ Zp and a(y) = y−1 if y /∈ Zp; so a(y) ∈ Zp in any case.
Deﬁne a matrix k(y) ∈ K by:
(i) if y ∈ Zp then
k(y) =
(
1 −a(y)
0 1
)
(ii) if y ∈ Qp \ Zp then
k(y) =
(
a(y) −1
1 0
)
In the internal integral in (2.2.5.5) let us make a change of variables
xi = k(x3)
−1 · yi, i = 1, 2
Using (2.2.5.2) - (2.2.5.4) we get
IQp(σ1, σ2, σ3) =
∫
Qp
dpx3
ψp(x3)2
· I ′Qp(σ1, σ2, σ3)
where
·I ′Qp(σ1, σ2, σ3) =∫ ∫
Q2p
|y1|−1−ν2p |y2|−1−ν1p ψp(y1)−2σ1ψp(y2)−2σ2|y1 − y2|−1−ν3p dpy1dpy2
After one more substitution yi 7→ y−1i , i = 1, 2,
I ′Qp(σ1, σ2, σ3) = I˜Qp(σ1, σ2, σ3)
(note that dp(y−1) = dpy/|y|2p).
Finally we conclude by the following easily proved p-adic version of (2.5.1.6):
2.2.6. Lemma. ∫
Qp
dpx
ψp(x)2
= 1 + p−1

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2.3. The real case
2.3.1. Theorem. If a, b, c ∈ N then
CT(1− y1/y2)c(1− y2/y1)c(1− y1/y3)b(1− y3/y1)b(1− y2/y3)a(1− y3/y2)a
=
(2a)!(2b)!(2c)!(a+ b+ c)!
a!b!c!(a+ b)!(a+ c)!(b+ c)!
2.3.2. Lemma. (A.C.Dixon's identity).
∞∑
n=−∞
(−1)n
(
a+ b
a+ n
)(
b+ c
b+ n
)(
a+ c
c+ n
)
=
(a+ b+ c)!
a!b!c!
(We set
(
a
b
)
= 0 for b < 0.)
See [K], 1.2.6, Exercice 62 and Answer to Ex. 62, p. 490 (one ﬁnds also interesting
references there). 
2.3.3. Proof of 2.3.1. The Laurent polynomial on the left hand side is
f(y1, y2, y3) =
=
∑
i,j,k
(−1)a+b+c−i−j−k
(
2c
i
)(
2a
j
)(
2b
k
)
yb−c+i−k1 y
c−a+j−i
2 y
a−b+k−j
3
whence the constant term corresponds to the values
b− c+ i− k = c− a+ j − i = a− b+ k − j = 0
Set n = c− i; then n = b− k = a− j as well, so
CT f(y1, y2, y3) =
∞∑
n=0
(−1)−3n
(
2a
a+ n
)(
2b
b+ n
)(
2c
c+ n
)
=
(2a)!(2b)!(2c)!
(a+ b)!(a+ c)!(b+ c)!
∞∑
n=0
(−1)n
(
a+ b
a+ n
)(
b+ c
b+ n
)(
a+ c
c+ n
)
,
and the application of 2.3.2 ﬁnishes the proof. 
32 2. ZAMOLODCHIKOV'S INTEGRAL
2.4. The real q-deformed case
2.4.1. Notation: [
a
b
]
q
=
[a]!q
[b]!q[a− b]!q
If a, b ∈ Z, a ≥ 0, b < 0 we set [
a
b
]
q
= 0
Set
u = x2/x1, v = x3/x2, w = x1/qx3;
a = a3, b = a1, c = a2.
We are interested in the constant term of
Fq(u, v, w) = (qu; q)a(u
−1; q)a(qv; q)b(v−1; q)b(qw; q)b(w−1; q)b (2.4.1.1)
where uvw = q−1.
2.4.2. Lemma . (K.Kadell).
(qx; q)b(x
−1; q)a =
b∑
i=−a
qi(i+1)/2
[
a+ b
a+ i
]
q
(−x)i
See [Ka], (3.31). 
2.4.3. Lemma. (q-Dixon identity). On has two equivalent formulas:
(i)
∞∑
n=−∞
(−1)nqn(3n+1)/2
[
a+ b
a+ n
]
q
[
b+ c
b+ n
]
q
[
c+ a
c+ n
]
q
=
=
[a+ b+ c]!q
[a]!q[b]
!
q[c]
!
q
(2.4.3.1)
(ii)
∞∑
n=−∞
(−1)nqn(3n+1)/2
[
2a
a+ n
]
q
[
2b
b+ n
]
q
[
2c
c+ n
]
q
=
=
[2a]!q[2b]
!
q[2c]
!
q[a+ b+ c]
!
q
[a]!q[b]
!
q[c]
!
q[a+ b]
!
q[b+ c]
!
q[a+ c]
!
q
(2.4.3.2)
Cf. [K], answer to Exercice 1.2.6, [C]. 
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2.4.4. Now we can prove (2.1.4.1). Replace in the product (2.4.1.1) the double
products like (qu; q)a(u−1; q)a using 2.4.2. In the resulting expression the constant term
will be the sum of coeﬃcients at uivivi divided by qi. Thus
CTFq(u, v, w) =
∞∑
n=−∞
(−1)nq−nq3n(n+1)/2
[
2a
a+ n
]
q
[
2b
b+ n
]
q
[
2c
c+ n
]
q
=
∞∑
n=−∞
(−1)nqn(3n+1)/2
[
2a
a+ n
]
q
[
2b
b+ n
]
q
[
2c
c+ n
]
q
=
[2a]!q[2b]
!
q[2c]
!
q[a+ b+ c]
!
q
[a]!q[b]
!
q[c]
!
q[a+ b]
!
q[b+ c]
!
q[a+ c]
!
q
by (2.4.3.2). This ﬁnishes the proof of (2.1.4.1). 
Let us prove Thm. 2.1.6. We shall use an idea going back to Hardy, cf. [B], 5.5;
[S]; [M], 17.2.
First (2.1.6.1) is true if all ai ∈ N  this is Thm. 2.1.4. Now we shall use
2.4.5. Lemma. Let f(z) be a function holomorphic and bounded for <z ≥ 0 such
that f(z) = 0 for z ∈ N. Then f(z) ≡ 0.
This is a particular case of Carlsson's theorem, cf. [B], 5.3; [T], 5.8.1. 
2.4.6. Set
Γ˜q(a) =
∏∞
i=1(1− qi)∏∞
i=0(1− qa+i)
,
so that
Γq(a) = (1− q)1−aΓ˜q(a);
Recall that 0 < q < 1.
We have
1− |b|q<s ≤ |1− bqs| ≤ 1 + |b|q<s, <s ≥ 0,
and
1 + t ≤ et, t ≥ 0.
It follows:
|
∞∏
i=0
(1− qa+i)| ≤
∞∏
i=0
(1 + q<a+i) ≤
∞∏
i=0
eq
<a+i
= e
∑∞
i=0 q
<a+i
= eq
<a/(1−q) ≤ e1/(1−q)
for <a ≥ 0.
On the other hand
|
∞∏
i=0
(1− qa+i)| ≥
∞∏
i=0
(1− q<a+i) ≥
∞∏
i=0
(1− qa0+i)
for <a ≥ a0 > 0.
Fix a0 > 0. It follows that there exist constants C1, C2 > 0 such that
C1 ≤ Γ˜q(a) ≤ C2 (2.4.6.1)
34 2. ZAMOLODCHIKOV'S INTEGRAL
for all a, <a ≥ a0.
Consider the right hand side of (2.1.6.1)
f(a1, a2, a3) :=
Γq(a1 + a2 + a3 + 1)
∏3
i=1 Γq(2ai + 1)∏3
i=1 Γq(ai + 1)
∏
1≤i<j≤3 Γq(ai + aj + 1)
=
Γ˜q(a1 + a2 + a3 + 1)
∏3
i=1 Γ˜q(2ai + 1)∏3
i=1 Γ˜q(ai + 1)
∏
1≤i<j≤3 Γ˜q(ai + aj + 1)
It follows from (2.4.6.1) that there a constant C3 > 0 such that
|f(a1, a2, a3)| ≤ C3
for all a1, a2, a3 with the real part ≥ a0.
In the same manner we prove that if g(a1, a2, a3;x1, x2, x3) is the expression under
the integral from the left hand side of (2.1.6.1), there exist a constant C4 > 0 such that
|g(a1, a2, a3)| ≤ C4
for all a1, a2, a3 with the real part ≥ a0 and (x1, x2, x3) ∈ T 3; thus
h(a1, a2, a3) =
1
(2pi3)
∣∣∣∣ ∫
T 3
g(a1, a2, a3;x1, x2, x3)dx1dx2dx3
∣∣∣∣
is also bounded by a constant not depending on ai.
By Thm. 2.1.4 we know that h(a1, a2, a3) = f(a1, a2, a3) if all ai ∈ N. Now applying
(3 times) 2.4.5 we conclude that this is true for all ai with <ai ≥ a0. This proves Thm.
2.1.6. 
2.5. The complex case
2.5.1. Proof of . (2.1.1.3). We give some details because we use exactly the same
argument in the p-adic case, cf. 2.5.
Let
K = SU(2) = {
(
a b
−b¯ a¯
)
| a, b ∈ C, |a|2 + |b|2 = 1} ⊂
⊂ G = SL2(C) (2.5.1.1)
If v ∈ C2 and g ∈ K then
|v| = |gv| (2.5.1.2)
where
|(a, b)|2 = |a|2 + |b|2
For
g =
(
a b
c d
)
∈ G, z ∈ C
2.5. THE COMPLEX CASE 35
set
g · z = az + b
cz + d
It follows:
1 + |g · x|2 = 1 + |x|
2
|cx+ d|2 , g ∈ K (2.5.1.3)
We have also for g ∈ G
g · x− g · y = x− y
(cx+ d)(cy + d)
(2.5.1.4)
and
d(g · z) = dz|cz + d|4 (2.5.1.5)
(recall that in real coordinates z = x+ iy we have dz = dxdy).
Using this, let us evaluate
IC(σ1, σ2, σ3) =∫
C
dx3(1 + |x3|2)−2σ3
(∫
C2
2∏
i=1
(1 + |xi|2)−2σi
3∏
i=1
|xi − xi+1|−2−2νi+2dx1dx2
)
In the internal integral let us make a change of variables xi = k−1 · yi, i = 1, 2 with
k ∈ K as in (2.5.1.1) with
a =
1
(1 + |x3|2)1/2 , b = −
x3
(1 + |x3|2)1/2 ,
so y3 = k · x3 = 0.
We get
IC(σ1, σ2, σ3) =
∫
C
dx3
(1 + |x3|2)2 · I
′
C(σ1, σ2, σ3)
where
I ′C(σ1, σ2, σ3) =∫
C2
|y1|−2−2ν2 |y2|−2−2ν1(1 + |y1|2)−2σ1(1 + |y2|2)−2σ2 |y1 − y2|−2−2ν3dy1dy2
After one more substitution yi 7→ y−1i , i = 1, 2,
I ′C(σ1, σ2, σ3) = I˜C(σ1, σ2, σ3)
(note that d(y−1) = dy/|y|4).
Passing to polar coordinates we get∫
C
dx
(1 + |x|2)2 = pi, (2.5.1.6)
cf. Lemma 2.2.6.
Thus
IC(σ1, σ2, σ3) = piI˜C(σ1, σ2, σ3) (2.5.1.7)
which establishes (2.1.1.3). 
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2.5.2. To establish (2.1.1.4) it remains to compute the integral (2.1.1.2). Introduce
new parameters ai = −1− νi, i = 1, 2, 3. In terms of them (2.1.1.2) becomes
IC;2(a1, a2, a3) :=
∫
C2
(1 + |z1|2)−2−a2−a3(1 + |z2|2)−2−a1−a3|z1 − z2|2a3dz1dz2.
In view of 2.5.1, (2.1.1.4) is equivalent to
2.5.3. Theorem. For <a1,<a2,<a3 suﬃciently large
IC;2(a1, a2, a3) =
= pi2
Γ(a1 + a2 + a3 + 2)Γ(a1 + 1)Γ(a2 + 1)Γ(a3 + 1)
Γ(a1 + a2 + 2)Γ(a1 + a3 + 2)Γ(a2 + a3 + 2)
(2.5.3.1)
Proof. Let us make a change of variables zk = rkeiφk . If zk = xk + iyk then
dzk = dxkdyk = rkdφk.
So we get:
IC;3(a1, a2, a3) =
∫
R2+
(1 + r21)
−2−a2−a3(1 + r22)
−2−a1−a3r1r2(∫
[0,2pi]2
|r1eiφ1 − r2eiφ2|2a3dφ1dφ2
)
dr1dr2.
We have
|r1eiφ1 − r2eiφ2|2 = (r1eiφ1 − r2eiφ2)(r1e−iφ1 − r2e−iφ2) =
(r1 − r2ei(φ2−φ1))(r1 − r2e−i(φ2−φ1))
Suppose that a3 ∈ N. Note that
1
(2pi)2
∫
[0,2pi]2
(r1 − r2ei(φ2−φ1))a(r1 − r2e−i(φ2−φ1))adφ1dφ2 =
CTz(r1 − r2z1/z2)a(r1 − r2z2/z1)a
Let us introduce a polynomial
φa(r1, r2) := CTz(r1 − r2z1/z2)a(r1 − r2z2/z1)a =
a∑
i=0
(
a
i
)2
r2i1 r
2a−2i
2
Note that
φa(1, 1) =
(
2a
a
)
(this is the simplest case of the Dyson identity).
We get
IC;2(a1, a2, a3) =
=
a3∑
i=0
(
a3
i
)2 ∫
R2+
(1 + r21)
−2−a2−a3(1 + r22)
−2−a1−a3r1+2i1 r
1+2a3−2i
2 dr1dr2
We have
I(a, b) :=
∫ ∞
0
(1 + r2)br1+2adr =
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(u = r2)
1
2
∫ ∞
0
(1 + u)buadu =
(u = v/(1− v))
1
2
∫ 1
0
(1− v)−b−a−2vadv = 1
2
B(a+ 1,−a− b− 1) =
=
1
2
· Γ(a+ 1)Γ(−a− b− 1)
Γ(−b)
It follows: ∫
R2+
(1 + r21)
−2−a2−a3(1 + r22)
−2−a1−a3r1+2i1 r
1+2a3−2i
2 dr1dr2 =
=
1
4
· Γ(i+ 1)Γ(1− i+ a2 + a3)Γ(a3 − i+ 1)Γ(1 + i+ a1)
Γ(a2 + a3 + 2)Γ(a1 + a3 + 2)
So
IC;2(a1, a2, a3) =
pi2Γ(a3 + 1)
2
Γ(a2 + a3 + 2)Γ(a1 + a3 + 2)
a3∑
i=0
Γ(1− i+ a2 + a3)Γ(1 + i+ a1)
Γ(i+ 1)Γ(a3 − i+ 1)
Note that if a2, a3 ∈ N,
Γ(1− i+ a2 + a3)Γ(1 + i+ a1)
Γ(i+ 1)Γ(a3 − i+ 1) =
= Γ(a1 + 1)Γ(a2 + 1)
(
a1 + i
a1
)(
a2 + a3 − i
a2
)
Thus
IC;2(a1, a2, a3) =
pi2Γ(a3 + 1)
2Γ(a1 + 1)Γ(a2 + 1)
Γ(a2 + a3 + 2)Γ(a1 + a3 + 2)
×
×
a3∑
i=0
(
a1 + i
a1
)(
a2 + a3 − i
a2
)
(2.5.3.2)
Next we shall use an elementary
2.5.4. Lemma. For positive integers a1, a2, a3,
a3∑
i=0
(
a1 + i
a1
)(
a2 + a3 − i
a2
)
=
(
a1 + a2 + a3 + 1
a3
)
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Proof. The case a2 = 0 is a consequence of the identity(
a+ 1
b+ 1
)
=
(
a
b+ 1
)
+
(
a
b
)
.
Suppose that a2 ≥ 1 and make the induction on a3. The case a3 = 0 is clear. Suppose
we have proven the assertion for a3 ≤ n. We have:
A(n+ 1) :=
n+1∑
i=0
(
a1 + i
a1
)(
a2 + n+ 1− i
a2
)
=
n∑
i=0
(
a1 + i
a1
)(
a2 + n+ 1− i
a2
)
+
(
a1 + n+ 1
a1
)
(∗)
But (
a2 + n+ 1− i
a2
)
=
(
a2 + n− i
a2
)
+
(
a2 + n− i
a2 − 1
)
Inserting this into (*) and using the induction hypothesis one ﬁnishes the proof. 
Combining (2.5.3.2) with the above lemma we get the assertion of Thm. 2.5.3 for
natural ai.
On the other hand, one can verify that both sides of (2.5.3.1) are bounded when for
one i <ai →∞ and the other two aj's are ﬁxed. So by Carlsson's theorem (cf. Lemma
2.5.4), the identity (2.5.3.1) holds true for all ai with <ai suﬃciently large (so that the
integral converges). 
Another proof of (2.1.1.4), along the lines of [BR], the interested reader may ﬁnd in
[BS2].
2.6. Why the real integral is analogous to the complex one
2.6.1. Consider a change of variables
x = tanα, y = tan β, z = tan γ
We have
sin(α− β) = (tanα− tan β) cosα cos β,
1 + x2 = cos−2 α
and
dα =
dx
1 + x2
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2.6.2. Consider the integral (2.1.2.1)
I(a, b, c) =
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
| sin(α− β)|2c| sin(α− γ)|2b| sin(β − γ)|2adαdβdγ.
The function under the integral is pi-periodic with respect to each argument. It follows
that
I(a, b, c) =
= 8
∫ pi/2
−pi/2
∫ pi/2
−pi/2
∫ pi/2
−pi/2
| sin(α− β)|2c| sin(α− γ)|2b| sin(β − γ)|2adαdβdγ
= 8
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(1 + x2)−(b+c+1)(1 + y2)−(a+c+1)(1 + z2)−(a+b+1)×
×|x− y|2c|x− z|2b|y − z|2adxdydz
We see that this integral is similar to (2.1.1.1). 
2.7. Invariant functionals and Zamolodchikov's integral
2.7.1. Recall. Consider a triple complex integral
I(σ1, σ2, σ3) =
∫
C3
(1 + |z1|2)−2σ1(1 + |z2|2)−2σ2(1 + |z3|2)−2σ3
|z1 − z2|2ν3−2|z2 − z3|2ν1−2|z3 − z1|2ν2−2dz1dz2dz3. (2.7.1.1)
It has appeared in a remarkable paper [ZZ] in connection with the Liouville model of
the Conformal ﬁeld theory. Here σi ∈ C,
νi = σi+1 + σi+2 − σi, i mod 3, (2.7.1.2)
dz := dxdy, z = x+ iy, stands for the standard Lebesgue measure on C. The integral
converges if <σi > 1/2, <νi > 0, i = 1, 2, 3. The aim of this section is to prove the
following assertion.
2.7.2. Theorem.
I(σ1, σ2, σ3) = pi
3 Γ(ν1 + ν2 + ν3 − 1)Γ(ν1)Γ(ν2)Γ(ν3)
Γ(2σ1)Γ(2σ2)Γ(2σ3)
(2.7.2.1)
This formula is given without proof in [ZZ]. A proof of Theorem 2.7.2 has appeared
in [HMW]; it uses some complicated change of variables. A diﬀerent proof which uses
Macdonald type constant term identities may be found in [BS2]. In this section we
provide still another proof of (2.7.2.1) which uses an elegant method of Bernstein and
Reznikov who computed a similar real integral, cf. [BR]. Their procedure is based
on some multiplicity one considerations which allow one to reduce the computation of
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(2.7.1.1) to a computation of a Gaussian integral, cf. Thm 2.7.8 below; this last integral
is of independent interest.
Notation. For a smooth variety Y we denote by C(Y ) the space of C∞ functions
f : Y −→ C.
Principal series. Let G := SL2(C) ⊃ K := SU(2); X = C2 \ {0}. Let C(X) denote
the space of smooth functions f : X −→ C; for λ ∈ C let Cλ(X) ⊂ C(X) be the
subspace of f such that f(ax) = |a|2λf(x) for all a ∈ C∗. The group G is acting on
Cλ(X) by the rule (gf)(x) = f(xg), g ∈ G; we denote this representation by Vλ.
Line realization, cf. [GGPS]. The map f 7→ f(x, 1) induces an isomorphism φ :
Vλ
∼−→ V ′λ where V ′λ is a subspace of C(C) depending on λ.
The induced action of G on V ′λ is given by
(gf)(x) = |bx+ d|2λf((ax+ c)/(bx+ d)), g =
(
a b
c d
)
.
2.7.3. Lemma. The dimension of the space HomK(Vλ,C) of continuous K-
invariant maps Vλ −→ C is equal to 1.
Proof. Let ` ∈ HomK(Vλ,C). Choose a Haar measure on K such that
∫
K
dk = 1.
Since ` is continuous and K invariant, for all f ∈ Vλ `(f) = `(f¯) where f¯(x) =∫
K
f(kx)dk. But f¯ is homogeneous and K-invariant, and such a function is unique up
to a multiplicative constant. 
2.7.4. Lemma. (i) The functional `′λ : V
′
λ−2 −→ C given by
`′λ(f) =
∫
C
(1 + |z|2)−λf(z)dz
is K-invariant.The integral converges for all λ ∈ C, f ∈ V ′λ−2. `′λ is G-invariant iﬀ
λ = 0.
(ii) The functional `λ : Vλ−2 −→ C given by
`λ(f) =
1
pi
∫
C2
f(z1, z2)e
−|z1|2−|z2|2dz1dz2
is K-invariant. The integral converges for <λ > 0. 
By Lemma 2.7.3, `λ = cλ`′λ ◦ φ for some cλ ∈ C.
2.7.5. Lemma. cλ = Γ(λ)pi
−1. 
More generally, given n complex numbers λ¯ = (λ1, . . . , λn) we deﬁne a G-module
Vλ¯ = {f ∈ C(Xn)|f(a1x1, . . . , anxn) =
n∏
i=1
|ai|2λif(x1, . . . , xn)}
with the diagonal action of G.
The map f 7→ f((x1, 1), . . . , (xn, 1)) induces an isomorphism of G-modules
φ : Vλ¯
∼−→ V ′¯λ ⊂ C(Cn)
2.7. INVARIANT FUNCTIONALS AND ZAMOLODCHIKOV'S INTEGRAL 41
with the action of G on V ′¯
λ
given by
(gf)(x1, . . . , xn) =
n∏
i=1
|bxi + d|−2λif
(
ax1 + c
bx1 + d
, . . . ,
axn + c
bxn + d
)
, g =
(
a b
c d
)
.
We have K-invariant functionals `′¯
λ
: V ′λ1−2,...,λn−2 −→ C,
`′¯λ(f) =
∫
Cn
n∏
i=1
(1 + |zi|2)−λif(z1, . . . , zn)dz1 . . . dzn,
(the integral converges for all λi)
and `λ¯ : Vλ1−2,...,λn−2 −→ C,
`λ¯(f) =
∫
(C2)n
f(x1, y1, . . . , xn, yn)e
−∑ni=1(|xi|2+|yi|2)dx1dy1 . . . dxndyn
(the integral converges if <λi > 0 for all i ).
2.7.6. Corollary.
`λ¯ = pi
−n
n∏
i=1
Γ(λi) · `′¯λ ◦ φ.
Indeed, the factorisable functions
∏
fi(xi), fi ∈ Vλi are dense in Vλ1,...,λn , and we
apply the Fubini theorem.
For a function f : Y −→ C where Y ⊂ Cn with the complement of measure zero
we denote
G(f) = 1
pin/2
∫
Cn
f(z1, . . . , zn)e
−∑ni=1 |zi|2dz1 . . . dzn
(when the integral converges). The following proposition is a complex analog of prop-
erties of real Gaussian integrals from [BR].
2.7.7. Proposition. (i) Set r(z) = (
∑n
i=1 |zi|2)1/2. Then G(rs) = Γ(s/2+n)/Γ(n).
(ii) If h(z) =
∑
cizi then G(|h|s) = Γ(s/2 + 1)||h||s where ||h|| = (
∑n
i=1 |ci|2)1/2.
(iii) Consider the space C4 = (C2)2 and the determinant
d(w1, w2) = z11z22 − z12z21, wi = (z1i, z2i).
Then G(|d|s) = Γ(s/2 + 1)Γ(s/2 + 2). 
Now consider the space L = (C2)3 whose elements we shall denote (w1, w2, w3), wi ∈
C2. Consider the following function on L:
Kν1,ν2,ν3(w1, w2, w3) = |d(w1, w2)|2ν3−2|d(w1, w3)|2ν2−2|d(w2, w3)|2ν1−2
2.7.8. Theorem.
G(Kν1,ν2,ν3) = Γ(ν1 + ν2 + ν3 − 1)Γ(ν1)Γ(ν2)Γ(ν3).
The proof goes along the same lines as in [BR], where a similar real Gaussian integral
is calculated. 
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Now we easily deduce Theorem 2.7.2. The function Kν1,ν2,ν3 belongs to the space
V2σ1−2,2σ2−2,2σ3−2 where σi are deﬁned from (2.7.1.2). We have
G(Kν1,ν2,ν3) = `2σ1,2σ2,2σ3(Kν1,ν2,ν3).
On the other hand, by Corollary 2.7.6
I(σ1, σ2, σ3) = `
′
2σ1,2σ2,2σ3
(K ′ν1,ν2,ν3) = pi
3
3∏
i=1
Γ(2σi)
−1`2σ1,2σ2,2σ3(Kν1,ν2,ν3)
where K ′ν1,ν2,ν3 = φ(Kν1,ν2,ν3). This, together with Theorem 2.7.8, implies Theorem
2.7.2. 
The functional ` : V−2σ1,−2σ2,−2σ3 −→ C,
`(f) =
∫
C3
fK ′ν1,ν2,ν3dz1dz2dz3
is G-invariant. Similarly to the real case treated in [BR], the space of such G-invariant
functionals is one-dimensional, cf. [L]. This is a ”methaphysical reason”, why the
integral (2.7.1.1) (the value of this functional on some spherical vector) is computable
in terms of Gamma-functions.
We are grateful to A.Reznikov for discussions and for the notes by A.Yomdin about
a p-adic analogue of the Bernstein - Reznikov method which were very useful for us.
CHAPTER 3
Invariant triple functionals over Uqsl2
Introduction
Before describing the content of this chapter let us discuss some motivation and
questions behind it.
The fact that an irreducible ﬁnite dimensional representation V (λ1) of highest weight
λ1 of the Lie algebra g = sl2(C) occurs with multiplicity at most 1 in a tensor product
V (λ2)⊗V (λ3) is easy and classical. Since these representations are isomorphic to their
duals, the same thing may be expressed by saying that the dimension of the space of
g-invariant functionals
dim Homg(V (λ1)⊗ V (λ2)⊗ V (λ3),C) ≤ 1 (0.1)
The multiplicity one statements like (0.1) hold true as well if V (λi) are irreducible
inﬁnite dimensional representations of real, complex and p-adic Lie group or Lie algebra
close to GL2 (their proof being usually more diﬃcult).
As an example, such an statement for the group G = PGL2(R) and the representa-
tion of the principal series is applied in [BR]. In that case a representation V (λ) may be
realized (before Hilbert completion) in the space of smooth functions on the unit circle
f : S1 −→ C and the tensor product V (λ1)⊗ V (λ2)⊗ V (λ3) - in the space of functions
of three variables f : (S1)3 −→ C. An explicit linear functional
`λ1,λ2,λ3 : V (λ1)⊗ V (λ2)⊗ V (λ3) −→ C
may be deﬁned in the form of an integral
`λ1,λ2,λ3(f) =
∫
(S1)3
f(θ1, θ2, θ3)Kλ1,λ2,λ3(θ1, θ2, θ3)dθ1dθ2dθ3 (0.2)
against some naturally deﬁned G-invariant kernel Kλ1,λ2,λ3 cf. [BR], 5.1.1, [Ok], (0.10),
(0.12). On the other hand our triple product contains a distinguished spherical (i.e
PO(2)3-invariant) vector vλ1,λ2,λ3 , the constant function 1.
The value
`λ1,λ2,λ3(vλ1,λ2,λ3) =
∫
(S1)3
Kλ1,λ2,λ3(θ1, θ2, θ3)dθ1dθ2dθ3 (0.3)
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is equal to certain quotient of products of Gamma values. Its asymptotics with respect
to λi (which follows from Stirling formula) is one of the ingredients used in [BR] for an
estimation of Fourier coeﬃcients of automorphic triple products.
In Chapter 2 we have calculated the integrals similar to (0.3) corresponding to
complex and p-adic groups PGL2(C), PGL2(Qp), and also an analogous q-deformed
integral which has the form∫
(S1)3
Kλ1,λ2,λ3;q(θ1, θ2, θ3)dθ1dθ2dθ3 (0.4)
where Kλ1,λ2,λ3;q is a certain q-deformation of the kernel Kλ1,λ2,λ3 . These integrals are
expressed in term of the complex, p-adic and q-deformed versions of Gamma-functions
respectively. One could expect that it is possible to ﬁnd representations Vq(λ) of the
q-deformed algebra Uqgl2 in the space of function on S1 so that the q-deformed kernel
Kλ1,λ2,λ3;q will be a Uqgl2-invariant element of the triple product Vq(λ1)⊗Vq(λ2)⊗Vq(λ3).
We do not pursue this direction here, but we prove some multiplicity one statement
like (0.1) over the quantum group. Our starting point was a theorem of Hung Yean
Loke [L] who proves in particular that (0.1) holds true if g = gl2(R) and V (λi) are
irreducible representations of the (inﬁnitesimal) principal series deﬁned by Jacquet -
Langlands, cf. [JL], Ch. I, §5. The space of such a representation is much smaller than
the spaces of smooth functions above, it is rather a ”discrete analog” of it, and the
structures that appear are quite similar.
A base {eq, q ∈ Q} of V (λ) is enumerated by a set Q which may be identiﬁed with
coroot lattice of g (or with Z). Thus elements of V (λ) are ﬁnite linear combinations∑
a(q)eq
which we can consider as functions a : Q→ C which are compactly supported, i.e. all
but ﬁnitely many a(q) are zeros. The Lie algebra g acts on these functions by diﬀerence
operators (depending on λ ∈ C) of order ≤ 1 (to avoid the confusion, V (λ) is not a
highest weight module). Thus, elements of a triple product V (λ1)⊗ V (λ2)⊗ V (λ3) are
compactly supported functions a : Q3 → C. Similarly, a trilinear functional
` : V (λ1)⊗ V (λ2)⊗ V (λ3) −→ C
is uniquely determined by its action on the basis elements. If we denote
K(q1, q2, q3) = `(eq1 ⊗ eq2 ⊗ eq3),
we get a function K : Q3 −→ C (an arbitrary, not necessarily compactly supported
one). The value of ` is given by
`(a) =
∑
(q1,q2,q3)∈Q3
a(q1, q2, q3)K(q1, q2, q3);
this formula is similar to (0.2).
The functional is g-invariant iﬀ the corresponding K satisﬁes a simple system of
diﬀerence equations. The result of [L] says that the space of such functions K is one-
dimensional. It would be interesting to ﬁnd a nice explicit formula for a solution.
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In 3.2 of the present chapter we deﬁne principal series representations over the
quantum group Uqsl2 which are q-deformations of the Jacquet - Langlands modules.
Then we deﬁne natural intertwining (”reﬂection”) operators between them (cf. 3.2.4)
and ﬁnally prove for them an analog of (0.1), cf. Thm. 3.2.5 for the precise formulation;
this is our main result. The proof is a q-deformation of the argument from [L].
In 3.1 we recall the deﬁnitions from [JL] and the original argument of [L] and present
some comments on it, cf. 3.1.6, in the spirit of I.M.Gelfand's philosophy considering
the Clebsch - Gordan coeﬃcients as discrete orthogonal polynomials, cf. [NSU].
We thank F.Malikov who drew our attention to a very interesting paper [FM].
3.1. Invariant triple functionals over sl2
3.1.1. Principal series. First we recall the classical deﬁnition of the principal
series following Jacquet - Langlands. Another deﬁnition of these modules may be
found in [FM].
Let g = sl2 and E,F,H be the standard base of g.
Let s ∈ C,  ∈ {0, 1}. Following [JL], §5 and [L] 2.2 consider the following repre-
sentation M(s, ) of g (for a motivation of the deﬁnition see 3.1.10 below.)
The underlying vector space of M(s, ) has a C-base {vn}n∈+2Z . We denote Mn =
C · vn, so M(s, ) = ⊕n∈ZMn where we set Mn = 0 if n /∈ + 2Z.
The action of g is given by
Hvn = nvn, (3.1.1.1)
Evn =
1
2
(s+ n+ 1)vn+2, Fvn =
1
2
(s− n+ 1)vn−2 (3.1.1.2)
Thus,
[H,E] = 2E, [H,F ] = −2F, [E,F ] = H
3.1.2. Lemma. If s−  /∈ 2Z+ 1 then M(s, ) is an irreducible g-module.
Proof. LetW ∈M := M(s, ) be a g-submodule,W 6= 0. SinceW is H-invariant,
W = ⊕nW ∩Mn. Thus there exists x ∈ W ∩Mn, x 6= 0. Due to the hypothesis Fmx 6= 0
and Emx 6= 0 for all m ∈ Z, whence W = M. 
3.1.3. The reﬂection operator. Cf. [JL], between 5.11 and 5.12. Consider two
modules M(±s, ). A linear map
f : M(s, ) −→M(−s, )
is g-equivariant iﬀ it respects the gradings (since it commutes withH), say f(vn) = fnv′n,
and the numbers fn satisfy two relations
(s+ n+ 1)fn+2 = (−s+ n+ 1)fn, (3.1.3.1)
46 3. INVARIANT TRIPLE FUNCTIONALS OVER Uqsl2
(commutation with E) and
(s− n+ 1)fn−2 = (−s− n+ 1)fn (3.1.3.2)
(commutation with F ). In fact these equations are equivalent: for example (3.1.3.2) is
the same as (3.1.3.1) with n replaced by n− 2, multiplied by −1.
These relations are satisﬁed if
fn =
Γ((−s+ n+ 1)/2)
Γ((s+ n+ 1)/2)
,
We shall denote the corresponding intertwining operator by
R(s) : M(s, )
∼−→M(−s, )
In fact, these are the only possible intertwiners between diﬀerent modules of principal
series.
One has
R(−s)R(s) = IdM(s).
3.1.4. Theorem, cf. [L], Thm 1.2 (1). Consider three g-modulesM i = M(si, i), i =
1, 2, 3. Suppose that si− i /∈ 1 + 2Z. There exists a unique, up to a multiplicative con-
stant, function
f : M := M1 ⊗M2 ⊗M3 −→ C
such that
f(Xm) = 0, X ∈ g,m ∈M (3.1.4.1)
and
f(ωm) = f(m) (3.1.4.2)
where ω : M−˜→M is an automorphism deﬁned by
ω(vn ⊗ vm ⊗ vk) = v−n ⊗ v−m ⊗ v−k
3.1.5. Proof . (sketch). The condition (3.1.4.1) for X = H implies that f(vn ⊗
vm ⊗ vk) = 0 unless n+m+ k = 0.
Let us denote
a(n,m) = f(vn ⊗ vm ⊗ v−n−m)
The conditions (3.1.4.1) and (3.1.4.2) are equivalent to a system of 3 equations on the
function a(n,m):
a(n,m) = a(−n,−m), (3.1.5.0)
(s1 +n+1)a(n+2,m)+(s2 +m+1)a(n,m+2)+(s3−n−m−1)a(n,m) = 0 (3.1.5.1)
and
(s1−n+1)a(n−2,m)+(s2−m+1)a(n,m−2)+(s3 +n+m−1)a(n,m) = 0 (3.1.5.2)
One has to show that these equations admit a unique, up to scalar, solution.
By considering the ”bonbon” conﬁguration
B = {(n,m), (n− 2,m), (n,m+ 2), (n− 2,m+ 2), (n+ 2,m), (n,m− 2),
(n+ 2,m+ 2)}
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one shows that (3.1.5.1-2) imply an equation
(s1 − n+ 1)(s2 +m+ 1)a(n− 2,m+ 2)− (s23 − s21 − s22 − 2nm+ 1)a(n,m)
+(s1 + n+ 1)(s2 −m+ 1)a(n+ 2,m− 2) = 0 (3.1.5.3)
After that it is almost evident that a solution of (3.1.5.1-2) is uniquely deﬁned by its
two values on a diagonal, like a(n,m), a(n − 2,m + 2). The parity condition (3.1.5.0)
implies that the space of solutions has dimension ≤ 1.
The non-trivial part is a proof of the existence of a solution. It is a direct compu-
tation. Cf. the argument for the q-deformed case in 3.2 below. 
3.1.6. Diﬀerence equations on the root lattice of type A2.
Let X denote the lattice {(n1, n2) ∈ Z2| ni− i ∈ 2Z}. (Note that initially it comes
in the above proof as a lattice
{(n1, n2, n3) ∈ Z3| ni − i ∈ 2Z,
∑
ni = 0}
and resembles the root lattice of the root system of type A2)
Consider the space of maps of sets Y = {a : X −→ C}; Y is a complex vector space.
Deﬁne two linear operators L± ∈ End Y by
L+a(n,m) = (p+ n)a(n+ 2,m) + (s+ n)a(n,m+ 2) + (r− n−m)a(n,m), (3.1.6.1a)
L−a(n,m) = (p− n)a(n− 2,m) + (s− n)a(n,m− 2) + (r+ n+m)a(n,m), (3.1.6.1b)
where p = s1 + 1, s = s2 + 1, r = s3 − 1.
One can rewrite the equations (3.1.5.1-2) in the form
L+a = 0, L−a = 0 (3.1.6.2)
3.1.7. Lemma. [L+, L−] = 2(L+ − L−). 
It follows that L+ and L− span a 2-dimensional Lie algebra isomorphic to a Borel
subalgebra of sl2.
Following [NSU], Ch. II, §1, introduce the forward and backward diﬀerence (”discrete
derivatives”) operators acting on functions f(n) of an integer argument:
∆f(n) = f(n+ 2)− f(n), ∇f(n) = f(n)− f(n− 2)
These operators give rise to ”discrete partial derivatives” acting on the space of func-
tions of two variables a(n,m) as above. We denote by subscripts n or m the operators
acting on the ﬁrst (resp. second) argument, for example
∇na(n,m) = a(n,m)− a(n− 2,m),
etc. Then the equations (3.1.6.2) rewrite as follows:
((n+ p)∇n + (m+ s)∇m)a = −(p+ s+ r)a (3.1.6.3a)
((n− p)∇n + (m− s)∇m)a = −(p+ s+ r)a (3.1.6.3b)
These equations are similar to [NSU], Ch. IV, §2, (30).
Let us ﬁx k and consider the functions b(n) := a(n, k − n). The equation (3.1.5.3)
is a second order equation satisﬁed by these functions that may be written as
{(n+ p)(n+ s− k)∇∆ + 2(pn+ sn− pk)∇− r(r − 2)}b = 0 (3.1.6.4)
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It is a ”diﬀerence equation of hypergeometric type” in the terminology of [NSU], Ch.
II, §1. Their solutions can be called ”Hahn functions”.
3.1.8. Analogous diﬀerential equations. It is instructive to consider the
continuous analogs of the previous operators.
Let us consider the following operators on the space Y of diﬀerentiable functions
a(x, y) : R2 −→ C which is a continuous analog of the space Y :
L+ = (p+ x)∂x + (s+ y)∂y + p+ s+ r
L− = (−p+ x)∂x + (−s+ y)∂y + p+ s+ r
3.1.9. Lemma. [L+,L−] = L+ − L− . 
The analog of (3.1.6.4) is a hypergeometric equation
(x+ p)(x+ q − k)b′′(x) + 2((p+ s)x− pk)b′(x)− r(r − 2)b(x) = 0 (3.1.9.1)
where b(x) = a(x, k − x).
3.1.10. Motivation: Jacquet-Langlands principal series over GL2(R) Cf.
[GL], Ch. I, §5. Recall that a quasicharacter of the group R? is a continuous homomor-
phism µ : R? −→ C?. All such homomorphisms have the form
µ(x) = µs,m(x) = |x|s(x/|x|)m
where s ∈ C, m ∈ {0, 1}. Let µi = µsi,mi , i = 1, 2, be two such quasicharacters. Let
B′(µ1, µ2) denote the space of C∞-functions f : G := GL2(R) −→ C such that
f
((
a c
0 b
)
g
)
= µ1(a)µ2(b)(|a/b|)1/2f(g)
for all g ∈ G, a, b ∈ R?, c ∈ R. G acts on B′(µ1, µ2) in the obvious way.
Set s = s1 − s2 and m = |m1 −m2|. For any n ∈ Z such that n−m ∈ 2Z deﬁne a
function φn ∈ B′(µ1, µ2) by
φn
((
a c
0 b
)
k(θ)
)
= µ1(a)µ2(b)(|a/b|)1/2einθ
where
k(θ) =
(
cosθ sinθ
−sinθ cosθ
)
∈ K := O(2) ∈ G
Let B(µ1, µ2) ⊂ B′(µ1, µ2) be the (dense) subspace generated by all φn.
Let us describe explicitely the induced action of B = Lie(G)R ⊗ C on B(µ1, µ2).
Following [L], consider a matrix A =
(
1 i
1 −i
)
so that A−1 =
1
2
(
1 1
−i i
)
(cf. [Ba],
(3.5)).
Let
X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
Then
A−1XA =
1
2
(
1 −i
−i −1
)
=: Y ′,
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A−1Y A =
1
2
(
1 i
i −1
)
=: X ′,
A−1(−iH)A =
(
0 1
−1 0
)
= k(pi/2)
or more generally (
e−iθ 0
0 eiθ
)
= Ak(θ)A−1
Thus if K ′ = AKA−1 then Lie(K ′)C = C.H .
The action of G on B′(µ1, µ2) induces an action of B on B(µ1, µ2) which looks as
follows:
2X ′φn = (s+ n+ 1)φn+2, 2Y ′φn = (s− n+ 1)φn−2, (3.1.10.1)
cf. [JL], Lemma 5.6.
The space B(µ1, µ2) is a (B, K)−module, which means that it is a B-module and a
K-module and the action of t := LieK induced from B coincides with the one induced
from K.
3.2. A q-deformation
3.2.1. Category Cq and tensor product. Cf. [Lu]. Let q be a complex number
diﬀerent from 0 and not a root of unity. We ﬁx a value of log q and for any s ∈ C deﬁne
qs := eslogq.
Let Uq = Uqsl2 denote the C-algebra generated by E,F,K,K−1 subject to relations
KK−1 = 1,
KE = q2EK, KF = q−2FK,
[E,F ] =
K −K−1
q − q−1 ,
cf. [Lu], 3.1.1.
Introduce a comultiplication ∆ : Uq −→ Uq⊗Uq as a unique algebra homomorphism
such that
∆(K) = K ⊗K
∆(E) = E ⊗ 1 +K ⊗ E
∆(F ) = F ⊗K−1 + 1⊗ F
cf. [Lu], Lemma 3.1.4.
Let Cq denote the category of Z-graded Uq-modules M = ⊕i∈ZMi such that
Kx = qix, x ∈Mi.
The comutliplication ∆ above makes Cq a tensor category.
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In particular if M i, i = 1, 2, 3, are objects of Cq then their tensor product M =
M1 ⊗M2 ⊗M3 is deﬁned as a vector space; it is the tensor product of vector spaces
underlying M i. The action of Uq is given by
K(x⊗ y ⊗ z) = Kx⊗Ky ⊗Kz,
E(x⊗ y ⊗ z) = Ex⊗ y ⊗ z +Kx⊗ Ey ⊗ z +Kx⊗Ky ⊗ Ez,
F (x⊗ y ⊗ z) = Fx⊗K−1y ⊗K−1z + x⊗ Fy ⊗K−1z + x⊗ y ⊗ Fz.
3.2.2. Inﬁnitesimal principal series. Set
[n]q =
qn − q−n
q − q−1
q ∈ R>0, s ∈ C. Thus
lim
q→1
[n]q = n.
Let s ∈ C,  ∈ {0, 1}. Deﬁne an object Mq(s, ) ∈ Cq as follows. As a Z-graded
vector space Mq(s, ) = ⊕Mi where Mi = C · vi if i ∈ + 2Z and 0 otherwise.
An action of the operators E,F are given by
Evn = [(s+ n+ 1)/2]qvn+2, Fvn = [(s− n+ 1)/2]qvn−2.
One checks that
[E,F ] =
qH − q−H
q − q−1 =
K −K−1
q − q−1
where
Kvn = q
nvn,
so Mq(s, ) is an Uq-module.
3.2.3. Lemma. If s−  /∈ 2Z+ 1 then Mq(s, ) is an irreducible Uq-module.
The proof is the same as in the non-deformed case (see Lemma 3.1.2). 
3.2.4. The reﬂection operator. As in 3.1.3, let us construct an intertwining
operator
Rq(s) : Mq(s, )
∼−→Mq(−s, ).
Suppose that
Rq(s)vn = rnvn
for some rn ∈ C. As in loc. cit., Rq(s) is Uq-equivariant iﬀ the numbers rn satisfy the
equation
rn+2 =
[(−s+ n+ 1)/2]q
[(s+ n+ 1)/2]q
· rn (3.2.4.1)
Suppose we have found a function φ(x), x ∈ C, satisfying a functional equation
φ(x+ 1) = [x]qφ(x). (3.2.4.2)
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Then
rn =
φ((−s+ n+ 1)/2)
φ((s+ n+ 1)/2)
satisﬁes (3.2.4.1).
Suppose that |q| < 1. In that case consider the q-Gamma function deﬁned by a
convergent inﬁnite product
Γq(x) = (1− q)1−x (q; q)∞
(qx; q)∞
where
(a; q)∞ =
∞∏
n=0
(1− aqn)
cf. [GR]. It satisﬁes the functional equation
Γq(x+ 1) =
1− qx
1− q Γq(x)
It follows that a function
φ(x) = qa(x)Γq2(x)
satisﬁes (3.2.4.2) if a(x) satisﬁes
a(x+ 1)− a(x) = 1− x,
for example
a(x) = −x
2
2
+
3x
2
Thus, if we set
φ(x) = q−(x
2−3x)/2Γq2(x),
the operator Rq(s) deﬁned by
Rq(s)vn =
φ((−s+ n+ 1)/2)
φ((s+ n+ 1)/2)
vn
is an isomorphism Rq(s) : Mq(s, )
∼−→Mq(−s, ) in Cq.
It possesses the unitarity property
Rq(−s)Rq(s) = IdM(s).
If |q| = 1 then a solution to the functional equation (3.2.4.2) may be given in terms
of the Shintani-Kurokawa double sine function (aka Ruijsenaars hyperbolic Gamma
function), cf. [NU], Prop. 3.3, [R], Appendix A. This function is a sort of a ”modular
double” of Γq.
3.2.5. Theorem. Let M i = Mq(si, i) ∈ Cq be 3 objects as above such that
si − i /∈ 2Z+ 1, i = 1, 2, 3.
There exists a unique, up to a scalar multiple, function
f : M := M1 ⊗M2 ⊗M3 −→ C (3.2.5.1)
such that
f(Xm) = 0, X ∈ {E,F},m ∈M, (3.2.5.2)
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f(Km) = f(m),
f(ωm) = f(m) (3.2.5.3)
where ω : M
∼−→M is an automorphism deﬁned by
ω(vn ⊗ vm ⊗ vk) = v−n ⊗ v−m ⊗ v−k
3.2.6. Proof(beginning). The argument below is a straightforward generaliza-
tion of the argument from [L], §2. The condition f(Km) = f(m) implies that f(vn ⊗
vm ⊗ vk) = 0 unless n+m+ k = 0. Let us denote
aq(n,m) := f(vn ⊗ vm ⊗ v−n−m−2).
The condition f(ωm) = f(m) gives
aq(n,m) = aq(−n,−m) (3.2.6.0)
Since
f(E(vn ⊗ vm ⊗ v−n−m−2)) = 0,
we get
[(s1 + n+ 1)/2]qaq(n+ 2,m) + q
n[(s2 +m+ 1)/2]qaq(n,m+ 2)+
+qn+m[(s3 − n−m− 1)/2]qaq(n,m) = 0 (3.2.6.1)
or
[(s3 − n−m− 1)/2]qaq(n,m) = −q−n−m[(s1 + n+ 1)/2]qaq(n+ 2,m)
−q−m[(s2 +m+ 1)/2]qaq(n,m+ 2) (3.2.6.1)′
Similarly,
f(F (vn ⊗ vm ⊗ v−n−m+2)) = 0
implies
qn−2[(s1 − n+ 1)/2]qaq(n− 2,m) + qn+m−2[(s2 −m+ 1)/2]qaq(n,m− 2)
+[(s3 + n+m− 1)/2]qaq(n,m) = 0 (3.2.6.2)
or
[(s3 + n+m− 1)/2]qaq(n,m) = −qn−2[(s1 − n+ 1)/2]qaq(n− 2,m)
−qn+m−2[(s2 −m+ 1)/2]qaq(n,m− 2) (3.2.6.2)′
It follows from (3.2.6.1)′:
[(s3 − n−m+ 1)/2]qaq(n− 2,m) = −q−n−m+2[(s1 + n− 1)/2]qaq(n,m)
−q−m[(s2 +m+ 1)/2]qaq(n− 2,m+ 2) (3.2.6.3)
and
[(s3 − n−m+ 1)/2]qaq(n,m− 2) = −q−n−m+2[(s1 + n+ 1)/2]qaq(n+ 2,m− 2)
−q−m+2[(s2 +m− 1)/2]qaq(n,m) (3.2.6.4)
(One could write (3.2.6.3) = (3.2.6.1)′n−2,m and (3.2.6.4) = (3.2.6.1)
′
n,m−2)
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Sustitute (3.2.6.3) and (3.2.6.4) into (3.2.6.2)′:(
[(s3 − n−m+ 1)]q[(s3 + n+m− 1)/2]q − q−m[(s1 + n− 1)/2]q[(s1 − n+ 1)/2]q−
−qn[(s2 −m+ 1)/2]q[(s2 +m− 1)/2]q
)
aq(n,m)
= qn−m−2[(s1 − n+ 1)/2]q[(s2 +m+ 1)/2]qaq(n− 2,m+ 2)+
+[(s2 −m+ 1)/2]q[(s1 + n+ 1)/2]qaq(n+ 2,m− 2) (3.2.6.5)
This is a q-deformed (3.1.5.3). 
Now comes the main point.
3.2.7. Lemma. N ∈ Z be such that N ≡ 1 + 2 ( mod 2). Suppose we are given
aq(n,m) for n+m = N and they satisfy (3.2.6.5). Using (3.2.6.2) let us deﬁne aq(n,m)
for n+m = N + 2k(k ≥ 1) inductively.
Then aq(n,m) satisﬁes (3.2.6.1) for n+m ≥ N .
Proof. We will prove the lemma by induction on n+m.
By induction we assume that (3.2.6.1) is satisﬁed for all n + m ≤ N − 2. Hence
aq(n,m) also satisﬁes (3.2.6.5) for all n+m ≤ N − 2.
Let n+m = N − 2, we want to prove (3.2.6.1) where aq(n+ 2,m) and aq(n,m+ 2)
are deﬁned from (3.2.6.2)′ :
taq(n+ 2,m) =
= −qn[(s1 − n− 1)/2]qaq(n,m)− qn+m[(s2 −m+ 1)/2]qaq(n+ 2,m− 2) (3.2.7.1)
taq(n,m+ 2) =
= −qn−2[(s1 − n+ 1)/2]qaq(n− 2,m+ 2)− qn+m[(s2 −m− 1)/2]qaq(n,m) (3.2.7.2)
where t = [(s3 + n+m+ 1)/2]q 6= 0 by assumption.
We put (3.2.7.1) and (3.2.7.2) into the right hand side of (3.2.6.1)′
−q−n−m[(s1 + n+ 1)/2]qaq(n+ 2,m)− q−m[(s2 +m+ 1)/2]qaq[n,m+ 2] =
= −q−n−m[(s1 + n+ 1)/2]qt−1×(
− qn[(s1− n− 1)/2]qaq(n,m)− qn+m[(s2 −m+ 1)/2]qaq(n+ 2,m− 2)
)
−
−q−m[(s2 +m+ 1)/2]qt−1×(
− qn−2[(s1 − n+ 1)/2]qaq(n− 2,m+ 2)− qn+m[(s2 −m− 1)/2]qaq(n,m)
)
= t−1
(
q−m[(s1 + n+ 1)/2]q[(s1 − n− 1)/2]qaq(n,m)+
+[(s1 + n+ 1)/2]q[(s2 −m+ 1)/2]qaq(n+ 2,m− 2)+
+qn−m−2[(s2 +m+ 1)/2]q[(s1 − n+ 1)/2]qaq(n− 2,m+ 2)+
+qn[(s2 +m+ 1)/2]q[(s2 −m− 1)/2]qaq(n,m)
)
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(we substitute (3.2.6.5) for the second and third terms)
= t−1
(
q−m[(s1 +n+1)/2]q[(s1−n−1)/2]q +[(s3−n−m+1)/2]q[(s3 +n+m−1)/2]q−
−q−m[(s1 + n− 1)/2]q[(s1 − n+ 1)/2]q − qn[(s2 −m+ 1)/2]q[(s2 +m− 1)/2]q+
+qn[(s2 +m+ 1)/2]q[(s2 −m− 1)/2]q
)
aq(n,m)
= t−1
(
qs3 + q−s3 − qm+n−1 − q−m−n+1 − q−m+n+1 − q−m−n−1 + q−m+n−1 + q−m−n+1−
−qm+n+1 − q−m+n−1 + qm+n−1 + q−m+n+1
)
aq(n,m)
= t−1
(
qs3 + q−s3 − q−m−n−1 − qm+n+1
)
aq(n,m)
= t−1[(s3 + n+m+ 1)/2]q[(s3 − n−m− 1)/2]qaq(n,m)
= [(s3 − n−m− 1)/2]qaq(n,m)
But this is exactly (3.2.6.1)′ ! This proves the lemma. 
3.2.8. End of the proof of Thm. 3.2.5. By (3.2.6.5) and equality aq(2,−2) =
aq(−2, 2) we have (
[(s3 + 1)/2]q[(s3 − 1)/2]q−
[(s1 + 1)/2]q[(s1 − 1)/2]q − [(s2 + 1)/2]q[(s2 − 1)/2]q
)
aq(0, 0) =
= 2[(s1 + 1)/2]q[(s2 + 1)/2]qaq(2,−2) (3.2.8.1)
Let us construct a solution aq of equations (3.2.6.0) - (3.2.6.2) as follows.
(i) If 1 = 0, we start from an arbitrary value of aq(0, 0) and deﬁne aq(2,−2) by
(3.2.8.1).
(ii) If 1 = 1, we start from an arbitrary value of aq(1,−1) and set aq(−1, 1) =
aq(1,−1).
Using (3.2.6.5), repeatedly, we determine aq(n,−n) for all positive n. Using (3.2.6.0),
we determine aq(n,−n) for all n = 0. Applying (3.2.4.2) inductively one deﬁnes aq(n,m)
for all n+m > 0. Finally (3.2.6.0) gives aq(n,m) for n+m < 0.
From the construction, aq(n,m) satisﬁes (3.2.6.0) and (3.2.6.2) if n + m > 0 and
(3.2.4.1) if n + m < 0. Lemma 3.2.7 shows that (3.2.6.1) is satisﬁed when n + m = 0.
This proves the existence of aq.
Since aq(n,m) is completely determined by its value at aq(0, 0) or aq(1,−1), the
dimension of the space of solutions of the system (3.2.6.0) - (3.2.6.2) is equal to 1. This
completes the proof of Thm. 3.2.5. 
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Appendix
1. Proof of Example. at page 16
Lemma 1. Feynman's integral for n=1∫ 1
0
tα1−1(1− t)α2−1(a1t+ a2(1− t))−(α1+α2)dt = B(α1, α2)a−α11 a−α22 .
Proof.
It is suﬃcient to show that
a1a2
∫ 1
0
(a1t)
α1−1(a2(1− t))α2−1(a1t+ a2(1− t))−(α1+α2)dt = B(α1, α2)(1)
Set
X =
a1t
a1t+ a2(1− t) ⇒ dX =
a1a2
(a1t+ a2(1− t))2dt
then the left hand sight of (1) is∫ 1
0
Xα1−1(1−X)α2−1dX
and the lemma is proved.
Lemma 2. ∫
R
(y2 + a)λdy = aλ+
1
2B(−λ− 1
2
,
1
2
), (a ≥ 0)
Proof .
We have ∫
R
(y2 + a)λdy = aλ
∫
R
((
y√
a
)2 + 1)λ = aλ+
1
2
∫
R
(Y 2 + 1)λdY
= aλ+
1
2
∫
R
(s+ 1)λs−
1
2ds = aλ+
1
2
∫ 1
0
t−λ−
3
2 (1− t)− 12dt
= aλ+
1
2B(−λ− 1
2
,
1
2
)
where
y =
√
a.Y, s = Y 2, t =
1
s+ 1
.
Now, we turn to the example.
By deﬁnition z = x+ iy,
I =
∫
C
|z|2a|z − 1|2b i
2
dzdz¯ =
∫
R2
(x2 + y2)a((x− 1)2 + y2)bdxdy
Setting xˆ = x+
1
2
, one has
I =
∫
R2
[(xˆ+
1
2
)2 + y2]a · [(xˆ− 1
2
)2 + y2]bdxˆdy
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=
1
4a+b
∫
R2
[(2xˆ+ 1)2 + 4y2]a · [(2xˆ− 1)2 + 4y2]bdxˆdy.
Let us denote X = 2xˆ, Y = 2y, it follows that
I =
1
4a+b+1
∫
R2
((X + 1)2 + Y 2)a((X − 1)2 + Y 2)bdXdY
=
1
4a+b+1
∫
R2
((x+ 1)2 + y2)a((x− 1)2 + y2)bdxdy
=
1
4a+b+1
∫
R2
(y2 + x2 + 1 + 2x)a(y2 + x2 + 1− 2x)bdxdy
=
1
4a+b+1
· J
By Lemma 1 with
α1 = −a, α2 = −b, a1 = y2 + x2 + 1 + 2x, a2 = y2 + x2 + 1− 2x,
we obtain
J =
1
B(−a,−b)
∫ 1
0
t−a−1(1− t)−b−1dt
∫ ∞
−∞
∫ ∞
−∞
[y2 + x2 + 1 + 2(2t− 1)x]a+bdxdy.
By Lemma 2∫ ∞
−∞
[y2 + x2 + 1 + 2(2t− 1)x]a+bdy = (x2 + 1 + 2(2t− 1)x)a+b+ 12B(−a− b− 1
2
,
1
2
),
We thus get
J =
B(−a− b− 1
2
, 1
2
)
B(−a,−b)
∫ 1
0
t−a−1(1− t)−b−1dt
∫
R
(x2 + 1 + 2(2t− 1)x)a+b+ 12dx.
Consider
J1 =
∫ 1
0
t−a−1(1− t)−b−1dt
∫
R
(x2 + 1 + 2(2t− 1)x)a+b+ 12dx
=
∫ 1
0
t−a−1(1− t)−b−1dt
∫
R
[(x+ 2t− 1)2 + 4t(1− t)]a+b+ 12dx.
Set X = x+ 2t− 1,
J1 =
∫ 1
0
t−a−1(1− t)−b−1dt
∫
R
[X2 + 4t(1− t)]a+b+ 12dX.
Using Lemma 2 again we have∫
R
[X2 + 4t(1− t)]a+b+ 12dX = [4t(1− t)]a+b+1B(−a− b− 1, 1
2
),
Since
J1 =
∫ 1
0
t−a−1(1− t)−b−1[4t(1− t)]a+b+1B(−a− b− 1, 1
2
)dt
= 4a+b+1B(−a− b− 1, 1
2
)
∫ 1
0
tb(1− t)adt
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= 4a+b+1B(−a− b− 1, 1
2
)B(a+ 1, b+ 1)
we deduce that
I =
1
4a+b+1
· J = 1
4a+b+1
· B(−a− b−
1
2
, 1
2
)
B(−a,−b) J1
=
B(−a− b− 1
2
, 1
2
)B(−a− b− 1, 1
2
)
B(−a,−b) ·B(a+ 1, b+ 1)
=
Γ(−a−b− 1
2
)Γ( 1
2
)
Γ(−a−b) ×
Γ(−a−b−1)Γ( 1
2
)
Γ(−a−b− 1
2
)
Γ(−a)Γ(−b)
Γ(−a−b)
·B(a+ 1, b+ 1)
=
piΓ(−a− b− 1)
Γ(−a)Γ(−b) ·B(a+ 1, b+ 1)
On the other hand
Γ(−a)Γ(−b) = −pi
sin(pia)Γ(a+ 1)
× −pi
sin(pib)Γ(b+ 1)
=
pi2
sin(pia)sin(pib)Γ(a+ 1)Γ(b+ 1)
Γ(−a− b− 1) = pi
sin((−a− b− 1)pi)Γ(a+ b+ 2)
=
pi
sin((a+ b)pi)Γ(a+ b+ 2)
.
Finally
I =
sin(pia)sin(pib)Γ(a+ 1)Γ(b+ 1)
sin((a+ b)pi)Γ(a+ b+ 2)
B(a+ 1, b+ 1)
=
sin(pia)sin(pib)
sin((a+ b)pi)
(
Γ(a+ 1)Γ(b+ 1)
Γ(a+ b+ 2)
)2.
The proof is complete. 
2. Calculations of Thm. 1.2.3. We can rewrite J as
J =
∫
Zp
|z − y|α|z − x|βdz +
∫
Qp\Zp
|z|cp|z − y|α|z − x|βdz
= J1 + J2,
We ﬁrst compute
J1 =
∫
Zp
|z − y|α|z − x|βdz =
+∞∑
m=0
∫
Cm
|z − y|α|z − x|βdz
Set f = |z − y|αp |z − x|βp
Case 1. x ∈ Ak, y ∈ Bl, k, l < 0
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If z ∈ Cm, Cm = {z ∈ Zp|z = cmpm+ cm+1pm+1 + ...},m ≥ 0 then z−x ∈ Ak, z−y ∈ Bl
. Therefore
J1 =
∫
Zp
p−lαp−kβdz = p−(lα+kβ)µ(Zp) = p−(lα+kβ)
Case 2. x ∈ Ak, y ∈ Bl, k ≥ 0, l < 0
Hence z − y ∈ Bl, |z − y|p = p−l,
J1 =
+∞∑
m=0
∫
Cm
p−lα|z − x|βdz =
= p−lα
(
(1− p−1)
k−1∑
m=0
p−m(β+1) + (p− 2)p−1p−k(β+1)+
+(1− p−1)p−k(β+1) p
−(β+1)
1− p−(β+1) + p
−k(β+1)p−1
)
= p−lα(1− p−1) 1
1− p−(β+1)
Case 3. x ∈ Ak, y ∈ Bl, k < 0, l ≥ 0
then z − x ∈ Ak, |z − x|p = p−k
J1 =
+∞∑
m=0
∫
Cm
p−kβ|z − y|αdz = p−kβ(1− p−1) 1
1− p−(α+1)
Case 4. x ∈ Ak, y ∈ Bl, k, l ≥ 0
? Suppose that k > l.
J1 =
+∞∑
m=0
∫
Cm
fdz
=
l−1∑
m=0
∫
Cm
fdz +
∫
Cl
fdz +
k−1∑
m=l+1
∫
Cm
fdz +
∫
Ck
fdz +
+∞∑
m=k+1
∫
Cm
fdz
*If m < l < k then z − y ∈ Cm, z − x ∈ Cm, thus
l−1∑
m=0
∫
Cm
fdz =
l−1∑
m=0
p−mαp−mβp−m(1− p−1) =
= (1− p−1)1− p
−l(α+β+1)
1− p−(α+β+1)
*If m = l then ∫
Cl
fdz = p−lβ
∫
Cl
|z − y|αpdz
= (p− 2)p−1p−l(α+β+1) + (1− p−1)p−l(α+β+1) p
−(α+1)
1− p−(α+1)
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*If l < m < k then z − x ∈ Cm, z − y ∈ Bl
k−1∑
m=l+1
∫
Cm
fdz =
k−1∑
m=l+1
p−lαp−mβp−m(1− p−1)
= (1− p−1)p−l(α+β+1) p
−(β+1)
1− p−(β+1) − (1− p
−1)p−lα
p−k(β+1)
1− p−(β+1)
*If m = k, z − y ∈ Bl then ∫
Ck
fdz = p−lα
∫
Ck
|z − x|βpdz
= (p− 2)p−1p−lαp−k(β+1) + (1− p−1)p−lαp−k(β+1) p
−(β+1)
1− p−(β+1)
*If m > k, z − y ∈ Bl, z − x ∈ Ak then
+∞∑
m=k+1
∫
Cm
fdz =
+∞∑
m=k+1
p−lαp−kβp−m(1− p−1) = p−lαp−kβp−(k+1)
? In the case k < l,
J1 =
+∞∑
m=0
∫
Cm
fdz
=
k−1∑
m=0
∫
Cm
fdz +
∫
Ck
fdz +
l−1∑
m=k+1
∫
Cm
fdz +
∫
Cl
fdz +
+∞∑
m=l+1
∫
Cm
fdz
Similarly, we obtain
*
k−1∑
m=0
∫
Cm
fdz = (1− p−1)1− p
−k(α+β+1)
1− p−(α+β+1)
* ∫
Ck
fdz = (p− 2)p−1p−k(α+β+1) + (1− p−1)p−k(α+β+1) p
−(α+1)
1− p−(α+1)
*
l−1∑
m=k+1
∫
Cm
fdz = (1− p−1)p−k(α+β+1) p
−(α+1)
1− p−(α+1) − (1− p
−1)p−kβ
p−l(α+1)
1− p−(α+1)
* ∫
Cl
fdz = (p− 2)p−1p−kβp−l(α+1) + (1− p−1)p−kβp−l(α+1) p
−(α+1)
1− p−(α+1)
*
+∞∑
m=l+1
∫
Cm
fdz = (1− p−1)p−lαp−kβp−(l+1)
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? Now, let us consider k = l
J1 =
+∞∑
m=0
∫
Cm
fdz
=
k−1∑
m=0
∫
Cm
fdz +
∫
Ck
fdz +
+∞∑
m=k+1
∫
Cm
fdz
where
*
k−1∑
m=0
∫
Cm
fdz = (1− p−1)1− p
−k(α+β+1)
1− p−(α+β+1)
*
+∞∑
m=k+1
∫
Cm
fdz =
+∞∑
m=k+1
p−kαp−kβp−m(1− p−1) = (1− p−1)p−k(α+β)p−(k+1)
*If m = k then ∫
Ck
fdz =
∫
Ck,x,y∈Ck
|z − y|αp |z − x|βpdz
Assume that x = akpk + ak+1pk+1 + ...
and y = bkpk + bk+1pk+1 + ...
and z = ckpk + ck+1pk+1 + ..., ak, bk, ck 6= 0
• If ak = bk then∫
Ck
fdz =
∫
Ck,ck=ak=bk
|z − y|αp |z − x|βpdz +
∫
Ck,ck 6=ak=bk
|z − y|αp |z − x|βpdz
It is easily seen that∫
Ck,ck 6=ak=bk
|z − y|αp |z − x|βpdz = p−kαp−kβ(p− 2)p−(k+1)
It remains to calculate
K =
∫
Ck,ck=ak=bk
|z − y|αp |z − x|βpdz
Let s denote the ﬁrst index such that ak+s 6= bk+s, s ≥ 1, we thus get
ak+i = bk+i, 1 ≤ i ≤ s− 1
This implies that
K =
∫
Ck,ck=ak=bk
fdz =
=
( s−1∑
i=1
p−(k+i)αp−(k+i)βp−(k+i)(1− p−1)
)
+
+p−(k+s)α(1− p−1)p
−(k+s+1)(β+1)
1− p−(β+1) +
+p−(k+s)β(1− p−1)p
−(k+s+1)(α+1)
1− p−(α+1) + p
−(k+s)(α+β+1)(p− 2)p−1
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• If ak 6= bk then∫
Ck
fdz =
∫
Ck,ck=ak 6=bk
fdz +
∫
Ck,ck=bk 6=ak
fdz +
∫
Ck,ck 6={ak,bk}
fdz
= p−kα(1− p−1)p
−(k+1)(β+1)
1− p−(β+1) + p
−kβ(1− p−1)p
−(k+1)(α+1)
1− p−(α+1) +
+(p− 3)p−1p−k(α+β+1)
Similar calculations apply to J2
J2 =
∫
Qp\Zp
|z|cp|z − y|αp |z − x|βpdz =
−1∑
m=−∞
∫
Cm
p−mcfdz
Case 1¯ . x ∈ Ak, y ∈ Bl, k, l ≥ 0
J2 =
−1∑
m=−∞
∫
Cm
p−mcp−mαp−mβp−m(1− p−1) = p
α+β+c+1
1− pα+β+c+1 (1− p
−1)
Case 2¯ . x ∈ Ak, y ∈ Bl, k ≥ 0, l < 0
J2 =
−1∑
m=−∞
∫
Cm
p−mcp−mβ|z − y|αpdz =
=
l−1∑
m=−∞
∫
Cm
p−m(c+β)|z − y|αpdz +
∫
Cl
p−l(c+β)|z − y|αpdz+
+
−1∑
m=l+1
∫
Cm
p−m(c+β)|z − y|αpdz
=
l−1∑
m=−∞
p−m(c+β)p−mαp−m(1− p−1) +
∫
Cl
p−l(c+β)|z − y|αpdz+
+
−1∑
m=l+1
p−m(c+β)p−lαp−m(1− p−1)
= (1− p−1)p
(1−l)(α+β+c+1)
1− pα+β+c+1
+p−l(c+β)
[
(p− 2)p−1p−l(α+1) + (1− p−1)p
−(l+1)(α+1)
1− p−(α+1)
]
+
+(1− p−1)p−lαpc+β+1 1− p
(−l−1)(c+β+1)
1− pc+β+1
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Case 3¯ . x ∈ Ak, y ∈ Bl, k < 0, l ≥ 0
J2 =
−1∑
m=−∞
∫
Cm
p−mcp−mα|z − x|βpdz =
= (1− p−1)p
(1−k)(α+β+c+1)
1− pα+β+c+1 +
+p−k(c+α)
[
(p− 2)p−1p−k(β+1) + (1− p−1)p
−(k+1)(β+1)
1− p−(β+1)
]
+
+(1− p−1)p−kβpc+α+1 1− p
(−k−1)(c+α+1)
1− pc+α+1
Case 4¯ . x ∈ Ak, y ∈ Bl, k, l < 0
? k > l
J2 =
l−1∑
m=−∞
p−mcfdz +
∫
Cl
p−lcfdz +
k−1∑
m=l+1
∫
Cm
p−mcfdz
+
∫
Ck
p−kcfdz +
−1∑
m=k+1
∫
Cm
p−mcfdz
where
*
l−1∑
m=−∞
p−mcfdz = (1− p−1)p
(1−l)(α+β+c+1)
1− pα+β+c+1
* ∫
Cl
p−lcfdz = (p− 2)p−1p−l(α+β+c+1) + (1− p−1)p−l(α+β+c+1) p
−(α+1)
1− p−(α+1)
*
k−1∑
m=l+1
∫
Cm
p−mcfdz =
= (1− p−1)p−l(α+β+c+1) p
−(c+β+1)
1− p−(c+β+1) − (1− p
−1)p−lα
p−k(c+β+1)
1− p−(c+β+1)
* ∫
Ck
p−kcfdz = (p− 2)p−1p−lαp−k(c+β+1) + (1− p−1)p−lαp−k(c+β+1) p
−(β+1)
1− p−(β+1)
*
−1∑
m=k+1
∫
Cm
p−mcfdz = (1− p−1)p−(kβ+lα)pc+1.1− p
(−k−1)(c+1)
1− pc+1
? k < l we have
J2 =
k−1∑
m=−∞
p−mcfdz +
∫
Ck
p−kcfdz +
l−1∑
m=k+1
∫
Cm
p−mcfdz +
∫
Cl
p−lcfdz+
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+
−1∑
m=l+1
∫
Cm
p−mcfdz
*
k−1∑
m=−∞
p−mcfdz = (1− p−1)p
(1−k)(α+β+c+1)
1− pα+β+c+1
* ∫
Ck
p−kcfdz = (p− 2)p−1p−k(α+β+c+1) + (1− p−1)p−k(α+β+c+1) p
−(β+1)
1− p−(β+1)
*
l−1∑
m=k+1
∫
Cm
p−mcfdz =
= (1− p−1)p−k(α+β+c+1) p
−(c+α+1)
1− p−(c+α+1) − (1− p
−1)p−kβ
p−l(c+α+1)
1− p−(c+α+1)
* ∫
Cl
p−lcfdz = (p− 2)p−1p−kβp−l(c+α+1) + (1− p−1)p−kβp−l(c+α+1) p
−(α+1)
1− p−(α+1)
*
−1∑
m=l+1
∫
Cm
p−mcfdz = (1− p−1)p−(kβ+lα)pc+1.1− p
(−l−1)(c+1)
1− pc+1
? k = l
J1 =
−1∑
m=−∞
∫
Cm
p−mcfdz
=
k−1∑
m=−∞
∫
Cm
p−mcfdz +
∫
Ck
p−kcfdz +
−1∑
m=k+1
∫
Cm
p−mcfdz
*
k−1∑
m=−∞
∫
Cm
p−mcfdz = (1− p−1)1− p
(1−k)(α+β+c+1)
1− pα+β+c+1
*
−1∑
m=k+1
∫
Cm
p−mcfdz =
−1∑
m=k+1
p−mcp−kαp−kβp−m(1− p−1) =
= (1− p−1)p−k(α+β)pc+1.1− p
(−k−1)(c+1)
1− pc+1
* Let us compute ∫
Ck
p−kcfdz
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In the same manner we can see that
•ak = bk ∫
Ck,ck 6=ak=bk
p−kc|z − y|αp |z − x|βpdz = p−kcp−kαp−kβ(p− 2)p−(k+1)∫
Ck,ck=ak=bk
p−kc|z − y|αp |z − x|βpdz =
= p−kc
( s−1∑
i=1
p−(k+i)αp−(k+i)βp−(k+i)(1− p−1)
)
+
+p−kcp−(k+s)α(1− p−1)p
−(k+s+1)(β+1)
1− p−(β+1) +
+p−kcp−(k+s)β(1− p−1)p
−(k+s+1)(α+1)
1− p−(α+1) +
+p−kcp−(k+s)(α+β+1)(p− 2)p−1
•ak 6= bk ∫
Ck
p−kcfdz =
∫
Ck,ck=ak 6=bk
p−kcfdz +
∫
Ck,ck=bk 6=ak
p−kcfdz
+
∫
Ck,ck 6={ak,bk}
p−kcfdz
= p−kcp−kα(1− p−1)p
−(k+1)(β+1)
1− p−(β+1)
+p−kcp−kβ(1− p−1)p
−(k+1)(α+1)
1− p−(α+1) + (p− 3)p
−1p−k(α+β+c+1)
Now,we shall calculate I3
I3 =
∫
Q3p
|φ(x)|ap|φ(y)|bp|φ(z)|cp|x− y|γp |y − z|α|z − x|βdxdydz
=
∫
Q2p
|φ(x)|ap|φ(y)|bp|x− y|γp
∫
Zp
fdz +
∫
Q2p
|φ(x)|ap|φ(y)|bp|x− y|γp
∫
Qp\Zp
|z|cpfdz
= X1 + X2
In fact
X1 =
∫
Qp\Zp
dy
∫
Qp\Zp
|φ(x)|ap|φ(y)|bp|x− y|γpdx
∫
Zp
fdz+
+
∫
Zp
dy
∫
Qp\Zp
|φ(x)|ap|φ(y)|bp|x− y|γpdx
∫
Zp
fdz+
+
∫
Qp\Zp
dy
∫
Zp
|φ(x)|ap|φ(y)|bp|x− y|γpdx
∫
Zp
fdz+
+
∫
Zp
dy
∫
Zp
|φ(x)|ap|φ(y)|bp|x− y|γpdx
∫
Zp
fdz
= X11 +X12 +X13 +X14
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• It is easily to check that
X11 =
−1∑
l=−∞
∫
Bl
|y|bpdy
−1∑
k=−∞
∫
Ak
|x|ap|x− y|γpdx(p−kβp−lα)
=
−1∑
l=−∞
∫
Bl
|y|bpp−lαdy
( −1∑
k=−∞
∫
Ak
p−kap−kβ|x− y|γpdx
)
Since
A =
−1∑
k=−∞
∫
Ak
p−kap−kβ|x− y|γpdx = (1− p−1)
p(1−l)(a+β+γ+1)
1− p(a+β+γ+1 +
+p−l(a+β)
[
(p− 2)p−1p−l(γ+1) + (1− p−1)p
−(l+1)(γ+1)
1− p−(γ+1)
]
+
+(1− p−1)p−lγ p
a+β+1
1− pa+β+1 − (1− p
−1)p−lγ
p−l(a+β+1)
1− pa+β+1
it follows that
X11 =
−1∑
l=−∞
∫
Bl
|y|bp.p−lα.Ady =
−1∑
l=−∞
p−l(b+α+1)(1− p−1)A
= (1− p−1)2 p
a+β+γ+1
1− pa+β+γ+1 .
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)(p− 2)p−1 p
a+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)2 p
−(γ+1)
1− p−(γ+1)
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)2 p
b+α+γ+1
1− pb+α+γ+1
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
• We also have
X12 =
∫
Zp
1dy
∫
Qp\Zp
|x|ap|x− y|γpdx
∫
Zp
fdz (see Case3.)
= (1− p−1)2 p
a+β+γ+1
(1− p−(α+1))(1− pa+β+γ+1)
• Similarly,
X13 =
∫
Qp\Zp
dy
∫
Zp
|φ(x)|ap|φ(y)|bp|x− y|γpdx
∫
Zp
fdz
= (1− p−1)2 p
b+α+γ+1
(1− p−(β+1))(1− pb+α+γ+1)
• For computing X14, let us rewrite
X14 =
∑
k,l,k>l≥0
∫
Ak
dx
∫
Bl
|x− y|γpdy
∫
Zp
fdz
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+
∑
k,l,l>k≥0
∫
Ak
dx
∫
Bl
|x− y|γpdy
∫
Zp
fdz
+
+∞∑
k=0
∫
Ak
dx
∫
Bk
|x− y|γpdy
∫
Zp
fdz
= X141 +X142 +X143
We get
X141 =
∑
k,l,k>l≥0
∫
Ak
dx
∫
Bl
|x− y|γpdy
∫
Zp
fdz
=
+∞∑
l=0
∫
Bl
dy(
+∞∑
k=l+1
∫
Ak
|x− y|γpdx)
∫
Zp
fdz
=
+∞∑
l=0
∫
Bl
dy(
+∞∑
k=l+1
∫
Ak
|x− y|γpHdx)
where
H = (1− p−1)1− p
−l(α+β+1)
1− p−(α+β+1) + (p− 2)p
−1p−l(α+β+1)
+(1− p−1)p−l(α+β+1) p
−(α+1)
1− p−(α+1) + (1− p
−1)p−l(α+β+1)
p−(β+1)
1− p−(β+1)
−(1− p−1)p−lα p
−k(β+1)
1− p−(β+1) + (p− 2)p
−1p−lαp−k(β+1)
+(1− p−1)p−lαp−k(β+1) p
−(β+1)
1− p−(β+1) + p
−1p−lαp−kβp−k
Clearly,
+∞∑
k=l+1
∫
Ak
|x− y|γpHdx =
+∞∑
k=l+1
p−lγp−k(1− p−1)H
= (1− p−1)p−1 p
−l(γ+1)
1− p−(α+β+1) − (1− p
−1)p−1
p−l(α+β+γ+2)
1− p−(α+β+1)
+(p− 2)p−2p−l(α+β+γ+2) + (1− p−1)p−1p−l(α+β+γ+2) p
−(α+1)
1− p−(α+1)
+(1− p−1)p−1p−l(α+β+γ+2) p
−(β+1)
1− p−(β+1)−
−(1− p−1)2 p
−(β+2)
(1− p−(β+1))(1− p−(β+2))p
−l(α+β+γ+2)+
+(1− p−1)2p−l(α+β+γ+2) p
−(β+2)
1− p−(β+2)
+(1− p−1)2p−l(α+β+γ+2) p
−(β+1)
1− p−(β+1)
p−(β+2)
1− p−(β+2)
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Therefore
X141 =
+∞∑
l=0
∫
Bl
dy(
+∞∑
k=l+1
∫
Ak
|x− y|γpHdx)
=
+∞∑
l=0
p−l(1− p−1)(
+∞∑
k=l+1
∫
Ak
|x− y|γpHdx)
= (1− p−1)2p−1 p
−(γ+2)
(1− p−(γ+2))(1− p−(α+β+γ+3))
+(p− 2)(1− p−1)p−2 1
1− p−(α+β+γ+3)
+(1− p−1)2p−1 p
−(α+1)
1− p−(α+1)
1
1− p−(α+β+γ+3)
+(1− p−1)2p−1 p
−(β+1)
1− p−(β+1)
1
1− p−(α+β+γ+3)
By the same method as above, we have
X142 =
∑
k,l,l>k≥0
∫
Ak
dx
∫
Bl
|x− y|γpdy
∫
Zp
fdz
= (1− p−1)2p−1 p
−(γ+2)
(1− p−(γ+2))(1− p−(α+β+γ+3))
+(p− 2)(1− p−1)p−2 1
1− p−(α+β+γ+3)
+(1− p−1)2p−1 p
−(α+1)
1− p−(α+1)
1
1− p−(α+β+γ+3)
+(1− p−1)2p−1 p
−(β+1)
1− p−(β+1)
1
1− p−(α+β+γ+3)
Consider
X143 =
+∞∑
k=0
∫
Ak
dx
∫
Bk
|x− y|γpdy
∫
Zp
fdz
To compute this, we set
X143 =
+∞∑
k=0
∫
Ak
dx
∫
Bk
|x− y|γpdy(
k−1∑
m=0
∫
Cm
fdz)
+
+∞∑
k=0
∫
Ak
dx
∫
Bk
|x− y|γpdy(
∫
Ck
fdz)
+
+∞∑
k=0
∫
Ak
dx
∫
Bk
|x− y|γpdy(
+∞∑
m=k+1
∫
Cm
fdz)
= X1431 +X1432 +X1433
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•
X1431 =
+∞∑
k=0
∫
Ak
dx
∫
Bk
|x− y|γpdy(
k−1∑
m=0
∫
Cm
fdz)
=
+∞∑
k=0
∫
Bk
dy
∫
Ak
|x− y|γp(1− p−1)
1− p−k(α+β+1)
1− p−(α+β+1) dx
=
+∞∑
k=0
p−k(1− p−1)
(
(p− 2)p−1p−k(γ+1) + (1− p−1)p−k(γ+1) p
−(γ+1)
1− p−(γ+1)
)
×
×(1− p−1)1− p
−k(α+β+1)
1− p−(α+β+1)
+
+∞∑
k=0
(1− p−1)3 p
−(γ+1)
1− p−(γ+1)p
−k(γ+2) 1− p−k(α+β+1)
1− p−(α+β+1)
= (1− p−1)2(p− 2)p−1 p
−(γ+2)
(1− p−(γ+2))(1− p−(α+β+γ+3))+
+(1− p−1)3 p
−(γ+1)
1− p−(γ+1)
p−(γ+2)
(1− p−(γ+2))(1− p−(α+β+γ+3))
•
X1433 =
+∞∑
k=0
∫
Bk
dy
∫
Ak
|x− y|γpdx(
+∞∑
m=k+1
∫
Cm
fdz) =
=
+∞∑
k=0
p−k(1− p−1)
(
(p− 2)p−1p−k(γ+1)
+(1− p−1)p−k(γ+1) p
−(γ+1)
1− p−(γ+1)
)
p−k(α+β+1)p−1
+
+∞∑
k=0
(1− p−1)2p−1 p
−(γ+1)
1− p−(γ+1)p
−k(α+β+α+3)
= (1− p−1)(p− 2)p−2 1
p−(α+β+α+3)
+ (1− p−1)2p−1 p
−(γ+1)
1− p−(γ+1)
1
p−(α+β+α+3)
•
X1432 =
+∞∑
k=0
∫
Ak
dx
∫
Bk
|x− y|γpdy(
∫
Ck
fdz)
=
+∞∑
k=0
∫
Bk
dy
∫
Ak,ak=bk
|x− y|γpdx(
∫
Ck
fdz)
+
+∞∑
k=0
∫
Bk
dy
∫
Ak,ak 6=bk
|x− y|γpdx(
∫
Ck
fdz)
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
+∞∑
k=0
∫
Bk
dy
(∫
Ak,ak=bk
|x− y|γpdx
∫
Ck
fdz
)
=
=
+∞∑
k=0
p−k(1− p−1)
(
p−(k+1)(γ+1)
1− p−(γ+1) (1− p
−1)p−k(α+β+1)(p− 2)p−1
)
+
+
+∞∑
k=0
p−k(1− p−1)
[
(1− p−1)2p−k(α+β+γ+2) p
−(γ+1)
1− p−(γ+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)2p−k(α+β+γ+2) p
−(α+1)
1− p−(α+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2)
+(1− p−1)2p−k(α+β+γ+2) p
−(β+1)
1− p−(β+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2)
+(1− p−1)(p− 2)p−1p−k(α+β+γ+2) p
−(α+β+γ+2)
1− p−(α+β+γ+2)
]
= (1− p−1)2(p− 2)p−1 1
1− p−(α+β+γ+3)
p−(γ+1)
1− p−(γ+1) +
+(1− p−1)3 1
1− p−(α+β+γ+3)
p−(γ+1)
1− p−(γ+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)3 1
1− p−(α+β+γ+3)
p−(α+1)
1− p−(α+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)3 1
1− p−(α+β+γ+3)
p−(β+1)
1− p−(β+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)2(p− 2)p−1 1
1− p−(α+β+γ+3)
p−(α+β+γ+2)
1− p−(α+β+γ+2)

+∞∑
k=0
∫
Bk
dy
∫
Ak,ak 6=bk
|x− y|γpdx(
∫
Ck
fdz) =
=
+∞∑
k=0
p−k(1− p−1)((p− 2)p−1p−k(γ+1))
(
p−kα(1− p−1)p
−(k+1)(β+1)
1− p−(β+1) +
+p−kβ(1− p−1)p
−(k+1)(α+1)
1− p−(α+1) + (p− 3)p
−1p−k(α+β+1)
)
= (1− p−1)2(p− 2)p−1 1
1− p−(α+β+γ+3)
p−(β+1)
1− p−(β+1) +
+(1− p−1)2(p− 2)p−1 1
1− p−(α+β+γ+3)
p−(α+1)
1− p−(α+1) +
+(1− p−1)(p− 2)(p− 3)p−2 1
1− p−(α+β+γ+3)
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Thus we get
X1 = X11 +X12 +X13 +X141 +X142 +X1431 +X1432 +X1433
= (1− p−1)2 p
a+β+γ+1
1− pa+β+γ+1 .
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)(p− 2)p−1 p
a+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)2 p
−(γ+1)
1− p−(γ+1)
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)2 p
b+α+γ+1
1− pb+α+γ+1
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2 +
+(1− p−1)2 p
a+β+γ+1
(1− p−(α+1))(1− pa+β+γ+1)
+(1− p−1)2 p
b+α+γ+1
(1− p−(β+1))(1− pb+α+γ+1)+
+(1− p−1)2(
∑ p−(α+1)
1− p−(α+1) )
1
1− p−(α+β+γ+3)
+(1− p−1)3(
∑ p−(α+1)
1− p−(α+1) )
1
1− p−(α+β+γ+3)
p−(α+β+γ+2)
1− p−(α+β+γ+2)
+(1− p−1)2(p− 2)p−1 1
1− p−(α+β+γ+3)
p−(α+β+γ+2)
1− p−(α+β+γ+2)
+(1− p−1)(p− 2)p−1 1
1− p−(α+β+γ+3)
It is easily seen that
1 + (1− p−1) p
−(α+β+γ+2)
1− p−(α+β+γ+2) =
1− p−(α+β+γ+3)
1− p−(α+β+γ+2)
we obtain
X1 = (1− p−1)2 p
a+β+γ+1
1− pa+β+γ+1 .
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)(p− 2)p−1 p
a+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)2 p
−(γ+1)
1− p−(γ+1)
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
+(1− p−1)2 p
b+α+γ+1
1− pb+α+γ+1
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2 +
+(1− p−1)2 p
a+β+γ+1
(1− p−(α+1))(1− pa+β+γ+1)
+(1− p−1)2 p
b+α+γ+1
(1− p−(β+1))(1− pb+α+γ+1)+
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+(1− p−1)2(
∑ p−(α+1)
1− p−(α+1) )
1
1− p−(α+β+γ+2)
+(1− p−1)(p− 2)p−1 1
1− p−(α+β+γ+2)
Our next goal is to evalute the integral
X2 =
∫
Q2p
|φ(x)|ap|φ(y)|bp|x− y|γp
∫
Qp\Zp
|z|cpfdz
Set
X2 =
∫
Zp
dx
∫
Zp
dy
∫
Qp\Zp
dz +
∫
Zp
dx
∫
Qp\Zp
dy
∫
Qp\Zp
dz
+
∫
Qp\Zp
dx
∫
Zp
dy
∫
Qp\Zp
dz +
∫
Qp\Zp
dx
∫
Qp\Zp
dy
∫
Qp\Zp
dz
= X21 +X22 +X23 +X24
Apply to this case
•
X21 =
∫
Zp
dx
∫
Zp
|x− y|γpdy
∫
Qp\Zp
|z|cpfdz
=
∫
Zp
dx
∫
Zp
|x− y|γpdy
pα+β+c+1
1− pα+β+c+1 (1− p
−1)
= (1− p−1)2 1
1− p−(γ+1)
pα+β+c+1
1− pα+β+c+1
•
X22 =
∫
Zp
dx
−1∑
l=−∞
|y|bp|x− y|γpdy
[
(1− p−1)p
(1−l)(α+β+c+1)
1− pα+β+c+1 +
+p−l(c+β)
(
(p− 2)p−1p−l(α+1) + (1− p−1)p
−(l+1)(α+1)
1− p−(α+1)
)
+
+(1− p−1)p−lαpc+β+1 1− p
(−l−1)(c+β+1)
1− pc+β+1
]
=
−1∑
l=−∞
p−lbp−lγp−l(1− p−1)
[
(1− p−1)p
(1−l)(α+β+c+1)
1− pα+β+c+1 +
+p−l(c+β)
(
(p− 2)p−1p−l(α+1) + (1− p−1)p
−(l+1)(α+1)
1− p−(α+1)
)
+
+(1− p−1)p−lαpc+β+1 1− p
(−l−1)(c+β+1)
1− pc+β+1
]
= (1− p−1)2 p
α+β+c+1
1− pα+β+c+1
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
+(1− p−1)(p− 2)p−1 p
b+c+α+β+γ+2
1− pb+c+α+β+γ+2
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+(1− p−1)2 p
−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
+(1− p−1)2 p
b+α+γ+1
1− pb+α+γ+1
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
• By the same method
X23 =
∫
Zp
dy
−1∑
k=−∞
|x|ap|x− y|γpdx
[
(1− p−1)p
(1−k)(α+β+c+1)
1− pα+β+c+1 +
+p−k(c+α)
(
(p− 2)p−1p−k(β+1) + (1− p−1)p
−(k+1)(β+1)
1− p−(β+1)
)
+
+(1− p−1)p−kβpc+α+1 1− p
(−k−1)(c+α+1)
1− pc+α+1
]
= (1− p−1)2 p
α+β+c+1
1− pα+β+c+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
+(1− p−1)(p− 2)p−1 p
a+c+α+β+γ+2
1− pa+c+α+β+γ+2
+(1− p−1)2 p
−(β+1)
1− p−(β+1)
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
+(1− p−1)2 p
a+β+γ+1
1− pa+β+γ+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
•
X24 =
∫
Qp\Zp
|x|apdx
∫
Qp\Zp
|y|bp|x− y|γpdy
∫
Qp\Zp
|z|cpfdzdz
=
∑
k,l,0>k>l
∫
Ak
|x|apdx
∫
Bl
|y|bp|x− y|γpdy
∫
Qp\Zp
|z|cpfdz+
+
∑
k,l,0>l>k
∫
Ak
|x|apdx
∫
Bl
|y|bp|x− y|γpdy
∫
Qp\Zp
|z|cpfdz
+
−1∑
k=−∞
∫
Ak
|x|apdx
∫
Bk
|y|bp|x− y|γpdy
∫
Qp\Zp
|z|cpfdz
= X241 +X242 +X243
•
X241 =
−1∑
l=−∞
∫
Bl
|y|bpdy
−1∑
k=l+1
p−kap−lγp−k(1− p−1)
[
(1− p−1)p
(1−l)(α+β+c+1)
1− pα+β+c+1
+(p− 2)p−1p−l(α+β+c+1) + (1− p−1)p−l(α+β+c+1) p
−(α+1)
1− p−(α+1)
+(1− p−1)p−l(α+β+c+1) p
−(c+β+1)
1− p−(c+β+1) − (1− p
−1)p−lα
p−k(c+β+1)
1− p−(c+β+1)
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+(p− 2)p−1p−lαp−k(c+β+1) + (1− p−1)p−lαp−k(c+β+1) p
−(β+1)
1− p−(β+1)
+(1− p−1)p−(kβ+lα)pc+1.1− p
(−k−1)(c+1)
1− pc+1
]
=
−1∑
l=−∞
∫
Bl
|y|bpdy
−1∑
k=l+1
p−k(a+1)p−lγ(1− p−1).L (L = [...])
And
M =
−1∑
k=l+1
p−k(a+1)p−lγ(1− p−1).L
= (1− p−1)2 p
α+β+c+1
1− pα+β+c+1p
−l(c+α+β+α+1) p
a+1
1− pa+1 (1− p
(−l−1)(a+1))+
+(1− p−1)(p− 2)p−1p−l(c+α+β+α+1) p
a+1
1− pa+1 (1− p
(−l−1)(a+1))+
+(1− p−1)2 p
−(α+1)
1− p−(α+1)p
−l(c+α+β+α+1) p
a+1
1− pa+1 (1− p
(−l−1)(a+1))
+(1− p−1)2 p
−(c+β+1)
1− p−(c+β+1)p
−l(c+α+β+α+1) p
a+1
1− pa+1 (1− p
(−l−1)(a+1))
−(1− p−1)2p−l(α+γ) 1
1− p−(c+β+1)
pa+c+β+2
1− pa+c+β+2 (1− p
(−l−1)(a+c+β+2))
+(1− p−1)(p− 2)p−1p−l(α+γ) p
a+c+β+2
1− pa+c+β+2 (1− p
(−l−1)(a+c+β+2))
+(1− p−1)2 p
−(β+1)
1− p−(β+1)p
−l(α+γ) p
a+c+β+2
1− pa+c+β+2 (1− p
(−l−1)(a+c+β+2))
+(1− p−1)2p−l(α+γ) p
c+1
1− pc+1
pa+β+1
1− pa+β+1 (1− p
(−l−1)(a+β+1))
−(1− p−1)2p−l(α+γ) 1
1− pc+1
pa+c+β+2
1− pa+c+β+2 (1− p
(−l−1)(a+c+β+2))
This imlies that
X241 =
−1∑
l=−∞
∫
Bl
|y|bpMdy =
−1∑
l=−∞
p−lbp−l(1− p−1)M
= (1− p−1)3 p
α+β+c+1
1− pα+β+c+1
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
b+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
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+(1− p−1)3 p
b+α+γ+1
1− pb+α+γ+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
b+α+γ+1
1− pb+α+γ+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(β+1)
1− p−(β+1)
pb+α+γ+1
1− pb+α+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
b+α+γ+1
1− pb+α+γ+1
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
• Similarly, we have
X242 = (1− p−1)3 p
α+β+c+1
1− pα+β+c+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
a+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(β+1)
1− p−(β+1)
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
a+β+γ+1
1− pa+β+γ+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
a+β+γ+1
1− pa+β+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(α+1)
1− p−(α+1)
pa+β+γ+1
1− pa+β+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
a+β+γ+1
1− pa+β+γ+1
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
•
X243 =
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak
|x|ap|x− y|γpdx(
k−1∑
m=−∞
∫
Cm
p−mcfdz)+
+
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak
|x|ap|x− y|γp(
∫
Ck
p−kcfdz)+
+
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak
|x|ap|x− y|γpdx(
−1∑
m=k+1
∫
Cm
p−mcfdz)
= X2431 +X2432 +X2433
•
X2431 =
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak
|x|ap|x− y|γpdx(
k−1∑
m=−∞
∫
Cm
p−mcfdz)
=
−1∑
k=−∞
[
p−k(b+1+a)(1− p−1)×
(
(p− 2)p−1p−k(γ+1)
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+(1− p−1)p−k(γ+1) p
−(γ+1)
1− p−(γ+1)
)
× (1− p−1)1− p
(1−k)(α+β+c+1)
1− pα+β+c+1
]
= (1− p−1)2(p− 2)p−1 p
α+β+c+1
1− pα+β+c+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(γ+1)
1− p−(γ+1)
pα+β+c+1
1− pα+β+c+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
•
X2433 =
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak
|x|ap|x− y|γpdx(
−1∑
m=k+1
∫
Cm
p−mcfdz)
=
−1∑
k=−∞
p−k(b+1+a)(1− p−1)
(
(p− 2)p−1p−k(γ+1)
+(1− p−1)p−k(γ+1) p
−(γ+1)
1− p−(γ+1)
)
× (1− p−1)p−k(α+β)pc+1.1− p
(−k−1)(c+1)
1− pc+1
= (1− p−1)2(p− 2)p−1 p
a+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(γ+1)
1− p−(γ+1)
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
•
X2432 =
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak,ak 6=bk
|x|ap|x− y|γp(
∫
Ck
p−kcfdz)
+
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak,ak=bk
|x|ap|x− y|γp(
∫
Ck
p−kcfdz)

−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak,ak 6=bk
|x|ap|x− y|γp(
∫
Ck
p−kcfdz) =
=
−1∑
k=−∞
p−k(b+1)(1− p−1)p−ka(p− 2)p−(k+1)
(
p−kcp−kα(1− p−1)p
−(k+1)(β+1)
1− p−(β+1) +
+p−kcp−kβ(1− p−1)p
−(k+1)(α+1)
1− p−(α+1) + (p− 3)p
−1p−k(α+β+c+1)
)
= (1− p−1)2(p− 2)p−1 p
−(α+1)
1− p−(α+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
+(1− p−1)2(p− 2)p−1 p
−(β+1)
1− p−(β+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
+(1− p−1)(p− 2)(p− 3)p−2 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
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
−1∑
k=−∞
∫
Bk
|y|bp
∫
Ak,ak=bk
|x|ap|x− y|γp(
∫
Ck
p−kcfdz)
=
−1∑
k=−∞
∫
Bk
p−kbdy
(∫
Ak,ak=bk
p−ka|x− y|γpdx
∫
Ck,ck 6=ak=bk
p−kcfdz
)
+
+
−1∑
k=−∞
∫
Bk
p−kbdy
(∫
Ak,ak=bk
p−ka|x− y|γpdx
∫
Ck,ck=ak=bk
p−kcfdz
)
= (1− p−1)2(p− 2)p−1 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(γ+1)
1− p−(γ+1) +
+(1− p−1)3 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(γ+1)
1− p−(γ+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)3 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(α+1)
1− p−(α+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)3 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(β+1)
1− p−(β+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)2(p− 2)p−1 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(α+β+γ+2)
1− p−(α+β+γ+2)
Hence
X2 = X21 +X22 +X23 +X241 +X242 +X2431 +X2432 +X2433
= (1− p−1)2 1
1− p−(γ+1)
pα+β+c+1
1− pα+β+c+1 +
+(1− p−1)2 p
α+β+c+1
1− pα+β+c+1
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
+(1− p−1)(p− 2)p−1 p
b+c+α+β+γ+2
1− pb+c+α+β+γ+2
+(1− p−1)2 p
−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
+(1− p−1)2 p
b+α+γ+1
1− pb+α+γ+1
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
+(1− p−1)2 p
α+β+c+1
1− pα+β+c+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
+(1− p−1)(p− 2)p−1 p
a+c+α+β+γ+2
1− pa+c+α+β+γ+2
+(1− p−1)2 p
−(β+1)
1− p−(β+1)
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
+(1− p−1)2 p
a+β+γ+1
1− pa+β+γ+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
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+(1− p−1)3 p
α+β+c+1
1− pα+β+c+1
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
b+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
b+α+γ+1
1− pb+α+γ+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
b+α+γ+1
1− pb+α+γ+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(β+1)
1− p−(β+1)
pb+α+γ+1
1− pb+α+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
b+α+γ+1
1− pb+α+γ+1
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
α+β+c+1
1− pα+β+c+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
a+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(β+1)
1− p−(β+1)
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
a+β+γ+1
1− pa+β+γ+1
pa+c+α+β+γ+2
1− pa+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
a+β+γ+1
1− pa+β+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(α+1)
1− p−(α+1)
pa+β+γ+1
1− pa+β+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
a+β+γ+1
1− pa+β+γ+1
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
+(1− p−1)2(p− 2)p−1 p
α+β+c+1
1− pα+β+c+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(γ+1)
1− p−(γ+1)
pα+β+c+1
1− pα+β+c+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
a+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)3 p
−(γ+1)
1− p−(γ+1)
pa+b+α+β+γ+2
1− pa+b+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
−(α+1)
1− p−(α+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
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+(1− p−1)2(p− 2)p−1 p
−(β+1)
1− p−(β+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
+(1− p−1)(p− 2)(p− 3)p−2 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 +
+(1− p−1)2(p− 2)p−1 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(γ+1)
1− p−(γ+1) +
+(1− p−1)3 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(γ+1)
1− p−(γ+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)3 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(α+1)
1− p−(α+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)3 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(β+1)
1− p−(β+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2) +
+(1− p−1)2(p− 2)p−1 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3
p−(α+β+γ+2)
1− p−(α+β+γ+2)
Therefore
I3 = X1 +X2
= (1− p−1)2(
∑ p−(α+1)
1− p−(α+1) )
1
1− p−(α+β+γ+2) (1)
+(1− p−1)(p− 2)p−1 1
1− p−(α+β+γ+2) (2)
+(1− p−1)2
∑ 1
1− p−(α+1)
pc+β+α+1
1− pc+β+α+1 (3)
+(1− p−1)(p− 2)p−1
∑ pb+c+α+β+γ+2
1− pb+c+α+β+γ+2 (4)
+(1− p−1)2
∑( pb+α+γ+1
1− pb+α+γ+1 +
pc+β+α+1
1− pc+β+α+1
)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2 (5)
+(1− p−1)2
∑ p−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2 (6)
+(1− p−1)2(p− 2)p−1
∑ p−(α+1)
1− p−(α+1)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (7)
+(1− p−1)2(p− 2)p−1
∑ pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (8)
+(1− p−1)2(p− 2)p−1
∑ pb+α+γ+1
1− pb+α+γ+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (9)
+(1− p−1)(p− 2)(p− 3)p−2 p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (10)
+(1− p−1)2(p− 2)p−1 p
−(α+β+γ+2)
1− p−(α+β+γ+2)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (11)
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+(1− p−1)3
∑( pb+α+γ+1
1− pb+α+γ+1 +
pc+β+α+1
1− pc+β+α+1
)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2×
× p
a+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (12)
+(1− p−1)3
∑ p−(α+1)
1− p−(α+1)
pb+c+α+β+γ+2
1− pb+c+α+β+γ+2
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (13)
+(1− p−1)3
∑ p−(γ+1)
1− p−(γ+1)
pc+β+α+1
1− pc+β+α+1
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (14)
+(1− p−1)3
∑ p−(α+1)
1− p−(α+1)
p−(α+β+γ+2)
1− p−(α+β+γ+2)
pa+b+c+α+β+γ+3
1− pa+b+c+α+β+γ+3 (15)

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