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Abstract 
Debris-flow fans are common in steep mountainous terrain. The complexity of these environments makes it difficult to be onsite 
at the time of the debris flow, which has led many researchers to turn to physical models. While physical models have played an 
integral role in unraveling how alluvial fans have been developed, little work has been done to test and validate the approaches and 
results reported in physical models. Here, we replicated a debris-flow physical model developed at Utrecht University in a 
laboratory at East Carolina University (ECU). The ECU physical modeling experiment was done in an independent laboratory from 
the original study and was conducted with different equipment and different operators. Sediment size and water volume varied 
slightly from the original experiments. Fifty-six debris flows were released to form the ECU fan. Each debris flow was recorded 
with video. Terrestrial laser scanning recorded the topographic changes on the ECU fan throughout the experiment. Despite 
sediment size and water volume differences, ECU’s physical model replicated the autogenic processes promoting flow avulsion 
patterns in a debris-flow fan with simulated unlimited accommodation space (the trap door in feeder channel and table edge did 
confine the maximum extent the fan could grow). These results corroborate previous findings from the Utrecht fan and support the 
repeatability of processes from the different models despite differences in the materials used as the debris-flow medium. 
Reproducibility also permits future collaborative efforts to run multiple concurrent physical modeling experiments to increase the 
sample size of the study populations on debris-flow processes and resulting forms. 
Keywords: debris flow; runout; alluvial fan; digital elevation model; autogenic processes 
1. Introduction
Physical modeling is by no means a novel approach in alluvial fan research and can be traced back to the seminal
works of Hooke (1967; 1968; Hooke and Rohrer, 1979) and Schumm (1977; Schumm et al., 1987). Early small-scale 
physical experiments demonstrated many of the fundamental features and processes (i.e., avulsions, lateral migration, 
channel entrenchment, channelization, and sheetflow) present in natural alluvial fans. Findings from the early 
experiments were often compared to field evidence, but the experiments themselves were not directly scalable to any 
specific natural alluvial fans. Paola et al. (2009) later showed that the morphodynamics active on experimental and 
real-world surfaces are often scale independent, which in turn has allowed many studies to invoke a similarity of 
processes and form approach to physical modeling. These findings provide a subsequent means to validate some of 
the earlier assertions made about the relations of natural alluvial fans and fans generated from physical model 
experiments.  
A recent proliferation of studies using physical models has led to the observation of a wide array of processes and 
features on alluvial fans (Kim and Paola, 2007; Kim and Jerolmack, 2008; van Dijk et al., 2008, 2009, 2012; Hoyal 
and Sheets, 2009; Clarke et al., 2010; Reitz et al., 2010; Reitz and Jerolmack, 2012; Hamilton et al., 2013; Clarke, 
2015; Eaton et al., 2017). While many studies have focused on fluvial processes, recent work has started to emphasize 
debris flow fan development (de Haas et al., 2015, 2016; 2018a). Significant advances have been made within this 
body of literature, but to date, little effort has been made to independently test the repeatability of results from physical 
models. This is a critical step in the progression of the field because not only are scientists verifying results and 
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methods, but validation of methods and findings permit researchers to address more in-depth questions. If physical 
models produce similar outcomes, then multiple concurrent simulations can be performed to expand the ability of 
scientists to provide deeper understandings of fan development. Multiple simulations run concurrently in various labs 
means more samples can be used to either refute or advance our current understanding of how processes and forms 
are changing, which has both scientific and applied implications. Here, we replicate the specification and procedures 
of a debris-flow fan physical modeling experiment described in de Haas et al. (2016) and qualitatively and 
quantitatively determine if the experimental details of the fans that develop and the findings are reproducible. 
1.1. Prior physical modeling results from Utrecht experiments 
De Haas et al. (2015; 2016; 2018a) designed and built an experimental debris-flow flume in which they examined 
runout, depositional mechanisms, deposit morphology and the impact of debris-flow magnitude-frequency 
distributions and autogenic processes on avulsion and debris-flow fan development in a setting with unlimited 
accommodation space. Details of the flume dimensions, operations, and data recording for the original simulations 
are thoroughly described in de Haas et al. (2015, 2016) and are described below, as our own experiment is designed 
to reproduce the original physical model and the debris-flow fan experiment of de Haas et al (2016). Therefore, our 
review touches on the key methodological and scientific findings from the experiments as they are critical from a 
comparative standpoint.  
De Haas et al. (2016) found that debris-flow fans developing under constant formative processes evolve through 
phases of autogenic channelization, backfilling, and avulsion (Fig. 1). Fan development is limited by maximum 
possible debris-flow length, which depends on debris-flow volume and composition. Individual debris flows alternate 
between channelized within coarse-grained levees, resulting in distal deposition, and unchannelized forming short and 
wide deposits with limited runout. As flows become progressively short and wide they backfill the active channel by 
upstream migration of depositional lobes, until the channel is completely filled, and the flows avulse to a 
topographically favorable pathway. The characteristic fan shape is developed over multiple avulsion cycles that are 
driven by topographic compensation as the fan avulses toward the steepest flow path. The findings provide valuable 
insights into the processes governing the autogenic formation of debris-flow fans.  
2. Methods
2.1. Physical model 
In the ECU experiment, a mixing tank agitates and releases a debris flow into a 2 m long flume, replicating a feeder 
channel positioned at a 30° angle and then onto the outflow plain (1.8 m by 1.8 m) (Fig. 2). Each debris flow mixture 
consisted of 1,650 g water, 288 g kaolinite clay, 1,010 g fine sand, 2,837 g coarse sand, and 865 g gravel. The sediment-
water mixture varies slightly from de Haas et al. (2016) in that our debris-flow mixture contains 150 g more water. 
Additional water leads to longer runout and larger fans to enhance the potential for measuring multiple avulsions. The 
addition of 150 g of water was also validated by testing other sediment ratios and water volumes to determine which 
combination yielded morphologically and morphometrically similar results to de Haas et al. (2016). 
Experimental fans were formed over many individual flows, which is consistent with alluvial fan development in 
natural settings. Each debris flow was created using the following process: (1) each portion of the debris mixture was 
weighed; sediment was roughly mixed by hand to ensure that clay did not stick to sides of the mixing bucket; (2) the 
Fig. 1. Schematic of the autogenic cycle on a debris-flow fan (after De Haas et al., 2016). The presence of a channel results in distal deposition. 
Distal deposition reduces the distal channel gradient and flows start to retrograde over multiple debris flows. Flows become progressively short and 
wide, backfilling the channel. The next debris flows avulse and form a new channel along a topographically more favorable pathway. 
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sediment mixture was poured into the opening of the mixing tank, followed by the water; (3) the total debris mixture 
was manually agitated for approximately 20 seconds; (4) the mixing tank gate was opened pneumatically via a 
manually operated switch; (5) debris was released into the flume and transported onto the outflow plain; (6) 1.5 seconds 
after the gate was opened, a hatch located in the bottom of the flume 0.75 m from the apex of the fan opened, preventing 
debris flow tailwater from entering the outflow plain and obscuring fan morphometry; and (7) the debris-flow deposits 
were allowed to dry for 2-3 hours with one portable fan directed at the fan apex and another directed at the active fan 
section.  
2.2. Data recording techniques 
A Leica P40 laser scanner in a nadir-looking position was placed above the outflow table (Fig. 2) and recorded 
high-resolution topography (3 mm horizontal point spacing) after every debris flow. Four black and white targets were 
affixed at each corner of the outflow table and four additional targets were dispersed evenly on the walls of the 
laboratory (Fig. 2). The nadir-looking positioning of the scanner allowed a single scan position per debris flow. Targets 
located on the corners of the outflow plain and laboratory walls were used in the registration process. All registration 
was conducted within Leica’s Cyclone software in order to resolve any differences in the non-fixed scanner location 
and provide a consistent coordinate system relative to the first scan position.  
2.3. Data processing and analysis 
All analyses were conducted in ArcGIS. Registered point clouds were processed into 3 mm digital elevation models 
(DEMs) using LAStools (cf. Staley et al., 2014). DEMs were used to measure debris flow slope, thickness, and length. 
Fan slope was measured from the fan apex to the maximum active debris flow extent. Debris flow length was measured 
from the apex to the maximum flow runout position. Average debris-flow thickness was derived from elevation 
differences between pre- and post-topographic surfaces following the methodology of Wheaton et al. (2010). Outlines 
of individual debris flows were digitized from the topographic change detection (TCD) and subsequently used to 
extract elevations from the TCDs. This step was necessary to ensure that only elevation changes resulting from debris 
flows were included in calculations. Extracted elevations were then averaged to calculate average debris-flow 
thickness. 
3. Results
3.1. Morphometric characterization of flows and fan 
The experimental debris-flow fan was developed from 56 individual debris flows and the fan shape evolved as a 
result of two avulsion cycles. The experiment was terminated after flow 56 as debris backfilled the feeder channel and 
Fig. 2. Sketch of experimental laboratory setup [left, adapted from de Haas et al. (2016)] and picture of ECU laboratory setup (right). 
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debris flows could no longer reach the outflow plain. Debris-flow fan evolution occurred as a result of channelization, 
backfilling, and avulsion. These phases of development result directly from autogenic cycles as no external forcing 
mechanism was introduced over the duration of this experiment.  
During channelization, flows were characterized by progressively longer deposits constrained by coarse-grained 
levees and punctuated by thick depositional lobes (Fig. 3A, Fig. 4A). Conversely, flows became increasingly short 
and wide during the backfilling phase (Fig. 3B, Fig. 4B). Average flow thickness ranged between approximately four 
and ten millimeters with no discernable correlation between flow thickness and autogenic phases.  
Fig. 3. Diagram showing the avulsion cycle of our experimental debris-flow fan and hillshades of selected debris flows (top panels). Three main 
processes characterize the avulsion cycles. First (A), flows are channelized between coarse-grained levees, punctuated by thick depositional lobes. 
Debris-flows retreat and backfill (B), ultimately resulting in short and wide deposits. Channel backfilling can occur multiple times over the course 
of one avulsion cycle [e.g., (B) channel (1) backfills as flow is diverted to channel (2). Channel (2) backfills as flow is diverted to newly forming 
channel (3)]. The channel is completely filled, and the fan avulses (C), whereby flow is diverted toward the steepest flow path and the cycle begins 
again. Cross sections (bottom panel) demonstrate the processes of the avulsion cycle illustrated and labeled in the middle panel.  
The final fan surface was primarily covered by stacked depositional lobes and coarse-grained levees. Fan slope 
ranged between 6° and 20°, averaging approximately 12° (Fig. 4C). Fan slope varied with autogenic phases and 
between autogenic cycles. During the first cycle, channel slope generally increased as flows were channelized and 
decreased during backfilling. One exception, however, occurred during the phase of backfilling prior to the first 
avulsion (flows 21 – 28) when fan slope increased and decreased several times before the fan avulsed. Fan slope 
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during the second autogenic cycle was roughly constant throughout channelization and decreased during backfilling 
before the fan avulsed again (Fig. 4C). 
3.2. Autogenic behavior as reflected in deposition patterns 
Both avulsion cycles observed on our experimental debris-flow fan exhibited flow channelization and channel 
backfilling. Fan avulsions occurred along the steepest flow path. First and second autogenic cycles were similar in 
length, consisting of 26 and 25 individual debris flows, respectively (Fig. 4). Minimum and maximum flow widths, 
lengths, and thicknesses were similar between the two distinct avulsion cycles. Additionally, debris-flow lengths and 
widths were inversely related, oscillating between long and narrow during phases of channelization and short and 
wide during phases of channel backfilling. 
The phases of autogenic debris-flow fan evolution observed on our fan are demonstrated particularly well over 
the course of the first avulsion (Fig. 3). Flow channelization and channel backfilling alternated three times prior to the 
first fan avulsion phase at flow twenty-eight (Fig. 4). Flow channelization can be seen to develop as a result of 
constraining, coarse-grained lateral levees. Channel backfilling is shown as debris flows get progressively shorter, 
limited by the previous flow’s thick, depositional lobe. The fan avulsion phase develops as the channel near the fan 
apex is backfilled and steepened until flow is preferentially diverted to the steepest flow path.  
The major differences observed between the first and second autogenic cycles are in the number and length of 
sets of flow channelization and backfilling. The first autogenic cycle was initiated during flow three when flow was 
channelized following the first two debris flows. The first autogenic cycle consisted of three sets of channelization 
and backfilling. The second autogenic cycle exhibited only one set of channelization and backfilling. Following 
avulsion during flow twenty-eight, debris flows became progressively longer and slowly migrated from the left side 
of the fan. The sustained period of channelization observed during the second autogenic cycle compared to the first 
can be explained by debris-flow interaction with antecedent topography whereby debris flows preferentially deposited 
in topographically low areas. This resulted in debris flows that were progressively longer as previous deposit 
morphology guided, and effectively channelized, flow to the distal fan. Despite the channelizing effect of antecedent 
topography, individual flows in the second autogenic cycle still exhibited lateral levees typical of channelized flows. 
Fig. 4. Summary of debris-flow characteristics for the Utrecht and ECU fans. Light and dark boxes indicate phases of channelization and backfilling, 
respectively. Flow channelization starts at flow 2 in ECU fan and flow 10 in Utrecht fan. Arrows indicate instances of avulsion. (a) Debris-flow 
length measured from apex to maximum runout length. (b) Debris-flow width measured at the widest point of the flow. (c) Average fan slope 
measured along the active channel. 
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design. All of these items meet the widely accepted standard for observation conditions having independent 
measurement in a different test/measurement facility with different operators using different equipment (ISO, 2017). 
The implications of these results are several fold. Church et al. (2017) highlighted the importance of reproducibility 
in the field of Earth sciences as a vital component preventing incorrect or biased inferences. Our findings provide 
strong support for the physical modeling methods presented by de Haas et al. (2016) and corroborate the role of 
autogenic processes in promoting flow avulsion that lead to semi-conical form of debris-flow fans with “unlimited” 
accommodation. Our findings provide further support to the broader literature for autogenic controls on alluvial fan 
development, especially as they relate to debris-flow fan formation in unlimited accommodation space. The 
achievement of reproducing the equipment, methods and findings of de Haas et al. (2016) speak broadly to the 
credibility of the approach to capturing 4D information on the debris flows and debris-flow fan dynamics, which 
provides greater confidence for the employment of this approach to advance science.  
The ability to reproduce this type of experiment with an independent test also has implications for moving forward 
with physical modeling. This opens the opportunity to run large-scale experiments at many institutions and produce a 
large sample size. Information gathered from numerous simulations as opposed to a single simulation lends itself to 
unravelling process-form relations with a much greater degree of certainty because the scientific research would be 
based on multiple repeated results. This will provide the potential to advance conceptual and theoretical scientific 
knowledge and lead to more authoritative scientific communications. Advances might come in the areas of bajada 
development or limited accommodation space, impacts of base-level lowering, and interactions between endogenic 
and autogenic processes There will also be opportunities to simulate multiple scenarios in landscape evolution. This 
would involve starting models at various evolutionary stages, or slightly modifying the flow characteristics or 
materials to examine how these differences would impact the outcome. What would normally take months or years to 
accomplish could be done in a matter of a month or less with multiple cooperative labs simulating the various aspects 
of the experiment. The ability to develop simulations in this fashion will provide a deeper understanding of the 
processes driving long-term landform and landscape development as well as begin to incorporate the role of and the 
impacts on humans in these experimental settings, in particular how built structures modify and are in turn impacted 
by debris flows. The ability to test multiple scenarios simultaneously would also provide scientists with the ability to 
inform numerical modeling and corroborate results that will assist the numerical modeling community to advance 
more rapidly. This synergy opens opportunities for integrative research whereby multiple labs could work 
cooperatively integrating numerical and physical models in a manner that could lead to greater insights into bajada 
formation, role of base-level in fans, external and internal factors leading to fan forms and how fans impacted humans 
living on and adjacent to fans. 
5. Conclusions
The use of physical models to study processes acting on the Earth’s surface has helped to advance our knowledge 
of a myriad of geomorphological, scientific, and engineering questions. However, heretofore independent physical 
modeling experiments of debris-flow fans have seldom been designed with the goal of reproducing or validating the 
previous modeled experiments. Our findings, based upon a physical debris-flow fan model designed by and the 
associated experimental results reported in de Haas et al. (2016), provide clear evidence for the reproducibility of the 
previous simulations, despite experimental design differences. Our debris-flow fan evolved by channelization, 
backfilling, and avulsion of many individual debris flows, displaying the same scale-independent morphology of 
natural debris-flow fans. These results not only corroborate previous findings specific to autogenic debris-flow fan 
evolution, but they speak to the importance and value of replicating physical modelling experiments. The ability to 
reproduce physical modelling experiments could foster collaborations between research scientists from different 
laboratories internationally to advance theoretical and applicable knowledge. 
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Abstract 
Intermittent debris-flow surges may be considered as roll wave phenomenon of shallow water flow that naturally develop in the 
mountain basins. The shape of the water surface with discontinuous depth change is one manifestation of flow wave phenomena. 
Here we obtained a wave equation representing the wave phenomenon of shallow water flow by using the Laplace equation, the 
bottom condition, a surface conservation condition, a flow surface fluctuation condition, and the perturbative expansion method. 
The derived equation is a kind of KdV-Burgers equation in which a nonlinear term includes a momentum correction factor 𝛽𝛽, a 
dissipation term includes a friction factor f’  and a third term does not include either dispersion terms. The derived equation offers 
an explanation of the discontinuity of the water surface in shallow water flow that may be useful for debris flow modeling. 
Keywords: Intermittent debris-flow surges, roll waves, KdV-Burgers equation, friction factor, flow model 
1. Introduction
The intermittent surge phenomenon in steep mountain channels has been observed in China for more than 20 years
(DPRI, et.al., 1999). In recent years many intermittent surge flows have been also recorded in the European Alps using 
advanced systems (Huebl and Kaitna, 2010). Based on hydraulic theory these intermittent surges can be modeled as a 
kind of roll wave that emerge from flow instabilities (Arai, Huebl and Kaitna, 2013). In a pioneering study Dressler 
(Dressler, 1949) first showed that an occurrence condition of roll waves in shallow water can be derived from the 
divergence condition of the water surface equation. Early studies were directed to laminar flows that were easy to 
analyze, and subsequently Needham (Needham and Merkin, 1984) and Merkin (Merkin and Needham, 1986) also 
analyzed turbulent flows. In addition, Sandro (Sandro, 2011) studied roll waves of non-Newtonian, dilatant fluid flows. 
Arai et.al. (2013) studied the occurrence condition roll wave for arbitrary flow models.  
Kadomtsev-Petriashvili (Kadomtsev and Petviashvili, 1970) derived a KdV wave equation with surface tension 
taking into account the wave motion of the shallow water flow. This equation is called the Kadomtsev-Petriashvili 
equation, or the KP equation. However, Miles (1976) pointed out the need for consideration of the bottom friction. 
Hunter and Verden-Broke (1983a) also pointed out that this equation is not valid for a long wave situation. Arai (2017) 
provides a wave equation considering a long wave situation including bottom friction in shallow water flow. 
In this study, a wave equation is derived including the momentum correction factor 𝛽𝛽 and the friction factor f’, 
which expresses the characteristics of the respective constitutive fluid model, and clarify how 𝛽𝛽 and f’ are involved in 
the wave equation. 
2. Governing Equations
In the following the derivation of a wave equation for (surging) flow with a sudden depth change in an inclined
channel is summarized. The fluid is assumed incompressible and non-rotational, thus div ?⃗?𝑣 = 0, curl ?⃗?𝑣 = 0. The velocity 
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potential 𝜙𝜙 is defined in flow direction x, y and the flow depth takes the direction y (Fig. 1). Consequently the Laplace 
equation is given with 
𝜙𝜙𝑥𝑥 𝑥𝑥 + 𝜙𝜙𝑦𝑦 𝑦𝑦 = 0 (1) 
In the following, expressions of differentiation are indicated by subscripts, for example, 𝜕𝜕2𝜙𝜙 𝜕𝜕𝑥𝑥2⁄ = 𝜙𝜙𝑥𝑥 𝑥𝑥. 
Fig. 1. Coordinate system 
Equation (1) is obtained from uncompressed and non-rotating conditions of the fluid. Using the Laplace equation 
for the governing equation means that the flow field is a potential flow. 
For the condition at the flow bottom (y = −ℎ0), the vertical velocity component v is 0 at the bottom, 
𝑣𝑣 = 𝜙𝜙𝑦𝑦 = 0, (𝑦𝑦 = −ℎ0). (2) 
The condition under which the deformation of the water surface coincides with the movement of a water volume 
element on the surface is represented by the expression D(𝑦𝑦 − 𝜂𝜂) D𝑡𝑡 = 0⁄ , where 𝜂𝜂(𝑥𝑥, 𝑡𝑡) is the fluctuation component 
from the average water depth ℎ0, D is the differential sign, and t is time. It is d𝑦𝑦 d𝑡𝑡⁄ = 𝑣𝑣 = 𝜙𝜙𝑦𝑦 from the flow velocity 
v in the y direction, and d𝑥𝑥 d𝑡𝑡 = 𝑢𝑢 = 𝜙𝜙𝑥𝑥⁄  from the flow velocity u in the x direction. From these, the expression 
D𝜂𝜂 D𝑡𝑡 = 𝜕𝜕𝜂𝜂 𝜕𝜕𝑡𝑡 + 𝜕𝜕𝜂𝜂 𝜕𝜕𝑥𝑥⁄⁄⁄ d𝑥𝑥 d𝑡𝑡⁄ = 𝜂𝜂𝑡𝑡 + 𝜂𝜂𝑥𝑥𝜙𝜙𝑥𝑥  can be obtained. The condition that the deformation of the water 
surface coincides with the movement of the water volume element on the surface is given by the following equation: 
𝜙𝜙𝑦𝑦 − 𝜂𝜂𝑡𝑡 − 𝜙𝜙𝑥𝑥𝜂𝜂𝑥𝑥 = 0, (𝑦𝑦 = 0). (3) 
The Bernoulli equation is subsequently used for modeling the water surface fluctuation condition in the derivation 
of the wave equation in the shallow water. The wave equation is obtained by using the water surface fluctuation 
conditions based on the motion equation for shallow water flow. However, the resulting expression is not ideal to 
discuss the differences in for different fluid models. Here, the wave equation is obtained by using the water surface 
fluctuation condition including the momentum correction coefficient 𝛽𝛽 and the friction factor f’ which expresses the 









𝜙𝜙 + (𝛽𝛽 − 1) 𝑢𝑢0
ℎ0
∫𝜙𝜙𝑥𝑥𝜂𝜂𝑥𝑥 𝑑𝑑𝑥𝑥 = 0 (4) 
In this wave equation, 𝛽𝛽 : momentum correction factor, f’ : friction factor, g : acceleration due to gravity, 𝜃𝜃 : slope 
angle of the channel, and ℎ = ℎ0 + 𝜂𝜂 : depth of flow. The first term on the left side represents the velocity potential in 
dependence of time, the second the kinetic energy, the third is the potential energy, the forth is the specific energy of 
the flow surface, the fifth is the loss of energy due to basal friction, and the sixth term is the additional energy 
fluctuation depth including a non-uniform velocity profile. The momentum correction factor 𝛽𝛽 and the friction factor 
f’ characterize the flow mechanics. 
In a uniform rectangular cross section with channel width B wider than the water depth h, the one dimensional 
motion and mass conservation equation for shallow water flows considering sudden water surface fluctuations are as 
follows. 
𝑢𝑢𝑡𝑡 + 𝛽𝛽𝑢𝑢𝑢𝑢𝑥𝑥 − (𝛽𝛽 − 1)
𝑢𝑢
ℎ





= 0 (5) 
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ℎ𝑡𝑡 + (ℎ𝑢𝑢)𝑥𝑥 = 0 (6) 
On left side of Equation (5), the first term is an acceleration term, the second an advection term, the third a velocity 
distribution term, the fourth a gravity force term, the fifth a gradient surface term and the sixth term represents friction 
at bottom. 
Special consideration is given to the sixth term 𝑢𝑢2 ℎ⁄ . Here, the depth h and the velocity u are denoted as ℎ = ℎ0 + ℎ′, 
𝑢𝑢 = 𝑢𝑢0 + 𝑢𝑢′, where, ℎ0 is the mean depth, 𝑢𝑢0 is the mean velocity, and h’ and u’ are  fluctuating components of ℎ0 
and 𝑢𝑢0. h’ and u’ are much smaller than ℎ0 and 𝑢𝑢0, and are regarded as (ℎ′ ℎ0⁄ )2 ≪ 1, (𝑢𝑢′ 𝑢𝑢0⁄ )2 ≪ 1 and ℎ′ ℎ0⁄ −






Substituting Equation (6) into the third term on the left side of Equation (5) and substituting Equation (7) for the sixth 









𝑢𝑢 + (𝛽𝛽 − 1) 𝑢𝑢0
ℎ0
𝑢𝑢ℎ𝑥𝑥 = 0 (8) 
It is 𝑢𝑢 = 𝜙𝜙𝑥𝑥 from the velocity potential 𝜙𝜙. 𝜙𝜙 has continuity for x and t, and it is 𝑢𝑢𝑡𝑡 = (𝜙𝜙𝑥𝑥)𝑡𝑡 = (𝜙𝜙𝑡𝑡)𝑥𝑥. Also, from ℎ =









𝜙𝜙 + (𝛽𝛽 − 1) 𝑢𝑢0
ℎ0
∫𝜙𝜙𝑥𝑥𝜂𝜂𝑥𝑥 𝑑𝑑𝑥𝑥 = 𝐸𝐸0 (9) 
Here, 𝐸𝐸0 is an integral constant. 𝐸𝐸0 represents the potential 𝜙𝜙 as a reference, and when 𝐸𝐸0 = 0 is given as the initial 
condition, it becomes Equation (4). 
3. Derivation of Wave Equation by Reductive Perturbation Method
3.1. Non-dimensional basic equations and perturbation expansion 
Let the representative length be the mean depth ℎ0, and the representative velocity be the phase velocity 𝑣𝑣𝑝𝑝0 of the 
Gerdner-Morikawa(G-M) transformation of Equation (10). 
𝜉𝜉 = 𝜖𝜖1/2�𝑥𝑥 − 𝑣𝑣𝑝𝑝0𝑡𝑡�,   𝜏𝜏 = 𝜖𝜖3/2𝑡𝑡 (10) 
𝜖𝜖 is a minute parameter in the perturbation development. From these, we define dimensionless variables as follows 
and prime the dimensionless variables. 
𝜙𝜙′ = 𝜙𝜙 �ℎ0𝑣𝑣𝑝𝑝0�⁄ , 𝑥𝑥′ = 𝑥𝑥 ℎ0⁄ , 𝑦𝑦′ = 𝑦𝑦 ℎ0⁄ , 𝑡𝑡′ = �𝑣𝑣𝑝𝑝0 ℎ0⁄ �𝑡𝑡, 𝜂𝜂′ = 𝜂𝜂 ℎ0⁄ . (11) 
And the dimensionless variables 𝜉𝜉′, 𝜏𝜏′ of ξ , 𝜏𝜏 are as follows. 
𝜉𝜉′ = 𝜖𝜖1/2(𝑥𝑥′ − 𝑡𝑡′),   𝜏𝜏′ = 𝜖𝜖3/2𝑡𝑡′ (12) 
Therefore, the dimensionless equations of Equation (1) to (4) are 
𝜙𝜙′𝑥𝑥′ 𝑥𝑥′ + 𝜙𝜙
′
𝑦𝑦′ 𝑦𝑦′ = 0, (13) 
𝜙𝜙′𝑦𝑦′ = 0,    (𝑦𝑦







𝑥𝑥′ = 0,   (𝑦𝑦
′ = 0), (15) 
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2 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃 𝑥𝑥′ + 𝑐𝑐0′
2(1 + 𝜂𝜂′) + 𝑓𝑓
′
2






𝑢𝑢0′ = 𝑢𝑢0 𝑐𝑐0⁄ ,   𝑐𝑐0′ = 𝑐𝑐0 𝑣𝑣𝑝𝑝0⁄ ,   𝑐𝑐0 = �𝑔𝑔ℎ0 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃. (17) 
Furthermore, the dimensionless variable of the perturbation expansion is defined as 
𝜂𝜂′ = 𝜂𝜂 ℎ0⁄ ,   𝜂𝜂′
(1) = 𝜂𝜂(1) ℎ0⁄ ,   𝜂𝜂′
(2) = 𝜂𝜂(2) ℎ0⁄ ,   ⋯, (18) 
𝜙𝜙′ = 𝜙𝜙 �ℎ0𝑣𝑣𝑝𝑝0�⁄ ,   𝜙𝜙′
(1) = 𝜙𝜙(1) �ℎ0𝑣𝑣𝑝𝑝0�� ,   𝜙𝜙′
(2) = 𝜙𝜙(2) �ℎ0𝑣𝑣𝑝𝑝0�� ,   ⋯. (19) 
The dimensionless perturbation expansion of 𝜂𝜂′ and 𝜙𝜙′ is expressed as 
𝜂𝜂′ = 𝜖𝜖𝜂𝜂′(1)(𝜉𝜉′, 𝜏𝜏′) + 𝜖𝜖2𝜂𝜂′(2)(𝜉𝜉′, 𝜏𝜏′) + ⋯, (20) 
𝜙𝜙′ = 𝜖𝜖1/2𝜙𝜙′(1)(𝜉𝜉′,𝑦𝑦′, 𝜏𝜏′) + 𝜖𝜖3/2𝜙𝜙′(2)(𝜉𝜉′,𝑦𝑦′, 𝜏𝜏′) + ⋯. (21) 
Also, the Taylor expansion by Boussinesq on 𝜙𝜙′ in neighborhood 𝜂𝜂′ of 𝑦𝑦′ = 0 is 




𝜙𝜙′(𝜉𝜉′, 0, 𝜏𝜏′)𝑦𝑦′ 𝑦𝑦′ + ⋯. (22) 
From these, the perturbation expansions of the dimensionless fundamental equations are expressed as follows. 
The Laplace expression of Equation (13) is 
𝜙𝜙′𝑥𝑥′ 𝑥𝑥′ + 𝜙𝜙
′
𝑦𝑦′ 𝑦𝑦′ = 𝜖𝜖
3/2𝜙𝜙′(1)𝜉𝜉′ 𝜉𝜉′ + 𝜖𝜖
5/2𝜙𝜙′(2)𝜉𝜉′ 𝜉𝜉′ + ⋯+ 𝜖𝜖
1
2𝜙𝜙′(1)𝑦𝑦′ 𝑦𝑦′ + 𝜖𝜖
3
2𝜙𝜙′(2)𝑦𝑦′ 𝑦𝑦′ + ⋯ = 0. (23) 
The bottom condition of Equation (14) 
𝜙𝜙′𝑦𝑦′ = 𝜖𝜖
1/2𝜙𝜙′(1)𝑦𝑦′ + 𝜖𝜖
3/2𝜙𝜙′(2)𝑦𝑦′ + ⋯ = 0. (24) 















































𝜉𝜉′ + ⋯ = 0(25)















= −𝜖𝜖𝜙𝜙′(1)𝜉𝜉′ − 𝜖𝜖














+ ⋯� − 𝑐𝑐0′
2 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃 𝑥𝑥′ + 𝑐𝑐0′
2 + 𝑐𝑐0′




























(3) + ⋯� + (𝛽𝛽 − 1)𝑢𝑢0′𝑐𝑐0′ �𝜖𝜖2 ∫𝜙𝜙′𝜉𝜉′
(1)𝜂𝜂′𝜉𝜉′





(1)𝑑𝑑𝜉𝜉′ + 𝜖𝜖4 ∫𝜙𝜙′𝜉𝜉′
(2)𝜂𝜂′𝜉𝜉′
(2) + ⋯� = 0. (26) 
3.2.  𝜖𝜖-order equations in perturbation expansions and derivation of wave equation 
A necessary condition to satisfy the perturbation expansion equation of the basic equation is to satisfy homogeneous 
equations concerning the same order of 𝜖𝜖. Therefore, the equations for same order of 𝜖𝜖 are as follows. 
1) O(𝜖𝜖0) order;
𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃 = 1
𝑥𝑥′
 (27) 
2) O�𝜖𝜖1/2, 𝜖𝜖1� order;
Homogeneous equations of the order of 𝜖𝜖1/2 and 𝜖𝜖1 are as follows from Equation (23) to (26). 
From Equation (23), (24), (25), 
𝜙𝜙′𝑦𝑦′ 𝑦𝑦′
(1) = 0,      𝜙𝜙′𝑦𝑦′
(1) = 0, (𝑦𝑦′ = −1),      𝜙𝜙′𝑦𝑦′
(1) = 0, (𝑦𝑦′ = 0), (28), (29), (30) 







(1) = 0. (31) 
3) O�𝜖𝜖3/2, 𝜖𝜖2� order;
Homogeneous equations of the order of 𝜖𝜖3/2 and 𝜖𝜖2 are as follows. 
From Equation (23), (24), (25), 
𝜙𝜙′𝜉𝜉′ 𝜉𝜉′
(1) + 𝜙𝜙′𝑦𝑦′ 𝑦𝑦′
(2) = 0,     𝜙𝜙′𝑦𝑦′
(2) = 0, (𝑦𝑦′ = −1) ,   − 𝜂𝜂′(1)𝜙𝜙′𝑦𝑦′ 𝑦𝑦′
(1) − 𝜙𝜙′𝑦𝑦′
(2) − 𝜂𝜂′𝜉𝜉′
(1) = 0, (𝑦𝑦′ = 0),   (32), (33), (34) 














(1) + 𝜙𝜙′2� + (𝛽𝛽 −
1)𝑢𝑢0′𝑐𝑐0′ ∫ 𝜙𝜙′𝜉𝜉′
(1)𝜂𝜂′𝜉𝜉′
(1)𝑑𝑑𝜉𝜉′ = 0. (35) 
4) O�𝜖𝜖5/2, 𝜖𝜖3� order;
Homogeneous equations of the order of 𝜖𝜖5/2 and 𝜖𝜖3 are as follows. 
From Equation (23), (24),  
𝜙𝜙′𝜉𝜉′ 𝜉𝜉′
(2) + 𝜙𝜙′𝑦𝑦′ 𝑦𝑦′
(3) = 0,       𝜙𝜙′𝑦𝑦′
(3) = 0, (𝑦𝑦′ = −1), (36), (37) 
from Equation (25), 
−𝜂𝜂′(2)𝜂𝜂′𝑦𝑦′ 𝑦𝑦′






(1) = 0, (38) 
and from Equation (26), 
−𝜙𝜙′𝜉𝜉′
(3) + 𝜙𝜙′𝜏𝜏′









(2) + 𝜙𝜙′(3)� +




(1)𝑑𝑑𝜉𝜉′� = 0. (39) 
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In this case, the equation of 𝜖𝜖 relating to the water surface fluctuation and Equations relating to 𝜂𝜂′(1) are obtained 
using Equations (27) to (39). Equation (27) represents the relationship of the slope gradient and is not used in the 
derivation of 𝜂𝜂′(1). Also, the equation relating to 𝜂𝜂′(1) is obtained from Equation (28) to (38), and therefore Equation 
(39) is not used. 








This is the first order differential equation of 𝜉𝜉′ with respect to 𝜙𝜙′(1). Solving 𝜙𝜙′(1) for 𝜉𝜉′ yields 
𝜙𝜙′(1) = 𝑒𝑒−ℎ�∫ 𝑒𝑒ℎ𝑐𝑐0′
2𝜂𝜂′(1)𝑑𝑑𝜉𝜉′ + 𝐶𝐶�,      ℎ𝑒𝑒𝑒𝑒𝑒𝑒, ℎ = ∫ �− 𝑓𝑓
′
2




where, C is the integral constant. 
In the target flow, the friction factor 𝑓𝑓′ ≪ 1. 𝑢𝑢0′ corresponds to the Froude number when the phase velocity 𝑣𝑣𝑝𝑝0 
equals the wave velocity of the long wave and is 10 > 𝑢𝑢0′ ≥ 1 in the target flow. 𝑐𝑐0′  is 𝑐𝑐0′ ≈ 1 when the phase 
velocity 𝑣𝑣𝑝𝑝0 is close to the wave velocity of the long wave. The possible range of the value of 𝜉𝜉′ is 𝜉𝜉′ = 0~1 for one 
wavelength. Hence, since (𝑓𝑓′ 2⁄ )𝑢𝑢0′𝑐𝑐0′𝜉𝜉′ ≪ 1, we can regard 𝑒𝑒|ℎ| ≈ 1. From these, the approximate solution of 
Equation (40) is  
𝜙𝜙′(1) ≈ ∫𝑐𝑐0′
2𝜂𝜂′(1)𝑑𝑑𝜉𝜉′ + 𝐶𝐶 




This is an approximate expression of Equation (31). From this, Equation (41) is used instead of Equation (31). From 
the above relational equations, we obtain the equation of 𝜂𝜂′(1) . The derivation process is very complicated and 
therefore only the results are shown. 






















� 𝜂𝜂′𝜉𝜉′𝜉𝜉′𝜉𝜉′ = 0.(42) 
Equation (42) is a type of KdV-Burgers equation. From this result, it can be seen that the momentum correction factor 
𝛽𝛽 indicating the influence of the flow velocity distribution is related to the nonlinear term of the second term, and the 
friction factor f’ is related to the dissipation term of the third term. In addition, the coefficient of the dispersion term 
of the fourth term does not include 𝛽𝛽 and f’, which means that the dispersion term is not influenced by the flow velocity 
distribution and flow resistance. 
4. Discussion
From the results obtained above we conclude that different flow resistance laws result in different predictions for
the surge waveform development. Here we investigate the outcomes for the laminar and the turbulent flow laws, as 
well as situation of a linear velocity profile. For laminar flow the momentum correction factor 𝛽𝛽 is about 𝛽𝛽 = 1.2 and 
for turbulent flows 𝛽𝛽 = 1.1. In case the flow velocity distribution is linear, 𝛽𝛽 = 1, the coefficient of the nonlinear 
second term on the left side of Equation (42) reduces to (3 2⁄ )𝑐𝑐0′
2. The waveform of the discontinuous water depth 
change is formed when the phase velocity 𝑣𝑣𝑝𝑝0 is the long wave velocity 𝑐𝑐0, that is, 𝑐𝑐0′ = 𝑐𝑐0 𝑣𝑣𝑝𝑝0⁄ = 1. At this time, 
the ratio 𝑒𝑒𝛽𝛽 between the coefficient of the nonlinear term of the second term on the left side of the Equation (42) and 
the case of 𝛽𝛽 = 1 is 
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{(2𝛽𝛽 + 1) + (𝛽𝛽 − 1)𝑢𝑢0′} (43) 
At 𝑣𝑣𝑝𝑝0 = 𝑐𝑐0, 𝑢𝑢0′ means Froude number. The waveform of roll wave is generated when the phase velocity 𝑣𝑣𝑝𝑝0 is 
the long wave velocity 𝑣𝑣𝑝𝑝0 = 𝑐𝑐0. Therefore, the Froude number is 𝐹𝐹𝑟𝑟 = 1, or in the vicinity thereof. Fig.2 shows the 
relationship between 𝑒𝑒𝛽𝛽 and 𝛽𝛽 in Equation (43) in the case of 𝑢𝑢0′ = 1.0 and 1.2 corresponding to the Froude number. 
From this result, within the range of 𝛽𝛽 = 1.0~1.2, the nonlinear term of the Equation (42) has the same degree of 
change as 𝛽𝛽 = 1, and the influence of 𝛽𝛽 is small. As will be described later, in the Burgers equation where the 
waveform of the roll wave is formed, the coefficient of the nonlinear term does not affect its waveform formation.  
That is, 𝛽𝛽 does not influence the formation of the roll wave form. 
Fig. 2. Relation between 𝑒𝑒𝛽𝛽 and 𝛽𝛽 
When the phase velocity 𝑣𝑣𝑝𝑝0 is the wave velocity 𝑐𝑐0 of the long wave, that is, 𝑐𝑐0′ = 1, the coefficient of the fourth 




{(2𝛽𝛽 + 1) + (𝛽𝛽 − 1)𝑢𝑢0′}𝜂𝜂′𝜂𝜂′𝜉𝜉′ −
1
8
𝑓𝑓′𝑢𝑢0′𝜂𝜂′𝜉𝜉′𝜉𝜉′ = 0 (44) 
The friction factor f' in the third term on the left side is a function of water depth. When water depth is taken constant 
f' is an average constant value. The composition formula of the flow model is usually obtained in a state of steady and 
uniform flow. However, it is not clear how these expressions can be applied in a situation where the water depth 
violently fluctuates like a roll wave. For this reason, we use a Vedernikov type resistance law to understand the 
influence on waveform formation due to the difference in resistance law rather than using individual rheology models. 
This equation is a generalized expression of a Chezy type equation, a Manning equation, a laminar flow equation and 
the like. The flow velocity U is expressed by 
𝑈𝑈𝑎𝑎 = 𝑒𝑒𝑣𝑣𝑅𝑅(1+𝑏𝑏) 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃, (45) 
here, U = velocity, R = hydraulic radius, 𝑒𝑒𝑣𝑣  = coefficient, and a, b = constant value. The constants a and b are expressed 
as a = 2, b = 0 in the case of the Chezy equation, a = 2, b=1/3 in the case of Manning expression, a = 1, b = 1 in the 














𝜉𝜉′𝜉𝜉′ , (47) 
where, 
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𝑎𝑎 𝑢𝑢0′. (48), (49) 
Equation (47) is a type of Burgers equation and the solution of the Burgers equation is well established. The 
relationship of 𝛽𝛽 and f’ in equation (47) will be described below. 
From the Cole-Hopf transformation, the nonlinear Burgers equation is transformed into a linear heat conduction 
equation that can be solved. Then, the solution is obtained by inverse transformation of Cole-Hopf transformation to 
yield solution of the original Burgers equation. The Cole-Hopf transform is defined as follows using 𝑧𝑧(𝜉𝜉′, 𝜏𝜏′). 
𝜂𝜂′ = − 2
𝑎𝑎1






Using this Cole-Hopf transformation, Equation (47) becomes a thermal conduction equation of the following equation. 
𝑧𝑧𝜏𝜏′ = 𝜇𝜇𝑧𝑧𝜉𝜉′𝜉𝜉′ (51) 
In the above equation, 𝑡𝑡1 in Equation (47) disappears and only 𝜇𝜇 remains. 𝜇𝜇 represents the thermal conductivity or 
diffusion coefficient of the conduction equation. From this, it can be shown that the friction factor f’ represents the 
rate of change of the waveform shape. 
In order to find the relationship between the momentum correction factor 𝛽𝛽 and the friction factor f’, a simple 
analysis example will be shown. We describe the analytic solution under the fixed boundary condition and the 
sinusoidal initial condition in period 2𝑙𝑙(−𝑙𝑙 ≤ 𝜉𝜉′ ≤ 𝑙𝑙) . The boundary condition is 𝜂𝜂′ = 0  at 𝜉𝜉′ = −𝑙𝑙, 𝜉𝜉′ = 𝑙𝑙 
respectively. That is, 
𝜂𝜂′(−𝑙𝑙, 𝜏𝜏′) = 0,    𝜂𝜂′(𝑙𝑙, 𝜏𝜏′) = 0 (52) 
As shown in Fig. 3, the initial condition is a sinusoidal wave of amplitude 𝑡𝑡0 and period 𝑇𝑇 = 2𝑙𝑙. That is, 
𝜂𝜂′(𝜉𝜉′, 0) = 𝑎𝑎0
2
𝑠𝑠𝑠𝑠𝑠𝑠(2𝜋𝜋𝜉𝜉′ 𝑇𝑇⁄ ) = 𝑎𝑎0
2
𝑠𝑠𝑠𝑠𝑠𝑠(𝜋𝜋𝜉𝜉′ 𝑙𝑙⁄ ) (53) 
Fig. 3. The initial condition of 𝜂𝜂′ 
When the initial condition of Equation (53) is transformed by Cole-Hopf transformation Expression (50), it is as 
follows 












The boundary condition is given by 𝜉𝜉′ = −𝑙𝑙, 𝜉𝜉′ = 𝑙𝑙 in Equation (54). That is, 
𝑧𝑧(−𝑙𝑙, 0) = 𝑧𝑧(𝑙𝑙, 0) = 1 (56) 
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For the initial condition of Equation (54), (55), and the boundary condition of Equation (56), we can solve the heat 
conduction Equation (51) using a Fourier series expansion and obtain the solution of Equation (47) from the inverse 
transformation of Cole-Hopf transformation as follows. 
𝜂𝜂′(𝜉𝜉′, 𝜏𝜏′) = �𝑎𝑎0
2𝑟𝑟
∑ �𝑛𝑛𝜋𝜋






































where,   𝜆𝜆𝑛𝑛 =
√𝜇𝜇𝑛𝑛𝜋𝜋
𝑙𝑙
, (𝑠𝑠 = 1, 2,⋯ ),   𝐽𝐽0( ): 1st kind Bessel function (58) 
Equation (57) represents the deformation process of the water surface deformation 𝜂𝜂′ with time evolution 𝜏𝜏′. Since 
the initial magnitude 𝑡𝑡0  and the period T cannot be theoretically determined, the case of 𝑡𝑡0 = 1, 𝑙𝑙 = 1 will be 
described as a calculation example. Also, there is a limit to the deformation of 𝜂𝜂′ due to time evolution, and its shape 
is retained in later time evolution after that. Fig.4 shows the case of 𝑒𝑒 = 3, 30 for the dimensionless time 𝜏𝜏′ = 3. The 
horizontal axis is 𝜉𝜉′ and the vertical axis is 𝜂𝜂′. The waveform of the rounded shape in the figure is the case of 𝑒𝑒 = 5 
and the triangular waveform is the calculation result in the case of 𝑒𝑒 = 30. r is related to 𝑡𝑡1  and 𝜇𝜇 as shown in 
Equation (55). 𝑡𝑡1 and 𝜇𝜇 are related to 𝛽𝛽 and f’ as shown in Equation (48) and (49). Therefore, when the value of r is 
small, 𝑡𝑡1 and 𝜇𝜇 have large values. Conversely, when r is large, 𝑡𝑡1 and 𝜇𝜇 have small values. That is, when the friction 
factor f’ is small, at the same time development 𝜏𝜏′, the waveform of the discontinuous water depth change is obtained. 
However, when f’ has a large value, we find that the discontinuous shape waveform does not develop. As in this 
analysis example, the influence due to the difference in the fluid model is related to the deformation rate of the fluid 
accompanied by the flow and the magnitude of the energy dissipation, meaning that it influences the deformation 
process with time. 
Fig. 4. Calculation example of 𝜂𝜂′ (𝑡𝑡0 = 1, 𝑙𝑙 = 1, 𝜏𝜏′ = 3, 𝑒𝑒 = 3, 𝑒𝑒 = 30) 
5. Conclusions
In this contribution a wave equation is presented to model the water surface variation in shallow fluid flows,
allowing for predicting the development of roll wave in an inclined channel. Since the model was derived as a general 
equation including a momentum correction factor 𝛽𝛽 and a friction factor f’, it can be applied to different flow models, 
which might be therefore be useful for debris flow applications. Through concrete analysis examples of the Burgers 
equation which can express discontinuous water depth change in the derived wave equation, 𝛽𝛽 and f’ showed to 
influence waveform formation. Although 𝛽𝛽 does not contribute much to the deformation of the waveform, f’ is related 
to the deformation rate, f’ develops to a discontinuous water depth change when f’ is small, but does not develop when 
f’ is large. These things mean the following. The flow surface shape with discontinuous depth change of intermittent 
debris-flow surge is not directly influenced by the fluid model of debris-flow, but is affected by the value of friction 
factor f' based on the fluid model. In other words, when f' becomes small, that is, when r of equation (55) exceeds 30, 
irrespective of the difference in fluid model, the flow is a surge flow with discontinuous depth change. 
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Abstract 
The occurrence of debris flows during the September 2013 northern Colorado floods took the emergency management community 
by surprise. The September 2013 debris flows in the Colorado Front Range initiated from shallow landslides in colluvium. Most 
occurred on south- and east-facing slopes on the walls of steep canyons in crystalline rocks and on sedimentary hogbacks. Previous 
studies showed that most debris flows occurred in areas of high storm-total rainfall and that strength added by tree roots accounts 
for the low number of landslides in densely forested areas. Given the lack of rainfall thresholds for debris flow occurrence in 
northern Colorado, we want to parameterize a numerical model to assess potential for debris flows in advance of heavy rainfall. 
Natural Resources Conservation Service (NRCS) soil mapping of the area, supplemented by laboratory testing and field 
measurements, indicates that soil textures and hydraulic properties of landslide source materials vary considerably over the study 
area. As a step toward modeling storm response, available soil and geologic mapping have been interpreted to define zones of 
relatively homogeneous properties. A new, simplified modeling approach for evaluating model input parameters in the context of 
slope and depth of observed debris flow source areas and recorded debris-flow inducing rainfall helps narrow the range of possible 
parameters to those most likely to produce model results consistent with observed debris flow initiation.  Initial results have 
narrowed the strength parameters to about one third of possible combinations of cohesion and internal friction angle and narrowed 
hydraulic conductivity to a range spanning slightly more than one order of magnitude. 
Keywords: Debris flow; Rainfall-induced landslides; Numerical models; Parameter uncertainty; Colorado Front Range 
1. Introduction
Since the 1970s, approaches for debris flow warning have relied on empirical rainfall thresholds (Guzzetti et al.,
2008; Baum and Godt, 2010). Empirical thresholds are limited by the availability and completeness of records of past 
rainfall and debris-flow occurrence.  In recent years, efforts have been undertaken to derive warning thresholds for 
landslides and debris flows using process-based models to overcome this limitation, especially for areas where debris 
flows occur infrequently (Godt et al., 2008; Thomas et al., 2018). Although geologists have known for decades 
(Hansen, 1976) where to expect debris flows in the Colorado Front Range, this risk was not well appreciated by 
residents and government officials.  They were thus unprepared when rainfall on 9–13 September 2013 triggered at 
least 1,138 debris flows in a 3430 km2 area of the Colorado Front Range (Coe et al., 2014). Debris flows occurred over 
an extremely broad range of elevation, geology, and ecosystems.  The 2013 debris-flow event makes the Front Range 
area a prime candidate for testing warning approaches using process-based models, due to the scarcity of historical 
data for developing empirical thresholds and the geologic, topographic, and ecosystem diversity of the affected area. 
This paper explores approaches for narrowing parameter uncertainty for such models. 
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2. Study area
The September 2013 debris flows in the Colorado Front Range initiated from shallow landslides in colluvium (Coe
et al., 2014). Most occurred on south- and east-facing slopes on the walls of steep canyons in crystalline rocks and on 
sedimentary hogbacks. Slopes at the source areas ranged from 26° to 43°. Only 3% of the slides initiated in channels, 
whereas 48% initiated on open slopes and 49% in swales. An area of about 1350 km2 in the northern part of the 
Colorado Front Range (Fig. 1) was selected for more detailed analysis and numerical modeling (Alvioli and Baum, 
2016a, 2016b). This area encompasses three-fourths of the September 2013 debris flows.  The area spans five 
ecosystem zones (Coe et al., 2014), and the dominant vegetation is coniferous forest. Vegetation density, soil 
development, and regolith production are dependent on slope aspect, particularly on north- versus south-facing slopes 
in the montane zones. North-facing slopes have a higher density of trees and more leached, colder soils than south-
facing slopes (Birkeland et al., 2003; Coe et al., 2014). Rengers et al. (2016) showed that most debris flows occurred 
in areas of low tree density and high storm-total rainfall. McGuire et al. (2016) concluded that strength added by tree 
roots, rather than rainfall interception or permeability differences between densely and sparsely forested slopes, 
accounts for the low number of landslides in densely forested areas. 
Field observations in the study area indicate that most debris-flow source areas have thin colluvium or regolith, 
commonly <1 m, but as deep as 5 m (Coe et al., 2014). Regolith in source areas at higher elevations in the western 
part of the study area was commonly 3-5 m deep. Large areas of exposed bedrock also exist throughout the area. 
Figure 1. Maps of study area.  (a) Map showing debris flow head scarps, sample and test locations (EGR, East of Gross Reservoir; NBEH, North 
Boulder East Hogback; PM, Porphyry Mountain), and property zones (areas where model parameters fall in specific ranges, see Table 1).  Map 
area is the same as that used by Alvioli and Baum (2016a).  (b) Map showing detail of study area (see red rectangle in a). 
The entire study area (Fig. 1a) is too large to depict at a scale suitable for describing parameter variability and 
uncertainty; so a smaller area of high landslide density is depicted in Fig. 1b. It is a subset of the study area chosen to 
illustrate parameter variability in an area of steep canyon walls underlain by crystalline bedrock. South-facing slopes 
are grassy and covered with a smooth blanket of colluvium everywhere except on rugged rock outcrops jutting from 
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facing slopes and 0.48 to 0.73 m on forested north-facing slopes (McGuire et al., 2016). The bedrock weathers to 
porous, permeable, gravelly, sandy loam. 
3. Methods
Methods were developed for this study with the goal of defining parameter distributions that could be used in a
spatially distributed process-based model such as TRIGRS (Baum et al., 2010; Alvioli and Baum, 2016a, 2016b). 
Sampling and testing properties of materials in a statistically valid manner over a large geographic area is time-
consuming and costly.  Therefore, considering the spatial variability of surficial deposits and weathered bedrock 
throughout the study area, we wish to define ranges of parameters that can result in similar outcomes for a set of 
modeled sequences of events that simulate rainfall conditions that either have or have not historically resulted in debris 
flows.  For purposes of this study, model parameters were assigned to categories affecting either infiltration and pore 
pressure rise or slope stability.  Parameters controlling the infiltration process vary with depth below the ground surface 
and include hydraulic properties of the soil: the hydraulic conductivity, Ks, porosity, n, parameters describing the shape 
of the soil-water characteristic curve, including the height of capillary rise, a, as well as the rate at which water is 
supplied at the ground surface.  Ground deformation leading to slope instability is linked to rainfall infiltration through 
induced pore pressure rise and a common input parameter, depth to bedrock, where strength increases and Ks decreases.  
Parameters controlling slope stability include depth, pore pressure, slope angle, density, and the soil strength and 
deformation properties.  The following paragraphs describe methods used to define map units (property zones) that 
have relatively uniform parameters for the purpose of modeling rainfall infiltration and initiation of shallow landslides 
on steep hillsides.  
Soil mapping and databases published by the U.S. Department of Agriculture’s Natural Resources Conservation 
Service (NRCS) indicate a significant range in the textures (particle-size distributions) and hydraulic properties of 
soils in the study area (USDA, 2005). In addition, detailed geologic mapping of the area provides lithologic information 
that can be used to extrapolate characteristics of thin soils present in areas mapped by the NRCS as exposed bedrock 
from nearby areas mapped as soil and underlain by similar bedrock. In previous studies (Godt et al., 2008), 
incorporating the spatial distribution of soil types and properties into models of infiltration and slope stability has 
improved their accuracy and is likely to do so in the Front Range study area as well. 
3.1. Field and Laboratory testing 
Disturbed and minimally disturbed samples of silty gravelly sand and gravelly fine sand were collected at two sites 
underlain by igneous intrusive rock (EGR and PM, Fig. 1a).  Field-measured bulk density was used to reconstitute 
disturbed samples to field density for testing.  The Colorado School of Mines and U.S. Geological Survey joint 
geotechnical laboratory conducted direct-shear tests using a procedure described by Likos et al. (2010).  Values of a 
and Ks were measured using the TRIM method (Wayllace and Lu, 2012; Lu and Godt, 2013).  Mini Disk infiltration 
tests for Ks were conducted at EGR and PM and at a site underlain by sedimentary rock (NBEH, Fig1a, Table 2). 
3.2. Spatial distribution of the hydraulic and soil strength parameters 
The TRIGRS program requires several input parameters to model infiltration and slope stability. The parameters 
can be assigned to zones or areas expected to have relatively homogeneous parameters based on geologic or soil 
mapping. For the purpose of testing performance of the parallel code, Alvioli and Baum (2016a) kept the number of 
input parameters to as few as possible, because assigning the study area to a large number of zones with different 
hydromechanical properties would greatly increase the complexity of the model but have little impact on the time 
required for program execution. The present study explores how the variability of landslide source materials and 
uncertainty in hydromechanical properties of those materials affects the accuracy of model results.  The complex 
geologic history of the study area has resulted in a wide range of bedrock and soil types and debris flows initiated in 
colluvial soils formed on nearly every geologic unit in the Front Range (Coe et al., 2014).   
We tried four different strategies to define property zones for modeling rainfall infiltration and slope stability. The 
first strategy, using USDA (2005) soil maps to define zones proved unsuccessful because many locations where dense 
clusters of debris flows initiated were mapped as unweathered bedrock (UWB). Most USDA soil map units are 
associated with grain size distribution, hydraulic properties, and other useful soil characteristics in the accompanying 
database; however, UWB is not.  Thus, subsequent strategies focused on developing a consistent methodology for 
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assigning soil characteristics to UWB. Two different strategies for iteratively assigning properties to UWB from 
neighboring soil map units failed due to the prevalence of UWB in the study area. The fourth, successful, strategy used 
published geologic mapping (Cole and Braddock, 2009) with the soil maps to define property zones based on 
generalized lithologies (Table 1).  This strategy followed seven basic steps: 
• Generalize geologic map units to clay/mud rocks (Cm), sandstone (S), metamorphic (M), igneous (I), Quaternary
overburden (Q), and water.
• Find the intersection of soil polygons with the dominant underlying bedrock lithology.
• Find the modes and map-area weighted average for each (soil, rock) combination's attributes.
• Use soil texture (grain-size distribution) and hydraulic attributes from USDA (2005) to define zones. Specific
criteria for sorting soils into zones were Unified Soil Classification System (USCS, see Lambe and Whitman,
1969) designation, hydraulic conductivity magnitude, Ks, and difference between saturated water content, qs, and
water content at 15 bars suction, q15.  The value of q15 is taken as a proxy for the residual water content, qr.
• If soil map unit does not have associated property values, as with many UWB units, assign values as if they are
poorly graded or silty gravels; UWB was dominantly granite and other crystalline rocks, but included sandstone
and other sedimentary rocks as well.
• Assign texturally named soil map units that do not have associated property values that overlie one lithology to
similarly named soils with properties overlying another similar lithology.
• Remaining soil polygons not assigned by the previous six steps (mainly moraines and associated floodplain and
hillside areas) were lumped into a final zone (zone 20, Table 1).
This procedure resulted in 20 zones.  Ranges (soil classification, hydraulic conductivity) or means (qs-qr) of relevant
parameters were summarized from the properties of soil map units merged into each zone (Table 1).  Properties not 
found in the USDA (2005) soil database were estimated based on texture and comparison with measured parameters.  
Inverse height of capillary rise, a (see Table 1), was estimated based on soil texture and descriptive statistics compiled 
by Carsel and Parish (1988).  The ranges of soil strength parameters, cohesion, c¢, and angle of internal friction, f¢, 
both for effective stress (Table 1), were estimated by comparing USCS texture class with average values tabulated at 
http://www.geotechdata.info/parameter/parameter.html (accessed 10/30/2018) and verified in text books (Hough, 
1969; Lambe and Whitman, 1969; Terzaghi et al., 1996).  
3.3. Infiltration and slope stability model initial and boundary conditions 
The TRIGRS model assumes a steady background flux and initial water-table depth, d, to determine the infiltration 
initial condition. Infiltration boundary conditions are specified flux at the ground surface and an impermeable 
boundary, representing the low-permeability bedrock, at depth Zmax.  The slope-stability initial condition is a factor of 
safety, FS, greater than 1 and the slope-stability boundary conditions are a stress-free ground surface and a sliding 
surface parallel to the ground surface at some depth, Z £ Zmax.  A few measurements are available to constrain 
infiltration initial conditions.  Coe et al. (2014) noted that 75-85 mm of rain fell September 9-11, 2014, during the 50 
h preceding the beginning of moderate to intense rainfall.  This followed about two weeks of dry weather.  Soil 
moisture data from a site on a ridge extending east from Sugarloaf Mountain (west of Boulder, Fig. 1a) indicate soil 
saturation in the upper 30 cm of soil ranged from 30 to 60 percent in gravelly-sandy soil on September 11 before 
intense debris-flow triggering rainfall (Ebel et al., 2015).  The observed level of soil saturation is consistent with what 
would be expected from the September 9-11 rainfall.  The thin colluvial deposits drain rapidly so d = Zmax (initial water 
table at the impermeable basal boundary) is assumed.   
To aid rapid interpretation of model results, we applied the TRIGRS model to synthetic grids in which each row of 
the slope grid has incrementally (0.5°) higher slope angle and each column of the soil depth grid has incrementally 
(0.1 m) greater depth. This grid configuration made it possible to evaluate model performance throughout the range of 
observed source-area slopes and depths for a large number of parameter permutations using a small grid of 60 ´ 50 
grid cells (Fig. 2b). The model was first used (Stage 1) to find ranges of strength parameters that result in stability (as 
measured by the factor of safety, FS, with FS > 1) for dry soil conditions and instability (FS < 1) for extreme wet 
conditions.  Subsequently, the model was used to predict pore-pressure rise and FS for different combinations of 
hydraulic parameters and storm rainfall (Stage 2).  The two model stages are intended to find likely combinations of 
parameters that can explain the observed pattern of debris-flow occurrence for use in probabilistic assessment (Canli 
et al., 2018). 
252
Baum/ 7th International Conference on Debris-Flow Hazards Mitigation  (2019) 
3.4. Estimation of colluvium depth 
Three methods were used to estimate depth of colluvial deposits from exposures in landslide scars (Fig. 2a): (1) 
Direct measurements were made in the field during the weeks and months following the event.  (2) Estimates were 
made from terrestrial photography of landslides that were not accessible on the ground but could be viewed and 
photographed from a nearby location. (3) Anderson et al. (2015) measured landslide source area depths using elevation 
differences between pre-event and post-event airborne lidar.  Slope angle for sources measured by (1) and (2) were 
obtained from a 10-m U.S. Geological Survey digital elevation model of the study area. 
Table 1. Estimated parameter ranges in property zones (Fig. 1) 
[See Fig. 1 for locations of property zones.  Abbreviations of parent rock types, Cm, clay/mud rocks; S, sandstone; M, metamorphic; I, igneous; 
Q, Quaternary deposits.  Unified Soil Classification System (USCS) symbols, CL, low-plasticity clay; GC, clayey gravel; GM, silty gravel; GP, 
poorly graded gravel-sand mixtures; GW, well-graded gravel-sand mixtures; ML low-plasticity silts and fine sands; SM, silty sand. Dual USCS 


































1 0 Cm/Q/S CL 1 ´ 10-7 - 1 ´ 10-6 0.4 - 3.4 11.5 27 – 35 5 – 20 
2 9 Cm/I/Q/S GM-ML 1 ´ 10-6 - 1 ´ 10-5 1.5 - 5.7 12.1 27 – 41 0 – 20 
3 0 I/M/Q/S ML 1 ´ 10-6 - 1 ´ 10-5 1.5 - 5.7 24.8 27 – 41 0 – 20 
4 0 Cm/I/Q/S CL-ML 1 ´ 10-7 - 1 ´ 10-6 1.5 - 5.7 29.5 27 – 41 5 – 20 
5 5 Cm/I/M/Q ML-GM 1 ´ 10-6 - 1 ´ 10-5 1.5 - 5.7 31.5 27 – 41 0 – 20 
6 0 S ML 1 ´ 10-6 - 1 ´ 10-5 1.5 - 5.7 36 27 – 41 0 – 20 
7 0 I ML 1 ´ 10-6 - 1 ´ 10-5 1.5 - 5.7 44.8 27 – 41 0 – 20 
8 0 I/M/Q/S GM-SM 1 ´ 10-6 - 1 ´ 10-5 3.8 - 11.2 9.9 27 – 40 0 
9 1 I/M/Q/S GM-SM 1 ´ 10-6 - 1 ´ 10-5 3.8 - 11.2 15.0 27 – 40 0 
10 135 Cm/I/M/Q/S SM-ML 1 ´ 10-6 - 6 ´ 10-4 3.8 - 11.2 19.4 30 – 41 10 – 20 
11 0 Cm/I/M/Q/S GM-GC 1 ´ 10-5 - 1 ´ 10-4 0.4 - 3.4 17.1 28 – 40 0 – 20 
12 2 I/M/Q/S GM-GC 1 ´ 10-6 - 1 ´ 10-5 0.4 - 3.4 27.9 28 – 40 0 – 20 
13 0 Cm SM 1 ´ 10-5 - 1 ´ 10-5 0.4 - 3.4 35.8 30 – 35 0 – 20 
14 9 Cm/I/M/Q/S GM 1 ´ 10-5 - 1 ´ 10-4 3.8 - 11.2 12.9 30 – 40 0 
15 64 Cm/I/M/Q/S GM 4 ´ 10-6 - 6 ´ 10-4 3.8 - 11.2 18.8 30 – 40 0 
16 0 Cm/Q/S GW 1 ´ 10-5 - 1 ´ 10-4 11.6 - 17.4 24.1 33 – 40 0 
17 0 Q GM 1 ´ 10-6 - 1 ´ 10-5 1.5 - 5.7 16.5 30 – 40 0 
18 0 Cm ML 1 ´ 10-6 - 1 ´ 10-6 1.5 - 5.7 33.4 27 – 41 0 – 20 
19 634 Cm/I/M/S GP-GM 1 ´ 10-5 - 7 ´ 10-4 1.5 - 17.4 30 30 – 44 0 
20 0 I/M/Q GP-GM 1 ´ 10-5 - 1 ´ 10-4 1.5 - 17.4 -- 30 – 44 0 
4. Results
4.1. Property zone distribution 
Fig. 1a shows the property zones in the entire study area, and Table 1 lists the characteristics of each zone.  Zone 
boundaries are irregular and show evidence of mismatch at the boundaries of individual soil surveys used in compiling 
the final map.  Debris flows occurred in only 8 of the 20 zones, and most were concentrated in only 3 zones.  Most 
zones included multiple underlying rock types despite similarity in soil texture based on grain-size distribution.  Fig. 
1b shows a more detailed map of property zones in a subset of the study area.   
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Table 2. Measured parameters from test sites (Fig. 1a) 
[See Fig. 1a for test and sample locations, EGR, East of Gross Reservoir; NBEH, North Boulder East Hogback; PM, Porphyry Mountain. 
Unified Soil Classification System (USCS) symbols, GM, silty gravel; GP, poorly graded gravel sand mixtures. -- not available] 





rise, a (m-1) 
drying, wetting 
Angle of internal 
friction for effective 
stress, f¢, (degrees) 
Cohesion for 
effective stress, c¢ 
(kPa) 
EGR1 GP-GM 9.8 x 10-6 - 1.0 x 10-4 3.5, 8.0 29 4 
NBEH1 ML-SM 8.7 x 10-7 --, -- -- -- 
PM1 GM 1.0 x 10-5 - 3.2 x 10-5 4.1, 7.7 46 0 
PM2 GP-GM 3.9 x 10-6 - 4.8 x 10-5 3.5, 3.5 31-36 11-13 
4.2. Parameter ranges 
Landslide source materials from areas underlain by crystalline rock are primarily poorly sorted, coarse sand to silty 
sand, containing abundant gravel-, cobble-, and boulder-sized rock fragments.  In the USCS (Lambe and Whitman, 
1969; Terzahi et al., 1996), these materials typically classify as poorly graded gravel-sand mixtures (GP) and silty 
gravels (GM). Landslide source materials from areas underlain by sedimentary rock range from medium silty sand 
(SM) to clayey silt (ML), and may contain gravel-, cobble-, and boulder-sized rock fragments. Table 1 lists soil 
classifications and estimated ranges of model parameters for modeling infiltration and slope stability in the study area. 
Values of Ks and qs-qr in Table 1 are reported ranges of soil map units (USDA, 2005) composing each zone.  The most 
common values of Ks for zones 10 and 15 range from 1.4 ´ 10-5–4.2 ´ 10-5 m/s.  Ranges of a are `a ± sa (`a is the 
mean and sa is the standard deviation) tabulated by Carsel and Parish (1988) for representative soil textures. Cohesion 
listed in Table 1 is soil cohesion.  Measured values of Ks in the database fall within the order of magnitude range listed 
in Table 1. Based on previous studies elsewhere, McGuire et al. (2016) estimated apparent cohesion attributable to 
roots in grassland areas of the Front Range at ~1.6–2.1 kPa and ~2.8–6.2 kPa in pine and fir forests on north-facing 
hillsides.  McGuire et al. (2016) measured strength parameters on well-graded sand from sites (Fig 1b) underlain by 
crystalline rock f¢ = 29°–31°, c¢ = 0 kPa.   
 
Fig. 2. (a) Observed landslide depths and slopes.  Boxes outline ranges one standard deviation about the mean.  Points from U.S. Geological 
Survey field measurements and photographic estimates.  Lidar ranges from Anderson et al. (2015).  Symbols, CR, crystalline rock; SR, 
sedimentary rock;  Ss, sandstone; Sh, shale; Si, siltstone. (b) Plots comparing factor of safety FS, to source-area slope and depth for cohesion, c¢, 
and angle of internal friction, f¢, both for effective stress. Upper and lower plots show dry and wet end-members: upper, FS for dry soil, lower, FS 
for saturated soil with the water table at the ground surface and seepage parallel to the slope.  (c) Plot showing fraction of sites where FS > 1 for 
dry conditions and FS < 1 for water table at the ground surface. Yellow line is trend of c¢–f¢ combinations that correctly predict FS for more than 
80% of measured source areas.  (d) Plot of FS for a specific set of parameters and rainfall hydrograph (Coe et al., 2014). 
a b c d 
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4.3. Colluvium depth 
Colluvial deposits in the study area are thin.  Estimates of colluvial thickness obtained from debris-flow source 
areas cluster between 0.4 and 1.3 m (Fig. 2a).  The few deposits thicker than 2 m vertically were on slopes flatter than 
30°.  Central tendencies of measurements obtained by field surveys and lidar were similar (Fig. 2a). 
4.4. Model results 
Model Stage 1 tested 420 combinations of c¢ (1.0–6.5 kPa, in 0.5 kPa increments) and f¢ (25°–45°, in 1° increments) 
for the synthetic terrain described previously. Results for a single combination of c¢ and f¢ is shown in Fig. 2b. These 
tests showed that about one third of the c¢ and f¢ combinations predicted FS > 1 for dry conditions and FS < 1 for wet 
conditions for 70% or more of the observed source-area depths and slopes (Fig 2c).  Combinations that correctly 
predicted more than 80% of the observed values clustered along a line, c¢ = 9 kPa–0.2f¢, 25° < f¢ < 45° (yellow line, 
Fig. 2c). Combinations of low friction angle and low cohesion predicted a high percentage of slopes with FS < 1 for 
dry conditions.  Similarly, combinations of high friction angle and high cohesion predicted a high percentage of slopes 
with FS > 1 for wet conditions; consistent with the findings of McGuire et al. (2016) for apparent cohesion due to roots. 
Model Stage 2, though still preliminary, has narrowed the range of feasible hydraulic parameters from that listed in 
Table 1. Both c¢ and f¢ were held constant (c¢=1.5 kPa and f¢=37°), a combination that correctly predicted more than 
90 percent of observed debris-flow source depths and slopes (Fig. 2c), while Ks and a varied.  Values listed in Table 
1 and the soil map databases (USDA, 2005) for the three zones having the greatest number of debris-flow sources 
(zones 10, 15, and 19) guided selection of ranges for testing Ks (1.4 ´ 10-6–7.0 ´ 10-4 m/s, in uneven increments) and 
a (1.5, 3.8, 7.5, and 11.2 m-1).  For our model, heavy rainfall of varying intensity associated with occurrence of the 
debris flows was represented by a 31-hour hydrograph of hourly rainfall for the Pine Brook gage (Fig. 1a, Coe et al., 
2014).  The model was tested using 12 combinations of Ks and a to explore their limits in predicting debris flow 
initiation for the storm.  Model results showed that combined high values of Ks (> 7.0 ´ 10-5 m/s) and a (³7.5 m-1) 
drained too freely to produce sufficient rise in pressure head to cause instability, whereas reducing a to 3.8 m-1 
produced instability on slopes as low as 28° in a narrow range centered on 0.5 m depth.  Combinations of low values 
of Ks (1.4 ´ 10-6 m/s) and a (1.5 m-1) produced considerable pore pressure rise and instability at depths < 2 m, but 
could not predict instability at depths of 3-5 m (Fig 2b).  Intermediate values, of Ks (2.8 ´ 10-5 m/s) and a (3.8 m-1) 
produced the most successful predictions of slope instability, 85% of the observed debris-flow source depth-slope 
combinations (Fig. 2d). 
5. Discussion and Conclusion
The NRCS soil maps and databases (USDA, 2005) contain sufficient data on soil grain-size distribution, plasticity, 
and soil-water properties to serve as a starting point for defining input parameters for modeling rainfall-induced debris-
flow initiation.  Intersecting soil map units with geologic map units proved useful in extrapolating soil data into areas 
mapped as UWB.  Knowledge gained from fieldwork and laboratory testing of a few specimens from debris-flow 
source areas in locations having a large proportion of exposed bedrock further aided interpretation of soil mapping in 
the UWB areas and assignment of parameter ranges (Table 1).  The property zones provide constraints that can improve 
accuracy in modeling debris-flow initiation.  So likewise, spatially distributed rainfall inputs and improved models of 
soil depth (Baum, 2017) would likely reduce the areas of false positives in model output.  Obtaining sufficient 
measurements of slope and depth of debris-flow sources to have a statistically meaningful distribution is critical to the 
success of our approach to constraining model input parameter ranges.  Agreement between depth distribution obtained 
by fieldwork (including many where depth was estimated from close-range photography) and that obtained by 
differencing pre- and post-event lidar (Anderson et al., 2015) boosts our confidence that the distribution is 
representative of debris-flow sources throughout the study area (Fig. 2b).  
We have developed a simplified approach to defining ranges of input parameters that result in successful predictions 
for modeling landslide and debris-flow initiation.  Preliminary results indicate that using a synthetic depth and slope 
grid to compute FS for possible ranges of parameters and comparing the results with observed source area depths and 
slopes can effectively narrow the range of strength parameters needed to predict debris flow initiation.  Combinations 
that correctly predicted more than 80% of the observed values clustered in a narrow range along, c¢ = 9 kPa – 0.2f¢, 
25° < f¢ < 45° (Fig. 2c).  Likewise, applying this approach to modeling rainfall infiltration and resulting pressure head 
rise and change in factor of safety can effectively narrow the range of soil water parameters.  For our study area, 
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preliminary results cluster in the ranges 1.4 ´ 10-6 £ Ks £ 2.8 ´ 10-5 and 1.5 £ a £ 7.5.  Parameter ranges determined 
by modeling (Fig. 2c, 2d) are consistent with those determined by laboratory testing (Table 2) and estimated based on 
texture for property zones where significant numbers of debris flows initiated (Table 1). 
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Abstract 
Numerous debris-flow inundation models have been applied retroactively to noteworthy events around the world. While such 
studies can be useful in identifying controlling factors, calibrating model parameters, and assessing future hazards in specific study 
areas, model parameters tailored to individual events can be difficult to apply regionally. The advancement of debris-flow modeling 
applications from post-event model validation of individual case studies to pre-event forecasting that can be implemented rapidly 
and at regional scales is critical considering the fatalities and extensive infrastructure damage caused by debris flows that inundated 
a developed fan in Montecito, California, following heavy rain on 9 January 2018. In this study, we evaluated the tradeoffs between 
model accuracy and simplicity in the context of the need for a framework that can be used in conjunction with initiation models 
and storm predictions for rapid, large-scale inundation hazard mapping as a component of post-fire debris-flow hazard assessments. 
We used numerical (FLO-2D) and empirical (LAHARZ) models to simulate debris flows from one of the drainages upstream of 
Montecito that was burned in the Thomas fire in December 2017 and compared model results with field observations and building 
damage assessments collected immediately following the event. Initial testing demonstrated that LAHARZ can simulate 
channelized flow but is not able to replicate flow bifurcations or avulsions, which are critical aspects of flows travelling over 
populated fans. FLO-2D simulations matched well with observed inundation area data, but variably under- and overpredicted 
inundation height, deposit depth, and velocity. We found that FLO-2D and LAHARZ had true positive rates of 0.84 and 0.6, 
respectively, and both models had similar false positive rates (0.3 and 0.35, respectively). Our model evaluation framework allowed 
us to compare model results with detailed field observations and will serve as a platform for more extensive model testing in the 
future.  
Keywords: post-fire debris flows; debris-flow inundation; runout modeling; FLO-2D; LAHARZ 
1. Introduction
The 9 January 2018 Montecito, California, debris-flow event was triggered by a deluge of rain (peak 5-minute
rainfall intensity exceeding 150 mm/hr) over several catchments of the Santa Ynez Mountains that had been burned 
by the Thomas fire several weeks prior (National Weather Service, 2018; Kean et al., in press). Debris flows initiated 
from burned source areas, and major flows ran out along Montecito, Oak, San Ysidro, Buena Vista, and Romero 
Creeks, subsequently inundating communities residing on alluvial fans downstream of the mountain front, causing 23 
fatalities and damaging over 400 structures (Kean et al., in press). While tools exist to quickly assess the likelihood 
and potential volume of debris flows within burned areas (Gartner et al., 2014; Staley et al., 2017), debris-flow runout 
models that can be implemented rapidly over large areas (tens to hundreds of basins) with variable terrain are not 
currently available. Prior to the Montecito debris-flow event, the U.S. Geological Survey (2018) determined that there 
was a high probability of debris flows initiating from the basins upstream of Montecito. However, the large number 
of fatalities and widespread infrastructure damage from debris-flow inundation on the alluvial fan downstream of the 
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source areas burned by the Thomas fire underscore the importance of an operational capability to predict debris-flow 
inundation areas and flow characteristics (e.g., depth and velocity).  
Numerous empirical and physically based runout models exist and have been used to simulate debris flows in 
diverse settings around the world. Runout models are often back-calibrated to well-studied debris flows (e.g., O’Brien 
et al., 1993; Rickenmann et al., 2006; Hungr and McDougall., 2009) and in some cases have been used as forecasting 
tools in regional hazard assessments (e.g., Horton et al., 2013). Complex debris-flow processes are a result of varying 
material composition and water content, physical interactions between the solid and fluid phases of flow, and changes 
in material properties during an event (e.g., Rickenmann et al., 2006; Iverson and George, 2014). Empirical models 
do not inherently capture the physical processes of debris flows, and the complexities of debris flows preclude single-
phase physical models from comprehensively capturing the processes at work. Nevertheless, the success of such 
models at predicting the inundation area and flow characteristics of debris flows renders them useful for practical 
applications (Hungr and McDougall, 2009). A few studies have used runout modeling to assess inundation of post-fire 
debris flows (Bernard, 2007; Cannon et al., 2010; McCoy et al., 2016), but more extensive model testing and 
calibration is needed to meet the need for regional runout forecasting on urbanized fans.   
In this paper, we apply two runout models at Montecito and develop a framework with which to evaluate models 
for use in post-fire debris-flow hazard assessments. As a starting point, we used the empirical model, LAHARZ 
(Schilling, 1998), and FLO-2D, a widely used two-dimensional, finite difference model (O’Brien et al., 1993), to 
simulate debris flows along one of the drainages inundated during the Montecito debris-flow event (San Ysidro Creek). 
We then compared model results with field data collected by Kean et al. (2019) during the first 12 days after the event. 
A wealth of detailed field data provided a unique opportunity to evaluate the ability of runout models to predict 
inundation area, flow depth, deposit thickness, and velocity. We compare results from both models by assessing model 
accuracy and utility for timely and efficient debris-flow inundation forecasting. This paper serves as a starting point 
for more extensive runout model testing and calibration for application to post-fire debris-flow hazard assessments in 
the future.  
2. Setting
Montecito is located 8 km east of Santa Barbara, California on a populated piedmont plain at the foot of the Santa 
Ynez Mountains (Fig. 1a). San Ysidro Creek spans approximately 3 km between the mountain front and the Pacific 
Ocean, intersecting State Route 192 and Highway 101. A topographic high resulting from the Mission Ridge fault 
zone (Fig. 1a) separates steeply sloping alluvial landforms to the north from more gently sloping alluvial landforms 
near the coast (Kean et al., in press). San Ysidro Creek is deeply incised at its intersection with the Mission Ridge fault 
zone but is less confined elsewhere on the piedmont. The basin upstream from the head of the fan at San Ysidro Creek 
covers an area of 7.6 km2 and is characterized by steeply dipping Eocene bedrock units (Dibblee, 1966). During the 
Thomas fire, 85% of the study basin was burned at moderate to high severity (Kean et al., in press; Fig. 1b). Prior to 
the 9 January 2018 rainfall event, the U.S. Geological Survey (2018) predicted a 69% probability of debris flows from 
the San Ysidro Creek basin for a design rainstorm of I15 = 24 mm/hr.  
During the rainstorm on 9 January 2018, debris flows on San Ysidro Creek yielded a total sediment volume of about 
297,000 m3 (Kean et al., in press). Observations of debris-flow source areas by Kean et al. (in press) indicated that 
debris flows initiated from water runoff and hillslope erosion, as is common in post-fire debris flows (Fig. 1b). Debris 
flows inundated the entirety of San Ysidro Creek and avulsed in several places, resulting in a 500-meter wide flow 
path in some areas (Fig. 1a). Large flow avulsions occurred upstream of the Mission Ridge fault zone and at the distal 
end of the fan. Additionally, flow bifurcated approximately 0.7 km downstream of the mountain front and traveled in 
a southwest direction away from San Ysidro Creek, along El Bosque Road (Fig. 1a). Debris-flow deposits consisted 
of large boulders (up to 4.3 m in diameter) supported by a silty sand matrix (Kean et al., in press). Boulders were 
deposited along the entire length of San Ysidro Creek, with an especially high concentration of boulders in the avulsion 
north of the Mission Ridge fault zone (Fig. 1c). The flows on San Ysidro Creek resulted in damage to at least 163 
structures and complete destruction of an additional 92 structures (CAL Fire, 2018).  
Field mapping and observations by Kean et al. (2019) provide a wealth of data to compare with runout model 
results. We used measurements of inundation height from field observations (n=115) and building impact analyses 
(n=157), sediment depth from field observations (n=107), and flow velocity from building impact analyses (n=83) to 
compare with model results. The locations of field measurements (blue) and building damage assessments (red) are 
shown in Fig. 1a.    
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Fig 1. a) Map of the area inundated by debris flows along San Ysidro Creek in Montecito, CA, showing the locations of field observations (blue) 
and damage assessments (red) used for comparison with model results. b) Aerial view of the burned debris-flow source areas above Montecito 
(photo credit: Dennis Staley). c) Boulder-rich debris-flow deposits surrounding a damaged house along San Ysidro Creek (photo credit: Jeffrey 
Coe). The inundation height of debris flows is evident from the mudline on the house.  
3. Methods
To systematically compare model results, we held input data equal for both models whenever possible. As detailed 
in the following sections, this is inherently difficult when comparing multiple models because of differences in the 
input data and parameters required for each. A 5-meter resolution (resampled from 3.05 m) pre-event digital elevation 
model was used as the topographic surface in both models. For each model, we used an input sediment volume of 
297,000 m3. Differing input requirements necessitated us to vary the implementation of a fixed input sediment volume, 
as described in the following sections. Since the purpose of preliminary testing was to compare the strengths and 
shortcomings of each model for use in post-fire debris-flow hazard assessments, we performed initial calibration runs 
for FLO-2D but did not execute exhaustive parameter sensitivity and optimization analyses.   
LAHARZ uses empirical equations for cross-sectional (A) and planimetric area (B) as functions of volume (V) to 
delineate debris-flow inundation areas on a given topographic surface (Schilling, 1998; Griswold and Iverson, 2008). 
Iverson et al. (1998) and Griswold and Iverson (2008) derived sets of empirical equations from statistical analyses of 
lahar, debris flow, and rock-avalanche runout paths. We implemented the empirical equations for both lahars and 
debris flows on San Ysidro Creek by applying a sediment volume of 297,000 m3 at a point location, which we chose 
as the outlet of the San Ysidro Creek basin at the head of the fan (Table 1).  
FLO-2D is a two-dimensional finite difference model that utilizes a quadratic rheologic model to simulate water 
and mudflows over floodplain and alluvial fan surfaces (O’Brien et al., 1993). FLO-2D requires an input hydrograph, 
which is bulked with a given volumetric sediment concentration (Cv) for mud and debris-flow simulations. The timing 
of debris flows closely followed the peak in rainfall intensity (Kean et al., in press), so we modeled the shape of the 
hydrograph based on the observed hyetograph of rainfall intensity. We interpolated 15-minute rainfall intensity data 
from two rain gages that lie to the east and west of San Ysidro Creek (KTYD, 5 km west and Doulton Tunnel, 5.3 km 
east) to estimate the rainfall rate within the study basin. We accounted for infiltration by using a version of the Green-
Ampt infiltration model, as described in Rengers et al. (2016), to extract water from the hyetograph during the 
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storm. To parameterize the infiltration equation, we used a hydraulic conductivity of 15 mm/hr (the geometric mean 
of the saturated hydraulic conductivity obtained from field measurements; Kean et al., in press), a pressure head of 1 
mm (a commonly observed value after wildfire; Ebel and Moody, 2016), and estimated porosity and initial water 
content values of 0.5 and 0.2, respectively. The resulting rainfall intensity time-series, corrected for the estimated 
infiltration rate, was then multiplied by the total basin area to estimate a discharge hydrograph (m3/s). We scaled the 
discharge hydrograph given our prescribed input sediment volume (297,000 m3) and assuming Cv = 0.6 (which is 
consistent with field observations). The resulting input hydrograph, which yields a water volume of 198,000 m3 and a 
total volume (water plus sediment) of 495,000 m3, was applied at the basin-outlet point.  
In FLO-2D, surface roughness is prescribed by Manning’s n-value, which we set as either n = 0.04 or n = 0.1 in 
accordance with recommended values from previous studies (e.g., Bertolo and Wieczorek, 2005; Rickenmann et al., 
2006). For the simulation of debris flows, FLO-2D requires input values for the resistance parameter for laminar flow 
(K), and the specific gravity (SG), yield stress (τy), and viscosity (η) of the water-sediment mixture. τy and η vary with 
Cv and are determined using a set of equations with empirically determined coefficients (O’Brien et al., 1993). As 
recommended, we used K = 2285 for urban areas (FLO-2D Software, Inc., 2017). We calculated SG by using a rock 
density of 2650 kg/m3 and accounting for the proportion of water in the material, as defined by Cv. We performed 
initial calibration runs by varying n and using high, medium, and low values of τy and η from the range of values 
available in literature (e.g., Bertolo and Wieczorek, 2005; Rickenmann et al., 2006). The values of n, τy and η that best 
fit the observed inundation area of debris flows in San Ysidro Creek are listed in Table 1. In addition to inundation 
area, FLO-2D outputs inundation height, deposit depth, and velocity (Table 1). 
Table 1. Model inputs, parameters, and outputs for FLO-2D and LAHARZ, where Cv is volumetric sediment 
concentration, n is Manning’s n-value, K is the resistance parameter for laminar flow, SG is specific gravity, τy is 
yield stress, η is viscosity, A is inundated cross-sectional area, B is inundated planimetric area, and V is volume.  
Model Volume 
configuration 
Input volume Parameters Outputs 
FLO-2D Hydrograph with 
specified Cv 
297, 000 m3 of sediment, 
198,000 m3 of water, Cv = 0.6 
n = 0.04, K = 2285, SG =1.99 
τy = 1000 Pa, η = 100 Pa·s 
Inundation area, inundation 
height, deposit depth, velocity 
LAHARZ 
debris flow 
Point source 297,000 m3 A = 0.1V2/3, B = 20V2/3 Inundation area 
LAHARZ lahar Point source 297,000 m3 A = 0.05V2/3, B = 200V2/3 Inundation area 
4. Results
The area inundated by each model is shown in comparison to the observed debris-flow inundation area along San
Ysidro Creek in Fig. 2. Dark blue represents the area that was correctly predicted by the model (true positive area), 
while light blue represents the area that was falsely inundated by the model (false positive area). Conversely, the area 
that was inundated but is not captured by the model (false negative area) is shown by the striped area. To compare 
between models, we divided the true positive, false positive, and false negative areas by the total observed inundation 
area to obtain the true positive rate (TPR), false positive rate (FPR), and false negative rate (FNR), respectively (Fig. 
2). We also calculated the threat score (TS; e.g., Staley et al., 2017) for each model, which is defined as TPR divided 
by the sum of TPR, FPR, and FNR (Fig. 2).  
In addition to assessing the overall proportion of inundated area captured by each model, we calculated the observed 
and modeled inundation areas in 10 equally sized rectangular zones that encompass the total area inundated by debris 
flows along San Ysidro Creek (Fig. 3a). Observed and modeled inundation areas as a function of downstream distance 
(d) are shown in Fig. 3b, where d was measured as the difference in northing from the basin outlet point to the center 
of each zone. The total runout distance for each model was found by calculating the difference in northing between 
the basin outlet point and the farthest extent of inundation. The resulting root-mean-square errors (RMSE) for runout 
distance (ER) and inundation area (EA) normalized by the total observed runout distance and inundation area, 
respectively, are listed in Table 2. 
We compared measurements of inundation height, deposit depth, and velocity with FLO-2D model results at the 
field observation and damage-assessment points shown in Fig. 1 (Fig. 4). To assess the correlation between 
observations of flow characteristics and model results, we divided the observed inundation area into four zones (Fig. 
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4a). Figs. 4b-d show the correlation between measured and modeled inundation height, deposit depth, and velocity, 
respectively, where the coloration of data points corresponds to the deposit zone in which the measurement was 
located. We assessed inundation height (Fig. 4b) by comparing model results with 115 field observations and 157 
building damage assessment measurements (Kean et al., 2019). Similarly, we used 107 deposit depth field 
measurements and 83 velocity measurements calculated from building damage assessments. The RMSE of FLO-2D 
model results for inundation height (EH), deposit depth (ED), and flow velocity (EV) are listed in Table 2.  
Fig. 2. Modeled inundation area from a) FLO-2D, b) LAHARZ debris flow, and c) LAHARZ lahar, showing the true positive area (dark blue), 
false positive area (light blue), and false negative area (striped) resulting from each model run, in comparison to the mapped inundation area of 
debris flows on San Ysidro Creek (Kean et al., 2019; Fig. 1). True positive rate (TPR), false positive rate (FPR), and false negative rate (FNR) are 
defined as the true positive, false positive, and false negative areas divided by the observed inundation area, respectively. Threat score (TS) is 
defined as TPR divided by the sum of TPR, FPR, and FNR.    
5. Discussion
Debris-flow runout model accuracy is imperative to hazard assessments because of the consequences associated
with either under- or overpredicting both debris-flow inundation and flow characteristics. Receiver operating 
characteristic (ROC) analyses show that FLO-2D models inundation area most accurately (Fig. 2), with the highest 
TPR and TS, and the lowest FPR and FNR. However, a TS of 0.64 indicates that the FLO-2D model could still be 
improved. Our analysis of inundation area as a function of d (Fig. 3) shows that the inundation area modeled by FLO-
2D is underpredicted in the first 300 m downstream of the basin outlet point but is overpredicted elsewhere. 
Nonetheless, the similarity in shape of the FLO-2D and observed series (Fig. 3b), indicates that the model correctly 
predicts relative changes in inundation area with d and the fit could likely be improved with further calibration.  
The LAHARZ debris flow model substantially underpredicts the observed inundation area (FNR=0.93; Fig. 2b) 
and has a runout distance that is only 15% of the observed runout distance. The modeled inundation area from 
LAHARZ lahar fits the observed data better than does LAHARZ debris flow, but the inundation area is still 
substantially underpredicted (FNR=0.4), especially in places where the flow avulses from the main channel (Fig. 4a, 
zones 2 and 4). Additionally, LAHARZ lahar overpredicts the total runout distance (Table 2). The discrepancy between 
the results of the LAHARZ models reflects differences in the coefficients that are used for each flow type, which are 
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derived from empirical data showing that debris flows generally have a higher sediment concentration than lahars 
(Iverson et al., 1998). The underprediction of inundation area highlights the inability of LAHARZ to simulate 
avulsions. Similarly, LAHARZ does not predict the bifurcation of flow at El Bosque Road (Fig. 1a), which is an 
important aspect of debris-flow inundation on populated alluvial fans. The inability of LAHARZ to simulate flow 
bifurcation and avulsions indicates that the use of empirical equations may not be sufficient to accurately represent the 
complex physical process of debris flows traveling through built environments. The discrepancies between the results 
of the LAHARZ models and the observed inundation area demonstrate that, as indicated by previous work (Bernard, 
2007; Magirl et al., 2010), the empirical coefficients used in LAHARZ should be modified if the model is utilized for 
post-fire debris-flow hazard assessments in the future.   
Table 2. FLO-2D and LAHARZ runout (R) and inundation area (A) results, model errors, and runtimes. Errors are 
expressed as the root-mean-square errors of runout distance (ER), inundation area (EA), inundation height (EH), 
deposit depth (ED), and flow velocity (EV). Model results are compared with field data and building damage 
assessments from the Montecito debris-flow event along San Ysidro Creek (Kean et al., 2019). ER and EA are listed 
as percentages of the total observed runout distance and inundation area, respectively. LAHARZ does not output 
inundation height, deposit depth or flow velocity.    
Model R (m) A (m2) ER EA EH ED EV Model 
Runtime 
FLO-2D 3,280 1,076,827 2.0% 2.2 % 0.97 0.65 0.92 41 minutes 
LAHARZ debris flow 493 89,535 85.3% 10.7% -- -- -- 0.5 seconds 
LAHARZ lahar 3,498 890,596 4.5% 4.1% -- -- -- 4 seconds 
The ability to model flow characteristics in addition to inundation area is important because of the implications that 
inundation height, deposit depth, and flow velocity have on the physical harm and damage to infrastructure that debris 
flows can inflict. Furthermore, predictions of flow characteristics are critical for predictive-damage assessments (e.g., 
Kean et al., in press). Comparisons of observed data and modeled inundation height and deposit depth from FLO-2D 
show that, in general, both metrics were underpredicted on the upper half of the alluvial fan (zones 1 and 2) but were 
overpredicted on the lower half of the fan (zones 3 and 4; Fig. 4). Modeled velocities were also overpredicted on the 
lower half of the fan (zone 4; no observed data exist for zone 3), while modeled velocities in zones 1 and 2 were both 
under- and overpredicted. Inconsistent under- and overpredictions in different deposit regions likely indicate 
discrepancies between modeled and actual physical processes and rheological parameters. For example, FLO-2D is 
intended for the modeling of hyper-concentrated sediment flows, and the rheologic model used to simulate debris 
flows does not account for the influence of coarse sediment (gravel, cobbles, and boulders; FLO-2D Software, Inc., 
2015), which, as shown in Fig. 1c, was an important component of debris flows along San Ysidro Creek. 
Fig. 3. a) Diagram showing the 10 zones used to compare modeled and observed inundation area. b) Observed and modeled inundation area in 
each zone plotted as a function of downstream distance at the center of each segment (d). 
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Fig. 4. a) Zones used to assess observed measurements and FLO-2D model results for b) inundation height, c) deposit depth, and d) velocity. 
Velocity measurements were derived from building impact analyses (see Kean et al. (in press) for details). The coloration of points corresponds 
to their location in zones 1-4.  
The San Ysidro Creek basin was one of 1738 basins that were analyzed in the U.S. Geological Survey’s post-fire 
debris-flow hazard assessment for the Thomas fire (U.S. Geological Survey, 2018). In this context, a debris-flow 
runout model that can be used as a predictive tool for post-fire debris-flow hazard assessments must have flexibility 
for use in variable settings (e.g., channelized, urbanized fans), while also being computationally efficient. LAHARZ 
took several seconds to run simulations on San Ysidro Creek, which is over 2000 times faster than the runtime for 
FLO-2D (41 minutes; Table 2). While LAHARZ runs very quickly and could likely be applied efficiently to tens or 
hundreds of drainages, the model is primarily intended for settings where flow is channelized (Schilling, 1998), and 
hence, accuracy is limited in areas with minimal channel confinement. FLO-2D is capable of modeling debris flows 
in both channelized and non-channelized settings and can be customized to simulate infrastructure components (e.g., 
culverts, debris-retention basins) and transient surface properties (FLO-2D Software, Inc., 2017). While this flexibility 
is advantageous, the need to set numerous adjustable parameters requires time-consuming calibration and is difficult 
without a priori knowledge of the parameter values that are valid in certain regional or geomorphic settings. 
Predetermined parameterization and the development of design storms based on robust back-calibration to past events 
in a given area could be used to improve the efficiency of employing FLO-2D for forecasting, but the application to 
large, multi-basin areas would still require substantial computing time and user analysis.   
6. Conclusion
Detailed field data collected after the Montecito debris-flow event enabled us to make comprehensive quantitative
comparisons between observations and modeled results. Preliminary debris-flow runout model testing demonstrated 
that a model applied to post-fire debris-flow hazard assessments must be able to simulate both channelized and non-
channelized flows on fans. Comparisons of observed data and model runs show that LAHARZ does not replicate flow 
bifurcations or avulsions and is not well-suited for use in non-channelized settings. Additionally, new empirical 
coefficients may be necessary for post-fire debris flows in southern California. FLO-2D simulations matched well 
with observed inundation area data, but variably under- and overpredicted inundation height, deposit depth, and 
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velocity in different areas. More extensive model calibration could be used to improve FLO-2D model results, and 
parameterization based on flow characteristics could be used to improve the potential for use in predictive damage 
assessments. In the future, testing should assess the accuracy and efficiency of other widely used runout models that 
could be coupled with existing post-fire debris-flow hazard assessments to better inform local government agencies 
and emergency managers prior to imminent precipitation events.   
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Abstract 
Debris flows are mass movements that develop along drainage networks and involve generally dense fluids, compose of materials 
of different grain sizes, as well as woods and variable amounts of water, identified as natural processes that constitute the 
dynamics and the modeling of the landscape. The areas most susceptible to the occurrence of these processes in Brazil are in the 
foothills of the Serra do Mar, Serra da Mantiqueira and the Serra Geral, and on the north coast of São Paulo State. In 03/18/1967 
there was an important landslide and debris-flows which affected the region of Caraguatatuba and São Sebastião. In this area, 
there is a pipeline network associated with Petrobras Treatment Units, other enterprises, structures and a large urban area in 
growth. The aim of this work is to show the results of the back-analysis of the debris-flow events that occurred in 1967 in a 
mountain area in the Serra do Mar in Caraguatatuba region (São Paulo State, Brazil) with RAMMS numerical simulation, using 
calibrated input parameters. The inputs were viscosity, DEM, landslide scars as release areas, the density of the debris-flow 
material, duration of debris-flow process and orthophoto. The modeling results were compared with the deposit area mapped in 
aerials photos, which was established zones of iso-thickness of the materials. The results showed a good correlation between the 
area and thickness of deposition modeled and observed. Moreover, the fieldwork and the retro-analysis studies revealed that the 
Serra do Mar debris flows have a predominantly granular rheological flow and the modeling results showed that the deposition 
zones are given preferably in regions with slope less than 5º. 
Keywords: Numerical simulation; RAMMS model; Serra do Mar; Brazil 
1. Introduction
Debris flows are rapid downslope, gravity-driven movements of materials behaving as, highly viscous, dense and
concentrated to hyperconcentrated fluids. Debris-flow processes can comprise large volumes of soils, blocks of 
rocks, wood and other plant materials, man-made structures, and varying amounts of water. Often initiated by heavy 
rainfall and/or landslides, debris-flows process commonly develop along steep thalwegs and deposit in flat areas 
(Selby, 1993; Hutter et al., 1994; Takahashi, 2014; Kang and Lee, 2018). They are characterized by the long range, 
high speed, high peak flow, high erosion capacity, impact force and for this they constitute an important risk factor 
for the population (Begueria et al., 2009; Kang and Lee, 2018). 
Mathematically, debris flows can be described as a one-phase fluid composed by an interstitial liquid and by a 
granular fluid that constitutes the solid phase and has proper rheological properties (Iverson, 1997; Rosatti and 
Begnudelli, 2013; Liu et al., 2017). This represents a simplification of a debris-flow process where the main 
components are water and solid material consisting of a wide range of grain sizes (Rickenmann et al., 2006). Thus, 
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several numerical models have been elaborated in the last years, to measure, identify, predict and monitor debris-
flow processes with more accuracy, as FLO-2D, KANAKO 2D and MassMov2D (Pudasaini, 2005; Wu et al., 2012). 
One of these models is RAMMS (Rapid Mass Movement Simulation), which uses a single-phase model, that doesn’t 
distinguish between fluid and solid phases and the material is modeled as a bulk flow. This model describes the 
frictional behavior of debris-flows movement using the Voellmy relation (Christen et al., 2010). 
The most susceptible areas to debris-flow processes in Brazil are located in the southeastern in the SW-NE 
oriented foothills of Serra do Mar, Serra da Mantiqueira and Serra Geral. In the city of Caraguatatuba (São Paulo 
State), one of the most expressive brazilian mass movements event occurred in 1967, triggered by heavy rains. It is 
estimated that a huge volume of earth material and over 30,000 trees descended the Serra do Mar slopes of the and 
reached the city, totally or partially destroying 400 houses, and killing 120 people (Gomes et al., 2008a). 
Studies involving modeling of debris flows both, retro- and forward analysis are still very rare in Brazil. The 
pioneering work of Alvarado (2006) used of the Discrete Element Method (DEM) to simulate debris-flow process 
and in the last years Lopes and Riedel (2007), Gomes et al. (2008b), Polanco (2010), Bueno et al. (2013), Gomes et 
al. (2013), Sakai et al. (2013), Silva et al. (2013), Conterato (2014), Pelizoni (2014), Rocha et al. (2014), Sancho 
(2016), and Silva-Filho (2016) also included in their scope studies of brazilian debris-flow cases involving 
mathematical modeling. 
Thus, the aim of this work is to show the results of modeling of a debris-flow process occurred in 1967 in a 
mountain area in the Serra do Mar in Caraguatatuba region (São Paulo State, Brazil) with RAMMS numerical 
simulation, using parameters calibrated as input, obtained by retro-analysis of the event. In the last years, there has 
been an increase in the occurrence of these phenomena in Brazil, which demands a better understanding of their 
conceptual model. In the Serra do Mar region there is a pipeline network associated with Petrobras Treatment Units, 
roads, industries and a large urban area in growth, which increases the risk factor for debris-flow movements. 
1.1. Study area 
The study area is the Santo Antônio river basin (Fig 1), inserted in the Serra do Mar mountain range, an 
escarpment area on the eastern margin of the Brazilian highlands, which has been known to be the most landslide 
and debris flows prone location in Brazil, due to the local hot and humid climate and its long slopes (Cruz, 1974; 
Lacerda and Silveira, 1992; Cruz, 2000; Cerri et al., 2018). The region has as a humid tropical climate with dry 
season. Rainfall is concentrated during summer, which amounts for 70% of the annual total, while winter months 
(June to August) are characterized as the dry season, with monthly precipitation around 100 mm. The annual 
precipitation ranges from 1,784 to 2,000 mm and the annual average temperature is 27°C (Cruz, 1974; Seluchi et al., 
2011). 
The Santo Antônio river basin, which has an area of 37.5 km2, extending from the Serra do Mar escarpments to 
alluvial and coastal plains, the Caraguatatuba urban area. The most upstream portions of the catchment are 
characterized by particularly steep slopes, while the downstream areas are very flat area (Fig 2), where urbanization 
is still expanding (Sakai, 2014). 
The geology encompasses neoproterozoic rocks, such as to gneisses, migmatites, migmatitic gneisses, granites, 
schists and quartzites, with a predominant NE-SW structural orientation (Almeida, 1964; Chieregati et al., 1982; 
Cerri et al., 2018). The lower section of the Santo Antônio Basin is composed of unconsolidated sediments such as 
sands, silts, clays and fluvial gravels, as well as colluvial sediments and beach, marine and fluvial-marine deposition 
sands (Chieregati et al., 1982). 
1.2. The 03.18.1967 event 
The occurrence of the 1967 event in Caraguatatuba is related to the incidence of high rainfall rates that affected 
the region in March of the same year. So, about 945.9 mm were recorded in this month, from that, 260 mm and 325 
mm were recorded on 17th and 18th, respectively. In the day of the event, 585 mm accumulated in 48 hours (IPT, 
1988). 
Landslides began on the morning of March 18th and were gradually occurring until the afternoon, a period that 
registered its most critical phase, in a generalized and simultaneous manner, particularly on slopes steeper than 22º 
(Cruz, 1990; Gramani, 2001) (Fig 3).  
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Fig. 1. Location map of the study area. The Santo Antônio basin is marked on pink. The A-B section represents the profile path (Fig 2). 
Fig. 2. Topographic profile of Santo Antônio Basin. The relief in the catchment is compartmentalized in upland, escarpment, and plain, whose 
associated features are mamelonized hills, predominantly retilinized slopes, and flat areas, respectively (Cruz, 1974). Adapted from Nery (2016). 
Fig. 3. Landslide scars on the Serra do Mar slopes in the Santo Antônio basin. The photo was taken from a belvedere on the Tamoios Highway, 
main access road of the plateau to the coast, one month after the occurrence of the events of 03/18/1967. Landslide scars are mainly distributed on 
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Around 4:15 pm, after the material mobilized by the landslides converged almost simultaneously to the main 
drainages of the mountainous region and were channeled, causing debris-flow process, that transported a great 
amount of earth and biomass. After 5 pm, in the final section of the river, next to the coast, the processes of mud 
flow and mud flood began, so that the material mobilized by these processes accumulated in a bridge of the Santo 
Antônio River and caused its disruption, which promoted a flood in the whole plain of the river with lots of mud and 
logs, reaching the urban area and the beach, where drainage flows into the sea (Cruz, 1974) (Fig 4). In the fieldwork  
Fig. 4. Mud flow, mud flood and debris flows of 03/18/1967 in the Santo Antônio basin in Caraguatatuba. (a) Blocks mobilized during the 
process, near the landslides, in the tributary channels and in the middle section of the main river of the Santo Antônio basin. In the fieldworks, the 
block deposits also were observed in the middle section of the main channel.  (b) Aerial view of the escarpments with the landslide scars and the 
plain with mud flow and mud flood processes. Photographs by Cruz (1974) and municipal archives of Caraguatatuba.  
1.3. The RAMMS model 
RAMMS (Rapid Mass Movement Simulation) is a numerical 2D simulation model developed by the WSL 
Institute for Snow and Avalanche Research SLF and the Swiss Federal Institute for Forest, Snow and Landscape 
Research WSL. The physical model of RAMMS uses the Voellmy-Salm continuous flow model (Salm et al., 1990; 
Salm, 1993) based on Voellmy friction law (1955) and describes debris-flow processes as a continuous model of 
medium depth. This model divides the frictional resistance into two parts: a dry-Coulomb type friction (coefficient 
µ) that scales with the normal stress and a velocity-squared drag or viscous-turbulent friction (coefficient ξ). Thus, 
the friction resistance S (Pa) is defined as  
𝑆 = 𝜇𝜌𝐻𝑔𝑐𝑜𝑠(∅) +
𝜌𝑔𝑈2
ξ
where 𝜌 is the density, g the gravitational acceleration, ∅ the slope angle, H the flow height and U the flow velocity. 
The normal stress on the running surface, 𝜌𝐻𝑔𝑐𝑜𝑠(∅), can be summarized in a single parameter N. RAMMS uses a 
single-phase model, so we cannot distinguish between fluid and solid phases and the material is modeled as a bulk 
flow. Regarding the entrainment of bed materials, the version v1.5 does not consider the erosion effect, so it is not 
possible to predict the increase in volume of the debris-flow material as it travels along the channel. 
The input parameters of RAMMS are the total volume of the debris flow and the resistance parameters µ and Ɛ. 
As output data, the program provides values (for each grid cell) of flow height, flow velocity, flow pressure, impact 
forces, as well as profiles of height, velocity and flow pressure at certain locations for projecting structures (Bartelt 
et al., 2013). 
2. Materials and methods
2.1. Back-analysis studies of the 03/18/1967 debris flows 
The back-analysis studies included the historical retrieval of the variables that involved the debris-flow processes 
in the Santo Antônio basin in March 1967, the extraction of the landslide scars and the mapping of the deposits and 
their respective thicknesses (Gregoretti et al., 2016). The main causes of occurrence of the event were investigated 
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For the landslides scars extraction aerial photos in 1: 25,000 scale with 1.5 x 1.5 m spatial resolution of the VASP 
(São Paulo Airway) aerial photogrammetric survey were selected for the respective procedures. The extraction was 
performed using photointerpretation techniques in a GIS environment so that the size, the vegetation, the texture and 
shape were the criteria considered to the identification (Loch, 1984; Marchetti and Garcia, 1986; Barlow et al., 2003; 
Guzzetti et al., 2012). The mapping of the debris-flow deposits and their respective thicknesses was also carried out 
in the GIS environment using photointerpretation techniques (Vandine, 1985; Van Steijn, 1996), complemented 
information from bibliographical data and fieldwork.  
2.2. Debris-flow modeling RAMMS 
Prior to numerical modeling in RAMMS, the program input parameters were listed and modified according to the 
model needs. Thus, the topographic data from the DEM was converted to ASCII format. Moreover, the calculation 
domain and the release area were transformed to the shapefile format and the release height was inserted in the 
program/ imported of the shapefile attribute table of the release areas. The information about debris flow duration, 
the material density and µ/ ξ parameters were obtained from bibliographical data (Table 1). 
The modeling step in the RAMMS version 1.5 program was performed through the establishment of a simulation 
routine, based on different release heights, material density, and viscosity (ξ). 
3. Results and Discussion
Before the modelling in the RAMMS program, the input parameters were adjusted according to the its
requirements (Table 1). 
Table 1. Input parameter, data source and numerical parameter required in the RAMMS model 
Input Source Numerical parameter 
Topographic data DEM in 1:10,000 scale, from 1979 Grid of 8 m  
Release area Landslide scars from aerial photos (1973) ----------- 
Release height 
Back-analysis (Fúlfaro et al. 1976; 
Massad et al., 1997; Massad, 2002) 
and fieldwork observations 
1.0 m 
1.3 m 
Calculation domain Santo Antônio basin with 600 meters buffer ------------ 
Debris flow duration Back-analysis (Gramani, 2001) 45 min (2,700 s) 
Material density Back-analysis (Fúlfaro et al., 1976; Listo and Vieira, 2015) 
Fúlfaro et al. (1976) – 1.8 ton/m3 
(1,800 kg/m3) 
Listo and Vieira (2015) – 1,800 
kg/m3, 1,900 kg/m3 e 2,000 kg/m3 
µ (dry-Coulomb type 
friction coefficient) 
Back-analysis / tan(α) (α is the slope 
angle in the deposition zone) 
0,05 [-] (slope angle in the 
deposition zone (2.90) was obtained 
by photointerpretation analysis in 
the debris flow deposit) 
ξ (viscous-turbulent 
friction coefficient) 
Back-analysis (flow characteristics 
described by Cruz (1974), Fúlfaro et 
al. (1976) and Gramani (2001)) and 
empirical tests 
100, 130, 160, 190 and 200 m/s2 
From the presented inputs, the simulations routine conducted in the program was based on the different 
thicknesses of the landslide scars, material density, and viscosity (Table 2). 
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Table 2. Simulation routines in the RAMMS model 
Release height 1 meter Release height 1.3 meters 




1,800 S-1 S-2 S-3 S-4 S-5 S-16 S-17 S-18 S-19 S-20 
1,900 S-6 S-7 S-8 S-9 S-10 S-21 S-22 S-23 S-24 S-25 
2,000 S-11 S-12 S-13 S-14 S-15 S-26 S-27 S-28 S-29 S-30 
In general, the simulations of the different scenarios showed that the materials mobilized by the landslides in the 
escarpments of the tributaries of the Santo Antônio river were channeled in the thalwegs and advanced downstream, 
where slopes lower than 5º prevail (Fig. 5). The mud flow and mud flood processes, which occurred after the debris 
flow and caused the rupture of a bridge in the Santo Antônio River, were not simulated. 
Fig. 5. (a) Spatial distribution of the debris-flow deposits produced by the RAMMS model from release height of 1.0 meter vs. 
deposits mapped on 1973 aerial photographs in the retro-analysis step and (b) debris-flow deposits resulting from RAMMS model for release 
height of 1.3 meters. 
The debris-flow fan could not be represented by the simulations due to the Digital Elevation Model used, dating 
from 1979 (IGC, 1979), 12 years after the event. Consequently, the DEM does not represent the conditions of relief 
before the debris flow. Thus, noticeable differences are observed in the Santo Antônio river thalweg, which was 
originally meandering, and after the event, whose date is not precise, underwent a process of channelization. The 
limitation of DEM is because there are no older topographical bases for the place, since the first 
aerophotogrammetric surveys in the region date back to 1974 and correspond to the 1:50,000 scale. It was decided 
not to use them because the elaboration of a DEM from these data would hinder and reduce the quality of the 
simulations in the model. 
Although the mapped deposit considered aerial photographs of 1973, 6 years after the event, it is notorious that 
the debris-flow deposit area that the limitation of the DEM (based on 1979 topographic data) influenced the result 
calculated by the model, especially in relation to the river Santo Antonio in plain area, which was channeled some 
a b 
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years after the 1967 event. Hussin et al. (2012), when performing debris-flow modeling in the French Alps in 2003, 
also verified that changes in channel morphology directly influence the results produced in the simulations in the 
RAMMS. 
4. Conclusions
Even though the simulations have not been able to adequately reproduce the geometry of the debris-flow 
deposits related to the 1967 event in the Santo Antônio basin, they suggest that future debris-flow events are 
unlikely to form debris cones due to the channeling of the Santo Antônio river. Results of the retro-analysis and 
modeling showed that the areas of deposition of the debris-flow process to the place are preferably in regions of low 
slope (<5º). 
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Abstract 
Runup of granular debris flows against slit dams on slopes is a complex process that involves deceleration, deposition and discharge. 
It is imperative to understand the runup mechanism and to predict the maximum runup height for the engineering designs and 
hazards mitigation. However, the interaction between granular flows and slit dams, which affects the runup height significantly, is 
still not well understood. In this study, a numerical investigation of granular debris flow impacting slit dams by the discrete element 
method (DEM) was then conducted. The influence of the opening size of slit dams characterizing by the relative post spacing R=b/d 
(b: post spacing; d: particle diameter) on runup height was studied. Numerical study illustrates that there is a critical value of 
relative post spacing (RC): within the critical value, the maximum runup height is insensitive to the relative post spacing; once b/d 
exceeds the critical value, the maximum runup height decreases rapidly as the relative post spacing increases.  
Keywords: Granular debris flow; soil/structure interaction; discrete element method 
1. Introduction
Granular debris flows comprise a wide range of particle sizes (Jakob et al., 2005), surging down slopes in response
to gravitational attraction (Iverson et al., 1997). Due to the high mobility and huge entrained solid volume (Shen et al., 
2018), granular debris flows can potentially result in disastrous consequences to downstream human lives and facilities 
(Hungr et al., 1984). To mitigate such destructive hazards, slit structures such as slit dams (Watanabe et al., 1980) and 
an array of baffles (VanDine et al., 2012) are often strategically installed along the predicted flow path because such 
structures are effective in impeding flow mobility and dissipating flow energy (Choi et al., 2014a). Granular debris 
flows impact rigid structures and transfer momentum vertically into runup, potentially overtopping the obstacles (Ng 
et al., 2016). Design of structural countermeasures requires estimates of runup height to prevent overtopping 
downstream (Chu et al., 1995). However, runup of debris flows against obstacles is a complex process that involves a 
combination of flow deceleration and redirection that challenges the ability of physically based debris flow models to 
calculate the maximum runup heights accurately (Iverson,2016).  
In this study, a discrete-element investigation of granular debris flows impacting a slit structure under varying 
Froude conditions (NFr) and relative post spacing (b/d) was carried out. The runup mechanisms of granular flows in 
different Froude condition were observed. The influence of flow regime and relative post spacing on runup height was 
elaborated. 
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2. Discrete element method
2.1. Numerical model setup 
The 3-D particulate flow code EDEM (TranscenData, 2007) is adopted to simulate the dynamics of granular flow 
in this study. In the DEM, contact forces and displacements of a stressed assembly of particles are found by tracing 
the movement of individual particles. Discrete elements displace independently of each other and interact at contacts 
between particles and boundaries. The particle motion of each discrete element is calculated from forces acting on it 
by Newton’s law of motion and finite displacements of discrete elements are computed progressively during the 
simulation (Ng et al., 2013). 
Figure 1 show a plan view and a side view of the numerical model setup, respectively. Planar rigid geometry is 
constructed to model the channel bed and the slit dam. The sidewalls adopt the periodic boundaries condition (PBC) 
which is applied along the flow direction and spans the width of the channel (w=200 mm). The PBC is required to 
eliminate the unrealistic particle arrangement at the wall boundary caused by the constraint of particle sizes in discrete 
element simulations (Rapaport, 2004). Slit dam with rigid barriers and an adjustable opening b is positioned 
downstream of the flows. The rigid barriers are set to H=2000 mm in perpendicular height, which is high enough to 
avoid potential overflows so that the maximum runup height can be captured. 
Fig. 1. Numerical model: (a) plan view; (b) side view 
2.2. Input parameters 
The granular flow is composed of an assembly of 30000 rigid spherical particles with a uniform diameter of 0.01 
m. According to the commonly used values in numerical simulations of granular medium, the material density of each
particle is 2630 kg/m3 and the material shear modulus is set to be 24,000 MPa. The contact friction angle of discrete 
elements is set as 35°(Pudasaini et al. 2005; Pudasaini and Hutter 2007; Mancarella and Hungr 2010; Ng et al. 2013; 
Choi et al. 2014b; Law et al. 2015). The interface friction angle is set as 16.6°which is consistent with the values 
adopted by Choi et al. (2016) in laboratory tests. Based on field and laboratory tests (Azzoni and Freitas 1995; 
Robotham et al. 1995; Chau et al. 2002), the coefficient of restitution is set as 0.5. Details of the input parameters are 
given in Table 1. 
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Table 1. DEM input parameters 
Input parameter Value 
Number of discrete elements 30000 
Particle diameter (m) 0.01 
Density (kg/m3) 2630 
Total mass (kg) 41.4 
Shear Modulus (MPa) 24000 
Discrete element/wall friction 0.3 
Discrete element friction  0.6 
Rolling friction coefficient  0.01 
Coefficient of restitution 0.5 
The numerical study is divided into two stages: preparation stage and impact stage. In the preparation stage, a 
steady granular flow with a uniform depth is prepared right behind the slit dam. The initial flow depth ℎ is fixed at 50 
mm, which is 5 times the particle diameter. In the impact stage, initial velocities ranging from 0.38m/s to 5.7m/s are 
uniformly applied to the assembly of particles in order to obtain incoming flows with different flow regimes(Froude 
condition). The Froude number of the approach granular flow is set between the range of 0.5 and 7.5 which is 
consistent with the Froude number range of the reported channelized debris flow ranging from 0.5 to 7.6 based on 
field observations (Hübl et al. 2009; Scheidl et al. 2013;Cui et al. 2015). Gravitational acceleration (9.81m/s2) acts 
downward along the vertical direction. The channel inclination is fixed as 20° to supply the acceleration along the 
flow direction during the runup process. Slit dams with relative post spacings (b/d) ranging from 2 to 12 were 
constructed and the transverse blockage ranged (R) from 10% to 60%. A control test without opening was also 
conducted for reference.  
3. Interpretation of DEM results
3.1. Granular flows runup mechanism 
Froude number (NFr) which indicates the ratio of inertial force to gravitational force can capture the bulk 
characteristics of a flowing medium. Subcritical and supercritical flow conditions are characterised with Froude 
numbers less and greater than unity, respectively (Choi et al., 2015a). Figure 2 shows a side view of the impact and 
runup process of subcritical flow(NFr=0.5) and supercritical flow(NFr=6.5), respectively. At t = 0 s, both subcritical 
and supercritical flows approach the barrier with an identical flow height (Fig.2 a1 and b1). For subcritical flow, a 
typical pile up mechanism can be observed; at t = 0.1s, granular flow impacts the barrier, most particles in front of the 
flow deposits behind the rigid barrier, forming a ramp-like dead zone at the base of the barrier while a small amount 
of particles pass through the opening (Fig.2 a2). As subsequent flow material impacts the existing deposits, the pile 
up continues to develop and the dead zone expands upward (Fig.2 a3). Thereafter, the dead zone continues to thicken 
until the arrest of granular motion for all particles (Fig.2 a4 and a5). Numerical simulation results indicate that the 
subcritical granular flow exhibits a distinct pile up characteristics which is consistent with Armanini et al.(2011) and 
Choi et al. (2015b). 
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Fig. 2. Simulated flow kinematics for subcritical flow (a1-a5) and supercritical flow (b1-b5), b/d=2.0. The color of particles denotes the velocity 
of particles and the darker the color, the lower the velocity. 
Supercritical granular debris flow resulted in a combination of a vertical jet runup and a pileup mechanism. At t = 
0.1 s, a distinct upward jet along the barrier forms as the supercritical flow impacts the slit-dam (Fig. 2 (b2)). Such a 
runup mechanism is more reminiscent of the vertical jet mechanism described by Armanini et al. (2011) and Choi et 
al. (2015b) for liquid flows and is consistent with Ng et al. (2017) for granular flows of large glass particles. 
Subsequently, runup continues to develop and the runup height keeps increasing. Simultaneously, a large number of 
particles discharge the spacing and discharge dispersedly in a downstream jet. (Fig. 2 (b3)). When the maximum runup 
height is reached, the runup process ceases. Concurrently, the pileup process begins: the dead zone keeps thickening 
while its height remains unchanged (Fig. 2 (b4)). The numerical simulation results demonstrate that the runup 
mechanism between subcritical and supercritical granular flows are quite different, subcritical granular flows only 
exhibit a pileup mechanism while supercritical flows show a combination of vertical jet runup and pileup mechanism. 
In this numerical study, the incoming flow is homogeneous, steady and uniform so that the runup height grows 
without intense fluctuation and the secondary wave phenomenon reported by Iverson(2016) is not observed. Figure 
3(a) shows the time series of runup heights in simulations of different flow regimes (Froude numbers). For the flows 
of low Froude numbers(e.g. NFr<3.5), the runup height reaches its peak values rapidly and then almost maintains a 
constant level. For the flows of high Froude numbers s(e.g. NFr>5.5), the runup height increases over time until the 
maximum runup height is reached. This increase is non-linear that the growth rate varies in different periods. At first, 
the runup heights increase rapidly and the growth rate reach its peak value as the flow front impacts the dam. Thereafter, 
the growth rate decreases over time meanwhile the runup process tends to rest gradually. After reaching the peak value, 
the runup heights decrease slowly and then maintains a constant level, indicating that the pile up process is underway.  
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Fig. 3. Evolution of the runup height. (a)b/d=2.0, (b)NFr=4.5, zero time corresponds to the time instance at which the flow front reaches the dam. 
Figure 3(b) shows the time series of runup heights in different relative post spacings. Numerical simulation results 
reveal that the evolutions of runup height in different relative post spacings share the similar tendency: the runup 
height increases over time to peak value then almost keeps a constant level. The relative post spacing controls the 
peak value that the higher the relative post spacing, the lower the maximum runup height. And the runup height in 
higher relative post spacings tend to reach its peak value earlier, indicating that the slit size affect the runup processes 
of granular flows against slit dams. 
3.2. Influence of the relative post spacing on runup height 
Figure 4 shows the relationship between the normalized maximum runup heights and relative post spacings. The 
numerical simulation results are compared with experimental data (Choi et al.,2016), which has the similar 
configurations in channel geometry, granular material property and slit structure type while Froude numbers are no 
more than 2.3. 
In low Froude number conditions, the runup heights of numerical study are very close to the values measured 
by Choi et al. (2016). The results show that the normalized maximum runup height is not strongly influenced by the 
relative post spacing. This is because stable arches can easily form at the slit, provided that the Froude number of the 
incoming flow is low(𝑁𝐹𝑟 ≤ 3.5). In this case, there is no significant difference between slit dams of different slit
sizes since the stable arches can block the outlet and halt the flows. When the Froude number is high, supercritical 
flows with high velocities can break arches easily. Pardo and Sáez (2014) observed that the arch strength evidently 
depends on its length: shorter arch is generally stronger since higher contact stresses can be sustained in constrictions. 
The length of arch is directly related to the relative post spacing and the probability of formation of stable arches 
decreases as b/d increases (Janda et al., 2008). In this case, the relative post spacings affect the runup height 
significantly. In general, the maximum runup height declines as the b/d increases. Numerical results show that there 
is a critical value of relative post spacing (RC): within the critical value, the maximum runup height is insensitive to 
the relative post spacing; once b/d exceeds the critical value, the maximum runup height decreases rapidly as the 
relative post spacing increases. Such a critical value has been studied in many previous works and it is noted that it 
does not exist an exact value for Rc (Zuriguel et al.,2005; Janda et al.,2008). 
As shown in Figure 4, the numerical results can be interpreted by dividing two zones. Zone I (b/d≤RC, in grey): 
the runup heights of granular flows against slit dams maintain a constant level within a critical range of the relative 
post spacing. The Rc decreases with the increase of NFr so that Zone I shrinks as the Froude number of incoming flows 
increases; Zone Ⅱ (b/d≥RC, in white): the relative post spacing has a significant effect on runup heights that the 
maximum runup height decreases rapidly as the b/d increases. Zone Ⅱ expands as NFr increases and eventually spans 
the full range of the relative post spacing(NFr=7.5). In this case, the arching structures no longer work and the runup 
height decreases monotonically as the relative post spacing increases. According to these results, engineers 
anticipating a dense granular debris flow can safely use the principle in this study to estimate the height required for 
the slit-dam to avoid dangerous overtopping. 
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Fig. 4. Relationship between runup height and relative post spacing ( Zone I: gray region; Zone Ⅱ: white region). 
4. Conclusions
A numerical study of granular debris flows impacting slit dams by discrete method was conducted. The 
numerical results were compared with the analytical models and the experimental data. From the initial results, it can 
be observed that the subcritical granular flows resulted in a typical pile up mechanism, whereas supercritical flows 
led to a combination of vertical jet runup and pile up mechanism. The relative post spacing of slit dams could affect 
the runup height. There is a critical value of relative post spacing (RC): within the critical value, the maximum runup 
height is insensitive to the relative post spacing; once b/d exceeds the critical value, the maximum runup height 
decreases rapidly as the relative post spacing increases. 
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Abstract 
Based on a basin scale rainfall runoff model, we proposed a prediction method of debris-flow occurrence on steep mountain slopes 
related to hydrological processes such as the rainfall infiltration, the surface flow and the slope stability. For example, in one case 
that the soil layer is unsaturated and a landslide does not occur in the slope even though the groundwater level rises in the slope 
soil layer during a rainfall event, it is unlikely for a debris flow to occur on the slope. However, if the soil layer is more unstable 
due to fully saturation and a surface flow also takes place on the slope, the possibility of debris-flow occurrence gets much higher. 
According to such a consideration, the slope conditions on hydrological processes during heavy rainfalls were classified into six 
patterns. For these patterns, the possibility of debris-flow occurrence was investigated qualitatively. Then, SiMHiS (Storm Induced 
Multi-Hazards Information Simulator) by Yamanoi and Fujita was employed as a rainfall runoff model. A slope stability model 
has been already installed in SiMHiS.  Therefore, this model can simulate the time variations of the safety factors for landslides as 
well as the saturation degrees and the hydrographs of the surface flow for the slopes. SiMHiS was applied to the sediment disasters 
due to a heavy rainfall in July 2017 in the Akatani river basin to examine the occurrence patterns of debris flow. Also, the differences 
in the occurrence patterns were shown for other two rainfall events. Using the simulation result on the safety factor, the saturation 
degree and the surface flow discharge, it was noted whether debris flows took place or not, and the debris-flow occurrence patterns 
on the slopes in the basin could be identified. 
Keywords: debris flow; rainfall runoff model; baisn scale; occurrence process of debris flow; sediment disaster 
1. Introduction
An empirical approach to predicting debris-flow occurrence is a standard method for practical applications. A 
warning system based on a critical rainfall is used worldwide for road risk management for sediment disasters and a 
warning alert for the debris-flow occurrence is issued using a rainfall monitoring system. There are also theoretical 
approaches, but the theoretical research has so far focused on the mechanisms of debris flows and has not discussed 
the debris-flow process as one of the components in a rainfall runoff system. Therefore, the critical rainfall for debris-
flow occurrence cannot be found from a previous theoretical research. Because debris flows as well as floods in a 
basin are typical phenomena in the hydrological process in the basin, they should be analyzed with a basin scale rainfall 
runoff model 
Previous studies on debris flows have shown that there are several processes of debris-flow occurrence. The 
sediment deposits in a steep channel with a gradient of more than 15 degrees could be an original source of debris 
flows. In a steep mountain slope, sediment movement such as landslides and slope erosion could initiate debris flows. 
The debris flow occurs related to the variables in the hydrological process on the slope such as the slope stability, the 
saturation degree and the surface flow. The processes of debris-flow occurrence are thought to be different depending 
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on the features of hydrological processes. At a heavy rainfall event, the time variations of the safety factor on landslide 
in the slopes as well as the time variations on the saturation degree and the surface flow discharge on the slopes are 
different each other. The different hydrological processes create different patterns of debris-flow occurrence. In this 
paper we focus on this point and try to classify the debris-flow occurrence patterns into six typical cases. For each 
case, the possibility of debris-flow occurrence is discussed qualitatively. Although this method cannot provide a 
triggering condition such as a critical rainfall, the risk of debris-flow occurrence can be evaluated on the basin scale. 
The above-mentioned idea is specifically indicated for the Akatani river basin which had severe sediment disasters 
in July 2017. To analyze hydrological process on the slopes, SiMHiS (Storm Induced Multi-Hazards Information 
Simulator) by Yamanoi and Fujita was employed. A slope stability model as well as a rainfall runoff model is installed 
in this model.  Therefore, this model can simulate the time variation of the safety factors on landslides, the saturation 
degrees and the surface flow discharges in the hydrological processes for the slopes. Using the simulation result, we 
can note whether debris flows take place or not in the basin and identify possible occurrence patterns.  
2. Patterns of Debris-Flow Occurrence
2.1. Indices on debris-flow occurrence 
It is well known that the critical slope for debris-flow occurrence is around 15 degrees and there are several 
processes of debris-flow occurrence. An initiation of debris flow on a slope is generally a massive movement of slope 
soil layer such as a landslide. This initial massive movement transitions into a debris flow by erosion of the slope soil. 
This is one of the typical processes of debris-flow occurrence. Safety factor (SF) on massive movement (landslide) 
expresses the stability of slope soil layer. If the soil layer is stable (SF > 1), debris flows unlikely occur. If SF =1, the 
soil layer on the critical sliding surface is in a critical unstable situation. If SF <1, the slope soil on the critical sliding 
surface is accelerated to the downstream. If a critical condition of landslide is reached before the slope soil is fully 
saturated with water, after this stage the soil layer on the critical sliding surface could be accelerated because the 
subsequent rainfall decreases the safety factor more. It is thought that these situations have a different potential for 
debris-flow occurrence. The safety factor decreases with an increase in a ground water level. As a result, the landslide 
occurrence risk changes with the ground water level. However, even though a surface flow occurs on the saturated 
slope soil layer, the surface flow only slightly lowers the safety factor because the surface flow is rather shallow. This 
means the safety factor of the slope soil layer with a surface flow is almost kept at the safety factor for the full saturation 
condition without surface flow. 
A hydrograph (Qsur) of surface flow on the slope and the saturation degree of the slope soil (Sr) are important 
factors on the erosion of slope soil. If the surface flow discharge is large and the saturation degree is almost 100%, the 
erosion is very active. This means these two variables are other factors related to the potential of debris-flow 
occurrence. According to the above-mentioned consideration, the safety factor (SF), the saturation degree of the slope 
soil on the critical sliding surface (Sr) and the surface flow discharge (Qsur) are used as the indices that influence the 
debris-flow occurrence. 
2.2. Process of debris-flow occurrence and the patterns 
Each slope has a different time variation of SF, Sr and Qsur during a heavy rainfall event. Therefore, the timing when 
the slope soil layer enters an unstable condition and the timing when the slope soil layer is fully saturated with water 
are different for every slope. Also, the hydrograph of the surface flow at full saturation is different for every slope. 
Considering the features of the variations, the slope conditions on the hydrological process are classified into six cases 
as shown in Fig.1.  
In Fig.1 two stages during a rainfall event are shown. Pattern 1 shows that the slope soil layer is stable during the 
rainfall event even if the ground water level rises in the soil layer. No debris flow takes place under this condition. 
However, if the soil layer is saturated (right figure) and a surface flow occurs, gully erosion easily takes place. Pattern 
2(a) shows that the soil layer is saturated with water around at the peak rainfall (Sr =1.0) and at the same time SF 
decreases to around 1.0. The critical sliding surface appears and the soil layer on the critical surface is attained in 
unstable. A surface flow simultaneously appears on the slope, but SF is not significantly reduced because the surface 
flow depth is rather shallow. However, the possibility of debris flow is high because the erosion by the surface flow 
is more active than Pattern 1. Pattern 2 (b) is similar with Pattern 2(a), but the critical condition of landslide appears 
after the peak rainfall. The surface flow discharge, therefore, is small and the possibility of debris-flow occurrence is 
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lower than Pattern 2(a). Pattern 3 shows that Sr is less than 1.0 even at the critical condition of landslide and Sr remains 
less than 1.0 during the rainfall event. In this case the unsaturated slope soil layer is accelerated, but it is thought that 
the unsaturated soil is difficult to fluidize and cannot transition to a debris flow. Pattern 4(a) shows that the safety 
factor reaches to 1.0 even at Sr <1.0. After this stage, the increase in Sr due to the subsequent rainfall reduces the safety 
factor more and the soil layer is accelerated. In this case a surface flow acts on the surface of the soil layer fully 
saturated with water. The potential of debris-flow occurrence is thought to be very high because the surface flow acts 
on the accelerated and saturated soil layer. Pattern 4 (b) is similar with Pattern 4(a). However, a surface flow on the 
saturated soil layer is very small. The possibility of debris flow is lower than Pattern 4(a), but higher than Pattern 
2(b) because the saturated soil layer is accelerated. The occurrence of these patterns is dependent on the slope angle, 
the properties of the soil layer and rainfall condition, but the possible patters could be qualitatively classified.   
Comparing six patterns, Pattern 4 (a) has a highest potential of debris-flow occurrence. Pattern 2(a) has a second 
highest potential. Then, Pattern 4(b) and Pattern 2(b) follow Pattern 2(a). Pattern 3 has rather low potential of debris-
flow occurrence. This is a quantitative evaluation and a qualitative model is necessary to obtain the criteria on debris-
flow occurrence. 
Fig.1. Occurrence patterns of debris flows 
3. Employed Model
3.1. SiMHiS (Storm Induced Multi Hazard Information Simulator) 
Fig. 2. Outline of SiMHiS 
 The time variations of SF, Sr and Qsur in slopes are necessary to detect whether a debris flow occurs or not, and to 
identify which occurrence pattern takes place in the slope. Yamanoi and Fujita (2014) have developed SiMHiS that 
analyzes rainfall runoff, slope stability and sediment transport on a basin scale. SiMHiS consists of a basin model, a 
landslide model and a rainfall-sediment runoff model and so on as shown in Fig.2. The basin model creates a network 
consists of unit slopes and unit channels using a DEM. This model has been proposed by Egashira and Matsuki (2000). 
Fig.2 shows a schematic view of channel network. A unit channel is a straight uniform channel between a confluence 









Fujita / 7th International Conference on Debris-Flow Hazards Mitigation  (2019) 
angle of the actual slopes and the area is determined so that those projection areas to plain are equal. Rainfall runoff 
is simulated for the channel network with unit slopes by means of a kinematic wave model. Unit slopes have rather 
large scales for landslide simulation. Therefore, Chen and Fujita (2014) have divided a unit slope into several slope 
units with a real slope scale and proposed the following landslide model. In the model, a critical water content of 
landslide in a slope unit, Wcr, is determined beforehand based on a seepage analysis and a slope stability analysis. A 
water content in each slope unit, W, is calculated by the seepage flow analysis. If W > Wcr in a slope unit, it is identified 
that a landslide occurs on the slope unit at the location and the timing. The safety factor (SF=Wcr/W) is calculated with 
such a physical based simple method. SiMHiS can provide also the saturation degree of each slope unit, Sr, and analyze 
the surface flow discharge Qsur. SiMHiS can also simulate the sediment runoff after the landslide, but in this study, 
we only simulate the landslides and the rainfall runoff in a basin. 
3.2. Application basin 
A heavy rainfall occurred on the north part of Kyushu Island, Japan in July 2017. The cumulative precipitation 
was more than 800 mm in a local area. A large number of landslides occurred in the basins and a large amount of 
sediment resulted in the severe sediment deposition in the downstream area. The sediment deposition made the flood 
inundation much larger. In the mountain area the debris flows caused severe sediment disasters. Fig.3 shows the 
Akatani river basin which suffered from severe sediment disasters and the locations of landslides and the inundation 
area investigated by Geospatial Information Authority of Japan. Landslides occurred almost in all mountain areas and 
the inundation extended very widely along the Akatani River. Because a large cumulative precipitation as well as a 
high intensity affected the basin, almost all the landslides were carried downstream as debris flows. A few landslides 
remained near the slope. 
Fig.3. (a) Akatani river basin and the location of landslides due to the rainfall in July 2017(Geospatial Information Authority of 
Japan), (b) Simulation result of the landslides 
It is assumed that the thicknesses of soil layers of the unit slopes and the slope units are 2 m and 1m, respectively, 
and the permeability of slope soil layer is 3.5x10-5m/s. The porosity of the slope soil material is 0.5. The rainfall 
intensity distribution (Rain A) provided by Japan Meteorological Agency was used for the simulation. The rainfall 
conditions at Slope 1 to 6 in Fig.3 (a) are shown in Fig.4 (a) to (f). Other two rainfalls were used to compare the 
difference in the landslide occurrence and the debris-flow occurrence pattern. Rain B has a same rainfall duration as 
Rain A, but with half the intensity. Rain C has a same rainfall intensity, but the duration is half of Rain A. 
This model has several parameters such as permeability of the soil layer, the porosity and the friction angle of the 
soil to be identified, but it is difficult to adjust the values to explain the actual phenomena. In this paper a standard 
value for each parameter or surveyed value is used as mentioned above and the critical safety factor is adjusted to 
express the actual landslide locations. As a result, the critical safety factor SFcr is found to be 0.925. Fig.2(b) shows 
the distribution of simulated landslide locations. The number of landslides looks larger than the actual one, but the 
agreement between the locations of simulated landslides and the actual ones is acceptable. 
(a) (b) 
Asakura City, Fukuoka Pref. 
Chikugo River 
33°21‘32.49”N, 130°48’57.88” E 
Landslide 
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4. Results and Discussion
4.1. Simulation results 
Fig.4. (a)-(d) Time variations of rainfall intensity, safety factor, saturation degree and surface flow discharge (Slopes 1, 2,3 and-4) 
(a) Slope 1 (b) Slope 2 
(c) Slope 3 (d) Slope 4 
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Fig.4. (e)-(f) Time variations of rainfall intensity, safety factor, saturation degree and surface flow discharge (Slopes 5 and 6) 
Fig.4 (a) shows the simulation result on the change of SF, Sr and Qsur with time at Slope 1 in Fig.3 (a). SF is larger 
than SFcr during Rain A. This is a typical case of Pattern 1. After the peak rainfall intensity, the slope soil layer is 
saturated with water and the surface flow takes place on the slope. It is predicted that gully erosion is active. Fig.4 (b) 
shows the simulation result for Slope 2. SF reaches to SFcr after first peak of rainfall intensity but before second peak. 
At the same time the slope soil layer is saturated with water. Both conditions of SF=1.0 and Sr=1.0 are satisfied at the 
same time before the peak of the rainfall intensity, and the surface flow discharge is large. It is evaluated that this is a 
case of Pattern 2(a) with high potential of debris-flow occurrence. Fig.4 (c) shows the simulation result for Slope 3. 
SF reached to SFcr after the peak of rainfall intensity. At that time the slope soil layer was saturated with water. The 
timing when SF reached 1.0 is later than at Slope 2. Also, the surface flow discharge on the slope is very small. This 
is a typical case of Pattern 2(b) with the third highest potential of debris-flow occurrence. Fig.4 (d) shows the 
simulation result for Slope 4. This situation indicates Pattern 3 where the unsaturated soil is accelerated. The 
possibility of debris-flow occurrence is rather low. Fig.4 (e) shows the simulation result for Slope 5. SF reaches to SFcr 
before the peak of the rainfall intensity. At that time the slope layer is not saturated with water, but fully saturated 
after two hours. The surface flow with large water discharge acts on the saturated soil layer. This is a typical case of 
Pattern 4(a) with a highest potential of debris-flow occurrence. Fig.4 (f) shows the simulation result for Slope 6. SF 
reaches SFcr after the peak of rainfall intensity. This situation indicates Pattern 4(b) where the unsaturated slope soil 
is accelerated and is saturated in 3 hours, but the surface flow discharge is low. The possibility of debris flow is high. 
4.2. Distribution of debris-flow occurrence patterns 
Fig.5 (a) shows the distribution of debris-flow occurrence patterns in the Akatani river basin for Rain A. Pattern 
4(a) with highest potential of debris-flow occurrence occupied 13.3 % of the land area. Percentages of Patterns 2(a) 
and 4(b) with the second highest potential are 2.6% and 21.1%, respectively.  These two patterns occupied 23.7% of 
the land area. Percentage of Pattern 2 (b) with the third highest potential is 62.0%. Percentage of Pattern 3 is 1.0%. 
The traces of landslide mass movement in an aerial photograph show most landslides seem to have transitioned into 
debris flow. A few landslides remained near the slope. Therefore, it is thought that Patterns 4(a), 2(a), 4(b), 2(b) 
generate debris flows. 
(e) Slope 5 (f) Slope 6 
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Rain B has a same rainfall duration with Rain A, but the intensity is half of Rain A. Fig.5(b) show the distribution 
of debris-flow occurrence patterns for Rain B. A few landslides occur because lower rainfall intensity reduces the 
landslide occurrence. Rain C has a smaller cumulative precipitation than Rain A, but the rainfall intensity is same as 
Rain A. Therefore, many landslides occur as shown in Fig.5(c). However, the debris-flow occurrence patterns are 
dominantly Pattern 3and Pattern 4 (b). Particularly, half of the landslides has Pattern 3. The slope soil layer become 
unstable and accelerated, but it can be saturated with water because of lower cumulative precipitation. 
Fig.5. (a)-(c) Distributions of debris-flow occurrence patterns for Rain A, B and C 
5. Conclusion
     Debris flows occur from hydrological processes on mountain slopes such as rainfall infiltration and surface flow 
on the slopes. The slope stability is also related to the initiation of debris flow. Therefore, the time variations of the 
saturation degree and the safety factor of slope soil layer, as well as the hydrograph of surface flow on the slopes, are 
very important indices. In this study, the difference of the features of the variations was investigated, and the patterns 
of the variations were clarified. Considering the relation between the patterns and debris-flow occurrence, the 
possibilities of debris-flow occurrence were qualitatively evaluated. A rainfall runoff model was applied to an actual 
river basin that experienced severe sediment disasters to verify effectiveness of this idea. The changes of the safety 
factor and the saturation degree and the hydrograph of surface flow were simulated to identify the patterns. Because 
the actual rainfall was very heavy, it was evaluated that most of the landslides transited into debris flows. This result 
agreed with the actual situation. It was evaluated that half of the landslides did not transit into debris flows if the 
duration of the rainfall was reduced to half of the actual rainfall with the same rainfall intensity. Using this method, it 
may be possible to identify the processes of debris-flow occurrence after landslides. However, in order to confirm the 
effectiveness of this method, it is necessary to apply this method to other sediment disasters.  
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Abstract 
Numerical simulations of hazard cascades downstream from moraine-dammed lakes commonly must specify 
linkages between models of discrete processes such as wave overtopping, dam breaching, erosion, and downstream 
floods or debris flows.  Such linkages can be rather arbitrary and can detract from the ability to accurately conserve 
mass and momentum during complex sequences of events.  Here we describe an alternative methodology in which 
we use high-resolution lidar topography and 2-D, two-phase conservation laws to seamlessly simulate all stages of a 
hazard-cascade that culminates in a debris flow. Our simulations employ our depth-integrated numerical model D-
Claw to evaluate hazards from prospective breaching of a moraine dam that impounds Carver Lake on the eastern 
flank of South Sister volcano in central Oregon, USA.  We simulate a “worst-case scenario” sequence of events that 
begins with a hypothetical 1.6 million m3  landslide that originates near the summit of South Sister and enters Carver 
Lake. Wave generation and displacement of lake water then leads to dam overtopping, breach erosion, and a 
downstream debris flow that funnels into Whychus Creek and eventually reaches the community of Sisters, Oregon, 
about 20 km away.  Notably, our simulations predict that much of the debris is directed away from Sisters as a result 
of natural avulsion and flow diversion that occurs near the head of a low-gradient alluvial fan upstream from Sisters.  
Consequently, predicted hazards to downtown Sisters are less severe than those predicted by 1-D shallow-water 
simulations of a Carver Lake dam breach that were performed in the 1980s. 
Keywords: debris-flow modeling; lake-outburst floods; two-phase modeling; Carver Lake; South Sister volcano. 
1. Introduction
D-Claw is a software package that we developed primarily for simulating landslides and debris flows, but it can
also be applied to a wider class of problems that involve water bodies as well as grain-fluid mixtures. The depth-
averaged model describes the temporal and spatial evolution of flow thickness, velocity, solid and fluid volume 
fractions, and basal pore-fluid pressure (Iverson and George, 2014; George and Iverson, 2014). However, in the limit 
of vanishing solid volume fraction, D-Claw's model equations reduce to the shallow water equations, allowing the 
simulation of water waves or overland flooding in a way similar to that of models developed specifically for those 
applications (e.g., Berger et al., 2011). We have recently exploited this property and used D-Claw to simulate cascading 
natural hazards, such as tsunamis generated by subaerial landslides (George et al., 2017), glacial lake-outburst floods, 
and overland floods that entrain debris. For these applications we can seamlessly employ D-Claw without needing to 
specify interaction terms or couple disparate models and software. This approach ensures accurate conservation of 
mass and momentum throughout the cascade of processes.  
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Figure 1. Southwest-looking Google Earth imagery showing the location of the community of Sisters, Oregon, in relation to Carver Lake and 
South Sister volcano. 
In a recent study, we used D-Claw to model a hypothetical outburst flood from a moraine-dammed lake on the east 
side of South Sister volcano near the town of Sisters, Oregon, USA.  The hypothetical landslide begins near the summit 
of South Sister and enters Carver Lake, where it generates large waves that overtop the moraine dam. Because D-Claw 
can model the erosion and entrainment of basal sediment, the subsequent dam breaching process occurs spontaneously, 
leading to lake drainage and downslope floods and debris flows. Owing to spreading and avulsion of the modeled flow 
in a system of distributary channels on the alluvial fan upstream from Sisters, the predicted hazard to the community 
is less severe than was predicted by 1-D shallow-water computations performed in the 1980s (Laenen et al., 1987), as 
the 1-D modeling does not make possible the direct modeling of stream bifurcation, but rather requires the primary 
flood  channel to be chosen a priori. 
2. Hazards Downstream from Carver Lake, Oregon
Carver Lake is a moraine-dammed lake on the eastern flank of South Sister volcano in central Oregon, USA
(Figures 1 and 2). The lake sits approximately 20 km upstream from the community of Sisters, Oregon, located in the 
valley below. The outlet channel of Carver Lake is a small tributary of Whychus Creek, which flows through 
downtown Sisters.  
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Figure 2. Map showing the location of Carver Lake (near southwest corner) and Sisters, Oregon. 
In the 1980s, concern was raised regarding the flooding risk posed to the Sisters community, should a moraine-
dam failure lead to an outburst flood from Carver Lake. Modeling conducted at the time utilized 1D shallow-water 
equations and suggested that, in the event of complete lake drainage, the flooding hazard could be substantial (Laenen 
et al., 1987). Because of recent advances in flood and debris-flow modeling capabilities, there has been interest by 
community members to reassess this hazard with more sophisticated methods.   
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Figure 3. West-looking oblique perspective of the failure and evolution of the simulated landslide mass which inundates Carver Lake and 
generates waves that overtop the moraine dam. The wave action at the dam begins to erode channel material. Shading indicates the solid volume 
fraction, m, which varies from 0 (pure water) to ~ 0.6 (dense granular-fluid mixture). The area depicted is ~ 3 x 3 km2. 
Figure 4. North-looking oblique perspective of wave generation, overtopping and erosion of the moraine dam that leads to a downstream debris 
flow. Shading indicates the solid volume fraction, m, which varies from 0 (pure water) to ~ 0.6 (dense granular-fluid mixture).  The evolving 
values of m reveal the mixing and nature of the downstream flow. Area shown is ~ 1.5 x 1.5 km2 . 
There is consensus among geologists and engineers who have visited Carver Lake (e.g., Laenen et al.,1987; O’Connor 
et al., 2001) that the moraine dam appears stable to spontaneous failure, and that a failure would most likely require 
overtopping waves generated by a landslide entering the lake. We therefore used D-Claw to simulate scenarios in 
which a landslide originates on the slopes of South Sister above Carver Lake. All subsequent processes (e.g., wave 
generation, dam overtopping, erosion, downstream flooding and debris flows) were simulated seamlessly. That is, 
290
George / 7th International Conference on Debris-Flow Hazards Mitigation  (2019) 
dam failure and flooding were not specified by the model set-up. Assumptions only about the landslide size and 
location and the erodibility of the dam material were explicitly prescribed.  
3. Modeling
3.1 Model Set-Up 
D-Claw simulations were performed on a large domain (approximately 50 km by 50 km), which included the 
summit of South Sister in the southwest corner and extended northward beyond the community of Sisters. High-
resolution lidar topography (approximately 1 m ) from 2017 was available throughout the domain, but required some 
manual modifications due to recent channel alterations near Sisters, which occurred as part of an ecological restoration 
project. Due to D-Claw's use of adaptive mesh refinement (AMR), model resolution varied dynamically as flows 
evolved, but 1 m resolution was retained in the valley surrounding Sisters. 
A hypothetical landslide source geometry encompassing 1.6 million cubic meters of material was constructed by 
first creating transects running longitudinally along the length of the hypothetical basal failure surface, in the form of 
logarithmic spirals, near the summit of South Sister volcano and extending downslope toward Carver Lake. A 
continuous basal surface was then constructed by interpolating the transects with a triangulated network. The transects 
were constructed such that the failure surface had prescribed scarp and toe inclination angles. The specific geometry 
was chosen with the goal of creating a large enough landslide to significantly displace the water in Carver Lake, yet 
conform reasonably to the local topography. Computations were initialized in D-Claw with a solid volume fraction, 
m=0.62, within the landslide source area and throughout the rest of the computational domain, except for within Carver 
Lake (Figure 3). 
Our DEM was modified to include Carver Lake bathymetry collected in the field in 2016. The D-Claw simulation 
was initialized with pure water (m = 0) above the bathymetry of Carver Lake, and below a horizontal lake surface with 
an elevation determined from field surveys. This resulted in a lake volume of 1.4 million cubic meters.  
A region beginning near the upstream face of the moraine dam and extending downstream from the lake outlet was 
initialized with potentially erodible material occupying depths approximately 20 meters below the current DEM 
topography, and extending for approximately 300 meters downstream along the drainage channel. The erodible 
material was assumed to be a saturated granular-fluid mixture with the same material properties as the surrounding 
material, but was subject to entrainment under the physical constraints identified by Iverson and Ouyang, 2015, where 
the basal stress jump and a tunable coefficient is used to define the entrainment rate. The channel geometry was chosen 
based on current topography and slope gradients.  
3.2 Model results 
At the start of the D-Claw simulation, the pore-fluid pressure acting on the base of the landslide mass was manually 
raised until failure commenced locally at the weakest location. The manual manipulation then ceased and D-Claw's 
evolution equations dictated the failure process and coupled evolution of pore pressure.  
After failure commenced, the landslide material became nearly liquefied and accelerated downslope, eventually 
inundating Carver Lake (Figure 3). The model equations led to mixing of material and generation of impulse waves 
in the lake. The waves eventually overtopped the crest of the dam, eroding bed material in the process, leading to 
channel excavation. The positive feedback loop of dam and channel erosion led to further flooding and lake drainage. 
After approximately 5 minutes simulated time the lake evacuation stabilized, leading to a mixture of landslide material 
and fluid stranded in the lake bed (Figure 3). The flow downstream of the dam had the characteristics of a debris flow, 
with m = 0.5 - 0.6 (Figure 4). 
The D-Claw simulation continued to resolve the downstream flood and debris flow as it  descended the lower flanks 
of South Sister volcano. By utilizing AMR, grid efficiency was greatly enhanced by only resolving parts of the domain 
with active flow (c.f. (Berger et al., 2011)).  
The debris flows and flooding were primarily confined to the Wychus Creek drainage for an approximately 15 km 
reach downstream of Carver Lake, where the creek is deeply incised for much of its path.  
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Figure 5. D-Claw results showing the flood and debris-flow inundation in the alluvial fan surrounding Sisters. Shading indicates the maximum 
depth observed at any location for the duration of the simulation. 
Several kilometers upstream of the community of Sisters, Whychus Creek debouches onto an alluvial fan 
with low relief and a system of (now dry) distributary channels. When the modeled flow reached this point after 
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approximately 1 hour, it immediately overtopped the low banks of the main branch of Whychus Creek, spreading into 
the distributory channels. The flow continued to spread widely across the alluvial fan, eventually inundating Sisters 
(Figure 5). However, due to the spreading, the depth of the flow in the main channel was reduced significantly, 
presumably lessening the flood risk posed to the more densely populated area of Sisters adjacent to the main channel. 
The results contrasted with early 1-D simulations performed in the 1980's, which assumed that most of the flow was 
confined to the channel. 
4. Conclusions
Dam-break outburst floods and other phenomena that involve grain-fluid mixtures (e.g., landslides, debris flows,
dam breaches and bed-material entrainment) interacting with bodies of water, pose modeling challenges due to the 
multi-physics nature of the cascading hazards. Coupling disparate models together is less than desirable, due to 
implementation difficulties and model inaccuracy from ad hoc, non-conservative, coupling assumptions. 
We used D-Claw to seamlessly model a hypothetical landslide and the resulting cascade of lake inundation, wave 
generation, dam overtopping, breach growth and downstream debris flow. The modeling approach requires only  initial 
conditions and material parameters for the landslide material, water, and erodible bed material with no explicitly 
specified coupling assumptions. Obtaining high-resolution results with such simulations also requires use of high-
resolution digital topographic data, such as the lidar data we utilized in this study. 
Compared to earlier studies employing 1-D equations and coarse topography, our modeling suggests a strikingly 
different result for our test case involving inundation near Sisters, Oregon. Owing in part to the use of 2-D equations 
as well as high-resolution lidar topography, our results suggest that flow avulsion and diversion on the alluvial fan 
surrounding Sisters would lead to a less severe flood hazard to the community. 
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Abstract 
When debris flows occur, bridges in mountainous streams may become dangerous when blocked by woody debris. When bridges 
are blocked with accumulated woody debris, high flow depths can cause the flow to spread widely. However, not all bridges become 
blocked with woody debris. Many studies have examined bridges blocked with woody debris for gentle slopes, but few studies 
have been conducted on steep mountain streams with supercritical flow. To better understand the interaction of woody debris and 
bridges across steep streams, we conducted laboratory experiments using one-pier bridge model and considered factors for the 
blockage of bridges by woody debris. We used straight rectangular channel flume 7 m in length, 0.3 m width, and with a variable 
slope. We supplied steady water from upstream end. We supplied woody debris model to the upstream end of the flume at approx.1 
second.  We set the bridge model 1.5 m upstream from the downstream end of the flume. We used ABS plastic material with a 
specific weight of 1.05 for the experimental woody debris. We varied the flume slope, water discharge, supply of woody debris, 
length of wood, height of bridge piers and Froude number. When the woody debris reached the bridge model, the total time of 
woody debris to pass through became longer from the supplied upstream condition due to rotational motion and diffusion. Because 
the total time changed, the amount of woody debris per unit time at the bridge was smaller than supplied condition. When examining 
the blocking conditions, we applied the woody debris condition at bridge model. From the results, we proposed methods to estimate 
the threshold condition of woody debris blocking at bridge from dimensional analysis. We applied parameters combining the 
experimental conditions of the bridge model, woody debris model, and hydraulic conditions, as well as the amount of woody debris 
per unit time required for bridge blocking. 
Keywords: woody debris, channel experiment, bridge, accumulation, dimensional analysis 
1. Introduction
It is known that woody debris enhances the damage of sediment-related disasters when it accumulates and blocks
bridges (Abbe and David, 2003; Bilby and Ward, 1991; Ishikawa et al., 1989). In Japan, hillslope works consisting of 
steel pipes have been installed to trap woody debris (Mizuyama et al., 1991). However, compared to sediment 
countermeasures, such as the widely constructed sabo dams in Japan, countermeasures for woody debris are 
insufficient. Furthermore, it has been reported that closed type sabo dams, especially which have been filled with 
sediment, hardly capture woody debris. Therefore, even on channels with sabo dams, the transport and potential 
damage by woody debris must be considered. 
Previous studies on woody debris have focused on mild slope sections with subcritical flow conditions (e.g., Adachi 
and Daido, 1957; Nakagawa et al., 1994). However, few studies have been conducted on steep sections of mountain 
rivers with supercritical flow. Understanding the accumulation processes requires consideration of the three-
dimensional motion of woody debris. Numerical simulation is suitable for predicting flood damage caused by woody 
debris accumulation. Recently, discrete particle methods and horizontal two-dimensional analysis methods have been 
proposed to model the dynamics of woody debris (e.g., Gotoh et al., 2007; Shimizu and Osada, 2007). Both types of 
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studies track the movement of woody debris using Lagrangian methods. However, those models focus on a limited 
domain in time and in space, and practical models for analyzing the long reaches of mountain rivers have not yet been 
developed. 
The blocking of bridges by woody debris is similar to the blocking of open steel sabo dams by debris flows. The 
blocking of sabo dams by sediment is a complicated three-dimensional process, which often requires stochastic 
methods to represent. However, Satofuka and Mizuyama (2005) have proposed a practical model describing a open 
steel sabo dam’s sediment trap function with an approximate equation. Here, we aim to develop a similar practical 
model describing the accumulation and blocking of bridges by woody debris. To propose a practical model, we need 
to identify the necessary conditions for woody debris accumulation and bridge blocking. It is known that the woody 
debris accumulation on bridges is influenced from the amount of wood per unit time arriving at bridge, but few studies 
have been conducted (Braudrick et al., 1997). In this study, we conducted channel experiments on woody debris 
accumulation and bridge blocking, and also applied dimensional analysis to identify the critical conditions of bridge 
blocking.  
2. Experimental Outline
We conducted experiments using a rectangular channel 7-m long and 0.3-m wide. We attached approximately 0.7-
mm diameter uniform particles on the riverbed to create a rough surface. We observe the flow conditions on the right 
side of the channel. The bridge model was placed 1.5 m from the downstream end of the flume. The pier of the bridge 
was placed in the center of the channel. We used three different bridge heightd Hb (0.05, 0.07, 0.09 m height from 
river bed to bridge girder. The girder width was 0.2 m, the girder thickness was 0.02 m, the handrail height was 0.03 
m, the pier diameter was 0.02 m, and the spacing between the pier and channel side wall was 0.14 m. Water was 
supplied at a steady state. We adjusted the water discharge to achieve a uniform flow depth at the bridge that did not 
exceed the depth of the bridge deck. Experimental woody debris was made from ABS resin with specific gravity of 
1.05. 
We modeled woody debris as a log and did not consider roots and branches. We used cylindrical round bars of 
length l 0.15, 0.175, 0.2, 0.3 m and diameter 0.03 m. Woody debris was supplied to the flow 5.5 to 6.0 m upstream 
from the bridge model in 1 second. The amount of supplied woody debris Qd1 condition at upstream was changed from 
20 to 250 logs/s with10 logs/s interval. The initial pulse of woody debris diffused as it flowed downstream. But it 
flowed almost in a steady state within the range of 1-m upstream from the bridge. From experimental observations, 
we identified the process by which woody debris accumulated and blocked the bridge. First the frontal part of woody 
debris arrived at the bridge, and the following woody debris within the range of 1-m upstream from the bridge caused 
blocking. We measured the number of woody debris pieces and the average woody debris velocity in the range of 1-
m upstream from the bridge. The amount of woody debris per unit time, Qd2, was obtained from the moving volume 
and speed of the woody debris. In this experiment, Qd2 was considered as the supply amount. We counted and measured 
woody debris from the video. The discharge of woody debris varied slightly with time. We defined Qd2 as discharge 
when more than half of the woody debris was within the 1-m reach upstream of the bridge. As a result, Qd2 ranged 
from 6.5 to 130.1 logs/s. Fig.1 shows the outline of the experimental channel and bridge model. Fig.2 shows an image 
of the experimental channel and woody debris blocking the bridge. Table 1 lists the experimental conditions. We 
conducted the experiment multiple times under the same conditions, for a total of 359 experimental runs. 
Fig. 1. (a)Outline of the experimental channel and (b)bridge model 
(a) (b) 
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Fig. 2. (a)Experimental channel and (b)woody debris blocking at bridge 
Tabel 1. Experimental conditions and cases 
3. Experimental Results
3.1. Woody debris discharge and other factors effecting bridge blocking 
Fig.3 shows the results of woody debris accumulation and bridge blocking. The “o” symbol in the figure indicates 
woody debris that passed the bridge without accumulating, and the “x” symbol indicates woody debris accumulated 
at the bridge and caused a dam-up on the upstream side. We eliminated the case when woody debris was caught 
temporarily on the bridge and flowed out. 
Fig.3a shows the relationship between the channel slope i and the amount of woody debris per unit time (hereafter, 
call as woody debris discharge) Qd2. Fig.3b shows the relationship between the flow velocity v and woody debris 
discharge Qd2.  Fig. 3a and 3b shows Case 1-1 to 1-3. In steep slope cases, the Qd2 required to cause accumulation was 
large. Cases 1-1 to 1-3 were conducted in same flow depth, and Qd2 required to accumulate at the bridge increased as 
the velocity increased. The minimum Qd2 for woody debris to accumulate at the bridge was linearly related to the 
riverbed gradient and to flow velocity.  The required Qd2 to accumulate at the bridge varied in steep slope conditions.  
Fig.3c (Case 2-1 to 2-3) shows the relationship between the supplied water discharge Q and the woody debris 






length l (m) 
Woody debris discharge 
from upstream side 




1-1 1/20 0.0141 0.2 20～250 0.05 3.09 Compare at the same 
depth, different flow 
velocities 
1-2 1/30 0.0115 2.52 
1-3 1/40 0.0099 2.17 
2-1 1/40 0.0047 0.2 0.05 2.07 Compare at different 
water depth, flow 
velocity 
2-2 0.0099 2.17 
2-3 0.0141 2.20 
3-1 1/40 0.0141 0.15 0.05 2.20 Compare at different 
woody debris length 3-2 0.175 
3-3 0.2 
3-4 0.3 
4-1 1/40 0.0141 0.2 0.05 2.20 Compare at different 
pier height 4-2 0.07 
4-3 0.09 
* Case1-3 and Case2-2 or Case2-3 and Case3-3 and Case4-1 are same condition 
(a) (b) 
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Fig. 3. Results on woody debris accumulation and bridge blocking 
conditions, the flow depth became high when discharge was large, and the clearance Hcl between the flow surface and 
the bridge girder became small. The clearance Hcl was 0.014 m in maximum water discharge condition and was 0.032 
m in minimum water discharge condition.  However, the diameter D of the woody debris was 3 mm is small compared 
to the clearance. Therefore, in this study, the effect of clearance Hcl seemed to be rather small. The required Qd2 to 
accumulate at the bridge varied in maximum water discharge conditions.  
Fig.3d  (Case 3-1 to 3-4) shows the relationship between the woody debris length l and the woody debris discharge 
Qd2. When the length l was long, the probability that woody debris was caught by bridge pier increased. Therefore, 




































































































(a) shows Case 1-1 to 1-3 
(b) shows Case 1-1 to 1-3 
(c) shows Case 2-1 to 2-3 
(d) shows Case 3-1 to 3-4 
(e) shows Case 4-1 to 4-3 
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The ratio of the opening width of the bridge (distance between bridge pier and side wall: w) and woody debris length 
l, was related to the accumulation results due to wood length difference. This trend matched the recent studies.  The 
required Qd2 to accumulate at the bridge varied in shorter woody debris length conditions.  
Fig.3e (Case 4-1 to 4-3) shows the relationship between the bridge pier height Hb and the woody debris discharge 
Qd2.  Compared to other factors, we could not identify a significant trend. But when pier height Hb was shorter, the 
required Qd2 to accumulate at the bridge became slightly smaller. Recent studies reported that woody debris 
accumulation and blocking at bridges in steep slope mountainous rivers was affected by three-dimensional motion of 
the wood. Therefore, ratios Hb/(h+D) or Hcl/D appear to be related to the probability that woody debris caught by the 
bridge pier and and accumulates on bridge.  The required Qd2 to accumulate at the bridge varied in shorter bridge pier 
height conditions.  
3.2. Threshold conditions for bridge blocking by woody debris 
Based on the trends in experimental results, we considered that the following three conditions affect bridge blocking 
by woody debris: (1) hydraulic conditions described by parameters Q, h and i; (2) the probability that woody debris 
would be caught by the bridge pier, which is described by the parameter w/l; and (3) the probability that woody debris 
would be caught by bridge girder, which is described by the parameters Hb/(h+D) and Hcl/D.  Therefore, we examined 
variables combining the three conditions’ parameters.  Furthermore, we found that woody debris discharge Qd2 also 
effects the bridge blocking, so we proposed new variables that have the same dimension with Qd2. Here, we should 
take into account for cases when woody debris was caught temporarily on the bridge and flowed out, because those 
cases help identify the boundary between blocking occurrence and non-occurrence conditions.  We also defined the 
temporal blocking condition as blocking and found the smallest woody debris discharge Qdlim to cause blocking in 
each condition. When multiple results exist in same case, we used the average value.  
From the experiments results, we considered the variables w/l∙Q∙Hb/(h+D) and w/l∙Q･Hcl/D. Fig.4 shows the
relationship between Qdlim and the variables w/l∙Q∙Hb/(h+D), w/l∙Q･Hcl/D,  w/l∙Q∙Hb/(h+D)∙i , and w/l∙Q∙Hb/(h+D)∙i0.5.
The straight line in the figure shows the boundary of accumulation at bridge. The line in each figure was drawn by 
least squares method. 
Comparing the variables w/l∙Q∙Hb/(h+D) and w/l∙Q･Hcl/D, w/l∙Q∙Hb/(h+D) showed good relation to the boundary
line. Focusing on variables w/l∙Q･Hcl/D, D became small value for Hcl, and Hcl/D showed less influence than w/l and
Q. Therefore, conditions with large Hcl deviated from the boundary line. In Fig.4a, results for steep conditions also 
deviated from the boundary line. To take into account of the effects of slope, next we considered the variable 
w/l∙Q∙Hb/(h+D) multiplied by slope. Here, only the i=1/20 condition deviated from the boundary line. Therefore, in 
order to reduce the slope influence and achieve a better linear relationship, we multiplied the variable w/l∙Q∙Hb/(h+D) 
by i0.5. This combination of variables resulted in the closest relation to the boundary line. We obtained the relation 
Qdlim=α∙w/l∙Q∙Hb/(h+D)∙i0.5 as the threshold of  woody debris discharge Qdlim required to accumulate on the one-pier 
bridge with two spans. Here, α is an experimental coefficient, 0.11 in this experiment. 
Fig.5 shows the relationship between the woody debris blocking threshold Qdlim/(Q+Qdlim) and the blocking safety 
factor for woody debris discharge  Qd2/Qdlim. Results showed that most of the blocking occurred when the safety factor 
was equal or larger than 1. And the boundary of occurrence and non-occurrence of the bridge blocking were shown to 
be around a safety factor of 1. However, some results had blocking occur when the  safety factor was less than 1, and 
it is important to understand what the factors were that caused this condition.  From experimental observations, we 
found several factors. There were some conditions in which there were a large number of pieces of woody debris 
oriented nearly perpendicular to the flow direction. In these situations, there were a large number of pieces of woody 
debris that collided with the bridge pier. And there were also conditions that during the experiment, in which woody 
debris was concentrated for a short time.  We need to consider how these conditions have affected for blocking 
boundary in future studies.  
298
Hasegawa / 7th International Conference on Debris-Flow Hazards Mitigation  (2019) 
Fig. 4. Relationship between the variable and woody debris discharge: the boundary line in each figure was drawn by least squares method using 
the result plots 
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4. Conclusion
In this study, we conducted channel experiments focusing on the amount of woody debris per unit time and 
examined the necessary conditions for wood accumulation at bridges. The diffusion of woody debris may have been 
due to the rotation of logs caused by the cross-stream variation in flow velocity. It seemed to happen due to rotation 
and flow velocity distribution at transverse direction. Using the results, we identified the necessary conditions for 
woody debris to accumulate at bridges from the relationship between the amount of woody debris per unit time and 
combinations of the following variables: the woody debris length, diameter, pier height, distance between the pier and 
sidewall, water depth, flow velocity, and slope.  
We did not clearly find a relation between the bridges clearance and the diameter of woody debris in this study. 
The specific gravity of coniferous trees is different from broad-leaved tree. Therefore, the type of wood may cause a 
different trend for accumulation at bridges and relationships between bridge clearance and log diameter.  
Although we focused on a bridge model with one pier, bridges with no piers or two piers are common. We will 
consider bridge geometries in the future studies. Furthermore, we obtained a method to estimate woody debris 
accumulation and bridge blocking, but there is some variability around the threshold for woody debris accumulation. 
Therefore, we need to analyze the results and the process in more detail. Finally, when considering countermeasures 
for woody debris, the most important condition will be the amount of woody debris. However, it is difficult to estimate 
and know the exact amount at the present time.  Recently, we are able to obtain and apply high resolution DEM or 
Lidar data in a mountainous area. Therefore, we can apply those data and also analyze data from field observations to 
estimate the accumulation of woody debris in a natural river. Combining our results with other studies may eventually 
lead to methods to predict woody debris hydrographs and design effective countermeasures. 
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Abstract 
In stony debris flow, it has been considered that the gravels move like laminar flow, but the interstitial water behave as turbulent 
flow. Moreover, fine particles can behave with the interstitial water as fluid and many previous studies call this process of fine 
sediment as shifting solid phase to fluid phase, “phase-shift”. Phase-shifted sediment affect the fluidity of debris flow. Therefore, 
it is necessary to consider fine sediments behavior to describe run-out processes of debris flow. However, the hydraulic 
conditions that fine sediment can behave as a fluid are not well understood. Here, we analyzed this hydraulic condition through 
flume experiments and numerical simulations. We examined effects of grain size distribution on the equilibrium sediment 
concentration, which has been defined as the sediment concentration that in which there is neither erosion nor deposition on the 
experimental flume bed. We found that for the same hydraulic conditions the equilibrium sediment concentration differed due to 
variations in the grain size distribution. Based on these experimental results, we tested the following three models for describing 
the conditions that fine sediment can behave as a fluid. First, we fixed fine sediment concentration in interstitial fluid (Model 1), 
then, we fixed the maximum diameter of phase-shifted sediment (Dc) (Model 2). In Model 3, Dc is assumed to be variable 
according to the ratio of the friction velocity to the settling velocity of Dc. As the result, the experimental relationship between 
grain size distribution and longitudinal gradient of deposited sediment surface under steady-state condition can be described by 
using the Models 2 and 3, but Model 1 could not describe.  
Keywords: debris flow, simulation model, fine sediments 
1. Introduction
Debris flow is a mixture of water and high concentrations of sediment. It can cause serious damage to
downstream houses and human lives. It is important to predict the area of inundation and depth of sedimentation for 
mitigating debris-flow disasters. Numerical models tested with flume experiments can be used to help make these 
predictions. In stony debris flow, it has been considered that the gravels move like laminar flow, but the interstitial 
water behave as turbulent flow (Takahashi, 2004). Moreover, fine particles mixed with the interstitial water can 
behave as a fluid (Takahashi, 1977). We call the process of fine sediment shifting from a solid phase to a fluid phase, 
“phase-shift”. Phase-shifted sediment affects the fluidity of debris flow. Therefore, it is necessary to consider the 
effects of fine sediments on the run-out processes of debris flow.  
In the previous numerical analyses considering phase-shift sediment, a method of setting the interstitial fluid 
density to a certain fixed value larger than the pure water and a method of setting the maximum diameter of phase-
shifted sediment (Dc) (Nishiguchi, 2014) has been used. It is necessary to set the interstitial fluid density and the 
particle diameter of Dc at which phase-shift occurs so that the calculation result fits the actual result. On the other 
hand, studies using flume experiments have shown that the grain size distribution affects the equilibrium 
concentration of debris flow (Hasegawa et al., 2013) and Dc is larger as the ratio of friction velocity of debris flow to 
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settling velocity of Dc (Nakatani et al., 2018). However, the hydraulic conditions that fine sediment can behave as 
fluid are not well understood. Here, we analyzed this hydraulic condition through flume experiments and numerical 
simulations. 
2. Hypotheses
2.1. Hypotheses about phase-shift 
It is assumed that the phase-shift of the fine sediments occurs because some of the sediment in the debris flow is 
incorporated into the interstitial fluid by the turbulent stress of the interstitial fluid. In this study, we defined that 
phase-shifted sediment is “fine sediment”. The maximum diameter of the fine sediment is “Dc”, and we assume that 
all sediment smaller than Dc flows as part of the interstitial fluid. Then, the interstitial fluid density of the debris 








𝐶 = 𝐶𝑓 +  𝐶𝑐 (2) 
where 𝜌𝑚 is interstitial fluid density of the debris flow, 𝜎 is mass of sediment, 𝐶𝑓 is fine sediment concertation, 𝐶𝑐 is
coarse sediment concertation, 𝜌𝑤 is water density, 𝐶 is total sediment concertation.
We use three models to describe sediment phase shift. In Model 1, the interstitial fluid density, i.e., the fine 
sediment concentration in interstitial fluid, assumed to be constant, regardless of grain size distribution of the debris 
flow. In Model 2, the maximum diameter of phase-shifted sediment (Dc) remained constant in time and space. This 
assumption is based on the concept proposed by Nishiguchi (2014). Thus, the interstitial fluid density varied with 
grain size distribution and total sediment (coarse and fine sediment) concentration. In Model 3, we assumed that Dc 
varies with the ratio of the friction velocity of the debris flow to the settling velocity of Dc. Dc increases as the ratio 
of the friction velocity of the debris flow to the settling velocity of Dc increases (Nakatani et al., 2018). Thus, in 
Model 3, the interstitial fluid density varied with not only grain size distribution and total sediment concentration, 
but also hydraulic condition.  This relationship is described by the following three equations: 
𝑢∗ = 𝑎 𝑤𝑠 (3) 















− 1) 𝑔𝐷𝑐 (5) 
where 𝑢∗ is friction velocity, 𝛼 is coefficient, 𝑤𝑠 is settling velocity, 𝑔 is gravitational acceleration, ℎ is flow depth,
𝑡𝑎𝑛𝜃𝑤 is water surface gradient, ν is kinematic viscosity coefficient, σ is mass density of sediment.
2.2. Numerical simulation model 
We used the debris-flow simulator, Kanako LS (Uchida et al., 2013) to describe the relationship between grain 
size distribution and longitudinal gradient of deposited sediment surface of flume experiments under steady-state 
condition (see section 3.1). We used the three different models to set the interstitial fluid density in Kanako-LS. In 
this numerical simulation model, the equilibrium concentrations of the debris flow and immature debris flow are 
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where 𝐶∞ is equilibrium concentration, ∅ is friction angle.
3. Methods
3.1. Experiment and analysis methods 
We analyzed the results of previous debris-flow flume experiments (Shima et al., 2014). The experimental flume 
is a straight rectangular channel with a width of 10 cm and a length of 7 m. The gradient of the flume can be 
adjusted from 5 degrees to 15 degrees. Coarse sediments are supplied from the upstream end of the flume by a 
hopper and water and fine sediments are circulated by a pump for circulation to constantly supply water and 
sediments (Fig. 1a). A plate with a height of 20 cm is installed at the downstream end of the flume. Moreover, the 
supplied sediment was deposited upstream from the plate, and we measured water surface gradient to clarify the 
longitudinal gradient of the deposited sediment surface was measured by the ultrasonic sensor. Using 4 types of 
mixed particle size materials (fig. 1b), 56 cases with different flume gradient (5-15 degrees), flow rate (0.75-2.5 ℓ
/sec) and sediment concentration (6.2-29.8 %) were conducted. 
In this study, we assumed that once the deposited sediment surface became steady-state condition, the sediment 
concentration in debris flow became the equilibrium concentration that in which there is neither erosion nor 
deposition on the experimental flume bed. So, we hypothesized the sediment concentration of debris flow can be 
calculated using the equilibrium concentration theories of (1), (2), (6) and (7). We set 𝐶𝑓 to describe relationship
between total sediment concentration and water surface gradient using equations (6) and (7). 
3.2. Calculation conditions 
Calculation conditions, such as supply flow rate, grain size distribution of materials, supply sediment 
concentration, flume gradient, width and length, were set to the same values as the experimental conditions. The 
simulation was run until the plate installed at the downstream end of the flume filled up and the flow upstream 
stabilized. Furthermore, reproducibility was evaluated for each model by comparing the observed and calculated 
longitudinal gradient of the deposited sediment surface under steady-state condition. 
We set fluid density, Dc-diameter, and  in equation 3 set for Models 1, 2 and 3, respectively. We used several 
values for each parameter (Table 1).  
Fig. 1. (a) Grain size distribution and (b) flume of the experiments of Shima et al. (2014) 
Table 1. Calculation conditions 
Model Method Setting value 
1 fixing interstitial fluid density (ρm) ρm =1.05, 1.10, 1.15 g/cm3 
2 fixing the maximum diameter of phase-shifted sediment (Dc) Dc= 0.2, 0.425, 0.9 mm 
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4. Results
4.1. Analysis results of experiments 
The interstitial fluid density estimated by equations (6) and (7) increased from Material A to Material D (Fig. 2). 
Dc estimated by grain size distribution of the materials, equations (1) and (2) roughly decreased from Material A to 
Material D (Fig. 2). However, the estimated values of the interstitial fluid density and Dc fluctuated even same 
material. This result shows that the condition of the phase-shift does not depend only on the grain size distribution of 
the debris flows. 
Next, the relationship between Dc and the ratio of friction velocity during experiment to settling velocity of Dc is 
shown in Fig. 3. Dc tends to decrease as the ratio of the friction velocity to settling velocity of Dc is larger, and the 
friction velocity and settling velocity of Dc are distributed in the range of approximately 2 to 13. Furthermore, in the 
range where Dc is larger than 0.3 mm, the ratio of the friction velocity to settling velocity of Dc is 2 to 4 regardless 
of grain size distribution of materials.  
4.2. Calculation results 
As a result of calculation in Model 1, the gradient of deposited sediment surface in the equilibrium state is 
roughly 0.8 to 1.6 times (correlation coefficient 0.29) with respect to the experiment result in the case of 𝜌𝑚=1.05
g/cm3, 0.7 to 1.5 times (correlation coefficient 0.61) in the case of 𝜌𝑚=1.10 g/cm3, 0.6 to 1.3 times (correlation
coefficient 0.54) in the case of 𝜌𝑚=1.15 g/cm3 (Fig.4). When the density was set to 𝜌𝑚=1.10 g/cm3, the experiment
result could be relatively well reproduced by calculation, however it is not possible to express the difference in the 
grain size distribution of debris flows, so the concentration of fine sediments can not be calculated appropriately. 
Second, as a result of calculation in Model 2, the sediment gradient in the equilibrium state is roughly 1.0 to 1.3 
times (correlation coefficient 0.63) with respect to the experiment result in the case of Dc=0.2 mm, 0.9 to 1.2 times 






Fig. 2. (a) Estimated result of interstitial fluid density; (b) estimated result of Dc based on analysis results of experiments 
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of Dc=0.95 mm (Fig.5). When the density was set to Dc=0.425 mm, the experiment result could be well reproduced 
by calculation. 
Third, in Model 3, the gradient of deposited sediment surface in the equilibrium state is roughly 0.9 to 1.2 times 
(correlation coefficient 0.91) with respect to the experiment result (Fig. 6). Model 3 was able to reproduce the 
experiment result better by calculation. 
Fig. 4. Relationship between observed and calculated longitudinal gradient of deposited sand surface using Model 1: (a) ρm=1.05 g/cm3; (b) ρm 
=1.10 g/cm3; (c) ρm =1.15 g/cm3 
 
Fig. 5. Relationship between observed and calculated longitudinal gradient of deposited sand surface using Model 2: (a) Dc=0.2 mm; (b) 
Dc=0.425 mm; (c) Dc=0.95 mm 
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5. Conclusion
We tested following three models for describing condition that fine sediment can behave as fluid through the
comparison between results of flume experiment and numerical simulation. First, we assumed constant fine 
sediment concentration in interstitial fluid (Model 1). Then, we fixed the maximum diameter of phase-shifted 
sediment (Dc) (Model 2). In Model 3, Dc is assumed to be variable according to the ratio of the friction velocity to 
the settling velocity of Dc. As the result, the experimental relationship between grain size distribution and 
longitudinal gradient of deposited sediment surface under steady-state condition can be described by using the 
Models 2 and 3, but Model 1 could not describe. In particular, Model 3 is expected to be versatile simulation model 
because it does not depend on the change in Dc due to the scale and the particle size of debris flow. 
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Abstract 
Five machine learning techniques─  classical nonlinear regression (NLR), multi-layer perceptrons (MLP), support vector 
machines (SVM) with radial-basis function (RBF) kernel, k nearest neighbour (kNN) and decision tree (DT) schemes─ were  
applied for regression of velocity distribution along the depth of debris flows by using experimental data of steady uniform open-
channel flows. Programs coded in Python and package scikit-learn were developed for machine learning analyses. Experimental 
results of two cases conducted and published by Matsumura and Mizuyama (1990) were adopted for training and prediction 
curves of the velocity distributions using the five different machine learning techniques. Three theoretical formulas were 
employed for comparison and investigation, the power-law derived by Takahashi (1978) based on Bagnold dilatant flow, theory 
modified by Matsumura and Mizuyama (1990), and the two-region formula derived by Su et al. (1993). R-squared scores for each 
case were calculated to check the fitness of the machine learning results to the experimental data and then to verify the fitness of 
the theoretical formulas to the machine learning predictions. The quantified results revealed that machine learning schemes 
provide powerful approaches for building prediction models for velocity distribution of debris flows.  
Keywords: data analysis; debris flows; machine learning; nonlinear regression; velocity distribution 
1. Introduction
Disasters caused by debris flows often occur in Japan, Taiwan and elsewhere in the world (Takahashi, 1977; Jan,
2000).  Development of the disaster prevention techniques is based on the understanding and analysis of the 
mechanical characteristics of debris flow. Debris flows are inherently non-Newtonian flows from the viewpoints of 
fluid mechanics, in which the rheological behavior is highly nonlinear and complicated.  
 Many flow models have been proposed for analysis of the mechanical characteristics of debris flows. Among 
them, the following models are useful and significant: the dilatant fluid model initiated by Bagnold (1954) and 
extended by Takahashi (1977, 1978); the Bingham fluid model, and the pseudo- or generalized visco-plastic fluid 
models proposed by Chen (1986), O’Brien and Julien (1988), Chen et al. (1991), and Julien and Lan (1991); the 
Prandtl mixing-length model employed by Matsumura and Mizuyama (1990); the modified turbulent flow model 
proposed by Yu and Chen (1990); the mixed-layer model proposed by Su et al. (1993); and the two-layer model, 
proposed by Ho (1997) in which an inertia sub-region and a viscous sub-region exist.  
    Conversely, machine learning and artificial intelligence technologies have been developed widely during the past 
decades (Muller and Guido, 2017; Bonaccorso, 2017). Among these schemes the supervised learning algorithms 
employed for regression can be applied for the prediction of flow velocity profiles.  
In this study we applied five machine learning schemes, i.e., classical nonlinear regression (NLR), multi-layer 
perceptrons (MLP), support vector machines (SVM) with radial-basis function (RBF) kernel, k nearest neighbour 
(kNN) and decision tree (DT) schemes to predict the velocity profiles of debris flows using the experimental data 
from the study of Matsumura and Mizuyama (1990). Two objectives were emphasized in this investigation: (1) to 
check the fitness of the five machine learning techniques to the experimental data; and (2) to compare the fitness of 
three theoretical formulas to the machine learning predictions. 
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2. Some Supervised Machine Learning Techniques for Regression
The prediction of velocity profile for a debris flow is in general a nonlinear regression problem due to the inherent
non-Newtonian characteristics of the debris flow. Regression problems pertain to supervised learning because of the 
existence of targets of value type for training data. The relationship between velocity (the target), u, and depth (the 
data), y, can be expressed as follows: 
)(yfu = (1) 
where f is in general a non-linear function. Some researchers have attempted to derive the relationship based on 
mechanics of debris flows, including the equations of continuity, momentum, energy and the kinematics of non-
Newtonian flows in which some special term such as Bagnold stress term was introduced (Takahashi, 1978; 
Matsumura and Mizuyama, 1990; Su et al., 1993). However, there are some parameters that make theoretical 
analyses difficult to be applied to practical cases, for example, the constant a in three theoretical formulas and 
mixing lengths present in the turbulence flow models. 
     In the following sections we summarize the five machine learning techniques used in this study for regression of 
Eq. (1) that is obtained from experimental data, especially those developed and provided in scikit-learn package 
(Scikit-learn.org, 2018): 
2.1. Nonlinear Regression (NLR) 
In this scheme a power-law form of the nonlinear relation can be expressed as 
nycyu =)( (2) 
This equation can be transformed into a linear one by taking the natural logarithm on both sides. Then we obtain 
BYAyncu +=+= lnlnln (3) 
After the linear regression analysis we can obtain the two parameters: Bnec A == , . The approach is direct and 
simple and the obtained value n in the power-law can be compared with theoretical results.  In the scikit-learn 
package, LinearRegression class can be imported to solve Eq. (3). 
2.2. Neural Network Using MLPs 
Multi-layer perceptron (MLP), such as the MLPRegressor class in scikit-learn package, can be employed for 
conducting regression of a nonlinear function by training from input data to target values by constructing a specific 
neural network topology along with, input, output and hidden layers using different activation (transfer) functions. 
The errors are resolved using the back-propagation scheme. Some activation functions usually employed are as 
follows: (1) sigmoid (logistic); (2) tanh; and (3) relu. Parameters such as the learning rate, momentum factor, and 
iteration number can be adjusted. 
2.3. SVM with RBF Kernel 
An SVM is a powerful tool that is employed for classification and regression problems (linear or nonlinear). The 
concept is to search for the separation boundary for classification problem and the fitting curve for regression 
problem based on the so-called supporting vectors. Various kernel functions can be used, among which the Gaussian 
(RBF) kernel function is often employed. In the scikit-learn package, the SVR class can be employed for regression 
analysis. 
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2.4. kNNs 
The kNN, such as the KNeighborsRegressor class in the scikit-learn package, is a non-parametric technique in 
which the predicted value of a point is obtained by taking the simple average or weighted average using inverse of 
distance of values of the k nearest neighbors. This algorithm is very simple. 
2.5. DT 
A DT is also a famous non-parametric supervised learning scheme that is used for classification and regression. In 
this method, the dataset is continuously partitioned into smaller subsets as the size of a tree is increased, and the 
final result is a tree with decision nodes and leaf nodes. The partitioning process is repeated until the criterion is 
satisfied. The aim is to create a model that predicts the value of target by learning simple decision rules inferred 
from the data features. In the scikit-learn package, the DecisionTreeRegressor class can be imported for analysis. 
2.6. Pros and Cons 
The pros and cons of the above five machine learning techniques are summarized and compared in Table 1 when 
they are applied for nonlinear regression. Moreover, the coefficient of determination, R2 , used for  measurement 

















res uuSS −= 
=
(4) 
Here R2 is a statistical measure that represents the portion of the variance for a dependent variable that is explained 
by an independent variable. The value of R2 approaches 1.0 implies good fitness. 
Table 1. Summary of the pros and cons of the five machine learning techniques employed in this study 
NLR MLP SVM kNN DT 
Pros  non-linear models 
 can obtain analytical 
curve 
 Capability to learn 
non-linear models 
 Memory efficient 









Cons  requires to assume 
the form of function 
 Local minimum 
problem 
 Including Many 
parameters 
 Scaling sensitive 
 SVMs do not directly 
provide probability 
estimates 
 Prediction curve is 
not smooth 
 May be unstable  
 Prediction curve is 
not smooth 
3. Typical Theoretical Formulas for the Velocity Profiles of Debris Flows






















(2) Matsumura and Mizuyama (1990): By adding the Reynolds turbulent stress to the theory provided by 
Takahashi, the following can be obtained: 
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         (6) 
(3) Mixed-layer theory (Su et al., 1993): Considering two layers, visco-layer and inertia layer, exist in the profile, 
the velocity distributions in each layer and interface can be derived as follows: 



























     (7a) 
(b) On the interface: 
)( VLVLInter hyuu == (7b)

































  (7d) 
Some important parameters are defined in Table 2. 
4. Application of Five Machine Learning Techniques to Regression of the Velocity Profiles for Debris Flows
4.1. Collection of Experiment Data 
We used the experimental results of the study conducted by Matsumura and Mizuyama (1990) and summarized 
by Su et al. (1993) as listed in Table 2. Matsumura and Mizuyama (1990) employed natural sand ( 3/65.2 cmgS = ) 
and conducted the flow experiments on a channel with dimensions  ).(500307 LHWcmcmcm   
Table 2. Data for debris-flow experiments conducted by Matsumura and Mizuyama (1990) 




























1-1 2.65 38 0.30 15 3.5 0.348 21.4 4.32 0.15 0.15 0.55 
1-2 2.65 38 0.30 15 3.4 0.348 21.3 4.21 0.08 0.07 0.57 
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4.2. Nonlinear Regression Using Machine Learning Techniques 
In this study, we used Python 3.6 and the associated package scikit-learn for conducting regression of 
experimental data of the debris flows. The training data are presented in Table 3. The imported and called functions 
employed in each machine learning schemes are presented as follows: 
 LinearRegression(),\ 
 MLPRegressor(hidden_layer_sizes= (20,), activation='logistic',solver='adam',alpha=0.001,batch_size='auto',\ 
   learning_rate='constant',learning_rate_init=0.01,max_iter=5000,random_state=0,tol=0.0001, momentum=0.),\ 
 SVR(kernel="rbf",gamma = 1.0, C=1),\ 
 KNeighborsRegressor(5),\ 
DecisionTreeRegressor(max_depth=3)] 
Table 3. Training data using machine learning techniques for debris-flow experiments conducted by Matsumura and 
Mizuyama (1990) 





0.18; 0.16; 0.21; 0.18; 0.20; 0.22; 0.32; 0.24; 0.34; 0.41; 0.37; 0.38; 0.48; 0.40; 0.50; 0.53; 0.52; 0.54; 0.56; 
0.65; 0.63; 0.82; 0.82; 0.64; 0.66; 0.67; 0.92; 0.76; 0.82; 0.86; 0.87; 1.00; 0.98; 0.97 
Target (y) Velocity
*/Uu
1.20; 1.40; 1.40; 1.50; 1.60; 1.70;  2.00; 2.50; 2.90; 3.20; 3.20; 3.40; 3.50; 3.90; 4.00; 4.30; 4.40; 5.00; 5.10;  
5.80; 5.80; 5.80;  6.00; 6.50; 6.50; 6.60; 7.50; 7.50; 7.60; 7.70; 8.00; 8.30; 8.40; 8.50 





0.16; 0.18; 0.20; 0.22; 0.26; 0.23; 0.20; 0.26; 0.27; 0.29; 0.29; 0.40; 0.38; 0.37; 0.48; 0.44; 0.52; 0.46; 0.53;  
0.48; 0.54; 0.60; 0.70; 0.71; 0.76; 0.77; 0.70; 0.76; 0.82; 0.83; 0.80; 0.79; 0.84; 0.98; 0.94; 0.84; 0.99; 0.88 
Target (y) Velocity
*/Uu
1.00; 1.20; 1.60; 1.60; 1.60; 1.80; 2.00; 2.00; 2.10; 2.00; 2.80; 3.00; 3.20; 3.30; 3.60; 3.70; 4.00; 4.40; 4.40; 
4.60; 4.90; 5.80; 5.80; 6.00; 6.10; 6.30; 6.40; 6.80; 7.00; 7.30; 7.40; 7.50; 7.70; 8.00; 8.20; 8.40; 8.80; 8.90 
   The regression results obtained using the five schemes are plotted in Fig. 1 and Fig. 2 for case 1-1 and case 1-2, 
respectively. In these plots the R2 scores are presented (in the upper left corner) to depict the measure of fitness of 
the machine learning results to the experimental data. In the NLR scheme the value of the power law n was obtained. 
The value of n was 1.07 and 1.13 for case 1-1 and case 1-2, respectively, and the theoretical value was n = 3/2 = 1.5. 
Moreover, all the results predicted by the five machine learning schemes fit well with the original data because their 
R2 scores are all near one. Note that although we can adjust some parameters in each scheme to obtain higher scores 
over-fitting should be avoided. The first row of Tables 4 and 5 present the averaged R2 scores. 
4.3. Comparative Study on the Prediction of Velocity Profiles Using the Theoretical Formulas 
We attempted to employ the five machine learning schemes to compare the fitness of velocity predictions by 
using the three theoretical formulas, Eq. (5), (6) and (7a-d). Here the reference bases are the machine learning results 
because they have been verified to have good fitness to the experimental data and can be considered to be valid 
velocity profiles for case 1-1 and case 1-2. The R2 scores 222 ,, SLCMM RRRT  shown in the bottom left corners depict 
the measure of fitness of theoretical formulas obtained from Takahashi (1978), Matsumura and Mizuyama (1990), 
and Su et al. (1993), respectively. In the second, third and fourth row of Table 4 and Table 5, the values for each 
machine learning scheme and averaged R2 scores are also summarized. We can see that all these values depict good 
fitness. However, among them, formulas proposed by Matsumura and Mizuyama (1990), Eq. (6), and by Su et al. 
(1993), Eq. (7a-d), present relatively higher fitness than that by Takahashi (1978), Eq. (5). However, we should 
emphasize that these analysis results are obtained based on the experimental data set we used. 
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(a) 
(b) 
Fig. 1. Velocity profiles of debris flow in case 1-1 (a) experimental data and theoretical predictions; (b) experimental data and machine learning 
predictions 
Table 4. R2 score of the experimental data and the three theoretical results predicted by the five machine learning 
algorithms 





Experiment 0.96 0.95 0.94 0.95 0.97 0.954 
Takahashi (1978) 1.0 0.94 0.93 0.88 0.86 0.922 
Matsumura & Mizuyama (1990) 1.0 0.93 0.94 0.92 0.91 0.94 
Su et al. (1993) 0.99 0.98 0.90 0.89 0.88 0.928 
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(a) 
(b) 
Fig. 2. Velocity profiles of debris flow in case 1-2 (a) experimental data and theoretical predictions; (b) experimental data and machine learning 
predictions 
Table 5. R2 score of the experimental data and the three theoretical results predicted by the five machine learning 
algorithms 





Experiment 0.97 0.97 0.95 0.97 0.98 0.968 
Takahashi (1978) 1.0 0.9 0.94 0.84 0.82 0.90 
Matsumura & Mizuyama (1990) 1.0 0.93 0.94 0.91 0.91   0.938 
Su et al. (1993) 0.99 0.99 0.92 0.88 0.92 0.94 
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5. Concluding Remarks
Data analysis was conducted on using five machine learning technologies, namely, NLR, MLPs, SVM with RBF 
kernel, kNN and DT schemes, to predict debris-flow velocity profiles of the experimental data presented by 
Matsumura and Mizuyama (1990). The results are: 
(1) Machine learning schemes offer systematic and convenient ways to predict the velocity profile of debris flow by 
using experimental data. The schemes can achieve good fitness without requiring any physical characteristics 
and assumptions that are usually employed in the derivation of a theoretical formula. This is a process of 
description and prediction of data from data.  
(2) In the NLR analysis we obtained the power-law values n to be 1.07 and 1.13 for case 1-1 and case 1-2, 
respectively. Both these are smaller than those used in theoretical formulas (n = 3/2 = 1.5). The NLR model can 
be revised using more experimental cases, and some assumptions in theoretical formulas can be re-examined. 
(3) The three theoretical predictions depicted good fitness. Among them, the results by Matsumura and Mizuyama 
(1990) and Su et al. (1993) presented relatively higher fitness than that by Takahashi (1978) in the analysis of 
the data sets used in this study. 
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Appendix A. Nomenclature 
u : Velocity of debris flow 
u : Averaged value of velocity of all samples 
iu : Velocity of the  i-th sample point
iû : Predicted velocity of the i-th sample point 
X : Training data in machine leaning schemes 
y : Depth of debris flow; target value in machine learning schemes 
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Abstract 
Rheological characteristics are important information for understanding or simulating debris-flow movement. Debris-flow 
movements involves complex and heterogeneous material with grain size distributions ranging from silt to large rocks. 
Conventional rheometers are usually limited to measure the rheological parameters of debris-flow of fine particles. Slump-tests has 
been used to evaluate the flow behaviour of fresh concretes which allow the tested concrete slurries to have larger particles.  In this 
study, the relationship between the parameters obtained from rheometer measurements and slump tests for debris-flow slurries 
with/without big particles were investigated.   At the initial stage, we used fine-sediment slurries to conduct rheological experiments 
to find the relationship between the parameters obtained from the rheometer measurements and slump tests. The rheological 
parameters of slurries were measured using the ‘Brookfield DV-III rheometer’. The rheological behavior of the slurry samples used 
in this study follow the Bingham fluid model. Rheological parameters (i.e., yield stress and viscosity) are affected by the 
concentration of slurry, indicating that the higher the concentration, the greater the value of the rheological parameters. Slump test 
was then conducted using the same material samples prepared for rheometer test and the slumped height and spreading diameter 
of the tested sample were measured. The result shows that the slump height ratio and spreading ratio of the tested slurry decrease 
with the increase of slurry sediment concentration. Experimental sediment slurry samples were prepared by mixing coarse sands 
of about 1 mm in diameter. Our results show that the parameters obtained by rheometer measurements are closely related with 
those by slump tests for the slurries used in this study, indicating that there is a high potential to evaluate rheological parameters of 
debris-flow using a slump test as an alternative method.  
Keywords: Slump test; Bingham model; rheological parameters; and slump parameters. 
1. Introduction
Rheology is a science that deals with the study of fluid and deformation behavior of fluid. When an external force
is applied to a body (solid, liquid or gas), it leads to the movement of the body from its original position towards the 
down slopes or cause a change in its original shape (Malkin and Isayev, 2006). The study of rheology is important in 
debris-flow as well as in many industries such as paints, polymers, printing inks, paper coatings, ceramics, cosmetics, 
food systems, pharmaceutical and agrochemical formulation, concrete related constructions company, and liquid 
detergents (Tadros, 2010). The researchers have been suggested numerous techniques to measure the rheology of 
concrete, concentrated suspensions, thickened tailings and paste fill, which behave as viscoplastic fluids (Bird et al., 
1983; Utracki, 1988; Nguyen and Boger, 1992; Schramm, 2000). Nguyen and Boger (1992) mentioned two main 
methods of rheology measurements; namely direct and indirect methods. In the indirect methods, yield stress can be 
obtained from the shear stress vs. shear rate graph by extrapolating and in the direct methods the yield stress can be 
obtained under static conditions (which also known as true yield stress). Debris-flow is usually treated as the 
movement of a continuum for simplicity, in spite of the existence of solid particles in it. To simulate the debris-flow 
both in field and in laboratory, we use partial differential equations with some rheological parameters. Selecting 
suitable rheological model and its associated parameters are very important in debris-flow simulation (Arattano et al., 
2006, Jan and Shen, 1997). Iverson (2003) observed that the debris-flow behavior can changes with the changes of 
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particle concentration in the mixtures. He also mentioned that Coulomb mixture theory is a good alternative which 
can represent the inconstant solid-fluid interaction in a heterogeneous mixture.   
The rheological behaviors of sediment-slurry mixtures are depended on sediment concentration, sediment type, and 
particle size distribution. Many researchers have shown that the high concentration slurry mixture could be treated as 
a Bingham fluid having yield stress and viscosity parameters (Chu, 1983; Fei, 1981 and 1983; Iverson, 2003; Jan et 
al., 2009, 2011, & 2018; Major and Iverson, 1999; Wu, 1981). Most poorly sorted, naturally debris-flow mixtures are 
composed of a fluid phase of water and fines (clay and silt), and a granular phase of sand and gravel (Rodine, 1974; 
Hampton, 1975; Pierson, 1981). The clay and much of the silt are considered to be an intrinsic part of the fluid because 
they usually will not settle out of suspension during a natural flow event (Tan, 1985; Davies, 1986); sand and gravel, 
on the other hand, might or might not be carried in suspension by a particular flow. With increasing amounts of silt or 
clay, sediment-slurry mixtures may acquire a yield strength. Mixtures that contain largely silt acquire a yield strength 
in the range of 30-35% of volume concentration (Qian et al., 1980). Clay-rich mixtures may exhibit yield strength at 
volume concentrations as low as 10% or less (Hampton, 1975; Wan, 1982; Yang and Zhao, 1983). Conventional 
rheometers are usually limited to measure the rheological behavior parameters of debris-flow with fine particles. 
The slump measurement using slump test is widely used for measuring the workability of concrete due to its 
simplicity. In this test, the concrete will collapse or flow if the yield stress is exceeded and will stop when the stress 
is below the yield stress. Therefore, the slump test is associated to the measurement of yield stress (Ferraris and Larrard, 
1998) and spreading distance. Some researchers have used the finite element method to simulate the slump test (Mori 
and Tanigawa, 1992) assuming that concrete follows the Bingham model. The slump heights were used to measure 
the viscosity and workability of the mixtures. When the slump height is large, the mixtures holds a small yield stress, 
and small slump height specifies a large yield stress of the mixture. In this paper, efforts were given on the potential 
of application of slump test to measure the rheology of sediment-slurry mixtures.  
The applicability of slump test to measure rheological parameters of kaolin slurry, slurry with added coarse particles 
were studied and found a linear relation between rheological parameters and slump parameters (Jan et al., 2009, 2011, 
2018). In the present study, the experiments were conducted in two phase: firstly, sediment mixture was used as the 
tested material and a traditional rheometer was used to measure its rheology. In the second stage, the same sediment 
mixture was used as the testing materials and its flow behavior were measured by a slump cone instead of a rheometer. 
The main objective of this study objective is to find the correlation between the rheological parameters and slump 
parameters, so as to evaluate the potential of using slump test to assess the rheological parameters.  
2. Materials and methods
In this study, the tested slurries were the mixtures of fine sediments taken from a reservoir deposition. The sediments
have a median diameter of 0.0036 mm and the particle size distribution is shown in Fig. 1. We proportioned those 
sediment materials into five kinds of slurries having sediment concentrations of 25%, 27.5%, 30%, 32.5% and 35%, 
respectively.  The slurry of sediment concentration 30% was used to mix with different amounts of coarse particles 
having diameter approximately 1 mm to form five kinds of slurry-gravel mixtures having total sediment concentration 
of 30%, 40.5%, 44%, 47.5% and 51%, respectively. Those fine-sediment slurries and the slurries with coarse particles 
(simply named slurry-gravel mixtures herein) were used in the rheological experiments and slump tests. 
Fig. 1.  Particle size distribution of fine-sediment slurry 
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Rheological experiments in this study were conducted to understand the variation of shear stress of sediment-slurry 
mixtures with different volume concentration under low shear rates (i.e., < 20 s-1). Based on the measured shear stress, 
the yield stress and viscosity coefficient of sediment material were calculated to investigate the relationship between 
the yield stress and viscosity coefficient under the varying concentration of sediment-slurry mixtures. The details 
experimental procedure and considerations has been described elaborately by Jan et al. (2011 and 2018) 
3. Methodology
In this study, the Bingham fluid model, having two parameters (i.e., the yield stress and viscosity), was used to
simulate the rheological behavior of the slurries and the slurry-gravel mixtures, 
𝜏 = 𝜏𝐵 + 𝜇𝐵?̇?  (1) 
where 𝜏𝐵 is the yield stress and 𝜇𝐵 is the Bingham viscosity, and ?̇? is the shear rate. The rheological curves of slurries
were measured using the ‘Brookfield DV-III rheometer’ and were shown in Fig. 2b. 
The slope of each trend line in the shear stress vs shear rate graph represents the coefficient of viscosity. The plots 
of Bingham viscosity vs volume concentration and the yield stress vs volume concentration have been constructed as 
shown in Figs. 3a & b. Later on the rheological parameters will be compared with slump parameters obtained from 
the slump tests to find the correlation.  
A self-made cylindrical slump cone (mould) having top inner diameter of 50 mm, bottom inner diameter of D0=100 
mm, and height of H0=150 mm was used in the slump tests and slump heights and spreading diameters under different 
conditions of slurries were measured. The experimental setup is shown in Fig 2c. The slump height and spreading 
diameter were normalized as the ratio of the slump height to the initial height of tested sample (it equals the height of 
slump cone), and the ratio of the spreading diameter to the bottom inner diameter of the mould. The normalized terms 
are known as slump height ratio (Hr) and spreading diameter ratio (Dr), which are shown in equations 2 & 3.  
0/rH H H    (2) 
0/rD D D   (3) 
Using the above calculated values the correlations of shear stress and viscosity with the slump height ratio and 
spreading diameter ratio were determined, respectively. After having the rheological parameters and slump parameters 
from the experimental results, the plots between the rheological parameters (the yield stress and viscosity) and slump 
parameters (the slump height ratio and spreading diameter ratio) were compared to assess their relationships.  
4. Results and discussion
4.1. Rheological parameters 
As shown in Fig. 2b, it is clear that the shear stress is linearly related with the shear rate, and this phenomenon 
indicates that the slurries used in the present study can be treated as Bingham fluids. The shear rate of the reservoir 
sediments is 20 s-1 or less than 20 s-1 (Fig. 2b) and the shear stress is about 7.5 to 10 Pa for sediment volume 
concentration of 25%. Similarly, the range of shear stress at volume concentrations of 27.5%, 30%, 32.5% and 35% 
are 14~19.1 Pa, 21.9~28.9 Pa, 35.9~50.9 Pa, and 47.4~85.3 Pa, respectively, as shown in Fig. 2b.  
The experimental results in Fig 3a, explain that when coarse particles are present in the fine sediment slurry, the 
yield stress of that slurry become less compared to that mixtures of only fine sediment under same sediment 
concentration. This phenomenon was also observed by Philips and Davies (1991) and Major and Pierson (1992). The 
viscosity coefficient of slurry gravel mixtures also shows the similar trend as shown in Fig 3b. The reason behind this 
characteristic could be the development of stress and viscosity in sediment slurry containing coarse particles is much 
slower than the development in fine sediment slurry due to high frictional resistance (Major and Iverson, 1999). 
Therefore, the rheology of the sediment slurry could vary widely depending on the particle size present in the slurry.  
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a). The Brookfield DV-Ⅲ rheometer 
setup b). Shear stress vs shear rate 
c). Cylindrical slump cone  
4.2. Slump test 
The slump height ratios and spreading diameter ratios of the results of slump tests under different slurry conditions 
were presented in Figs. 4a & b. As shown in these figures, the slump height ratio and spreading diameter ratio sharply 
decreases with the increase of slurry sediment concentration. When different amounts of coarse particles mixed with 
the fine-sediment slurry of concentration 30% to form slurry-gravel mixtures, the decreasing rates of both ratios of 
slump height and spreading diameter against total sediment concentrations of the slurry-gravel mixtures are much 
smaller than those obtained from the fine sediment slurries. This indicates that fine sediments (clays) and coarse 
particles (sands or gravels) play different roles in the rheology of sediment slurries. The former provides friction and 
cohesion, while the latter majorly provides friction only. The content of fine sediments plays more sensitive roles in 
the rheological behavior of slurry due to cohesions between fine particles.  
4.3 Correlation between rheological and slump parameters 
The rheological parameters (the yield stress and viscosity) obtained from rheometer measurements, slump 
parameters (slump height ratio and spreading diameter ratio) obtained from slump tests for fine-sediment slurries, and 
slurry-gravel mixtures used in this study were compared as shown in Fig. 5. In the above rheological and slump 
parameters models analysis, the values of R2 for the relation of parameters of fine-sediment slurries ranges from 0.85 
to 0.99. The R2 values greater than 0.7 are considered as strongly correlated (Moore et al. 2013), as a result it implies 




Fig. 3: Relationships of rheological parameters and sediment concentrations of slurries 
Fig. 2: Rheometer and cylindrical mould used in this study 
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Fig. 4. (a) Slump height ratio vs. concentrations; (b) Spreading ratio vs.  concentrations 
Fig. 5.  (a) Yield stress vs. slump height ratio; (b) Yield stress vs. spreading diameter ratio; (c) Viscosity coefficient vs. slump height ratio;  
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Table 1: Relations among the rheological and slump parameters of fine-sediment slurries 
Relation model Model coefficients (a, b) 
Coefficient of 
determination R2 
 𝜏𝐵 = 𝑎 + 𝑏𝐻𝑟 185.78, -187.18   0.97 
 𝜏𝐵 = 𝑎 + 𝑏𝐷𝑟 51.92, -9.8    0.96 
 𝜇𝐵 = 𝑎 + 𝑏𝐻𝑟 16.07, -16.58   0.99 
 𝜇𝐵 = 𝑎 + 𝑏𝐷𝑟 4.71, -1.05   0.85 
5. Conclusions:
This study conducted rheological experiments and slump tests of sediment slurries that have Bingham fluid
behaviour, to explore the correlation between the rheological parameters and slump parameters. Looking at the 
experimental results, we conclude: 
1. The slurry-gravel mixtures and fine-sediment slurry mixtures at low shear rates (< 20 s-1) exhibit the
characteristics of Bingham fluid.
2. The rheological parameters (the yield stress and Bingham viscosity) are affected by the sediment concentration
in the slurry as well as by sediment size distribution. The higher the concentration, the greater the value of
rheological parameters.
3. With increasing the sediment concentration of the tested slurry using slump test, the values of slump height ratio
and spreading diameter ratio are gradually decreasing. Under the same total concentration, the slurry mixed with
coarse particles spread slower and shorter than fine sediment slurry.
4. Among the slump parameters, spreading of slump or slump diameter is more sensitive to rheology measurement.
5. The rheological parameters are well related with slump parameters, and this indicates that there is a high potential
to evaluate rheological parameters of debris-flow using a slump test as an alternative method.
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Abstract 
Mountainous regions of Brazil, especially where rural families live, need to be assessed for debris flow. Though debris flows 
rarely occur in this country, they have caused serious damages including human losses. Computational modeling of debris flows 
is an important tool to develop hazard maps and to improve the understanding of debris-flow mechanisms, since observed 
occurrences are rare. Therefore, the objective of the present study was to evaluate the potential for debris flows in a small rural 
basin (0.712 km2), in the municipality of Alto Feliz, Rio Grande do Sul state (Brazil), by using the Kanako-2D model which was 
calibrated with another debris flow in the same region. We simulated three scenarios by altering the debris volume and 
consequently the hydrograph (peak flow and peak time). All the scenarios show that debris flows would impact an existing rural 
house, even with the smallest potential debris volume. The modeled erosion and deposition areas along the debris flow are 
similar, with the magnitudes (depths) of erosion and deposition being different among the scenarios. In general, in each 
transversal section, the most pronounced point of erosion or deposition is almost always at the thalweg location. Along the stream 
channel, deposition was greatest upstream of an abrupt reduction in slope. The formation of a natural dam is observed at the 
channel junctions where erosion and deposition alternatively took place. Because of the investigation of the potential of debris 
flows, the simulation results were not compared with the actual occurrence in the present study. However, the present study could 
show that computational modeling of debris flow is very important for localities where debris flow occurs and that the debris-
flow hazard map is useful for land-use planning. 
Keywords: Debris flows; Kanako-2D; Southern Brazil.  
1. Introduction
In Brazil, ecotourism, construction of small hydropower plants, and establishment of water supply systems in
headwater areas, have caused increased infrastructure development in mountainous regions. Increased occupation of 
mountain regions without adequate management has caused an increase in the frequency and magnitude of debris-
flow disasters, especially in the last decade (Kobiyama et al., 2019). Under these circumstances, preventive measures 
based on scientific investigations are necessary to reduce the disasters. Numerical modeling is a useful tool for 
investigating the mechanism of debris flow and measures, such as hazard mapping and alert system implementation 
that can improve safety (Jacob and Hungr, 2005; Takahashi, 2007). 
Debris flows usually occur in mountains regions and are rarely observed. Since they occur suddenly, it is very 
difficult to monitor and record them. After the scientific observation with continuous photos reported by Okuda et al. 
(1977), many photos and videos of debris flows have been captured around the world. However, the number of these 
materials that demonstrate debris flows in Brazil is small. 
Hence the investigation of debris flow with numerical models should be carried out in Brazil. Among various 
computational models in the world, the Kanako-2D (Nakatani et al., 2008) has been applied to several areas and 
situations. The Kanako-2D was initially developed to evaluate the check-dams´ influences on debris flow 
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propagation. However, it has been increasingly used for mapping areas susceptible to these events. Its good 
performance was confirmed by Michel and Kobiyama (2016), Paixão and Kobiyama (2017) and Kobiyama et al. 
(2018) that constructed hazard maps and visually compared with real occurrence of debris flows. Therefore, the 
objective of the present study was to investigate the potential of debris flows in a rural area of the Alto Feliz 
municipality, Rio Grande do Sul state, Brazil, by using this model calibrated by Kobiyama et al. (2018) that 
investigated a large debris flow which occurred in this region in December 2000. Note that at that time the debris 
flow caused the deaths of four peoples. In this municipality there are many places susceptible to debris flows, which 
has increased the worries of local inhabitants about the debris flows. Thus, it is thought that the investigation of the 
potential of debris flow by using the calibrated numerical model is useful for understanding the future disasters. 
2. Materials and methods
2.1. Study area 
The study basin (0.712 km²) is located within the Jaguar basin which is a rural area of Alto Feliz municipality, 
southern Brazil (Fig. 1). Elevation ranges from 290 m to 670 m. The Alto Feliz region has historically suffered from 
hydrological disasters, including flash flood and mass movement. In 2000 the Jaguar basin was damaged by an 
extreme rainfall event, which triggered several landslides that became debris flows (Michel, 2015). 
Fig. 1. Location of the study area 
The study area is characterized by a mountainous landscape with steep hillslopes and vegetation consisting of 
native forest and eucalypt reforestation. Geologically it is located on the escarpment of the Serra Geral formation 
(basalt) (Viero and Silva, 2010). The predominant soils on hillslopes and near river networks are entisols and 
ultisols, respectively (Flores et al., 2007). 
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2.2. Kanako-2D 
Kanako-2D (Nakatani et al., 2008) is a physically-based computational model and has a graphical interface, 
which allows the graphical modification of input parameters. The basic equations of the model are based on the 
theory established by Takahashi and Nakagawa (1991) and are shown below: 
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 Equation to determining change in bed surface elevation:
𝜕𝑧
𝜕𝑡
+ 𝑖 = 0 (4) 
where h is the flow depth; u and v are the velocities in the x and y-axis, respectively; Ck is the k-th sediment 
concentration by volume; z is the bed elevation; t is the time; i is the erosion/deposition velocity; ik is the k-th 
erosion/deposition velocity; g is the gravitational acceleration; 𝜌 is the interstitial fluid density; 𝜃𝑤𝑥 and θwy are the 
flow surface gradient (in x and y-axis respectively); C* is the sediment concentration in movable bed layer; τx and τy 
are the riverbed shearing stresses in the x and y-axis, respectively. 
2.3. Input data 
The present study considered three different scenarios for a debris flow simulation. There is a landslide scar 
mapped by the CPRM in the study area and this scar’s area was used to construct Scenario 1. Scenario 2 adopted the 
mean area between Scenarios 1 and 3, for comparison. Scenario 3 considered that all areas determined as unstable in 
the basin by Michel (2015) collapse at the same time. Thus, it can be said that Scenario 3 is the largest possible event 
for the basin. According to Michel (2015) which carried out the field survey, the mean soil depth in this basin is 2 m. 
Then, this value was adopted and considered constant for all scenarios. Table 1 shows the values of the input 
parameters common to all scenarios. These values are similar to those used by Kobiyama et al. (2018) that calibrated 
this model to one debris flow whose locality is very near to the present study area. 
Table 1. Kanako-2D input parameters common to all simulations 
Parameter Unity Value 
Mass density of bed surface kg/m³ 2650 
Mass density of fluid phase kg/m³ 1000 
Concentration of movable bed m³/ m³ 0.65 
Manning’s roughness coefficient s/m1/3 0.03 
Coefficient of erosion rate - 0.0007 
Coefficient of deposition rate - 0.05 
Diameter of material m 0.45 
Internal friction angle º 37 
Minimum flow depth m 0.01 
Minimum depth at the front of debris flow m 0.01 
Concentration of material m³/ m³ 0.5 
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The debris flow propagation input is a hydrograph which is set at the upper part of channel (1D system). This 
hydrograph was constructed by following the triangle hydrograph theory of Whipple (1991), where the ascension 
duration is 1/3 of the total time. The hydrograph peak discharge was calculated using the formula proposed by 
Rickenmann (1999). The values of input parameters in each scenario are shown in Table 2. Scenario 1 supposed that 
the smaller unstable area (930 m2) marked in Fig 1 suffers from shallow landslide and causes debris flow. Scenario 3 
considered that the total unstable area (44062 m2) marked in Fig. 1 generates landslide. Then Scenario 2 treated half 
of volume of Scenario 3. Therefore, three scenarios have the same hydrograph-form but the different magnitudes. 
Table 2. Parameters variation in each case 
Parameter Unity 
Value 
Scenario 1 Scenario 2 Scenario 3 
Sediment volume m³ 1860.01 44,062.05 88,124.1 
Peak discharge  m³/s 52.9 738.7 1,316.02 
Peak time s 23.3 39.8 44.7 
One of the main bases for the debris flow propagation in the model is topographic data, which were extracted 
from a digital elevation model (DEM) with a spatial resolution of 2.5 m, obtained from the Brazilian Geological 
Survey (CPRM). Since the present study treated the potential of debris flow, the year of the DEM construction is out 
of question. 
2.4. Model application 
According to Nakatani (2008), Kanako-2D simulates debris flow in the channel with one-dimensional equations 
(1D) and propagation and deposition with two-dimensional equations (2D). The outputs of simulations were: flow 
depth, material concentration, velocity in the two dimensions, bed surface altitude and deposition thickness, in each 
configured time interval. The present study focused on changes in deposit thickness with time. 
The simulation result is limited, because the limit of the matrix size that can be used as the elevation model is 
restricted to 500 x 500 pixels. In the present study, the time interval for calculation was 0.01 s and the simulation 
time was one hour, in order to ensure that at the end of the simulations there would be no further changes on the bed 
of the modeled area.  
In the study basin, the possible propagation channel was not observed on field. It implies the possibility to have 
various courses. Hence, the propagation area in one-dimension was minimized (only two pixels with 5m x 5m) and 
the two-dimension calculation area was maximized, because of the restricted pixels. 
3. Results and discussion
Fig. 2 shows the results of three simulated scenarios, which allows the comparison between the flow propagation
in each case. The whiter color presents the larger thickness of the deposition layer, meanwhile, the blacker the more 
erosion in all the scenarios. Due to the model spatial limitation, the flows propagated to exceed the maximum 
simulation area. However, it did not cause the difficulty to analyze the phenomena, because the very small volume 
reached the final pixel of simulations.  
Scenario 1 represents propagation of the smallest volume, which results in a smaller deposit extent and also a 
smaller difference between the maximum erosion and maximum deposition (Fig. 2a). In Scenario 3, which has a 
volume of material that is 47 times than Scenario 1, the difference between the maximum erosion and the maximum 
deposition is approximately 10 m (Fig. 2c). All the scenarios indicate that an existing house inside the study basin 
would be affected by a debris flow, regardless of the propagated volume. It is noted that the largest depth of erosion 
was 2 m due to the fact that this was the maximum depth of soil configured in the model. 
Fig. 2d shows the locations at which the cross sections were made along the longitudinal profile of the debris flow 
travel path. Fig. 3 shows the longitudinal profile along the river thalweg before and after the debris flow occurrence 
in Scenario 3. In the upstream portion the largest change in the riverbed was a deposition of 7.98 m. This large 
deposition resulted from the entrance of debris in the channel in the upper part of the thalweg and also from the 
abrupt change of slope of the thalweg that is present approximately at the altitude of 400 m (Fig. 3). 
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Fig. 2. Results of simulations: a) Scenario 1; b) Scenario 2; c) Scenario 3; and d) cross-sections localities. 
It is apparent along the longitudinal profile that there is a semi-regular occurrence of erosion and deposition of 
debris, which are presented in agreement with the abrupt or smooth variations of channel slope, respectively. The 
portions of the flow with higher deposition are in the intervals with lower slope along the channel.  
Other accumulation points of material are in sections 6 and 8. These two sections are located in a neatly 
embedded channel and there is accumulation of material, even with the propagation of a low volume in the debris 
flow. Precisely for this reason, these places possess the potential for natural dams to form. 
Fig. 3. Debris flow longitudinal profile. After and before Scenario 3. 
Fig. 4 shows changes in profiles at 8 cross- sections, whose locations are indicated in Fig. 3, before and after 
debris-flow occurrence of Scenario 3. The profiles are distributed along the river, perpendicular to the thalweg. Note 
that the profile is viewed in the upstream direction. Deposition occurred at cross-sections 1, 3, 4, 6 and 8, while 
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erosion occurred at cross-sections 2, 5 and 7 (Fig. 4). At cross-section 4 the arrow indicates the location of a 
residence near the channel, demonstrating that the residence is susceptible to debris flow impacts in the future.  
The deposition forms a normal pattern, with higher deposition rates upstream, and lower rates further 
downstream. Besides, the deposition surface is approximately parallel to the horizontal line. The surfaces formed by 
erosion present a “V” shape. 
Fig. 4. Transversal sections to debris flow. After and before at the Scenario 3. 
Near cross-section 6 there is a confluence (Fig. 2). Fig. 5 demonstrates the erosion and deposition dynamics at the 
confluence during different time steps. Just after the confluence point, the deposition process is more predominant 
meanwhile just before the confluence erosion dominates. After reaching the confluence point, the debris flow 
propagation generated a backwater processes in the direction of the affluent upstream. At the time step 1800 s, the 
influence area along the affluent stream reached about 100 m. As the debris flow dynamics is very complex at the 
confluence, more detailed analyses should be numerically done in a future study. Though the simulation results are 
nor confirmed on field, the local inhabitant should recognize the possibility that at the confluence point a part of 
debris flow go upstream. 
Fig. 5. Detailed results of simulation at the confluence: a) 180 s; b) 480 s; c) 780 s; and d) 1800 s. 
In case of the context of the alert system, it is very important to know the speed of the debris flow. In order to 
observe this speed, the flow propagation features at the different time-steps are demonstrated in Fig. 6. By using 
each runout map in Fig. 6, the mean speeds of the debris flow through its evolution on time were estimated (Table 
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3). Though the speed is slightly reduced along the downstream displacement, the reduction rate is not exactly linear 
to the time or to displacement. 
Fig. 6. Temporal evolution of the debris flow: a) 0 s to 60 s; b) 60 s to 120 s; c) 120 s to 180 s; d) 180 s to 240 s; e) 
240 s to 300 s; f) 300 s to 360 s; g) 360 s to 420 s; and h) 420 s to 480 s. 
Table 3. Displacement and speed variations of the debris flow over the time. 
Time interval (s) L (m)(horizontal variation) 
ΔS (m) 
(vertical variation) Displacement (m) Mean spead (m/s) 
0 - 60 242.69 42.91 246.45 4.11 
60 - 120 306.92 59.29 312.59 5.21 
120 - 180 198.36 47.32 203.93 3.40 
180 - 240 190.4 24.25 191.94 3.20 
240 - 300 151.03 20.16 152.37 2.54 
300 - 360 91.87 4.44 91.98 1.53 
360 - 420 79.85 3.13 79.91 1.33 
420 - 480 144.27 2.39 144.29 2.40 
4. Conclusions
Computational modeling of the debris flows is an important tool to make hazard maps of this phenomenon and
also to comprehend its occurrence mechanism. This importance should be emphasized in countries which have rare 
occurrence of debris flow and suffer from large damages due to this phenomenon. Therefore, the present study 
applied the Kanako-2D model to a small basin, the majority of which is covered by forest and characterized by the 
mountains environment in the municipality of Alto Feliz, southern Brazil.  
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By changing the debris volume and consequently the hydrograph (peak discharge and peak time), three scenarios 
were simulated. Regardless of the scenarios, the hazard maps generated with all scenarios show that the debris flow 
would destroy an existing rural house. Though the localities of erosion and deposition in the stretch of the debris 
flow are similar among the scenarios, their magnitudes (depths) of erosion and deposition were different among 
them. In general, at each cross-section, the most pronounced local of erosion or deposition is almost always the 
thalweg location.  
Numerical modeling research allowed the recognition of debris flow dynamics at confluence as well as flow 
speed. Though the comparison between numerical simulation results and field observation of actual occurrences is 
essential for debris-flows studies, only computational investigation also has its own importance because the 
phenomenon is comparative rare. In this sense, the Kanako-2D model remains very useful especially in Brazil. 
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Abstract 
Debris flows with high velocity may have enormous impact forces on obstacles in their flow paths. It is necessary to install 
protective structures, such as check dams that slow down or interrupt the debris flows from affecting adjacent infrastructure and 
residential communities. The impact forces of debris flows on check dams are an essential factor in hazard mitigation evaluation 
and design of check dams. To accurately evaluate the impact force of debris flows on the check dams, a numerical model that takes 
into account the fluid-solid interactions is needed. In this study, the large deformation analysis, which is the coupled Eulerian-
Lagrangian (CEL) technique, was applied to evaluate the behavior of the debris flows and the impact force on the check dams, 
simultaneously. The numerical method was validated using published data on laboratory experiments. A series of numerical 
analyses were performed to evaluate the significant influencing factor on the dynamic impact force of debris flows, such as the 
flow velocity and the thickness of sedimentation. Based on the results of these analyses, it was observed that the dynamic impact 
force of debris flows on the check dams is significantly dependent on the velocity of the debris flows. In addition, the debris flows 
are gradually accumulated towards the top of the check dams after the debris flows first contacts the check dams, thereby the 
position of the dynamic load acting on the check dams is increased.  
Keywords: Debris flows; Check dams; Impact force; Large deformation analysis 
1. Introduction
Debris flows are one of the most catastrophic natural hazards because of the high economic losses and human
casualties that they cause. Debris flows with a large mass and high velocity can apply tremendous impact forces on an 
obstacle in its flow path. The magnitude of debris-flows impact depends primarily on the velocity, height of debris 
flows and the sediment. In order to protect humans and infrastructures against debris flows, two different types of 
debris-flow models, process and impact model, are necessary (Proske at. al., 2011). The initiation of debris flows can 
occur through a variety of processes as they descend the watershed by entraining sediment, mobilization of separate 
landslides and high concentration of surface water flow (Godt and Coe, 2007). As shown in Fig. 1, to reduce the 
immediate risk of both hazard and vulnerability, two different types of debris-flow models which are process model 
and impact model are necessary.  








Impact model Process model
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In this study, large deformation analysis for debris flows was conducted by using coupled Eulerian- Lagrangian 
(CEL) technique in ABAQUS. This rigorous FE analysis method can indicate both, the potential influence of debris 
flows and the estimation of dynamic impact force on check dams. This method could be used to hazard mitigation 
evaluation and the design of the check dams. 
2. Numerical method
2.1. Coupled Eulerian and Lagrangian method 
The coupled Eulerian-Lagrangian (CEL) analysis, one of the large deformation analysis method, combines the 
advantages of the Eulerian and Lagrangian methods to model large-deformation problems in geomechanics (Qiu et 
al., 2011). There is no limit to the range or on terrain, so it is suitable for evaluating the movement of debris flows at 
high velocity. In Lagrangian analysis, the nodes of the Lagrangian mesh move together with the material. The main 
advantage of a Lagrangian formulation is that the interface between the two parts is precisely defined and traced. 
However, large deformations within the target region will lead to hopeless mesh tangling in a Lagrangian reference 
frame. In Eulerian analysis, a Eulerian reference mesh which remains undistorted is required to trace the motion of 
the material in the Eulerian domain. The materials can move freely through the Eulerian mesh. The Eulerian reference 
frame prevents the mesh distortion on the target. However, loses the precise interface description provided by the 
Lagrangian formulation. The coupled Eulerian-Lagrangian (CEL) method captured the advantage of the Lagrangian 
and Eulerian methods. A significant benefit of the coupled Eulerian-Lagrangian method is that there is no requirement 
to generate a conforming mesh for the Eulerian region. The general contact algorithm does not require contact between 
the Eulerian elements and Lagrangian elements. The Lagrangian part can move through the Eulerian region without 
resistance until the Eulerian element filled with the material (Qiu et al., 2011). Numerical stability is guaranteed by 
the introduction of the critical time interval size that is approximately proportional to the smallest element length and 
inversely proportional to the square root of the elastic stiffness of the material. A convergence study of the combined 
effects of mesh density and velocity is needed into a well-designed verification for each particular problem to achieve 
a suitable compromise between accuracy in the quasistatic response and computational efficiency (Wang et al., 2015). 
High-quality results require a fine mesh due to the difficulties in modeling interfaces between materials. The 
movement of the material properties within the Eulerian region can be determined as the volume ratio, the Eulerian 
volume fraction (EVF) of each element. Each Eulerian element has represented a percentage, which the portion of that 
element filled with a material. As shown in Fig. 2, when the Eulerian elements filled with a material, EVF is 1, whereas 
when there is no material in part, EVF is 0. 
Fig. 2. Eulerian volume fraction (EVF) 
2.2. Geometry and boundary condition 
The analysis of the debris flows is composed of the soil layer, bedrock, structures which are dams or building, and 
void area. Lagrangian elements are applied to relatively hard bedrock components and structures. Eulerian elements 
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.32 0.91 0.91 0.32 0.0
0.0 0.91 1.0 1.0 0.91 0.0
0.0 0.91 1.0 1.0 0.91 0.0
0.0 0.32 0.91 0.91 0.32 0.0
0.0 0.0 0.0 0.0 0.0 0.0
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are applied to the erodible soil layer and the debris flows. A typical 3D coupled Eulerian-Lagrangian (CEL) analysis 
geometry for the dynamic impact force on check dams is depicted in Fig. 3. The initial debris-flow volume was 3 m3 
(3 m × 1 m × 1 m) and 35 ° in inclination angle, and the transportation area was defined as 10 m in length and 20 ° in 
inclination angle. The deposition area was set to 5 m to confirm the arrival velocity and shape of the debris flows. The 
thickness of bedrock was defined as 0.5m. The dams were modeled as 1.5 m high, 1 m wide, and 0.5 m thick. This 
interpretation consists of the Lagrangian part and Eulerian part. The Eulerian area is divided into three parts: the initial 
debris flows, the erodible soil layer, and the void layer where the debris flows. The check dams and bedrock were 
considered as a Lagrangian domain. The boundary conditions of the check dams are defined only on the bottom, and 
the displacements in all directions are fixed. The only loading condition considered in this analysis was gravity in the 
z-direction. 
Fig. 3. Idealized numerical model for impact on debris-flows barrier 
3. Validation of numerical technique
3.1. Numerical modeling 
The applicability of the coupled Eulerian-Lagrangian (CEL) method to the analysis of debris flows was verified in 
comparison with laboratory tests. Some researcher conducted flume experiment to investigate the behavior of debris 
flows and impact forces acting on check dams. To verify the proposed method for the debris flows analysis with 
dynamic impact force, the laboratory tests (Moriguchi et al., 2009) was chosen. The analytical results were compared 
with the velocity and shape of the debris flows as well as the impact force measured by the load cell. The physical 
laboratory modeling of debris flows was performed at different slopes and measure the impact force exerted by this 
material on a fixed rigid wall. Fig. 4 shows a schematic view of the flume with a sand box and impact force measuring 
instrument. The surface of the flume was coated with the same sand to provide surface friction. The flume was 
designed with a length of 1.8 m and a width of 0.3 m, and the slope was designed to be adjustable from 45° to 65°. In 
this study, 45°, 55° 60° and 65° experiments were selected for validation. The geometry of the analysis is depicted in 
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debris and are were modeled using Euler elements. In this analysis, only gravity in the z-direction is defined as the 
only loading condition. The dry sand is suddenly released at t = 0 s, and then it slides down the slope hitting the rigid 
wall. Boundary conditions were set on the floor space to fix all displacements in the x, y, and z directions and for the 
size space to fix only displacements in the x, and y directions. The mesh of the debris flows and flume domain consists 
of 8-noded Eulerian brick elements (EC3D8R) and 8-noded Lagrangian brick elements (C3D8R), respectively. The 
mesh dimensions of both the Lagrangian element and the Eulerian element were set to 0.01 × 0.01 × 0.01 m.  
The constitutive behavior of sand is modeled with an elastic-perfectly plastic model with Mohr-Coulomb failure 
criterion. The properties required for the analysis used the values given in the reference paper (Moriguchi et al. (2009). 
In order to the analysis, the necessary properties were estimated based on the proposed property values, and the values 
required for the analysis were estimated based on the given values. 
Fig. 4. (a) Schematic illustration of slope model; (b) impact force measuring instrument (Moriguchi et al., 2009) 
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3.2. Compare with laboratory and analysis results 
Fig. 6 shows the experimentally and numerically observed free surface configurations on a flume inclined at θ = 
45° at different time instants (T = 0.4 sec, T = 0.8 sec, T = 1.2 sec, T = 1.6 sec). To make the free surface more visible, 
a red outline was drawn on the surface of the sand at each snapshot. The last two snapshots show the debris flows 
overtopping the wall. The debris-flow accelerates and elongates while descending the slope. When debris flows reach 
the load cell, the debris flows are deviated upwards, parallel to the wall, with the formation of a bulge, and it 
subsequently decelerates. The simulated results capture the experimentally observed flow behavior which flows 
velocity and shape of debris flows. 
In the CEL analysis, the total impact force is the value of the contact force at the contact surface between the 
Lagrangian part and Eulerian part. The total impact force was calculated as the sum of the normal forces on the 
structure (0.3 m × 0.3 m). Fig.7 compares the experimental and numerical results with the time-varying impact force. 
In an experiment with a slope angle of 60, the impact force on the measuring instrument increases rapidly to the 
maximum value of 0.42 kN at t = 0.85s, and after the peak, the force decreases to the quasi-static value which is the 
maximum value of the experiment with the slope angle of 45 degrees. The simulated results firmly agree with the 
laboratory test results, which indicates that the applied method is appropriate for simulating debris-flow impact force 
on check dams. 
Fig. 6. Analysis results of the height and shape of the debris flows (Moriguchi et al., 2009) 
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4. Numerical analysis
4.1. Velocity 
The impact force exerted by a debris flows on a fixed structure depends on the debris-flow height and velocity, as 
well as on the density of the flowing mixture. In this study, a series of analysis was conducted to confirm the effect of 
the velocity of debris flows on the impact force acting on the check dams. The inclination angle of slope was 
determined as 10, 15, 20, 25°. Fig. 8 presents the results of the shape and velocity vector of debris flows in the analysis. 
The debris flows from the initial part flowed down onto the ground layer. Fig.9 shows the time histories of impact 
force for each of the four inclination angle of slope. It can be seen that the peak and residual force are similar for the 
angle of slopes 10 º and 15 º. However, in the angle of slopes 20 º and 25 º, maximum forces are generated by debris 
flows and then converge to residual values. As a result, the increase in the magnitude of the debris flows reaching the 
check dams is causing more damsage. 
Fig. 8. Velocity vectors for debris-flow impact without entrainment 
Fig. 9. Time history of impact force for various inclination angle 
4.2. Thickness of sedimentation 
In a closed-type check dams, erodible sediment is moved down by sediment transport and accumulates behind the 
barrier. The debris flows have a static behavior similar to that of the deposited debris flows and imparts a static pressure 
normal to the barrier after the initial dynamic impact. The total impact force consists of a dynamic impact force from 
the moving debris flows and a static force from the deposited debris-flow material acting as earth pressure due to the 
gravity. The deposited materials behind a barrier play an essential role in the dynamic load transfer process (Tiberghien 
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et al. 2007). As shown in Fig. 10 (a), to confirm the influence of the deposited debris, a series of numerical analysis 
were carried out with sediment thicknesses of 0.0 m, 0.5 m, 1.0 m, and 1.5 m. Fig. 10 (b) shows result of numerical 
analysis. The debris-flow momentum was delivered to the check dams during the first impact, and immediately 
forming a deposited static zone directly behind the barrier. The remaining debris flows over the deposited material 
and collides with the check dams at a higher elevation after a run-up process. This result agrees with the experimental 
results obtained by Tiberghien et al. (2007). Therefore, various loading conditions should be considered to verify the 
stability of check dams. 
Fig. 10. (a) Case study of sediment thickness; (b) Depositional shape of debris flows 
5. Conclusions
In this study, the impact force of debris flows on check dams was evaluated by using Coupled Eulerian-Lagrangian
(CEL) take into account the fluid-solid interactions. A series of rigorous numerical analyses were performed to 
examine the significant influencing factor on the dynamic impact force of debris flows. The results of this investigation 
are summarized below. 
1) The primary objective of this study was to analyzed the behavior of debris flows with impact force on check
dams using the large deformation FE analysis technique of a coupled Eulerian-Lagrangian (CEL) technique. The 
analytical method was validated using published data on laboratory experiments (Moriguchi et al. 2009). This study 
clearly shows that the analysis result is in good agreements with the chosen laboratory data. 
2) Based on the analysis results, it was observed that the dynamic impact force of debris flows on check dams is
significantly dependent on the inclination angle and the thickness of sedimentation. In the analysis taking into account 
the effects of slope, the peak and residual force are similar for the angle of slopes 10 º and 15 º, but in the angle of 
slopes 20 º and 25 º, maximum forces are generated by debris flows and then converge to residual values. 
3) The debris flows are progressively impounded upstream of the check dams after the first contact of the debris
flows to the check dams. The debris-flow momentum was transferred to the check dams during the first impact, 
instantly forming a deposited static zone immediately behind the barrier. The remaining debris flows then rode over 
the deposited material to hit the check dams at a higher elevation after a run-up process. Therefore, various loading 
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Abstract 
The design of countermeasures such as barriers and filter dams needs an accurate estimation of the impact load. However, debris 
flows typically contain poorly sorted grains, whose size can span several orders of magnitude. Large grains can induce impulsive 
loads on a barrier, and potentially clog the openings designed to induce self-cleaning after an event. The current modeling 
techniques, mostly based on continuum-based depth-integrated approximations, cannot accurately describe these mechanisms, and 
analytical approaches often fail to tackle this complexity. In an effort to reproduce a realistic impact load, a sample flow composed 
of grains is reproduced with a three-dimensional model based on the Discrete Element Method (DEM). The mass impinges upon a 
barrier with a prescribed velocity. The barrier design is inspired by a monitored dam built on a catchment located in the Italian 
Alps, which features multiple outlets. The grains can clog the outlets, forming frictional arches. The load pattern on the barrier is 
analyzed in terms of single-grain impact and of collective behaviors. The impulse transferred by the granular mass to the structure 
is then used as input for a structural analysis of the barrier through a Finite Element analysis. The results highlight how frictional 
chains can induce loads that are substantially different from those determined by standard analytical approaches. 
Keywords: Debris flow; Discrete element method, Flow-structure interaction; Hazard mitigation  
1. Introduction
One of the methods to reduce risk associated with flow-like landslides is the construction of baffles (Law et al.,
2015), deflectors (Ng et al., 2017b), or slit dams (Zhou et al., 2018). When installed immediately downstream from a 
catchment area, barriers are effective in breaking the energy of the flow early on, reducing its erosive power and 
effectively controlling the volume of large sediments transported. When sediments of different size are present, as is 
typical in debris flows, the barrier should retain the largest sediments (Piton and Recking, 2016). However, it is often 
preferable to avoid complete obstruction of the channel, in order to allow the regular flux of small sediments to occur 
in normal conditions. This is achieved by prescribing one or more outlets in the barrier (Marchelli et al., 2018a), whose 
size is designed as a function of the dimension of the minimum grain that should be retained. 
A more rational evaluation of the impact force is a long-standing problem for the design of retention structures 
(Hungr and Jakob, 2015). The single cost of an experiment discourages the exploration of multiple geometries or 
conditions, and small-scale physical modeling suffers from scaling issues (Iverson, 2015). A cost-effective approach 
is to apply monitoring stations on existing barriers, in order to evaluate their performance, possibly both in 
vulnerability reduction and in robustness of the barrier design (Kwan et al., 2014). 
The test case in exam is the sectional dam shown in Fig. 1(a), located in the municipality of St. Vincent, eastern 
Italian Alps. It consists of a concrete wall with multiple steel beams protruding from the top. Each beam has an IPE-
type section (c), and is equipped with a strain gauge (a,c) to monitor the dam by recording the strain at the base of the 
steel beams. The dam is hit every summer from multiple stony debris flows, and is designed to retain the coarsest 
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fraction of the grains. After every major event, the reservoir behind the dam is emptied in order to restore functionality. 
The dam dramatically collapsed during an event occurred in 2014, see Fig. 1(b). A discussion followed on the actual 
reason that induced the collapse. When activated by an impact, the sensors typically record compression (negative 
strain). However, it is not uncommon for sensors to record positive tension. This is puzzling, as it was originally 
believed that all sensors would only register compression when activated, since they are located on the side of the 
beam that does not face the flow. 
In order to give an interpretation to the signals recorded on site, we use in this work the discrete element method 
(DEM). We evaluate the type of load exerted on the barrier, assuming the barrier itself is hit by a single surge of 
monodisperse grains. The output is plugged into a finite-element model (FEM) of the barrier as a time-history of 
external actions. A dynamic analysis is then performed, studying how the bending moments at the base of the beams 
evolve. The strain at the base is then compared to the site recordings. 
2. Numerical model
The numerical procedure is outlined in Fig. 2(a). The debris flow is modelled with the DEM, which allows to obtain
a time-history of load patterns on the barrier. The barrier itself is modelled as an elastic body with a FEM model, where 
the forces recorded in the DEM simulation are used as a set of external loads. This allows to compute the stress and 
strain fields on the barrier, and compare them to the data obtained from the monitored dam. 
2.1. Discrete load model with DEM 
We compute the load on the barrier using a simplified approach, where the debris flow is simulated as a collection 
of spherical particles of mean diameter 𝑑𝑑𝑓𝑓 = 0.2 m. Moreover, the actual material composition is complex, including 
grains with different size and shape immersed in a liquid (Kaitna et al., 2016; Leonardi et al., 2018). 
The debris flows recorded in St. Vincent are frequently multi-surge events. These surges can occur within minutes 
or separated by few hours. As a consequence, it is common that a second surge impacts the barrier before the first is 
removed. They impinge on the lowest portion of the barrier with a relatively high speed and belatedly on the upper 
portion, usually with a lower speed due to the barrier having already reduced the momentum of the flow at that point. 
In the DEM model, we simplify this scenario by considering only the upper half of the barrier, i.e. only the metal bars 
plus a portion of the concrete dam, for a total height of ℎ = 2.5 m. We simulate only a total width of 𝑤𝑤 = 3𝑖𝑖, where 
𝑖𝑖 = 2.5𝑑𝑑𝑓𝑓 = 0.5 m is the spacing between two beams. We further consider that the particles reach the upper portion 
of the barrier with a homogeneous speed (Calvetti et al., 2018), see the example of Fig. 2(b). In spite of these 
assumptions, the model is able to capture many relevant aspects of the problem, as will be apparent in the following 
chapters. 
 (a)  (b) (c) 
𝐼𝐼𝑥𝑥𝑥𝑥 =  420 · 104
 𝑚𝑚𝑚𝑚4
𝐼𝐼𝑦𝑦𝑦𝑦 =  5790 · 104
 𝑚𝑚𝑚𝑚4 
 strain gauges
Fig 1. Illustration of the sectional dam used as study case, respectively before (a) and after (b) the collapse happened on 20/07/2014; (c) the cross 
section of the steel beams. The pictures are courtesy of Regione Autonoma Valle d’Aosta. 
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The DEM model employed for this study is implemented in the code by Leonardi et al. (2015; 2016). A Herzian 
contact model is used in the normal direction and the tangential contact model presented in Marchelli et al. (2018b) 
reproduces frictional effects. The numerical parameters used in this work are collected in Table 1. For their physical 
and numerical explanation, please refer to Marchelli et al. (2018b). The barrier is represented using an agglomeration 
of fixed spheres of constant diameter 𝑑𝑑𝑏𝑏 = 0.135 m, overlapping by 𝑑𝑑𝑏𝑏/2. This greatly simplifies the computation of 
contact forces, as the same algorithm managing contact dynamics between the grains can be used to track the 
interactions with the barrier too. 
Table 1. Parameters for the DEM flow model 
DEM parameters Value 
Density 𝜌𝜌 [kg/m3] 2630 
Diameter 𝑑𝑑𝑓𝑓 [m] 0.2 
Young modulus E [Pa] 1.2 ⋅ 109 
Poisson ratio 𝜈𝜈 [-] 0.2 
Restitution coefficient 𝜉𝜉 [-] 0.8 
Tangential damping coefficient 𝛼𝛼𝑡𝑡 [-] 0.5 
Friction coefficient 𝜇𝜇s [-] 0.6 
Rolling coefficient  𝜇𝜇r [-] 0.07 
Mean particle diameter 𝑑𝑑 [m] 0.2 
Each of the barrier spheres registers a time-history of forces transmitted by the flow. Three samples of typical 
records are shown in Fig.3. The force is initially transmitted by quick impulsive loads (type A, red), whose direction 
is mainly aligned with the channel longitudinal direction, x. However, the grain size is large enough to induce jamming 
at the outlets. Therefore, immediately after the dynamic phase has finished, the grains jam and the load reduces to the 
transmission of the grains self-weight. However, the formation of the deposit is not immediately stable, and multiple 
ruptures and reorganization of the grains are observed for a relatively long period of time. This progressive clogging 
of the barrier causes a type of load that is semi-permanent (type B, blue), with every contact between barrier and grains 
transmitting a portion of the deposit weight through a frictional arch. The arches transmit a load both in direction 𝑥𝑥 
and in direction 𝑦𝑦. Therefore, strong force components 𝐹𝐹𝑦𝑦 are registered at this stage. The deposit instabilities cause 
oscillations of the load, and also additional sharp impulses. Finally, after jamming is complete, some sensors register 
a final stationary load in both direction, due to the attainment of a stable jamming configuration of the deposit (type 
C, green). 
Fig. 2. (a) outline of the DEM-FEM model; (b) initial setup of the DEM simulation, with the discretization of the dam using spherical particles. 
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2.2. Dynamic analysis of barrier response with a FEM model 
The dynamic response of the barrier is obtained by assembling an FEM model (ABAQUS, www.3ds.com). The 
concrete basement is modelled using 3D brick elements, and the metal bars using 1D beams. The beams, as in the 
actual barrier, continue inside the basement for 1 m. Along this length, the beams lie embedded within the bricks, i.e. 
displacement of the beams is limited by the stiffness of the host material (Tabatabaei et al., 2014). Rotational degrees 
of freedom are instead simply constrained. The beams section is an IPE270, as in St.Vincent. The forces recorded with 
the DEM using the barrier sensors are given to the FEM model as point loads with a time-history of intensity. 
Therefore, 30 point loads are active for each beam. The concrete basement is modeled with fixed joint constraints on 
the base and edges. The material parameters are given in Table 2. 
The stress-strain evolution over time is obtained through an explicit dynamic analysis with the central-difference 
rule. The system is overdamped, with damping factors set in order to reproduce the effects of the surrounding flow. 
During impact, the beams are surrounded by stony debris, which quickly dissipate the inertial load due to dynamic 
effects. Every 0.05 s the state of the system is saved for postprocessing. 
Table 2. Parameters for the FEM model 
FEM parameters Value 
Materials Concrete Steel 
Density 𝜌𝜌 [kg/m3] 2500 7850 
Young modulus E [Pa] 3.0 ⋅ 1010 2.1 ⋅ 1011 
Poisson ratio 𝜈𝜈 [-] 0.15 0.3 
Damping factor 𝛼𝛼 [-] 100.0 100.0 
Damping factor 𝛽𝛽 [-] 1.0 ⋅ 10−8 1.0 ⋅ 10−8 
3. Reconstruction of the load patterns
Though the numerical workflow described in the previous section, the reaction in the barrier can be directly linked
to specific stages of the interaction. Three instances are described in Fig. 4. In the first row, the stress field on the steel 
beams is reconstructed, and the beams themselves are depicted at the deformed state, with a displacement 
magnification of 2.5 ×. The second row shows the velocity of the particles close to the outlets, which allows to infer 
the dynamic state of debris mass at the same instant. Finally, the third row shows the in-plane component of the forces 
transmitted by the flow to the structure at that instant.  
The beams have a much higher moment of inertia in direction 𝑥𝑥, see Fig. 1(c), and therefore exhibit reduced bending 
when loaded normally to the dam. The moment of inertial resisting bending in direction 𝑦𝑦 is lower, therefore even a 
small in-plane force induces a significant bending, as can be observed at 𝑡𝑡 = 0.3 s and 𝑡𝑡 = 19.0 s. The first column in 
the figure corresponds to the dynamic impact (t=0.3s). At this instant jamming is not complete. There is a diffuse 
Fig. 3. Three sample loads registered at different locations on the barrier: (a) streamwise component Fx; (b) transversal component Fy. 
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outflow of material, but the central outlet already sees the formation of two granular arches that induce diverging loads 
on the beams (highlighted with red boxes in the figure). Therefore, the bending moments 𝑀𝑀𝑥𝑥 at the base have opposite 
signs. Note that the bending moments 𝑀𝑀𝑦𝑦, conversely, are always positive. 
On the second column is the interaction at 𝑡𝑡 = 0.5 s. At that instant, jamming has completed and the lowest portion 
of the grains is not moving. The system is however not stable yet, and collapses are still occurring. Specifically, the 
figure shows that the central outlet is active, while the lateral ones are stable (Marchelli et al., 2018a). Consequently, 
the lateral outlets have more active arches than the central one (see the multiple red boxes in the figure), and exert a 
stronger in-plane load to the beams. This leads to a switch of the sign of 𝑀𝑀𝑥𝑥 compared to the previous instant, which 
induces a converging deformation of the beams.  The final, stationary configuration is shown at time 𝑡𝑡 = 19.0 s on the 
third column. Here, the statistical process of particle rearrangement has terminated with strongest loads in the central 
outlet, overall similar to the one of the first column, and with diverging moments on the beams. 
4. Interpretation of the strain signals measured on site





































Fig. 4. Schematic of the mechanism of force transmission to be barrier, and corresponding strain field on the beams. A few granular arches are 
highlighted with red boxes. 
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The 3D nature of the barrier-flow interaction determines spurious stresses, which had not been accounted for in the 
barrier design. This observation provides an interpretation for the counterintuitive stresses recorded on the 
instrumented dam. Assuming the only actions are the bending moments on x and y, the strain at the instrument location 








where �𝑑𝑑𝑥𝑥 ,𝑑𝑑𝑦𝑦�   is the distance of the gauges from the section centers, see Fig. 1(c). The recorded moments are shown 
in Fig. 5(a). The moments in 𝑦𝑦 are always positive and induce a compression (negative) strain. On the other hand, the 
moments in 𝑥𝑥 do not have a preferential direction, and often switch from positive to negative and vice versa during 
the simulation. This corresponds to the statistical configuration of the in-plane loads due to the frictional arches, as 
shown with Fig. 4. 
The bending moments in the two directions have the same order of magnitude, however the inertia moment in 𝑥𝑥 is 
much smaller than the one in 𝑦𝑦. Therefore, the main factor that determines amplitude and sign of εzz is Mx, rather than 
My. This is confirmed by the FEM computations of εzz, shown in Fig. 5(b). The figure also shows three typical signals 
taken from the recording at St.Vincent. Notwithstanding the many simplifications adopted in the procedure, the model 
is able to capture the order of magnitude of the recorded strains. Moreover, it is able to explain the positive components 
registered by some sensors, e.g. Gauge 2 in Fig. 5(b). 
5. Conclusions and outlook
We apply a numerical framework for the estimation of impact forces, and resulting reaction, exerted by a debris
flow on a retention barrier. The framework employs the DEM for the simulation of the flow, and for recording the 
load pattern over the whole barrier. A FEM model processes the recorded load and perform a dynamic analysis of the 
structure response. The model describes how the flow interacts with the barrier though the formation and ruptures of 
frictional arches. This determines a type of load in the barrier that has a strong in-plane (transversal) component in 
addition to the more intuitive component orthogonal to the wall. The results are in excellent agreement with the type 
of signal recorded on site. 
The analysis leads to two prescriptions for the design and monitoring of this type of barrier. Firstly, an effective 
monitoring system should be designed to give information at two locations on the same section, in order to infer the 
actual load from strain measurement. Most importantly, the stiffness of the structural element should always be 
prescribed as symmetrical, in order to cope with the in-plane component of the load. Assuming the load on the barrier 
to be orthogonal, as suggested by multiple codes and guidelines, might lead do grossly under designed barriers. 
In this work, a simple one-way coupling has been implemented for the computation of forces. However, the large 
deformations of the beams probably alter the jamming mechanisms (Marchelli and De Biagi, 2018). To assess the 
feedback mechanism, a two-way coupling will be implemented in the future. 
Fig. 5. Time-history of (a) the bending moment registered at the beam junction with the concrete basement, and (b) corresponding strains registered 
at the location where the strain gauges are installed. 
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Abstract 
Debris flows in mountainous regions are of great concern because they present a serious threat to the residents and infrastructures 
in downstream areas as a result of their long runout distances. However, the mechanisms of debris-flow runout are still unclear 
because of many factors influencing debris-flow mobility. This study focuses on two major factors, namely, particle size and 
slurry viscosities. A series of experimental model tests were conducted in a rectangular inclined flume connected to a final 
horizontal plain. Results reveal that the debris-flow mobility is significantly influenced by the slurry viscosities. The runout 
distance initially increases and then decreases as the slurry viscosities increase. Also, runout distance for debris flows contain 
large particle sizes is longer than that of debris flows contain small particle sizes. The depositional widths are almost unchanged 
in the experimental test, which suggests that the debris flows are constrained by the fixed channel boundaries. The results of this 
study can improve the understanding the behavior and the deposition features of debris flows. 
Keywords: Debris flow; Flume experiments; Runout distance; Fluid viscosity; Grain size 
1. Introduction
Debris flows are reported to destroy infrastructures and surrounding environment and threaten the local 
residents in mountainous areas (D’Agostino et al. 2013; Kim and Paik 2015). Given that the dynamics processes of 
debris flows are difficult to predict (Iverson, 1997), as an alternative, debris-flow deposit was used to infer debris-
flow mechanisms. Thus, the debris-flow deposit is critical to enhance the mitigation of debris flows and to protect 
downstream facilities (Iverson et al. 2010; Shu et al. 2015). 
Flume experiments are widely adopted in the development of debris-flow research, as reproducible experiments 
can be carried out with specific boundary conditions, relatively cheaply and quickly. Quantitative flume modelling 
studies have been conducted to predict debris-flow runout distance. These researches were mainly focused on 
topography (i.e., the length, width and slope; e.g., Hürlimann et al., 2008; D’Agostino et al., 2010; Scheidl and 
Rickenmann, 2010), volume of mass (e.g., Iverson et al., 1998; Berti and Simoni, 2007; Zhou et al. 2016), and 
sediment composition (e.g., Major and Iverson, 1999; Hürlimann et al., 2015; Haas et al., 2015). However, the effect 
of grain sizes and viscosities on debris-flow deposit morphology was less investigated, although they have a 
profound effect on debris-flow dynamics and runout distance. Haas et al. (2015) reported that sediment composition 
is a key variable that influenced the runout distance, deposition area, levee height, lobe height, and lobe width of the 
deposited sediments. Although debris-flow deposits have been studied for many years, the deposition mechanisms 
and morphology are still poorly understood. 
Therefore, an improved understanding of the factors control deposit morphology is essential for significant 
progress in deposition mechanisms of debris flows. This work aims to address this need by undertaking laboratory 
experiments exploring this phenomenon. Here, a series of flume tests were carried out to discern the effects of 
particle sizes and interstitial fluid viscosities on the deposit length and width. 
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2. Experimental Method
2.1. Flume modelling 
The laboratory experiments were conducted in a flume 0.30 m wide and 0.35 m deep, with a flow travel 
distance of 5 m over a fixed roughness bed on an inclined angle of 30° to the horizontal (Figure 1). The flume slope 
of 30° was chosen to study the flow of realistic debris flows, since most of the debris flows with typical slope angles 
between 20°-45° (Hungr et al. 2001), and steep enough for the mixtures to flow down. A tank (1.0 m long, 0.3 m 
wide and 0.8 m deep) was installed at the head of the channel. The tank was fitted with a vertical locked gate which 
contains the mixtures in a wedge-shaped space. The gate was opened in a direction perpendicular to the inclined 
bottom of the flume. The flume bed and horizontal run-out fan were roughed by gluing glass beads (2 mm in 
diameter) to the surface. Debris-flow kinematics was captured using cameras (SONY FDR-AX40, 1440×1080 
pixels, 25 fps) installed on crossbeams over the channel, side and frontage of channel, and top of deposit fan. 
Fig. 1. Schematic diagram of the experimental setup. 
The interstitial fluid was designed with mixture of water and sediments of less than 1.0 mm. The sediments were 
sampled from the natural deposition fans of Jiangjia Gully. Figure 2 shows the grain size distribution (GSD) of the 
sediments (< 1.0 mm)Viscosity was varied through adjusting the sediments content in the debris-flow experiments. 
Rheological tests were performed with the roughened concentric cylinder system of an Anton Paar Physica MCR301 
rheometer. In order to eliminate the interference of particle shape on the debris-flow deposits, spherical glass beads 
with 2 mm and 4 mm in diameter were used as granular material. The test program is summarized in Table 1. The 
concentration of sediments (<1 mm) was ignored when we calculate the solid concentration (Cs =0.5, refers to debris 
flow samples prepared before the experiment). Here, we choose the sediment <1 mm as part of the fluid phase while 
consider the particles large than 2 mm as solid phrase. The standard for distinguishing solid and liquid phases is a 
controversial topic. The conclusions reached by various scholars are also different, for example, 0.025mm (Yang et 
al., 2014) and 0.0625mm (Iverson, 2014). There is no generally accepted standard at present. The reason why we do 
this is based on the consideration of solid-liquid boundary particle size according to Wang et al. (2001). 
Fig. 2. Cumulative grain-size distribution (GSD) of the particle (<1.0mm). 











Video & Laser 
mud level sensor 
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Table 1. Experimental tests program. 
Test ID Interstitial fluid viscosityμ (Paꞏs) 






1 0.0042 2 0.5 1781.152 
2 0.0045 2 0.5 1794.310 
3 0.0047 2 0.5 1803.597 
4 0.0060 2 0.5 1813.332 
5 0.0066 2 0.5 1823.548 
6 0.0068 2 0.5 1839.852 
7 0.0075 2 0.5 1883.251 
8 0.0081 2 0.5 1919.882 
9 0.0218 2 0.5 1962.512 
10 0.0289 2 0.5 2012.748 
11 0.1780 2 0.5 2072.824 
12 0.3808 2 0.5 2145.945 
13 0.0041 4 0.5 1781.152 
14 0.0046 4 0.5 1803.597 
15 0.0061 4 0.5 1823.548 
16 0.0067 4 0.5 1851.437 
17 0.0071 4 0.5 1883.251 
18 0.0079 4 0.5 1919.882 
18 0.0216 4 0.5 1962.512 
20 0.0255 4 0.5 2012.748 
21 0.1797 4 0.5 2072.824 
22 0.3814 4 0.5 2145.945 
2.2. Debris flow scaling 
A comparison of dimensionless numbers was used to provide a quantitative analysis of debris-flow scaling 
relationships. There are three important stresses that govern the motion of a debris flow, specifically inertial, 
frictional, and viscous stresses (Iverson 1997; Iverson and Denlinger 2001; Parsons et al. 2001; Hsu et al. 2008; 
Zhou and Ng 2010). Inertial forces arise from short-term collisions between solid grains, frictional forces are 
associated to enduring contacts between grains, and viscous forces are controlled by viscosity of the pore fluid 
(slurry) and relative shearing between the solid and fluid phases (Stancanelli et al. 2015). The relative importance 
and dominance between these forces are characterized by the Bagnold number NBag, Savage number NSav, and 















where δ is the characteristic grain size of the sediments in the debris flow; 𝜌s is density of the solids (2750 kg/m3, 
Zhou and Ng 2010); μ is the interstitial fluid viscosity; Cs is the volumetric solid fraction, and γ  is the shear rate 

















                
(3) 
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where   is the friction angle between grains (30° for the granular materials, Zhou and Ng 2010); and 𝜌f is the 
density of the fluid (assumed to be 1000 kg/m3). 
















These dimensionless numbers enable comparisons of the relative importance of the aforementioned stresses at 
different scales and link experimental observations with physical stresses (Haas et al. 2015; Iverson 2015). 
Table 2 illustrates the dimensionless numbers of debris-flow experiments in this study. Additionally, Table 3 
shows the dimensionless parameters in experimental debris flows of different scales and recorded in nature. This 
includes a comparison between the values obtained from experiments of Haas et al. (2015), which were conducted at 
a miniature scale (2 m flume), the small-scale experimental values from this study (5 m flume), the large-scale 
experimental values from the USGS flume (90 m flume; Iverson, 1997), and values from typical of natural debris 
flows ( Haas et al., 2015). The values of this study are generally within the range of values expected for 
experimental and natural debris flows. 




























2500 0.5 1062.30 0.002 0.052 48.08 0.00417 0.52 115.24 0.05 2111.09 
2500 0.5 1088.62 0.002 0.048 52.08 0.00451 0.52 115.56 0.07 1634.56 
2500 0.5 1107.19 0.002 0.048 62.50 0.00468 0.52 133.61 0.10 1295.12 
2500 0.5 1126.66 0.002 0.045 68.89 0.00601 0.52 114.60 0.14 845.26 
2500 0.5 1147.10 0.002 0.044 70.45 0.00658 0.52 107.05 0.15 727.13 
2500 0.5 1179.70 0.002 0.042 71.43 0.00678 0.52 105.37 0.16 648.62 
2500 0.5 1266.50 0.002 0.04 72.50 0.00751 0.52 96.48 0.19 512.92 
2500 0.5 1339.76 0.002 0.041 68.29 0.00806 0.52 84.75 0.17 489.60 
2500 0.5 1425.02 0.002 0.04 72.50 0.02176 0.52 33.32 0.22 154.38 
2500 0.5 1525.50 0.002 0.041 68.29 0.02894 0.52 23.60 0.21 114.52 
2500 0.5 1645.65 0.002 0.048 54.17 0.17801 0.52 3.04 0.13 24.09 
2500 0.5 1791.89 0.002 0.064 31.25 0.38080 0.52 0.82 0.04 21.57 
2500 0.5 1062.30 0.004 0.049 69.39 0.00411 0.52 674.92 0.48 1398.29 
2500 0.5 1107.19 0.004 0.048 68.75 0.00462 0.52 595.69 0.50 1193.04 
2500 0.5 1147.10 0.004 0.043 81.40 0.00612 0.52 531.96 0.80 661.40 
2500 0.5 1202.87 0.004 0.042 78.57 0.00672 0.52 467.67 0.80 584.37 
2500 0.5 1266.50 0.004 0.038 78.95 0.00715 0.52 441.77 0.94 470.43 
2500 0.5 1339.76 0.004 0.039 79.49 0.00792 0.52 401.30 0.99 406.95 
2500 0.5 1425.02 0.004 0.038 78.95 0.02157 0.52 146.37 1.08 135.83 
2500 0.5 1525.50 0.004 0.04 77.50 0.02546 0.52 121.76 1.09 111.89 
2500 0.5 1645.65 0.004 0.049 53.06 0.17968 0.52 11.81 0.47 24.87 
2500 0.5 1791.89 0.004 0.064 28.13 0.38136 0.52 2.95 0.12 23.93 
2500 0.5 1062.30 0.002 0.048 68.75 0.00421 0.52 163.30 0.12 1350.36 
2500 0.5 1147.10 0.002 0.041 78.05 0.00620 0.52 125.84 0.19 648.99 
2500 0.5 1266.50 0.002 0.039 84.62 0.00748 0.52 113.05 0.26 430.22 
2500 0.5 1425.02 0.002 0.038 86.84 0.02016 0.52 43.08 0.33 132.17 
2500 0.5 1525.50 0.002 0.041 78.05 0.02458 0.52 31.75 0.27 117.95 
2500 0.5 1645.65 0.002 0.051 54.90 0.17810 0.52 3.08 0.12 25.24 
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(Haas et al. 2015) 
USGS Large-scale 
(Iverson, 1997) 
Typical natural debris flows 
(Haas et al. 2015) 
NBag 0.8-675 37-1589 400 1-108 
NSav 0.5-1.1 0.17-2.25 0.20 10-7-1 
NFric 21-2112 141-2760 2000 1-105 
3. Results
3.1. Deposit Morphology 
The debris-flow deposit morphology was assessed using measurements taken during the experiments, including 
length and width data. Observations were also made associated to the debris-flow deposit shapes. There was, 
however, considerable variation in deposit shapes (Figure 3). It demonstrates the presence of lateral levees in the 
majority of the debris-flow deposits, formed by the shouldering apart of the coarse front by the saturated debris-flow 
tail. However, the high-viscosity (e.g. 0.3808 Paꞏs) debris-flow deposits appeared to lack distinct grain-size 
segregation and lateral levees. This is due to a change in the rheology of the flow as viscosity varied.  
The authors did not measure the rheology of debris flows in the deposit fan, and therefore, we can only 
speculate about the processes that caused deposition in present experiments. However, observations of the different 
deposit morphology, suggest that deposition in most of our experimental debris flows is mainly influenced by 
viscosities. Increasing viscosities reduced permeability and diffusivity, preventing pore fluid from escaping the 
mixture. As a result, we visually observed that debris flow deposits with high viscosities retained excess pore fluid 
pressure for long times and needed a long time to consolidate. 
(a) μ=0.0042 Paꞏs, d=2 mm (b) μ=0.1780 Paꞏs, d=2 mm (c) μ=0.3808 Paꞏs, d=2 mm 
(d) μ=0.0042 Paꞏs, d=4 mm (e) μ=0.1780 Paꞏs, d=4 mm (f) μ=0.3808 Paꞏs, d=4 mm 
Fig. 3. Examples of debris-flow deposits, showing the varied deposit shapes produced. 
For all experiments carried out within different interstitial fluid viscosities (0.0042-0.3808 Paꞏs) and solid sizes 
(2.0 mm and 4.0 mm), the lengths of the debris-flow deposits varied considerably (from 0.5m to 2.0m), whereas less 
variation in the maximum width of deposits. The average deposits width across all experiments was 0.7±0.1 m. This 
may suggest that interstitial fluid viscosity and solid size were not the most factors determining the lateral spreading 








B=0.6m L=0.7m B=0.7m 
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3.2. Effects of viscosity on debris-flow deposit 
Figure 4 shows the relationships between interstitial fluid viscosity and runout distance, maximum deposit 
width, and debris-flow velocity, all of which are considered to be key indicators of debris-flow behaviour. 
Runout distance was initially increased and then decreased with the increasing of viscosities, within a distance 
ranging from 0.43 m to 2.50 m. It seems that an optimum interstitial fluid viscosity for debris-flow runout. The 
results suggest that a small change in debris-flow viscosity can sufficient to alter the rheology of the flow, and hence 
impact upon debris-flow dynamics. These results are as expected, as viscosity is included in the denominator for 
calculating Bagnold number and Friction number (Eqs. (1) and (4)). Therefore, viscosities have an obvious influence 
on debris-flow behaviour, and then affecting the deposit morphology. 
Fig. 4. Relationships between interstitial viscosity and (a) runout distance, (b) maximum deposit width, and (c) average velocity in deposit fan. 
The statistically significant relationship of viscosity with maximum deposit width is unambiguous, which 
reflects the unimportance of viscosity in influencing the lateral spreading of debris-flow deposits. This indicates that 
channel width may be a control factor on the lateral spreading of debris flows because the flume width kept constant 
in this study. Velocity was inversely proportional to viscosity, most likely because viscous resistance is increasingly 
developed in high viscous debris flows. 
3.3. Effects of grain size on debris-flow deposit 
The effects of grain sizes on debris-flow deposits can be seen in Figure 5. There are some differences in runout 
distance between the debris-flow experiments within different grain sizes. The debris flows contain 4 mm particles 
have a longer runout length than debris flows contain 2 mm particles. This is because the resistance-driven force 
ratio of a solid particle flowing along an inclined slope is dependent on 1/δ (δ is the characteristic particle diameter, 
d50), which governs flow mobility (Zhou et al. 2016). This implies that larger coarse particles exhibit greater 
mobility. Furthermore, larger particle sizes led to larger Bagnold number (inertial-viscous ratio) and Savage number 
(inertial-friction ratio), as particle size is included in the numerator for calculating those two dimensionless numbers. 
Because of the dimensionless numbers provide insight into the debris-flow dynamics, which highlight larger particle 
lead to longer runout distance. However, the maximum deposit width varied slightly between the 2 mm particles-
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Fig. 5. Relationships between grain size and (a) runout distance and (b) maximum deposit width. 
4. Conclusions
This study provides an improved understanding of the deposit morphology of debris flows. More specifically, 
the effects of fluid viscosities and grain sizes are examined. Key findings can be drawn as follows: 
(1) The deposit morphology of debris flows in present experiments exhibited characteristics typical of natural 
debris flows; these included coarse-grained snouts and lateral margins, saturated tails, and surge flows. 
(2) The geometry of debris-flow deposits is strongly controlled by viscosities and grain sizes. Debris-flow 
runout initially increases and then decreases with an increase in viscosities. There is an optimum interstitial fluid 
viscosity for maximum runout. An increase in grain sizes enhances runout, most likely because of lower resistance-
driven force. 
(3) The viscosity and grain size were statistically significant in determining the values for Bagnold, Savage, 
and Friction numbers, and as these numbers describe the flow dynamics, it is expected that variations in grain size 
and viscosity result in variations in debris-flow behavior and, as a result of this, in variations in deposit morphology. 
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Abstract 
Regional modelling of rainfall-induced landslide triggering poses several technical challenges. These events can originate from a 
number of hydro-mechanical processes, such as soil-strength degradation, development of localized zones of pore-water pressures, 
liquefaction, among others. At the same time, the interplay between the spatial variability of topographic attributes, soil properties 
and transient infiltration can lead to a widespread distribution of distinct slope failure mechanisms across the same landscape. To 
this aim, this contribution describes a simulation platform for the efficient generation of storm-induced, landslide susceptibility 
maps in which different slope instability mechanisms can be considered. The framework relies on a vectorized finite element (FE) 
algorithm that performs fully-coupled simulations of transient infiltration in unsaturated soils, while input and output processing 
stages are linked to a Geographical Information System. To illustrate the capabilities of the proposed framework, the role of several 
hydro-mechanical processes on the inception of slope instability are first explored (i.e., coupled flow-deformation analyses, 
constitutive couplings). After this, results of regional-scale simulations are presented, where it is shown that such considerations 
can affect the computed spatio-temporal patterns of landslide triggering. Lastly, approaches to incorporate uncertainty of input data 
into landslide susceptibility zonation by using spatially-correlated random fields are discussed. The proposed framework provides 
an important step towards the development of robust, physically-based models for regional landslide hazard assessment.  
Keywords: flowslides; shallow landslides; infiltration; distributed modelling; spatial uncertainty 
1. Introduction
During the last decades, analyses of landslide hazard zonation on urban areas have gained considerable attention
(Guzzetti et al., 1999). Indeed, the advent of Geographical Information Systems (GIS), advances in computational 
resources and remote-sensing technologies have opened new avenues for the development of data-driven, physically-
based models of regional landslide forecasting. Such models aim to infer and analyze the factors responsible for slope 
instabilities across a geological setting by combining principles of hydrology and mechanics (Montgomery and 
Dietrich, 1994; Baum et al., 2010; Milledge et al., 2014). Among their key challenges is the ability to incorporate 
advanced features of soil-moisture interactions (i.e. coupled flow soil-deformation processes, inelastic soil response, 
layered profiles) and uncertainty quantification into a unified framework.  
This contribution presents a versatile computational platform for regional analyses of shallow-landslide 
susceptibility. To provide description of its functionality, a well-documented series of rainfall-induced landslides in 
volcanic soils is used as a background case study. The paper is structured in three parts, namely, i) a presentation of 
the model equations; ii) examples of regional-scale landslide triggering zonation; iii) modelling spatial uncertainty of 
input properties. Details of specific implementation procedures are shown in other references. Here, the aim is to 
provide an overall description of the current model capabilities and discuss future areas of improvement. 
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2. Governing equations
2.1. Field equations 
The discussion is focused on shallow unsaturated sloping ground. For an infinite slope, in the absence of variations 
of body forces, the balance of linear momentum for an incremental loading process is given by: 






where  and  represent the total normal and shear stresses, respectively, z is the coordinate in the direction normal 




















  (2) 
where Sr is the degree of saturation,  is the normal strain, n is the porosity, h is the pressure head (negative values 
representing suction), K is the hydraulic conductivity, and α is the slope angle. The mechanical behaviour of the soil 
skeleton is here hypothesized to be governed by the effective stress ’: 
( )' k wh   = + (3) 
where w is the unit weight of water, and k is an effective stress parameter. A constitutive relationship of the soil 
skeleton is required to complete the problem formulation. While general inelastic constitutive laws written in 
incremental form can be used, linear elasticity is used here for illustrative purposes i.e., ,E  =  G =  where E 
and G are material constants. Additionally, constitutive relationships for the hydraulic variables are required i.e., 
( ) ,wrS F s= ( )kK F s=  where s = wh is the matric suction, while Fw and Fk are functions known as the Water 
Retention Curve (WRC ) and Hydraulic Conductivity Function (HCF), respectively. Substituting them into (1) and 
(2) and imposing appropriate initial and boundary conditions completes the initial boundary-value problem (IBVP) to 
solve. 
3. Analyses of single slopes
3.1. Effects of soil deformability on infiltration analyses 
The solution of the coupled system of PDE is solved numerically. Specifically, a Galerkin Finite Element 
discretization and an explicit forward numerical scheme are used (Sheng et al., 2003). To illustrate the hydro-
mechanical feedbacks occurring during the infiltration process, examples of simulations will be shown in the 
following. A schematic representation of the model initial and boundary conditions for the case of an infiltration 
problem is shown in Fig. 1.  
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Consider first the case of constant rainfall rate q = K, in which the role of soil deformations is neglected (i.e., rigid 
soil skeleton). The computed profiles of h are shown in Fig. 2a with continuous lines, while time histories at two 
different locations are shown in Fig. 2b. As expected, the pressure head increases during the infiltration process, such 
that at a depth of z = 4m an increment of h = 2m is computed after 30 hrs.  
To analyze the role of soil deformability, a linear elastic model is used to characterize the mechanical behavior of 
the soil. In this case, the reduction of pressure head driven by the infiltration process causes a decrease of the effective 
stress, hence promoting swelling and lower values of h when compared against the rigid case. In other words, soils 
that expand upon wetting hinder the development of high pore pressures during infiltration. Alternatively, soils that 
compact upon infiltration are detrimental for slope stability, in that they can cause elevated values of h. The role of 
such effects can be modeled by introducing an additional elastic modulus that controls the amount of compaction upon 
changes of suction (Wu et al., 2016). This illustrated in Fig 2, where an increment of h = 2.5 m at z = 4 m is computed 
after 30 hrs. Such examples highlight the importance of modelling the role of coupled hydro-mechanical processes 
into slope stability analyses. 
Fig. 2. Comparison of model simulations using different soil deformability properties: (a) profiles and (b) time histories of pressure head. 
3.2. Modelling flowslide susceptibility 
Debris flows can be the outcome of different mechanisms. For instance, they can originate from marginally stable 
slopes that start to move when driving forces overcome their soil frictional resistance. As they propagate downslope, 
they can grow in size by entraining sediments and water (Iverson, 2014).  
The inception of soil failure due sharp fluid pressurization can also promote the spontaneous acceleration of soil 
masses (a phenomenon known as soil liquefaction) even before the entrainment of sediments (Dawson et al., 1998). 
Indeed, full or partial liquefaction in granular soils is among the key factors responsible for highly mobile landslides, 
which are referred as flowslides when liquefaction takes place directly at the source (Hungr et al., 2001). Such 
definition is adopted in this work. 
Soil liquefaction is an unstable process that is highly dependent on the hydro-mechanical properties of the material. 
For example, it is well known that soils that dilate upon shearing are less prone to liquefaction than those that contract 
(Jefferies and Been, 2015). Similarly, materials that compact upon wetting, such as residual soils, loess and volcanic 
materials, also display susceptibility to liquefy due to their high capability to retain pore water and their loose internal 
packing (Picarelli et al., 2008). Thus, defining landslide triggering thresholds that explicitly incorporate such features 
of soil behavior into slope stability analyses can be useful for enhanced landslide hazard modeling platforms.  
A possible approach was proposed by Lizárraga and Buscarnera, 2017. In summary, failure thresholds were derived 
by analyzing the soil response within an unsaturated shallow slope under two scenarios: uncoupled drained response 
(where failure conditions are referred to as slips) and coupled failures driven by the pressurization of pore water and 
soil plastic response (referred to as flowslides). A simple rigid-plastic constitutive law was used. Particularly, the 
response of the soil was modelled with a non-associated flow rule based on logarithmic expressions of yield function 
and plastic potential, as well as through an exponential hardening law dependent on plastic strains and suction. In this 
way, conditions that reflect instability (i.e., a mathematical singularity of the equations) were expressed explicitly in 
terms of soil properties, eventually casting them into the following safety factors (FS): 
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At zero suction, FSSLIPS converges to the classical definition of FS for saturated infinite slopes. The coefficient w 
is a function of the deformation/wetting properties of the unsaturated soil (Lizárraga and Buscarnera, 2017). 
Depending on the prevailing hydrological state, overburden stress, and deformability properties, the onset of 
flowslides can indeed anticipate the initiation of slips throughout the duration of the infiltration process.  
The above set of FS were calibrated by using data of unsaturated volcanic soils that were involved in a series of 
rainfall-induced flowslides (Greco et al., 2010). For instance, Fig. 3a and 3b shows the calibration of hydrologic 
functions by using Gardner’s exponential functions for the WRC and HCF, respectively. A detailed description of the 
calibration procedures for the mechanical parameters can be found in Lizárraga and Buscarnera, 2017.  
Fig. 3. Calibration of adopted hydrological models. (a) Water Retention Curve; (b) Hydraulic Conductivity Function; c) Results of numerical 
simulation. The model captures the variation of volumetric water content and the onset of a flowslide (FSFLOWS<1) by the end of the test. 
The performance of the calibrated FS was tested against results of highly-monitored flume tests that displayed 
different failure mechanisms upon infiltration. For instance, Fig. 3c shows a comparison between values of volumetric 
water content   measured during a test (open circles) and FE simulation (thicker, black continuous line). Additionally, 
the evolution of both sets of FS are plotted. Note that values of FSFLOWS are in close proximity to unity by the end of 
test (where a flowslide was detected). In other words, the calibrated model was able to satisfactorily reproduce the 
hydrologic behavior of slope and the onset of a flowslide event. It is worth noting that slips were observed to occur in 
other flume tests in which the same soil was used, but the material was deposited at different levels of porosity and 
initial degrees of saturation, thus highlighting the possible coexistence of such mechanisms under field conditions. 
Further details of the model performance can be found in Lizárraga and Buscarnera, 2017. 
4. Regional analyses of landslide susceptibility
The solution of the coupled system of PDE has been implemented into a spatially-distributed modelling framework
for regional landslide assessment. Specifically, the FE algorithm has been vectorized such that parallel simulations of 
coupled infiltration analyses can be performed simultaneously under a wide variety of model conditions. Such 
simulations are then linked to a Geographical Information System (GIS) platform to generate maps of landslide 
susceptibility over duration of a storm event. This allows the incorporation of different constitutive models, coupled-
flow deformation analyses, layering, and distinct initial and boundary conditions, into a unified computational 
platform thus providing a versatile tool for regional landslide susceptibility. Details of the implementation procedures 
be found in Lizárraga and Buscarnera (2018).   
The proposed methodology was applied to a series of landslides that occurred Campania (southern Italy). On May 
4-5 of 1998, more than a hundred of shallow landslides occurred over an area of 60 km2, after more than 40 hr of 
continuous rainfall. Most events were characterized as flowslides able to propagate downslope for several km, thus 
causing extensive damage and loss of life on the surrounding urban centers (Fig. 4). Detailed analyses of the 
meteorological aspects of the event, geological and geotechnical characteristics of the deposits and field monitoring 
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studies have been widely documented elsewhere (Cascini et al., 2008; Crosta and Dal Negro, 2003; Guadagno et al., 
2005). 
Fig. 4. Spatial distribution of shallow landslides in Campania (Southern Italy) after the rainfall events of 1998. 
An example of model application for the municipality of Lavorate (south central sector of Fig. 4) is shown below. 
The spatial distribution of computed slips and flowslides by the end of the storm provides a reasonable agreement 
with the documented landslide source areas. Indeed, the ratio of successful prediction versus overpredicted areas is 
approximately 10, which is an improvement over previous studies performed in the same region (Sorbino et al., 2010). 
Additionally, approximate 70% of the predictions are classified as flowslides, which is in close agreement with the 
reported landslide inventory (Crosta and Dal Negro, 2003).  
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The temporal evolution of computed unstable area is shown in Fig 6. The upper continuous line reflects the 
cumulative fraction of computed unstable area accounting for both failure mechanisms, while the lower curve provides 
the partition between each failure mode. The first unstable slopes are computed at t = 24 hr and are classified as slips. 
After this, flowslides begin to appear around t = 30 hr. The performance of the computations improves over time, 
however, with the model predicting a marked increase in the rate of slope failures after t = 34 hr, i.e. much closer to 
the temporal interval of reported failures for this site.  
Fig. 6. Cumulated rainfall and temporal evolution of computed unstable area. 
The above results were based on the assumption of vertical homogeneous slopes. Further improvements on model 
performance can be obtained by introduced the effect of layering. Examples of such application can be found in 
Lizárraga and Buscarnera, 2018. 
5. Modelling spatial uncertainty in regional landslide hazard assesment
The model allows to incorporate the role of spatial uncertainty of input data on landslide susceptibility. 
Specifically, physical properties can be treated as spatially-correlated random fields (RF) with prescribed statistical 
attributes. In this manner, Monte Carlo simulations are performed for each realization and the results are aggregated 
and visualized in terms of maps of probability of landslide triggering that evolve over the duration of the storm. In the 
following, such approach is applied over a subsector located in the Siano municipality (south eastern corner of Fig. 
4). Consider first Fig. 7 which shows three distinct realizations of RF of saturated hydraulic conductivity Ks, 
characterized by the same probability density function (pdf), but different levels of spatial correlation distance . 
Fig. 7. Examples of random field realizations of Ks using a lognormal distribution (gaussian parameters mean = standard deviation = 1x10-6 ms-1) 
(a) isotropic correlation distance  = 10 m; (b)  = 30 m; (c) anisotropic spatial correlation with x = 60 m and y = 30 m. 
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This parameter controls the variability of Ks as a function of proximity (Fenton and Griffiths, 2008). For instance, 
lower values of  promotes the development highly-heterogeneous scenarios (Fig. 7a), and conversely, higher spatial 
correlation result in more homogeneous conditions (Fig. 8b). It is also possible to develop RF with anisotropic spatial 
correlation (Fig. 8c, x>y). In other words, in order to model the spatial uncertainty of a physical variable, one must 
specify not only its pdf, but also its degree of spatial variability. 
The computed maps of probability of landslide triggering (pf) using 100 Monte Carlo samples and a value of x = 
y = 30 m are shown in Fig. 8a and 8b for t =32 and 40 hr, respectively. For comparison, the reported landslide source 
areas were superposed (white hollow polygons). Note that as time progresses, areas with high levels of pf (red zones) 
start to spread across the landscape. By t = 40 hr. most of the reported landslide source areas either coincide or are in 
the vicinity of cells with very high pf, thus suggesting that the computations are in good agreement with the reported 
evidence. 
Fig. 8. Computed maps of probability of failure (a) t = 32 hr. and (b) t = 40 hr. 
6. Conclusions
    This contribution has described an integrated computational framework for regional assessment of rainfall-
induced landslide triggering. The model relies on a vectorized numerical solver capable to perform multiple coupled 
flow-deformation analyses in unsaturated slopes under different conditions. The simulations are linked to a GIS 
platform to generate output maps of landslide susceptibility over the duration of a storm event.  
Approaches to model flowslide triggering in terms of soil properties have been highlighted, and examples of 
application at both local and regional scales have been described. Additionally, a methodology to incorporate the role 
of spatial uncertainty of physical properties in the model simulations was presented, thus allowing the model outputs 
to be expressed in terms of probability of landslide triggering. 
The proposed simulation platform fosters the use of laboratory data, georeferenced field measurements, and recent 
advances in stochastic and geomechanical modelling to construct an integrated virtual platform for regional landslide 
hazard assessment.  
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Abstract 
Recent observations have shown that debris flows containing fine particles in volcanic regions exhibit greater mobility compared 
to stony debris flows. Recent researches have described that greater mobility occurred from fine sediment phase shift from solid 
phase to fluid phase in debris flow.  In Japan, debris-flow research and sabo or erosion control planning widely apply the equilibrium 
concentration methods proposed by Takahashi. For considering fine sediment phase shift with the equilibrium method, it is 
proposed to set high fluid density. However, the mechanism of phase shift and behaviours of debris flows with fine sediment, are 
not fully understood. In this study, we conducted hydraulic experiments with sediment particles of two different diameters, defined 
as fine sediment and coarse sediment. We applied the equilibrium methods and took into account the increased fluid phase density 
due to the sediment phase shift to fluid. From the results, we found that part of the fine particles contribute to the increase in the 
fluid phase density. When conducting experiments, not only fine sediment, but some parts of coarse sediment behaved as a fluid. 
For considering the shift of sediment to fluid phase in debris flows, we presumed that the flow turbulence in debris flow affected. 
Regarding the sediment concentration, higher total sediment (coarse and fine) concentration increased the fluid phase density. A 
larger ratio of coarse sediment increased the fluid phase density more than when sediment contained only fine particles. It was 
speculated to occur from the flow turbulence owing to the mixture condition. Cases with smaller total sediment discharge showed 
higher fluid phase density though in same sediment concentration. We also found that the larger dimensionless tractive force 
showed a smaller ratio behaving as fluid phase, which was in contrast with the trends in recent studies. 
Keywords: debris flow, fine sediment, phase shift, laboratory experiment
1. Introduction
Debris flows occur due to various phenomena including landslides, river bed erosion, and landslide dam outbursts
(e.g., Iverson, 1997; Takahashi, 1991). Damage from debris flows is serious due to their high mobility. In Japan, many 
debris flows occurred in Hirsohima Prefecture in 2014 and in 2018 (Kaibori et al., 2018). Reports show that the 
sediment particle distribution in these debris flows was wide ranging from fine particles to large boulders, as shown 
in Fig.1. There are many studies on debris flows but most of them are focused on the stony debris flows with large 
sediment particles, in particular, on the concentration of coarser particles in the front of the flow (e.g., Wada et al., 
2015). In Aso (Kumamoto Prefecture, Japan), debris flows containing high concentrations of fine particles occurred 
in 2012. They showed high mobility, and the sediment deposition extended outside of the debris-flow-risk designated 
areas, reaching to mild-slope areas with slopes less than 2 degrees (Ministry of Land, Infrastructure, Transport and 
Tourism, 2014). These debris-flow characteristics are different from what is typical for stony debris flows. 
In Japan, the equilibrium concentration equation (Takahashi, 1991) appears widely in studies on debris flows and 
on countermeasure planning using sabo (sedimentation and erosion control) works. To be applicable to debris flows 
containing fine sediments, the methods should consider the change of phase by fine sediment to fluid phase (e.g. 
Uchida et al., 2013).  It is confirmed that setting higher fluid density in the method described higher mobility of debris 
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flows containing fine sediment. Some studies have proposed that fine sediment should be taken into interstitial fluid 
turbulence to cause phase shift by fine sediment to fluid phase (e.g. Nishiguchi et al., 2011; Hotta and Miyamoto, 
2008).   Furthermore, some experiment results showed not only fine sediments, but part of the coarse sediment, 
behaved as a fluid (Nakatani et al., 2018). However, the mechanism and behaviors of debris flows with fine sediments, 
and also the method needed to estimate the proper fluid density, are not clear. 
In this study, we focused on debris flows composed of sediment particles with two different diameters: defined as 
fine sediment and coarse sediment, and conducted hydraulic experiments. We also considered the effect of the 
sediment concentration, the mixing ratio of different sized particles, the hydraulic conditions, and the turbulence 
intensity on debris-flow behavior and fluid phase density.  
Fig. 1.   Debris flow that occurred in the 2014 Hiroshima sediment disaster 
2. Methods
2.1. Laboratory experiment methods 
The experimental setup is shown in Fig. 2a. The experimental channel is a rectangular straight open channel 5-m 
long and 10-cm wide with a variable slope. In this study, we set the flume angle for each cases not to cause larger gap 
than 3 degrees from equilibrium state slope angle. We supplied constant water from the upstream tank. For the 
sediment supply, we used two hoppers. The first hopper supplied fine sediment and was positioned set 450 cm 
upstream from the downstream end. The second hopper suppled coarse sediment and was positioned set 400 cm 
upstream from the downstream end. We set fine sediment hopper at upstream side because smaller particle requires 
more time and space to mix with water comparing to larger particle.  
Fig.2.   (a) Experimental flume setup and (b) results showing the relationship between slope and solid phase sediment concentrations (legend C 
describes the supplied total sediment concentration) 
We used two types of uniform sediment particles: 0.13 mm as fine sediment and 2.81 mm as coarse-grained 
sediment. The sediment density  was 2.61 g/cm3, and internal friction angle of the sediment  was 35 deg. We 
conducted 23 cases, as shown in Table 1 (left 5 elements showing experiment conditions). We placed a high-speed 
camera (Ex-F1, Casio, Japan) with 300 fps at 50 cm upstream from the downstream end of the flume. We measured 
the flow depth from video because ultrasonic sensor could not distinguish riverbed deposition. We defined riverbed 
where soil particles did not move.  In Case 16, the condition was rather unstable compared to other cases, and we 
could not determine a flow depth.  
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Table 1. Experiment conditions and results 


































cm3/s cm3/s cm3/s Cf＋Cd Cf :Cd deg. cm 𝐶𝑓"/𝐶𝑓 𝐶𝑑"/𝐶𝑑 g/cm3 
1 1500 370 370 0.33 1: 1 10.56 1.6 0.34 0 1.12 
2 1500 150 150 0.17 1:1 7.03 2.2 0.35 0 1.05 
3 1500 150 300 0.23 1:2 8.19 1.4 0.58 0 1.09 
4 1000 300 0 0.23 3:0 8.80 2.0 0.15 (only Cf) 1.07 
5 1000 165 330 0.33 1:2 7.22 1.6 1.00 0.07 1.25 
6 1000 250 250 0.33 1:1 7.28 1.3 0.75 0 1.25 
7 1000 100 200 0.23 1:2 6.23 1.3 1.00 0.05 1.16 
8 1000 150 150 0.23 1:1 7.61 1.6 0.49 0 1.11 
9 1000 70 140 0.17 1:2 4.48 1.3 1.00 0.36 1.17 
10 1000 100 100 0.17 1:1 5.30 1.3 0.93 0 1.14 
11 1000 90 120 0.17 3:4 5.36 1.3 1.00 0.01 1.13 
12 600 100 200 0.33 1:2 7.35 1.0 1.00 0.05 1.25 
13 600 150 150 0.33 1:1 5.79 0.9 0.96 0 1.31 
14 600 90 90 0.23 1:1 6.38 0.8 0.69 0 1.15 
15 600 60 60 0.17 1:1 2.50 1.0 1.00 0.75 1.24 
16 600 300 0 0.33 3:0 8.41 - 0.30 (only Cf) 1.21 
17 600 40 80 0.17 1:2 7.25 1.35 0.42 0 1.04 
18 600 70 110 0.23 7:11 4.85 1.45 1.00 0.28 1.23 
19 600 50 70 0.17 5:7 3.65 1.1 1.00 0.53 1.20 
20 555 200 100 0.35 2:1 8.2 1.2 0.56 0 1.27 
21 600 200 100 0.33 2:1 8.1 1.1 0.55 0 1.25 
22 1550 200 100 0.16 2:1 4.9 3.5 0.87 0 1.16 
23 1550 100 200 0.16 1:2 5.5 3.5 1.00 0.21 1.13 
( - is showing the case flow depth could not measure) 
At 15 cm, 30 cm, and 45 cm upstream from the downstream end of the flume, we set three ultrasonic sensors (from 
upstream, we called as No.1-No.3) with 50 Hz resolution (E4SC-DS30, Omron, Japan) and measured the flow surface 
slope from the flow surface height. At the downstream end, we installed 10 cm height sand stopper to cause deposition. 
For the initial condition, we set the sediment deposition as horizontal state for 10 cm height at downstream end to 
provide a movable bed condition. We supplied water and sediment for approximately 120 seconds, which was 
sufficient time for the deposit slope angle became stable. 
We assumed equilibrium flow conditions were achieved when ultrasonic sensors showed the same value for 10 
seconds. Each sensor measurement of the flow surface height and slope was calculated as the average value from three 
sensors. Using average slope from sensor No.1-No.2 and No.2-No.3, we also checked there was not significant 
difference with No.1-3. Here, we used the flow surface slope angle as river bed slope angle assuming that in the 
equilibrium state, the river bed slope and surface flow slope expected to become equal. Applying the supplied sediment 
concentration and the results of slope angle, we calculated fluid phase density using the equilibrium concentration 
method described in the next section. 
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2.2. Methods for estimating the fluid phase density 
Different phases of debris flow are shown in Fig. 3. Fig.3a shows no phase shift conditions, so all the sediments 
behave as solid phase. Fig.3b shows that part of the fine sediment behaves as fluid phase, as reported in recent studies 
(e.g., Uchida et al., 2013). Fig.3c shows the fine sediment and part of the coarse sediment also behaving as fluid phase. 
Equation (1) shows the total sediment concentration C containing coarse sediment and fine sediment. Equation (2) 
shows the constitution of fine sediment considering different phases.  
Fig. 3.   Images of phases in debris flow (a) no phase shift, (b) part of fine sediment behaves as fluid phase, (c) all the fine sediment and part of 
the coarse sediment behaves as fluid phase. 




where Cd is the coarse sediment concentration, Cf is the fine sediment concentration, C′f is the fine sediment 
concentration that behaves as solid phase, and C′′f is the fine sediment concentration that behaves as fluid phase. 
As in recent studies and in Fig. 3b, when considering fine sediment in debris flows behaving as solid and fluid 






where  is the mass density of the sediment and w is the mass density of pure water. 
When applying the sediment concentration and the slope from our experiments, we can calculate the fluid phase 
density  using the equilibrium concentration method (Takahashi, 1991) for debris flow (equation 4) and for sediment 
sheet flow (equation 5). Applying equation (4) or equation (5) depends on the flow characteristics, especially on the 
degree of slope.  
  𝐶∞ =
𝜌𝑡𝑎𝑛𝜃
(𝜎−𝜌)(𝑡𝑎𝑛𝜙−𝑡𝑎𝑛𝜃)
 (𝜃𝑥 ≤ 𝜃 ) (4) 





 (1.8 ≤ 𝜃 ≤ 𝜃𝑥) (5) 
where 𝐶∞ is the equilibrium concentration,  is the slope angle, and  is internal friction angle of the sediment.
When calculating the equilibrium concentration, we changed the fine sediment concentration behaving as fluid 
phase C′′f, also changing the fluid phase density , and repeated the calculation until the values of both equations for 
(3) and (4), or (3) and (5) became equal. After achieving equal values, we defined the fluid phase density considering 
the fine sediment phase shift. And we also defined the solid phase sediment concentration excluding the concentration 
of the fine sediment behaving as fluid phase C′′f. 
We used the flow surface slope angle assuming that in the equilibrium state, the river bed slope and surface flow 
slope expected to become equal. Here, x is the angle transition from debris flow to sediment sheet flow: = 1.0 
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g/cm3 and x= 7.81 deg. In the original equilibrium concentration, it is known that a discontinuous boundary occurs 
between debris flow (equation 4) and sediment sheet flow (equation 5) when the value of changes from 1.0 g/cm3. 
Therefore, we applied this method to set the continuous boundary, changing x as proposed in recent studies (e.g., 
Suzuki et al., 2013). 
When the calculated fluid density became larger than the condition under which all the fine sediment behaved as 
fluid phase, we assumed that part of the coarse sediment also behaved as fluid phase, as shown in Fig. 2c. In that case, 
the coarse sediment concentration Cd is as defined in equation (6) and the solid phase sediment Csolid is as defined in 
equation (7), as follows 






where C′d is the coarse sediment concentration that behaves as solid phase, and C′′d is the coarse sediment 
concentration of that which behaves as fluid phase. In Fig. 2c, the right argument of equation (7) C′f  will be zero.  
2.3. Experimental conditions 
In Table 1, the left 5 elements show the experimental conditions and the right 5 elements show the experiment 
results. From Case 1–19, we set the supplied sediment concentration (Cf + Cd) as 0.33, 0.23, or 0.17, and changed the 
water supplied to 1500 cm3/s, 1000 cm3/s, or 600 cm3/s. We also changed the ratio of fine sediment and coarse 
sediment (f:c), focusing in particular, on 1:1 and 1:2. In Case 20–23, we set the total supplied sediment to 300 cm3/s, 
and changed the sediment concentration and particle size supply ratio.  
3. Results And Discussion
In Fig. 2b, the graph shows the slope on the horizontal axis acquired from the result, and the calculated sediment
concentration behaving as solid phase (C′f + C′d) on the vertical axis. The plots shown in the legend describe the total 
supplied sediment concentration (Cf + Cd). In the figure, the equilibrium concentration equations are also described, 
showing the change in the fluid phase density from 1.0 g/cm3 to 1.4 g/cm3.  
From the results, all cases showed higher sediment concentration than expected with equilibrium concentration 
equations with fluid phase density 1.0 g/cm3. When the supplied sediment concentration was small, the fluid phase 
density became small. When the supplied sediment concentration was constant, and the slope tan was small, the 
fluid phase density became large. From Table 1 (right 5 elements showing results) and Fig. 2b results, the supplied 
sediment concentration, and also the ratio of fine to coarse sediments suggested to affect the fluid phase density. This 
shows that the presence of coarse sediment influences the phase shift.  
3.1. Factors affecting phase shift 
Fig. 4 shows the experimental results for the debris flow phases: the upper part shows the effect of discharge and 
the lower part shows the effect of the particles and water ratio. Only the cases in which the supplied sediment ratio 
(fine to coarse: f:c) was (1:1) or (1:2) are described. The bar charts distinguished with a dotted line shows cases with 
the same supplied sediment concentration and the supplied sediment ratio f:c. For Case 23, the supplied concentration 
was 0.16, but it was placed with cases in which the concentration was 0.17.  
All cases showed a phase shift to fluid phase for the fine sediment. In cases 5, 7, 9, 11, 12, 15, 18, 19, and 23, not 
only all the fine sediment, but also part of the coarse sediment was presumed to behave as fluid phase. In Case 15 and 
19, more than half of the coarse sediment was presumed to behave as fluid phase. The supplied sediment concentration 
C was 0.17, the supplied sediment discharge was the smallest (120 cm3/s), and the ratio of fine to coarse sediment 
(f:c) was (1:1) and (5:7), respectively. However, when the supplied sediment concentration was C = 0.17, the supplied 
sediment discharge was 120 cm3/s, and the ratio of fine to coarse sediment was (1:2); Case 17 did not show coarse 
sediment behavior as fluid phase. In the cases which coarse sediment behaving as fluid phase, the proportion of the 
coarse sediment was larger than that of the fine sediment, except for Case 15. Therefore, it is suggested that the mixture 
ratio of fine and coarse sediment affect the phase shift. On the other hand, the fluid phase density  became larger 
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than 1.25 g/cm3 when the supplied sediment concentration was C = 0.33 (in Cases 5, 6, 12, and 13). Thus, the supplied 
sediment concentration and supplied sediment discharge indicated to affect the phase shift.  
Fig. 4.   Experimental results when the sediment supply fine-to-coarse ratio (in graph, shown as f:c) was 1:1 or 1:2 
At the same sediment concentration, the space around sediment particles in debris flow becomes small when the 
sediment discharge is small. Generally, turbulence in debris flow occurs more easily when the space around sediment 
particles is large. And it is presumed that turbulence causes sediment phase shift from solid to fluid more easily (e.g. 
Nakatani et al., 2018). However, in our experiment, some case results showed a different trend. When the supplied 
fine-sediment discharge was large, the space around fine sediment particle became large, but showed lower fluid phase 
density indicating that there was difficulty completing the phase shift. This trend was especially clear in cases with 
the fine to coarse particle ratio of 1:1 (e.g., when the supplied sediment concentration C was 0.33: cases 1, 6, and 13). 
When assuming that the space size around sediment particles in debris flow had become larger than the turbulence 
intensity influence range, we could explain the phenomenon that cases with large supplied fine sediment discharge 
resulted in lower fluid phase density indicating difficulty causing the phase shift. However, the cases in which the 
supplied sediment concentration C = 0.33 and the ratio of fine to coarse sediment was 1:2 (cases 5 and 12) showed 
almost the same fluid phase density, even though the supplied sediment discharge became large. In cases 5 and 12, it 
is suggested that the space size around sediment became close to the upper limit of the turbulence intensity influence 
range. On the other hand, when C = 0.17 and the ratio of fine to coarse sediment was 1:2 (cases 9 and 17), when the 
supplied sediment discharge was large, higher fluid phase density occurred which matches to the general approach. 
Here, it is presumed that the influence range of turbulence intensity influence was related to the amount of space 
around the sediment particles in debris flow, which can be considered from the supplied sediment discharge.   
3.2. Considering the phase shift from turbulence 
In our study, we did not acquire turbulence intensity directly from experiment results.  Therefore, we focused on 
the turbulent mixing length as a factor related to the sediment mobility in debris flows to consider the turbulence 
intensity. It is influenced by kinetic energy dissipation due to the interstitial fluid turbulence in debris flow. Referring 
to a previous study (Egashira et al., 1986), we defined the turbulent mixing length l as follows:  







where kf is the coefficient, √𝑘𝑓 = 0.5 from previous studies, and d is for the diameter of the sediment particles behaving 
as solid phase.   
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Fig. 5a shows the l/d, ratio of turbulent mixing length and sediment diameter on the horizontal axis. The vertical 
axis shows /w, a non-dimensional parameter calculated by dividing fluid phase density by the density of pure 
water w. In the graph, the plots show the supplied sediment concentration and supplied sediment discharge. From the 
results, when l/d becomes large, /w also becomes large. When the supplied sediment concentration C is high, l/d 
becomes small and /w becomes large. Regarding the different supplied sediment concentrations C, the inclination 
of the relationship between l/d and /w becomes steep when C is high. Calculating l/d from equation (8), it is assumed 
that when the sediment concentration C becomes higher, l/d becomes smaller and turbulence is less likely to occur. 
However, in our study, when sediment concentration C became higher, l/d became lower, but showing larger /w and 
turbulence was more likely to occur.  
Fig. 5.   Results (a) showing the relationship between the ratio of turbulent mixing length and diameter, and ρ/ρw, (b) showing the relationship 
between the dimensionless tractive force * and ratio of sediment acting in fluid phase 
With the same supplied sediment concentration C, cases with smaller supplied sediment discharge showed larger 
l/d and /w, and cause a greater shift in the sediment phase to fluid phase. The previously noted trend was clear in 
Case 13, C = 0.33 and supplied sediment was 300 cm3/s; in Case 18, C = 0.23 and supplied sediment was 180 cm3/s; 
and in Case 15, C = 0.17 and supplied sediment was 120 cm3/s. With C = 0.33, Case 1 showed the smallest l/d and 
/w, which was also the largest supplied sediment discharge case. This was an example to show that larger sediment 
discharge was presumed to inhibit turbulence and the phase shift. The second smallest l/d and /w with C = 0.33 was 
Case 16 for which the supplied sediment was 300 cm3/s, case including only fine sediment. Except for Case 16, the 
next larger l/d and /w with C = 0.33 was for supplied sediment of 500 cm3/s and then for 300 cm3/s. Therefore, this 
also matches the trend that smaller sediment discharge shows larger l/d and /w and causes more phase shift. When 
C = 0.23, Case 4 had the smallest l/d and /w, the supplied sediment discharge was 300 cm3/s, case including only 
fine sediment. Except for Case 4, Case 3 was the largest supplied sediment discharge with 450 cm3/s, showing the 
smallest l/d and /w for C = 0.23. With C = 0.17, except for the smallest l/d and /w in Case 17, the trend shows 
smaller supplied sediment discharge cases with larger l/d and /w. In Fig. 5a, the supplied concentration of C = 0.35 
is only one plot, but it matches the trend that when the concentration becomes large, l/d is lower and /w is higher. 
For C = 0.16, two plots in Fig. 5a show trend similar to that for the C = 0.17 cases.  
Next, we considered the indicator for turbulence intensity applying the dimensionless tractive force *, which is 
widely used as a parameter for sediment movability on riverbeds given by the equation 




Fig. 5b shows the dimensionless tractive force * on the horizontal axis. The vertical axis shows (C′′f + C′′d) / (Cf + 
Cd), the ratio of sediment that behaves as fluid phase. From these results, when * becomes large, the ratio of sediment 
behaving as fluid phase becomes small. This trend was different from those of recent studies using similar parameters 
u*/w0 for the indicator of sediment mobility, ratio of friction velocity u*, and settling velocity w0. In a recent study 
(Nakatani et al., 2018), when u*/w0 became large, the ratio of sediment behaving as fluid phase became larger. The 
difference occurred because the supplied sediment discharge was fixed in the recent study. However, in the current 
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study, we applied several conditions of supplied sediment discharge. Therefore, with high sediment concentrations 
and also large supplied discharge conditions, it is assumed that river-bed shear force to which sediment particles are 
exposed while flowing, and the energy loss due to particle collision, become larger. This results in lower mobility, 
and in lower fluid density. In cases with smaller sediment concentration (C = 0.16), the two plots in Fig. 5b show 
rather large ratios compared with other cases with higher sediment concentrations.  
4. Conclusions
In this study, we conducted hydraulic experiments with sediments of two different particle diameters, defined as
fine sediment and coarse sediment. We applied equilibrium methods and also took into account the contribution of 
the sediment to the increase in the fluid phase density due to sediment phase shift to fluid phase. From the results, all 
the cases showed a shift of fine sediment to fluid phase. Furthermore, in some cases, not only fine sediments, but some 
part of the coarse sediments as well, indicated to behave as fluid phase. Sediment phase shift presumed to happen 
because of flow turbulence resulting from the factors sediment concentration, mixture of particles of different sizes, 
and the supplied sediment discharge. Higher total sediment concentration, and a higher proportion of coarse sediment 
(rather than only the fine particle content), indicated to increase the fluid phase density. Cases with smaller total 
sediment discharge showed higher fluid phase density in same concentration. In this study, we focused on turbulent 
mixing length as turbulence intensity, and found that higher sediment concentration cases showed smaller turbulent 
mixing length, but also showed higher fluid density. We also found that larger dimensionless tractive force linked to 
smaller ratios of particles behaving as fluid phase. This was opposite the trends in other recent studies. For future 
studies, we will aim to measure turbulence intensity from experiments to consider further mechanism of phase shift. 
On the other hand, some studies claim that the sediment will not behave as either fluid or solid phase in debris 
flows (e.g. Sakai et al, 2016). We will consider it from different aspects such as applying resistance coefficients. In 
future work, we aim to propose a method for estimating the sediment phase shift to fluid phase, and apply these results 
in realistic debris flow simulations containing fine sediments, for more effective planning of countermeasure projects. 
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Abstract 
Debris flows are one of the most serious hazards in the mountainous areas. To assess and mitigate the debris-flow hazard, debris-
flow intensities and deposition on fans must be estimated. Rheological properties including yield stress and viscosity are major 
parameters to describe and predict behaviors of debris flow. In the present study, the effect of rheological properties on debris-flow 
intensities and deposition on fans of natural clay was investigated using large scale flume experiments. The experimental device 
employed in the tests consists of a tilting flume with an inclination 17°, on which a steel tank with a removable gate was installed. 
A final horizontal plane works as the deposition area. Natural soil samples of different water contents were tested. Rheological 
properties of soil mixtures were obtained from vane-rheometer tests. Non-linear regression analysis was used to assess the effect 
of yield stress and viscosity on debris-flow velocity, runout distance, deposited area and deposited volume. We found that the 
relationship between surface velocity profile and horizontal distance was complicated and could be expressed by sixth order 
polynomial function. Mean velocity, runout distance, deposited area decreased following a power law with an increase in yield 
stress and viscosity. Empirical equations were proposed to estimate these properties. The results of laboratory tests compared 
reasonably well with the results from numerical analysis. The results indicated that yield stress and viscosity play a significant role 
in the behavior of debris flow.    
Keywords: Debris-flow intensities; debris-flow deposition; flume test; rheological properties. 
1. Introduction
A debris flow is a moving mass of loose mud, sand, soil, rock, water and air that travels down a slope under the
influence of gravity. High velocities and deposition on debris-flow fan are a hazard to residential areas. On July 27, 
2011, a large catastrophic debris flow occurred in Seoul in Korea, this debris flow event caused the deaths of 49 people 
and affected 125,000 people. Therefore, the evaluation of debris-flow intensities and their deposition on fans are a key 
requirement to reduce the risk from debris flow. The debris-flow intensities can be expressed through velocity and 
runout distance. The deposition on fan can be represented by deposited area and deposited volume. Until now, many 
researchers have focused on the estimation and assessment of velocity, runout distance and volume of debris flow. 
The velocity and runout distance of a debris flow can be assessed via two methods including: theoretical methods 
(Hungr et al. 1984, Cannon and Savage 1988, Van Gassen and Cruden 1989, Takahashi 1991, Hungr 1995, VanDine 
1996, Iverson 1997, Rickenmann 2005, Armanini et al. 2009) established mass and momentum conservation  equations 
using  the  depth-integrated method based on the continuum theory;  empirical methods estimated debris-flow 
properties using regression analysis based on data from field observatory or flume experiment (Hungr et al. 1984, 
Johnson 1984, Ikeya 1989, Corominas 1996, Rickenmann 1999, Chen and Jan 2000, Marchi and D’Agostino 2004). 
The key steps in theoritical methods are the selection of parameters that can be difficult to accurately estimate, such 
as rheological properties, flow depth, flow velocity along the channel, etc…; while the formulas obtained from 
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empirical methods are limited to specific regions or flow conditions. In addition, the above studies have not considered 
clearly the effect of soil properties: grain size, clay fraction, water content, solid volumetric concentration, yield stress 
and viscosity on debris-flow behavior. From this point, this paper assess the effect of rheological properties on velocity, 
runout distance and deposition on fan of debris flow using the series of large scale flume experiment with natural clay 
at different water contents. Rheological properties of natural clay including yield stress and viscosity were obtained 
by large scale vane rheometer test. We compared results of flume tests with analysis using the BING numerical model. 
The results indicate that rheological properties like yield stress and viscosity play an important role in debris-flow 
behavior. 
2. Materials and Methods
The laboratory tests were carried out using natural clay were collected from Miryang and Hwangnyeong mountains 
in Korea. Both soils in Miryang and Hwangnyeong mountains were classified as well graded sand-clay (SW-SC) with 
particle size distribution curve is shown in Fig. 1. In the laboratory tests, water content of material sample ranges from 
48.9% to 83.2% in flume experiments and from 36% to 59% in vane rheometer tests as presented in Table 1. A series 
of large scale vane rheometer test and flume experiments were carried out to assess the effect of debris-flow 
rheological properties on velocity, runout distance and deposition on fan. A woody flume with a cross section is a 
isosceles trapezoid, with 4 m long and was adjusted to a slope angle of 17° for this set of experiments (Fig. 2). Then, 
the results of laboratory tests were compared with the results from simulations using Bing model. BING is a one-
dimensional model for simulating the flow of debris flows. The governing equations are integral forms obtained from 
the slender flow approximations typical in the application of Boundary Layer Theory. Slope angle is assumed to be 
sufficiently small to allow the approximations sin≈ tan≈ S and cos≈ 1; here S is bed slope. The general 
formulation used in BING is described in Imran et al. (2001).  It is based on the formulation for a Bingham slurry. 
The numerical formulation is the Lagrangian scheme.  
Fig. 1. Particle size distribution curve of soil sample 
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Table 1. List of the experiments of flume test and vane rheometer test 
Soil 
Flume experiment Vane rheometer test 
No. Water content (w, %) No. Water content (w, %) 
Miryang 
1 48.9 1 36.4 
2 49.1 2 37.2 
3 56.8 3 40.9 




1 51.5 1 44.7 
2 63.8 2 46.8 
3 67.3 3 49.8 
4 75.4 4 54.6 
5 79.1 5 59.3 
6 83.2 
3. Results and Discussion
3.1. Rheological properties 
Fig. 3 presents a series of flow curves of the experimental results for Miryang soil (Fig. 3a) and Hwangnyeong soil 
(Fig. 3b) at different water content. All soil mixtures have a non-Newtonian fluid behavior. Experimental results 
showed that shear stress increased as shear rate increased at given water content. The test results are consistent with 
the results reported by Scotto Di Santolo et al. (2010), Jeong (2010), Kang (2016) and Nguyen et al (2018). Fig. 4a 
expresses the influence of water content on the yield stress (y, Pa) for Miryang soil and Hwangnyeong soil. As water 
content increases an exponential decrease in the yield stress is observed. This relationship is in line with the 
experimental results of Kang (2016) and Nguyen et al. (2018). Fig. 4b shows the relationship between plastic viscosity 
and water content of soil materials in Miryang and Hwangnyeong mountains. An increase in water content is 
accompanied by an exponential decrease in the plastic viscosity (, Pa.s) of all the tested soil mixtures, which is in 
line with the results obtained in a study of Ghezzehei and Dani (2001), Parsons et al. (2001), Kang (2016) and Nguyen 
et al. (2018). From these results, the yield stress and viscosity of soil mixtures used in the flume experiments were 
calculated from Fig. 4. 
Fig. 2. (a) The large scale vane rheometer (Kang and Kim, 2016); (b) The large scale flume experimental device  
a b 
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Fig. 3. Fitting rheological models obtained from experimental results at the different values of water content (a) Miryang natural clay; (b) 
Hwangnyeong natural clay  
Fig. 4. Relationship between rheological properties and water content (a) Yield stress; (b) Viscosity  
3.2. The effect of rheological properties on debris-flow properties 
Fig. 5 shows front velocity profile of debris flow verus distance from the gate with different water content for 
Miryang soil (Fig. 5a) and Hwangnyeong soil (Fig. 5b). The sixth order polynomial function is a regression line of 
the front velocity profile with R2>0.7. The front velocity can be described through three phases including: Phase 1, 
front velocity increases linearly with time and the rate of increase slightly depends on the rheological properties; Phase 
2, the velocity increases to reach peak value. This value increase when water content increases. Location to reach peak 
front velocity also depends on water content. This result indicates that the peak velocity was very sensitive to the 
change of rheological properties of debris-flow material; Phase 3, front velocity decreases from peak then it increases 
again to reach another high value. Finally, it decreases to zero at the end of deposition area. The results of flume 
experiment were also compared with velocity profile obtained from BING simulation (Fig. 6). There were differences 
in the shape of experimental front velocity profiles from those of the BING model. In the Bing model, the velocity 
profile can be divided to two phase: firstly, velocity increases linearly to archive a peak value; secondly, the velocity 
decreases from peak value to zero at the end of deposition area. However, the effect of rheological properties on front 
velocity was clearly observed with the rate of increase of front velocity and the peak velocity increases with a decrease 
in values of the rheological properties-namely, viscosity and yield stress. These results indicate that front velocity of 




Nguyen / 7th International Conference on Debris-Flow Hazards Mitigation  (2019) 
Fig. 5. Regression curve of front velocity profile of debris flow verus distance from gate at different water content (a) Miryang natural clay; (b) 
Hwangnyeong natural clay  
Fig. 6. Front velocity profile of debris flow verus distance from gate at different water content obtained from BING simulation (a) Miryang 
natural clay; (b) Hwangnyeong natural clay 
Fig. 7. Correlation between experiments and numerical simulation (a) Maximum velocity; (b) Runout distance 
Fig. 7 presents the correlation of results between flume experiments and numerical simulation. Fig. 7a shows 
maximum velocity correlation between experiments and simulation with correlation coefficient is 0.827. Fig. 7b shows 
runout distance correlation between experiments and simulation with correlation coefficient is 0.937. There are 
underestimations in simulation results compared with experiment results. It could be explain as follows: in flume 
experiment, there is the change in viscosity of debris-flow material due to deposition on the flume during flow process, 
while in numerical simulation, Bing model could not consider this phenomenon.   
Fig. 8 expresses the relationship between yield stress, viscosity and maximum front velocity (vmax, m/s) on the 
flume in a 3D-coordinate system. An increase in yield stress and viscosity is accompanied by an exponential decrease 
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et al. (2007). These studies had not presented directly the relationship between average front velocity of debris flow 
and rheological properties but, they assessed the effect of clay fraction in debris-flow material on front velocity of 
debris flow using laboratory flume experiments. In general, the velocities of debris flow are decreasing with increasing 
in clay content of soil sample. Fig. 8 also shows the comparison between the results from laboratory experiments and 
the results from BING simulation. The results from numerical simulation also expresses the effect of yield stress and 
viscosity on front velocity following an exponential fit.  
Fig. 8. Relationship between front velocity and yield stress, viscosity based on laboratory experiments and BING simulations 
The relationship between runout distance (R, cm) and yield stress and viscosity is reported in Fig. 9. It can be 
observed that runout distance exponentially decreases with an increase in yield stress and viscosity. This result is 
consistent with the conclusion obtained in a study of D’Agostino et al. (2010) that reported the effect of solid volume 
concentration of debris-flow material on travel angle of debris flow. Hurlimann et al. (2015) also presented the 
relationship between runout distance and water content of soil mixture based on flume experiments. In general, runout 
distance increases when water content increases. Fig. 9 also shows the comparison between the results from laboratory 
experiments and the results from BING simulation. The results from numerical simulation also express the effect of 
yield stress and viscosity on runout distance following an exponential relationship.  
Fig. 9. Relationship between runout distance and yield stress, viscosity based on laboratory experiments and BING simulations 
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Fig. 10 expresses the relationship between yield stress, viscosity and deposited area (A, m2) in a 3D-coordinate 
system. An increase in yield stress and viscosity is accompanied by an exponential decrease in deposited area and 
deposited volume, which is in line with the results obtained in the studies of Ilstad et al. (2004) and Hurlimann et al. 
(2015). Ilstad et al. (2004) reported the influence of clay content of the material on deposition thickness of debris 
flows, such that the deposit thickness increases as clay fraction decreases. Hurlimann et al. (2015) also presented the 
relationship between deposited area and water content of the soil mixture. In general, deposited area increases when 
water content increases. 
Fig. 10. Relationship between deposited area and yield stress, viscosity obtained from laboratory experiments 
Average front velocity, runout distance and deposited area of debris flow can be calculated from best fit equation 
from Fig. 8, 9 and 10; as follows: 
𝑣𝑚𝑎𝑥 = 3.840𝑒
−0.007𝜏𝑦−0.023𝜂, 𝑅2 = 0.808  (1) 
𝑅 = 296.9𝑒−0.030𝜏𝑦−0.104𝜂 , 𝑅2 = 0.903  (2) 
𝐴 = 2.260𝑒−0.027𝜏𝑦−0.103𝜂, 𝑅2 = 0.861  (3) 
It is noted that front velocity, runout distance and deposited area are more sensitive to the change of viscosity 
than the change of yield stress. 
4. Conclusions
Several series of large size vane rheometer tests and large scale flume experiments were carried out in order to
evaluate the effect of both yield stress and viscosity on the debris-flow intensities and deposition on fan. The following 
conclusions were drawn from the experimental test results: The front velocity profile could be described through three 
phases: Phase 1, front velocity increased linearly with time and the rate of increase was slightly dependent on 
rheological properties; Phase 2, the velocity increased to reach peak value at the middle of debris flow. This value 
increased when yield stress and viscosity decreased. The location of the peak front velocity also depend on the yield 
stress and viscosity; Phase 3, front velocity decreases from peak then it increases again to reach another high value. 
Finally, it decreases to zero at the end of deposition area. An increase in yield stress and viscosity was accompanied 
by an exponential decrease in the maximum and maximum front velocity. The maximum front velocity on the flume 
were more sensitive to the change of viscosity than the change of yield stress. Runout distance exponentially decreased 
with an increase in yield stress and viscosity and was more sensitive to the change of viscosity than the change of 
yield stress. Deposited area exponentially decreased with an increase in yield stress and viscosity, and was more 
sensitive to the change of viscosity than the change of yield stress.  
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Abstract 
Large-scale landslides often induce debris flows and cause serious damage to humans. These events typically have water contents 
in the landslide mass less than 60 % and sediment concentrations more than 40 %. In spite of high sediment concentrations, 
landslide-induced debris flows can runout long distances. For large-scale stony debris flows, many previous studies have 
suggested that coarse gravels behave as a solid phase, whereas fine particles with interstitial water can behave as a fluid phase. 
We hypothesized this fine sediment might be one of the key processes controlling the long travel distances of landslide-induced 
debris flows. Here we assumed that the maximum diameter of the fine sediment behave as a fluid phase should vary depending 
on the friction velocity of the debris flow and the settling velocity of sediments. We conducted detailed field surveys for four 
landslide-induced debris flows and applied our numerical simulation model to describe the travel distance of the debris flows. 
Our results show that, if we set the ratio of the friction velocity of debris flow to the settling velocity of sediments around 1 to 4, 
the simulated travel distance agreed well with our studied four debris flows. We also confirmed that, while the total volume or 
mean sediment diameter of debris flows varied between study cases, the variability of ratios was small. We believe that our new 
method and the information it provides, may be helpful for predicting the future risk from the landslide-induced debris flows. 
Keywords: debris flow, numerical simulation, travel distance; fine sediment 
1. Introduction
Debris flows induced by large-scale landslides have sometimes runout long distances (e.g., Nishiguchi et al.,
2012). Nishiguchi et al. (2011) studied the relationship between the travel distance of landslide (L) and the maximum 
height between landslide scar and deposited area (H) of 10 Japanese debris flows caused by deep-seated rapid 
(catastrophic) landslides. The ratios of H to L were ranging from 0.11 to 0.35 and smaller than that for shallow 
landslide and small-scale debris flows. Similar processes have been studied in the last several decades in the world 
(e.g., Iverson et al., 2015). These long travel distanced debris-flows have serious impacts on human life and 
infrastructure. Therefore, in this study, we focused these large-scale debris-flow travelled relatively long distance.  
It is important to identify large debris flow hazard areas. In large-scale stony debris flows, other researches 
considered that the gravels move like laminar flow, but the interstitial water behaves as turbulent flow e.g.,
Takahashi, 2009; Hotta, 2012 . Moreover, fine particles can behave within the interstitial water as a fluid and many
previous studies call this process of fine sediment as shifting from solid phase to fluid phase (e.g., Iverson, 1997; 
Hotta, 2012). We refer to it as “phase-shift”. Based on this phase-shift concept, Nishiguchi et al. (2014) proposed a 
maximum diameter of sediments that behave like a fluid as Dc and confirmed that if we use best-fit Dc, the long 
travel distance of several past debris flows can be described by numerical simulations. However, the problem 
remains of that how to determine the parameter of Dc in the simulations given Dc should be variable in time and 
space, yet Nishiguchi et al. (2014) assumed Dc to be constant in their simulations.  
Here we developed a program in which the maximum diameter of phase-shifted sediment is varied depending on 
hydraulic conditions. Also, we conducted numerical simulations for landslide-induced debris flows with long runout 
and verified the applicability of our model.  
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2. Simulation model
2.1. Phase-shift concept 
Uchida et al. (2013) assumed that sediments can be classified into two groups (fine and coarse) by sediment 
diameter and defined the critical diameter of the sediment (Dc) as the smallest diameter that behaves as a solid in a 
debris flow. That is, they proposed that sediments larger than Dc move as solids, while those smaller than Dc behave 
as fluids in a debris flow. Here, we have adopted this concept to describe the phase shift of fine sediment. So, we 
defined the solid concentration of debris flow as the concentration of the sediment larger than Dc in debris flow. 
Also, we defined the representative grain diameter of the solid sediment as the mean diameter of the sediment larger 
than Dc. In addition, we calculated the interstitial fluid density ( ) as follows. 
        (1) 
where C  is the concentration of total sediment in debris flow, Cf  is the concentration of phase-shifted sediment in a 
debris flow, w is pure water density and s is the solid density of the sediment.  
Nishiguchi et al. (2014) assumed that fine particles can be physically suspended due to riverbed shear stress in a 
debris flow and showed that the settling velocities of best-fit Dc were lower than the friction velocities of the debris 
flow from the simulation results of past debris flows. Then, we propose that Dc varies depending on the ratio of 
settling velocity of Dc to friction velocity of the debris flow ( ) as follows. 
    (2) 
where u* is friction velocity of the debris flow, wk is settling velocity of diameter of dk and  is a coefficient.  is
assumed to be constant in time and space. Here we calculated u* for each time and space using the flow depth and 
longitudinal gradient as follow. This means that u* should varied in time and space, indicating that because the Dc 
varied with the u*, the Dc was also varied in time and space.    
   We considered friction velocity and settling velocity can be calculated from riverbed shear stress and the equation 
of Rubey, respectively. The friction velocity (u*) can be calculated from riverbed shear stress as  
,    (3) 
where I is the slope angle and h is flow depth of a debris flow. According to Rubey (1933), settling velocity can be 
expressed as follows. 
     (4) 
1ss
.    (5) 
where v is kinematic viscosity of the fluid (0.01 cm2/s), s is submerged density of sediment, dk is particle diameter, g 
is gravitational acceleration.  Therefore, the behaviors of debris flow should be affected by friction velocity through 
change of fluid density and sediment diameter of solid phase due to phase-shift of fine sediment.  
2.2. Simulation model  
Kanako-LS, developed by Uchida et al. (2013), can describe a variety of sediment transport processes ranging 
from stony debris flow to bed load transport. In the model, the equations for momentum, continuity, riverbed 
deformation, erosion/deposition rate, and riverbed shear stress are based on previous studies by Takahashi and 
colleagues (e.g., Takahashi and Nakagawa, 1991; Takahashi, 2009). Kanako-LS can describe the phase-shift effect, 
but Dc is assumed to be constant in both space and time, regardless of solid sediment concentrations and flow 
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condition, such as debris flow, sediment sheet flow, or ordinary turbulent water flow. 
In this study, we modified the two-particle model of Kanako-LS to a multi-particle model and introduced our 
assumption of determining Dc, which varies depending on hydraulic condition as described in section 2.1. 
3. Method
3.1. Study sites 
The study sites (referred to as Sites A–D) are located in Japan. These debris flows occurred between 2003 and 
2015 (Table 1). All studied debris flows were triggered by heavy rainstorms and were caused by a deep-seated rapid 
landslide. These depths of landslides were around 20 m, 10 m, 45 m and 15 m at Sites A–D, respectively. 
We obtained the elevations of the land surface after the debris flows from prefecture LiDAR data for Sites A, C 
and D at a resolution of 1 m, 1 m and 2 m, respectively. For Site B, we obtained the results of field survey 
measurements. The landslide volumes (including the volume of the voids) determined from these topographic data 
ranged from 1.9 × 104 to 2.7 × 105 m3 and the extent of travel of the debris flow ranged from 0.6–2.1 km. Maximum 
erosion depths at Sites A, B and C were around 5, 7 and 3 m, respectively, whereas there were no eroded areas at 
Site D.  
We evaluated the grain size distribution of the debris flows using sieve tests, cross-sectional photographs of the 
deposits, and grain size distributions obtained from field measurements. Mean diameters of debris flow sediment for 
Sites A–D were 251, 600, 140, 735 mm, respectively. 
3.2. Data preparation for numerical simulation 
The longitudinal profiles of the riverbed that we used for the numerical simulations were set based on 
topographic data acquired before the debris flow events. The widths of the debris flows were determined as the 
averages of the riverbed widths before and after the debris flow. The initial depths of the movable bed layer were 
determined as the maximum erosion depth. Therefore, we set this variable to 5, 7, 3, and 0 m for Sites A, B, C, and 
D, respectively. Site B contained one grid-type sabo dam at 280 m below the landslide that was effectively 
blocked by the rocks and sediments of the debris flow. Therefore, we included a closed-type sabo dam in this 
simulation. 
We assumed that the soil and weathered bedrock of the landslide material were fully saturated by water. We used 
water content of the landslide mass based on measured porosity data of 0.34 and 0.49 for Site A and Site C, 
respectively. We did not have porosity data at sites B and C; therefore, we used the data collected for Site A. 
To create the input hydrographs at the lower end of landslide scar, we used the method proposed by Nishiguchi et 
al. (2013), who assumed that the relationship between velocity and flow depth could be described by Takahashi’s 
theory (Takahashi, 2004) and assumed that the longitudinal length of the debris flow at the lower end of landslide 
scar was the same as that of the landslide scar. Peak discharges of hydrographs for Sites A–D were estimated as 
about 4300, 1800, 3900 and 5400 m3/s, respectively. 
We used the particle size distribution of the debris flows measured in the field. Parameters of sediment density, 
Table 1. Studied debris flows 
Site Date Total volume of 
landslide * 
Total volume of 







Mean diameter of debris 
flow sediment 
A 2003/7 43,000 m3 31,000 m3 1.6 km 0.8 km 5 m 
251 mm 
B 2007/7 19,000 m3 19,000 m3 0.6 km 0.15 km 7 m 
600 mm 
C 2015/7 91,000 m3 91,000 m3 1.1 km 0.25 km 3 m 
140 mm 
D 2005/9 520,000 m3 272,000 m3 2.1 km 0 km 0 m 
735 mm 
* including volume of the voids
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Table 2. Parameters for the simulations  
Parameters Value 
Water density 1,000 kg/m3 
Sediment density 2,650 kg/m3 
Volumetric sediment concentration in the riverbed 0.65 
Coefficient of riverbed roughness 0.06 
Coefficients of erosion rates 0.0007 
Coefficients of deposition rates 0.05 
Table 3. Simulation cases 
Case Diameter of fine sediments of fluid phase 
Case1 All sediments are regarded as solid phase. 
Case2  = 4 in Equation (2). 
Case3  = 1 in Equation (2). 
sediment concentration of riverbed, coefficients of erosion rates and deposition rates were set to 2,650 kg/m3 and 
0.65, 0.0007 and 0.05, respectively (Table 2). 
3.3. Simulation cases 
To test the effect of the magnitude of phase-shift on the propagation processes of a debris flow, we assumed three 
different condition of phase-shift. In Case 1, we assumed that all sediments were treated as a solid phase. In Cases 2 
and 3, the ratio of settling velocity of Dc to friction velocity of the debris flow ( ) were 4 and 1 in the debris flow.
4. Results
In Case 1, the simulated travel distances from the lower ends of the landslide scars to the lower ends of the
debris-flow deposits were less than half of the observed travel distances (Fig. 1). The lower ends of the landslide 
scars are zero of x-axis in Fig.1 If we consider the phase-shift of fine sediment in Cases 2 and 3, the simulated
travel distances of the debris flows increased; the distances of eroded section at Sites A, B and C also increased. As 
the critical ratio of settling velocity of phase-shifted sediment to friction velocity of debris flow ( ) decreased,
simulated travel distance of the debris flows increased.  
Comparing simulated results with observations, little agreement was found when all sediments are regarded as 
solids (Case1). The simulated travel and erosion distances matched our observations well when  was 1 (Case3) at
Sites A and B, and when  was 1 or 4 at Site C (Fig.1). Although the calculated elevation riverbed change agreed
well with the observed river bed change at 0–1200 m from the landslide scar in Site D, the calculated travel distance 
of the debris flow was shorter than observed. This might mean that should be set as less than 1 in Site D to
reproduce the observed travel distance. 
Fig.2 (a) shows the relation between mean sediment diameter of debris flow sediment and  for simulations with 
a good match to observations for Sites A-D and Fig.2(b) shows the relation between total volume of debris flow and 
. Although the mean sediment diameter and total volume of debris flow varied between study cases,  ranged from 
1 to 4 and the variability of  was small. It means that phase-shifted sediment was variable in time and space and our 
assumption, in which Dc varies depending on the ratio of settling velocity of Dc to friction velocity of the debris flow, 
was effective in predicting the particle size of phase-shifted sediment.  
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5. Concluding remarks
We introduced the concept that the diameter of phase-shifted sediment is variable depending on friction velocity
of a debris flow, which represents riverbed shear stress of a debris flow in our numerical simulations, then examined 
the applicability of our method to a variety of large-scale debris flows. As a result, we showed that, although their 
volumes and topography were diverse, the simulated results for these debris flows reproduced well the observed 
erosion and deposition patterns, if we set the ratio of friction velocity of debris flow to settling velocity of sediments 
as around 1 to 4 to account for phase-shift effects. Thus, we believe that our new method may be helpful for 
predicting the future risk from the long travel distance of landslide-induced debris flows. 
Fig. 1. Simulated Case1, Case2 and Case3 and observed riverbed change at Site A-D 
Fig. 2. (a) Relationship between mean sediment diameter of debris flows and  providing a good match to 
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Abstract 
Understanding of particle-fluid interactions in a kinematic system is of great importance in the assessment and mitigation of natural 
mass flows (i.e., debris flows, submarine landslides, pyroclastic density currents). Previous research has pointed on the crucial role 
of the solid packing fraction in the motion of saturated and submerged granular systems. However, issues in understanding the role 
and dominance of particle-fluid interactions in transitional granular flows remain a work in progress. The granular column collapse 
allows a simplification of the complex dynamics observed in those systems, in which a granular assembly is organized with a given 
aspect ratio, between its initial height and initial width (𝑎=𝐻0/𝑅0), and let to collapse by self-weight onto a horizontal surface. This 
work presents a new approach to study submerged granular columns through the use of a modified planar model, incorporating a 
novel gate mechanism that does not interact with the surrounding fluid nor the granular media. Dye fluid is added to visualize the 
behaviour of the fluid enclosing the granular mass. Experimental results allow the formulation of an interaction mechanism between 
the particles and the surrounding fluid, identifying the fluid inflow into the column at release, followed by an recirculating outflow 
during the column spreading. These fluxes between the mobile mass and the fluid result in vortices next to the surface, entraining 
particles and mixing the surrounding fluids. The insights and conclusions gained in this research can be applied to the development 
and validation of analytical and numerical models studying the motion of immersed granular flows. 
Keywords: Granular column; granular flows; physical modeling; submarine landslides 
1. Introduction
Submarine landslides can generate tsunamis (Ivanova et al., 2018), damage submarine infrastructure (Harbitz et al.,
2013) and even induce coastal geomorphological changes (Dawson, 1994). Recent studies have found that the coupled 
motion of submarine landslides has a strong link with the initial volume packing fraction (Rondon et al., 2011), 
presenting a dilatant behaviour when densely packed and a contractant behaviour when loosely packed. However, it 
is yet not clear the mechanism controlling the momentum exchange between the particulate media and surrounding 
fluid during failure. In this paper, we address the momentum exchange originated in a submerged granular column 
collapse.  
The granular column collapse is an ideal model to reproduce transitional granular flows on a small scale (both in 
dry and submerged conditions), where a granular column is quickly released over a horizontal surface and led to 
collapse by self-weight (Lajeunesse et al., 2004; Lube et al., 2004). In the current paper, a submerged granular system 
with the addition of dyed fluid is studied in a planar 2D model. The granular mass is characterized by its initial height 
H0 and horizontal length R0, related by the aspect ratio a=H0/R0. Two aspect ratios (a=0.85 and a=2.63) are used to 
analyze the behaviour of the surrounding fluid during collapse. 
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2. Planar granular column setup
A dry planar model, similar to a Hele-Shaw cell, is introduced by Lacaze et al. (2008) with a thickness varying 
from 1.2 to 1.8 particle diameters. This configuration provides an easy measurement of the internal deformation and 
kinematic field during collapse. In their configuration, a top-swinging gate is employed as the opening mechanism. 
However, if such a mechanism is to be employed in submerged conditions, the gate motion will generate secondary 
fluxes that would interact with the overall collapse dynamics. This paper presents a similar setup adapted to the 
submerged case condition with an alternative opening mechanism. In this model, the top-swinging gate is replaced by 
a sliding gate moving in a plane perpendicular to the particles plane of motion, guaranteeing that all particles are 
released simultaneously and that no additional fluxes are generated (see Fig. 1). 
Figure 1 presents a sketch of the experimental setup. The experimental setup is composed of two Plexiglass 
(PMMA) square windows of 450 mm side and 10 mm thick. A cell gap of 2.4 mm lies between them and a 2 mm thick 
PMMA hollow square with an inner length of 390 mm. To limit leakages in the model perimeter, pieces of paperboard 
are added in between the PMMA windows and the hollow square. The paperboard pieces are moistened to diminish 
their potential absorption and prevent leakages. The opening mechanism is operated by a 4 bar linear pneumatic 
actuator. A high-intensity LED panel of 4000 lm backlights the model. A Mikrotron MotionBLITZ Cube 4 camera 
records the granular column collapse at a frame rate of 800 fps and with a resolution of 720 px by 530 px. 
Experiments are performed with 2 mm diameter ceramic beads with a particle density of 𝝆𝒑 = 3600 kg/m3,
manufactured by Sigmund-Lindner GmbH. The particles present a repose angle of 28.15° ± 0.75°, measured inside 
the experimental setup by releasing the particles in free-fall and under dry conditions. To prevent leaks in the sliding 
gate slot, petroleum-jelly seal is applied in the sliding gate, taking care that none of it gets inside the slot. The granular 
column is build up to a desired initial height H0 and the fluid is injected into the model. A slow fluid injection is 
performed, ensuring that no air bubbles remain trapped inside the granular body. The fluid used in this work is 
Fig. 1. Sketch of the granular column setup 
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composed of a mixture of deionized water with regular soap in a volume ratio of 40:1. Fluid is added until it reaches 
a height of 50 mm above the granular column. The sliding gate is connected to the pneumatic actuator and the 
illumination system is turned on, along with the camera and pressure system. At this point a dye is added using a 
needle through a compartment in the upper part of the experimental setup (see Fig. 2). The dye solution is made of 
100 ml of whole milk and 10 ml of rubbing alcohol. Once the dye reaches the bottom of the model and stabilize, the 
opening mechanism is activated and the camera records the movement of the granular mass. In this paper, we explore 
the collapse dynamics of short and tall columns at aspect ratios of a=0.85 and a=2.63, respectively. The following 
sections present the main results on the interaction of the granular column collapse and the surrounding fluid. 
3. Results and discussion
The submerged granular column is released evenly and quickly through its height with the occurrence of minimal 
droppings at the gate slice. The column collapse starts with the release of single particles on the column’s vertical free-
face and the formation of a curved wedge at its bottom-right corner. For the aspect ratio of a=0.85, the wedge crosses 
the granular column and emerges at near its surface-mid-width, transitioning into a shallow flow over the collapsed 
material, up to five particles thick, and deposits into a trapezoidal shape (see Fig. 2 (a-e)). For the aspect ratio of 
a=2.63, the wedge extends through the full column width curving up to the column’s top-left corner, releasing groups 
of free falling particles (see Fig. 2(g)) and transitioning into a slightly thicker flow over the collapsed material, up to 
ten particles thick, and deposits into a triangular shape (see Fig. 2 (f-j)). The single particles ejected from the collapsing 
mass decelerate and swirl, in a counterclockwise motion, until returning to the moving mass at a position behind from 
their release point (Topin et al., 2011). 
Following the work of Courrech du Pont et al. (2003) the Stokes number 𝑆𝑡 (Eq. 1) and the fluid-grain density ratio 
𝜒 (Eq. 2) can be used in the classification of a mass flow within three main flow regimes: free-fall regime, viscous 
regime, and inertial regime. Considering the particle parameters described above and assuming a fluid density of ρf = 
1000 kg/m3 and fluid viscosity of μf =0.001 Pa·s, the current set of experiments result in St ≈ 17.9 and χ ≈ 1.9, falling 
into the inertial regime. Mass flows in the inertial regime are understood to be controlled by gravity and fluid drag, 















Figure 3 presents the propagation of the granular front in time for the two aspect ratios being studied. On it, the 
collapse dynamics can be divided into three phases: first, an acceleration phase initiates after the column is released; 
then, the front propagation reaches a constant-velocity phase; and finally, a deceleration phase transits the column 
motion until deposition. The instantaneous front position (Ri) is measured directly from the digital images and the time 
collapsing time (tf) is taken as the time lasted until the column reached its final front position (Rf). Unlike dry granular 
flows, the front spreads as an interconnected mass (see Fig. 2), without releasing particles during its spreading (Pinzon 
and Cabrera, 2018). The collapsing time tf is 0.8 s and 1.7 s for the short and tall columns, respectively. 
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Fig. 2. Snapshots of the submerged column collapse. (a) to (e) short column with initial aspect ratio a = 0.85; (f) to (g) tall column with initial 
aspect ratio a = 2.63. 
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Figure 3 shows that the short column accelerates for a longer period of its total collapsing time, while the 
deceleration phase starts earlier on the tall column. However, the duration of the acceleration phase is on both cases 
close to 0.25 s, being in agreement with the observations of Bouguin and Lacaze (2018) for submerged columns in 
water. Moreover, the constant-velocity phase occurs in an equivalent time fraction of 0.4 tf on both cases but relates 
to different durations. In this region, the front propagation velocity is 0.35 m/s and 0.42 m/s for short and tall columns, 
respectively. 
After the column release, the water free-surface above the column is dragged-down, up to 4 mm and 10 mm for the 
short and tall columns, respectively, and waves sideways. Thanks to the dyed fluid, it is possible to visualize the flow 
patterns generated from the interaction of the granular column collapse with the surrounding fluid. Note that no 
secondary flows being induced by the gate opening are observed, being one of the main advantages of the current 
experimental setup. 
Rondon et al. (2011) found that the deposit morphology of a submerged granular column is mainly controlled by 
the initial volume packing fraction, resulting in short runout (Rf) for initially dense columns and viceversa. In their 
analysis, dense columns would dilate at the column release, inducing an inflow of fluid into the newly form voids and 
then reaching an equilibrium between the system dilation speed and viscous drag. For the current experimental setup, 
a rather dense assembly is obtained, being controlled by the cell gap and the system configuration alignment (Lévay 
et al., 2018). In our experiments, the momentum exchange mechanism between particles and fluid can be identified at 
the same three phases described in Fig. 3. 
Figure 4 presents the mean velocities of the fluid next to the granular column at release and within the acceleration 
phase. These flow velocities are computed with the particle image velocimetry (PIV) technique implemented in PIVlab 
(Thielicke and Stamhuis, 2014) and correspond to the mean velocities along the x-axis of the bottom-half and top-half 
of the initial column height (hollow and filled markers, respectively). Mean negative velocities, within the coloured 
region, represent fluid motion pointing into the granular column. The short column presents fluid motion 
predominantly in the collapse direction at release and transits into a slight inflow at its bottom marked up by the hollow 
markers errorbars (see Fig. 4(a)). The tall column presents an oscillating inflow through the column height, 
Fig. 3 Normalized lateral displacement of the granular front vs time. The dashed line marks the zone where the front presents a steady lateral 
propagation. 
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immediately after release, and then dissipates moving predominantly in the collapse direction on top and presenting 
fluid inflow next to the column’s bottom. 
At the constant-velocity phase, three simultaneous movements occur:  the fluid next to the granular column front i) 
fills the moving particles at its base, ii) is pushed upwards at its mid-height, and iii) moves against the collapse direction 
at its top. This motion pattern results in vortices that spin the ejected particles in a counterclockwise direction and 
explain the formation of the dye-free zone parallel to the granular surface (observed in Fig. 2(c) and 2(h)). The 
generation of this zone is formed from the fluid that is dragged from within the column and then flows out the granular 
assembly at this phase. 
At the decelerating phase, some dye reached the deposit top and starts to settle while being moved by the remaining 
inertia from the momentum transfer described in the previous phase. Note that at this phase most of the dye is mixed 
and diffuse during the collapse. 
4. Conclusions
The collapse of a submerged granular column is studied in a planar configuration, testing short and tall columns
made of densely packed ceramic beads, immersed in a solution of deionized water and regular soap. The fluid motion 
next to the column is visualized with the addition of a dye solution. 
Our experiments agree on the deposition patterns between short and tall columns (i.e., trapezoidal and triangular 
deposits, respectively) and can be classified as submerged granular flows within the inertial regime. In this regime, the 
collapse phases (e.g., acceleration, constant-velocity, and deceleration) are clearly identified from the motion of the 
granular column spreading, and are linked with the interaction mechanism between grains and surrounding fluid. This 
mechanism is observed on both column’s aspect ratios, starting with an inflow of fluid next to the column’s free-
vertical face associated with the dilation of the granular assembly. This inflow is overcome by the moving granular 
media, entraining fluid at its base and pushing fluid out at its surface. These fluxes between the collapsing granular 
media and the surrounding fluid result in vortices next to the surface, entraining particles and mixing the surrounding 
and interstitial fluids. This mechanism complements the current understanding of mass flows in submerged conditions 
and provides an opportunity for analytical and numerical verification. 
Further work would extend on this visualization advantages, studying the coupling between particles and fluid as a 
function of the column aspect ratio, fluid viscosity, and level of saturation. These extensions would set the validation 
case for the development of numerical approaches studying the motion of immersed granular flows. 
Fig. 4. Mean fluid front velocity at release and within the region of interest (ROI) marked in the inset for (a) a=0.85; (b) a=2.63. Hollow and 
filled markers represent the mean velocities along the x-axis of the bottom-half and top-half of the initial column height, respectively 
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Abstract 
We studied the run-up behavior of debris flows in a small-scale experimental flume using various material compositions, 
approach flow velocities, and geometries of the obstacle. The experiments were performed with a straight and 4 m to 6 m long 
flume channel with a circular cross-section of 15 cm top width. The debris flows were released from a head tank. We used three 
debris-flow mixtures, three channel slopes and either a vertical wall or an adverse slope of 30° as an obstacle. Additional tests 
were performed using water without sediment. The inclined channel was followed by a 30 cm long horizontal transition reach. 
Immediately upstream and along this reach we measured the shape of the approaching debris-flow surge with four laser sensors, 
and determined also the approach flow velocity and depth. The run-up conditions were recorded with a high-speed video camera. 
The measured run-up conditions were compared with four different theoretical models. The observed run-up conditions differed 
to some extent between debris-flow mixtures and clear water flows, and there were also some differenced among the debris flow 
mixtures depending on the relative proportion of coarse particles. The observed run-up heights were generally within the range 
predicted by the theoretical models, but none of them appears to be universally applicable to the entire range of investigated flow 
conditions. The commonly used energy principle is not always a conservative method to estimate run-up heights, as has been 
reported in previous studies. 
Keywords: debris flow; experiment; run-up height; flow velocity 
1. Introduction and theoretical models
Debris-flow run-up on obstacles in their path has a great practical relevance. For a number of applications the
flow velocity of a debris flow is one of the key parameters. Owing to the extreme nature of this process, direct 
measurements in the field are challenging. One important problem in engineering practice is the estimation of run-up 
height of debris flows against obstacles in their paths. If no direct measurements are possible, characteristics of 
debris flow events can be estimated based on post-event field investigations (Scheidl et al., 2015). In the specific 
case of velocity estimation such field investigations can be based on geological deposits on banks (Scheidl et al., 
2015) and flow marks on trees, rocks or walls. In bigger events run-up trimlines at adverse slopes can be used. These 
post facto estimates of debris flow speeds are only useful, if the models that relate flow speeds to run-up heights are 
well-founded (Iverson et al., 2016). Unfortunately this is not always the case.  
The goal of this study is to systematically investigate the run-up height on obstacles and find a relation to debris-
flow parameters. To reach this goal several small-scale laboratory experiments were conducted. The debris-flow 
velocities as well as the run-up heights were measured independently. The measured flow properties of the incoming 
flow were used as input to theoretical models, and the predicted run-up heights were then compared with the 
measured run-up heights.  
The (frictionless) Point Mass (PM) model, based on the energy principle and a complete conversion of kinetic 
energy into potential energy, is the most commonly used to predict debris-flow run-up height against vertical walls 
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(Kwan, 2012; Choi et al., 2015). The PM model used here is formulated for a fluid element moving on top (at the 
surface) of the approach flow to the obstacle. We note that Iverson et al. (2016) used a modified version of the PM 
model without adding the approach flow depth h1 to the final run-up height H. The frictionless Finite Mass (FM) 
Modell is derived by a mechanical energy balance for a finite mass, as presented by Iverson et al. (2016). Also here, 
a complete conversion of kinetic energy into potential energy is assumed, but the model is formulated with respect to 
the center of the finite mass, and a uniform vertical distribution of the mass in its final position (at the vertical wall) 
is assumed. 
Theoretical runout models for mass flows against obstacles (dams) with adverse slopes were developed for snow 
avalanches, debris flows, and rapid landslides (e.g., Takahashi and Yoshida, 1979; Mancarella and Hungr, 2010), 
and this model was called Smooth Momentum Flux (SMF) model. So far the SMF model was always formulated and 
tested on obstacles perpendicular to an inclined channel. Iverson et al. (2016) modified the SMF equation in three 
key aspects. First, it is assumed that all incoming flow momentum is redirected upslope by centripetal forces that act 
on the foot of the adverse slope. Second, the focus is on basal flow resistance caused exclusively by Coulomb 
friction. Third, a more precise treatment of the effects of longitudinal pressure gradients is considered.  
One significant recognition from recent research is that the behavior of avalanches impacting a dam can be 
characterized by shock waves. This approach was first described by Hákonardóttir et al. (2003) and tested for 
avalanches, steady water flows and granular flows. It was again reported in Jóhannesson et al. (2009) (avalanches) 
and by Choi et al. (2015), who investigated the run-up mechanism for pure water and supercritical sand flows. Here 
a generalized version of the Momentum Jump (MJ) approach proposed by Iverson et al. (2016) is used, which 
accounts for the possibility of non-hydrostatic longitudinal normal stresses and/or a jump in the flow bulk density 
from upstream to downstream of the jump. 
The four theoretical models are summarized in the Table 1 below, where the run-up height H (presented in non-
dimensional form as H/h1) is given as a function of the approach flow depth h1 and approach flow velocity v1 and 
further parameters for. These are g = gravitational acceleration, Fr1 = v1/(gh1)0.5 = Froude number (of the approach 
flow),  = earth pressure coefficient,  = angle of adverse slope, and e = basal friction angle. Iverson et al. (2016) 
noted that the MJ Model (Table 1) can be rearranged with the only dependent variable (H/h1) in the form of a cubic 
equation. 
Table 1. Four theoretical run-up height models that were used for comparison with the experimental results. The 
models are as presented in Iverson et al. (2016), except for the PM model for which we added the approach flow 
depth h1 to obtain the final run-up height H. For the FM, SMF, and MJ models, equal densities 1 = 2 are assumed, 
where 1 refers to the density of the flow before the obstacle and 2 to that in the run-out or run-up zone.  
Model equation Model name Short name 
Point Mass PM 
Finite Mass FM 
Smooth Momentum Flux SMF 
Momentum Jump MJ 
There are two important limitations associated with our study presented here. First, the experiments were 
performed at a very small scale, which makes it difficult to compare them with natural debris flows (Iverson, 2015). 
Second, the analytical models considered in Table 1 are based on the assumption of steady, uniform incoming flow; 
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this has to be kept in mind for our comparison of the experimental observations with the analytical model 
predictions. 
2. Experiments and measurements
The experiments were conducted at the Swiss Federal Institute for Forest, Snow and Landscape Research WSL in 
Birmensdorf. A schematic overview of the flume and the instrumentation layout is presented in Fig. 1. The flow is 
started from a reservoir with a gate which can be rapidly opened to initiate a dam-break-like release of the sediment 
mixture. The reservoir empties into a 60 cm long acceleration section, in which the rectangular cross section 
smoothly transitions to a semi-circular cross section of the main flume. This main part of length L (s. also below) 
consists of a flexible plastic half-pipe with a diameter of 0.17 m mounted on a wooden supporting construction and 
aligned with wooden retaining walls alongside of the plastic half-pipe. The surface of the flume is covered with 40-
grid aluminum oxide carbide sandpaper (P40, 1960 siarexx) providing a uniform basal friction layer. At the 
downstream end the flume bed begins to flatten. In this bend section, 0.22 m long, the flume bed is covered with 
duct tape (tesa®extra Power Universal) in order to minimize the hydraulic energy losses. The transition from a 
uniformly sloped, semicircular channel to a horizontal, rectangular outlet does not follow a well-defined geometrical 
shape but great care was taken to establish a smooth changeover. The flume ends on a planar formwork panel. 
Vertically placed acrylic sidewalls channel the debris flows on the flat runout surface, 0.24 m long, and help them 
maintain high speeds as they cross the horizontal runout surface and encounter obstacles. Two geometries of 
obstacles were used: an adverse slope inclined at 30°, and a vertical wall (inclined at 90°), and both obstacles were 
0.8 m wide. In every case there was a gap of 0.05 m in flow direction between the acrylic sidewalls and the 
beginning of the obstacle. Three different channel inclinations were used to vary the approach flow velocity v1 in 
front of the obstacle: 20° and 25° with a flume length L = 6 m, and 40° with L = 4 m.  
Fig. 1. Schematic view of experimental set-up and the instrumentation layout. 
Three sediment-water mixtures with different grain size distribution were used. The experimental mixtures used 
in this study (A, B and C) are similar to those described in Scheidl et al. (2015) and fit in the large variability of 
grain size distributions of field debris-flow samples. Scheidl et al. (2015) and Scheidl et al. (2013) provide a 
comparison between mixtures A, B, C and sediment mixtures used in other studies. The mixtures are based on 
combinations of loam, crushed stone and water. Four different crushed stone fractions from the KIBAG Kies Stadel 
AG (Windlach, Switzerland) were used. The loam was imported from the clay pit of Stoob (Austria), a village well 
known for pottery art. The result of a mineral analysis revealed, that the loam consists of 26 % clay, 60 % silt and 14 
% sand. Further the analysis showed that the clay fraction of the loam (< 2 m) contains 22 % illite, 24 % kaolinite 
and 53 % smectite. Smectite is a swellable clay mineral, which counteracts phase separation for a longer time period 
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(Scheidl et al., 2013). The mass contribution of each grain size fraction and of the water is given in Table 2. The 
total weight of each experimental mixture was kept constant at 12 kg. All the mixtures were composed of 60 
volume-percent (vol.%) or 73 weight-percent (wt.%) of sediment (loam and crushed stone) and 40 vol.% of (or 27 
wt.%) of water. This results in a total volume of approximately 8.1 dm3 experimental debris flow mass with a bulk 
density of df = 1484 kg/m
3. The characteristics of the experimental debris mixtures are given in Table 3 which 
includes also information on the grain size distributions. 
The instrumentation layout includes four laser devices at the lower end of the channel to determine flow depth 
and front velocity. They were mounted directly above the channel with the same inclination as the channel (Fig. 1). 
Two high speed cameras (monochrome, 800 x 600 pixels, up to 500 frames per second) were mounted to capture the 
run-up process. One was installed at the side, perpendicular to the flow axis, and the other one captured a frontal 
view of the run-up. They were triggered with a capacitive proximity switch at the gate in the moment of the gate 
opening. The lasers recorded flow depths over a time interval of 20 s with an additional pre-trigger of 1 s. The raw 
data contained a lot of noise and scattered signal due to the wet surface of the channel and the debris flow. For that 
reason, all raw data was initially filtered. A moving median filter based on a running window of 80 points removed 
random effects and the signal noise. The measurement frequency of the laser devices is 2 kHz, hence a moving 
median over 80 points basically averages measurements over a time duration of 1/25 s. The laser devices were 
calibrated at the beginning of each day. The flow observed at the section of laser 4 was sometimes already 
influenced by the run-up process ca. 5.5 cm downstream. Some further pre-processing of the laser data was needed 
to find a robust method to determine reliable values of flow depth and flow velocity before the impact of the flow 
with the obstacle. If possible the flow depth measured by laser 4 was used as input parameter h1 for the theoretical 
models, otherwise the flow depth measured by laser 3 was used as input parameter h1. The approach flow velocity 
was determined from the time difference of characteristic positions of the front between two laser cross-sections 
close to the obstacle. 
Table 2. Proportions of the crushed particle fractions used to prepare the sediment mixtures (s. also Table 3). 
Table 3. Characteristics of sediment mixtures used for the experiments. dxx is the sediment particle diameter for 
which xx% of the mass of is finer. (The mixtures are similar as those used by Scheidl et al., 2015). 
3. Results and discussion
3.1. Run-up against adverse slope 
The normalized run-up heights H/h1 are shown as a function of the approach flow Froude number Fr1 in Fig. 2 
for the experiments with a 30° adverse slope. Also shown are the normalized run-up heights predicted by the four 
models listed in Table 1 (whereby the MJ Model equation was solved for the dependent variable H/h1). We cannot 
observe a clear stratification of the experimental data, except for a slight tendency of mixture A with the finest 
sediment to plot at the lower range of the data (for a given Froude number). The FM model provides the most 
conservative estimate of run-up height (upper bound of theoretical models) for values of Fr1 larger than 2, and all 
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experiments resulted in run-up heights smaller than predicted by this model. If the MJ model is assumed to be valid 
for the experiments, then different earth pressure coefficients  would be required for different ranges of the Froude 
number Fr1 for a best fit with the data, with an approximate value of   1.0 for Fr1 smaller than about 2.8, and   
0.4 for Fr1 larger than about 2.8 (Fig. 2). The SMF model (which may be appropriate for the run-up against an 
inclined obstacle) approximately fits the experiments for   1.0 and a basal friction angle e between 30° and 40° in 
the case of Fr1 larger than about 3, and for   1.0 and e  10° in the case of Fr1 smaller than about 3. For 
comparison, the results from the water experiments are included in a separate plot (inset in Fig. 2); these data are in 
reasonable agreement with the PM model.  
Fig. 2. Run-up heights against an inclined wall (adverse slope of 30°), comparison of experimental results with theoretical models. For the FM, 
SMF and MJ models equal densities 1 = 2 are assumed before and at the obstacle. The inset shows results for the clear water experiments. 
3.2. Run-up against vertical wall 
For the experiments with a vertical wall as obstacle (i.e. a 90° adverse slope), the normalized run-up heights H/h1 
are shown as a function of the approach flow Froude number Fr1 in Fig. 3 Also shown are the normalized run-up 
heights predicted by the four models listed in Table 1 (whereby the MJ Model equation was solved for the 
dependent variable H/h1). Again, we cannot observe a clear stratification of the experimental data; in this case, 
however, there is again a tendency of mixture A with the finest sediment to plot at the lower range of the data for 
Fr1 smaller than about 4, whereas the mixture A data tend to plot at the upper range of the data for Fr1 between 6 
and 8. Both the FM and the SMF models (SMF with  = 1.0 and e = 40°) appear to provide the most conservative 
estimate of run-up height (upper bound of theoretical models) for values of Fr1 larger than about 2, and are closer to 
the experimental data only for values of Fr1 between about 1 and 3. The MJ model (which may be appropriate for 
the run-up against a vertical wall) provides a reasonable fit to the experiments for   1.0 and Fr1 smaller than about 
2.4, and for   0.5 and Fr1 larger than about 2.4. For comparison, the results from the water experiments are 
included also here in a separate plot (inset in Fig. 3); in this case the PM model appears to provide an upper limit for 
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Fig. 3. Run-up heights against a vertical wall (adverse slope of 90°), comparison of experimental results with theoretical models. For the FM, 
SMF and MJ models equal densities 1 = 2 are assumed before and at the obstacle. The inset shows results for the clear water experiments. 
3.3. Discussion 
One may argue that run-up on an adverse slope (Fig. 2) is best described by gradual deceleration and smooth 
transfer of mass and momentum from the body to the flow head, as reflected by the SMF model. Our experimental 
results indicate that an increasing basal friction angle e would be necessary for increasing Froude number or flow 
velocities to provide a reasonable fit with the SMF model prediction (if we neglect possible discrepancies due to the 
steady, uniform flow assumption for the analytical models). This may appear to be counterintuitive at first sight 
(since a "dilatation" effect might be expected for higher granular temperatures) and indicates a possible limitation of 
the SMF model. If we assume, however, that the friction force in the run-up zone is governed by a velocity-squared 
dependent, Chezy-like friction term (as in the Voellmy fluid model often used for debris flows), then a resulting 
increase of the total friction with increasing velocity can be justified (note that the approach flow depths h1 varied 
much less in our experiments than the approach flow velocity v1).  
A common observation for both the adverse slope (Fig. 2) and the vertical wall experiments (Fig. 3) is that for an 
approximate agreement of the experimental data with the MJ model an earth pressure coefficient  smaller than 1 
would be required for Fr1 values larger than about 2.5 to 2.8, whereas a value   1 appears to be appropriate for 
smaller Froude numbers. This finding is somewhat counterintuitive, as a larger longitudinal compression of the flow 
requires larger  values in the range of passive earth pressure coefficients (Hungr, 1995), and a larger longitudinal 
compression of the flow may be expected for our debris-flow experiments with higher Froude numbers.  
However, it should be kept in mind that the comparison of our run-up heights with the analytical models 
represents a simplification in view of the unsteady and non-uniform approach flow to the obstacle in the 
experiments. Iverson et al (2016) found that the SMF model yielded predictions of relative run-up heights that were 
broadly in agreement with results of more accurate simulations with a numerical model; however, the SMF model 
yielded relative run-up heights that were generally too small if Fr1 = 1 and too large if Fr1 = 5, while they were more 
accurate if Fr1 = 3. For our experiments with an adverse slope of 30° as obstacle, there is a qualitatively somewhat 
similar comparison in the sense that the SMF model (with  = 1) underestimates the data for smaller Fr1 and 
overestimates for larger Fr1 values. 
It is somewhat surprising that MJ model is not in agreement with the clear water experiments for the vertical wall 
case (although the relative disagreement is less than for the adverse slope case). Concerning the other vertical wall 
experiments (Fig. 3), we observed a qualitative difference in the run-up behavior depending on flow velocity (or 
Froude number). For smaller Fr1 values, sediment tended to pile up in form of a ramp in front of the obstacle, which 



































mixtures B and C that promoted the formation of static deposits, and this could partially explain why these mixtures 
lead to higher run-up measurements than mixture A, for Froude numbers smaller than about 4. This piling up of 
sediments in front of the obstacle producing a ramp may also be a reason why the SMF model (with e = 40° and  
= 1) may reasonably well describe the debris flow experiments lower Fr1 numbers (1 to 3). This piling up of 
sediments in front of the obstacle producing a ramp also occurred for the adverse slope experiments for smaller 
Froude numbers. For the adverse slope experiments and larger Froude numbers, deflection of flow when 
encountering the obstacle was observed. 
An important limitation of our study is the fact that our experiments involved a very small scale compared to 
natural events. According to Iverson (2015), miniaturized debris flows exhibit disproportionately large effects of 
viscous shear resistance and cohesion as well as disproportionately small effects of excess pore-fluid pressure that is 
generated by debris dilation or contraction.  
4. Conclusions
While run-up on an adverse slope is best described by gradual deceleration and smooth transfer of mass and 
momentum from the body to the flow head, run-up against a vertical barrier is dominated by an abrupt and complete 
stoppage of the incoming flow. This leads to a rapid upward jump in the surface elevation of the approach flow, and 
to a shock wave travelling upstream. The experimental results reveal that the run-up mechanism is strongly 
dependent on incoming flow conditions. Supercritical watery flows resulted in a vertical jet mechanism, granular dry 
flows resulted in a pile-up mechanism instead of a distinct run-up. The observed run-up heights were generally 
within the range predicted by the theoretical models, but none of them appears to be universally applicable to the 
entire range of investigated flow conditions. The commonly used energy principle is not always a conservative 
method to estimate run-up heights. 
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Abstract 
Debris flows generally includes a wide range of grain sizes, in which fine sediment behaves as a fluid phase rather than as a solid 
phase and enlarges the pore fluid density. Although in existing models fine sediment constantly behave as fluid phase from initiation 
to deposition, previous researches have reported that behavior of fine sediment can vary through debris-flow propagations 
depending on the kinematic conditions (i.e., relation of turbulence and the settling velocity of the particles). To test the effects of 
this transitional behavior of fine sediment and compare with existing models, we conduct numerical simulations of debris flows 
with bidisperse granular materials, employing two models for the behavior of small particles: (i) all small particles constantly 
behave as a fluid phase (Model I); and (ii) the ratio of small particles behaving as a fluid phase varies depending on the kinematic 
conditions (Model II). In the simulations, we used an inclined channel with erodible bed at the upper stream end of the reach, where 
debris flows initiate by supplying water. Varying the inclination from 15° to 20°, we measured the time series of discharges, flow 
depths, sediment concentrations and pore fluid densities at the downstream end. Hydrographs of the two models are significantly 
different at higher slopes, with a sharp peak at the front of debris flows in Model I and relatively moderate peak in Model II. These 
differences are caused by higher pore fluid densities from the front to the tail of debris flows in Model I, in contrast to lower pore 
fluid densities in Model II, where not all of small particles behave as a fluid phase. This infers that discharge rate of debris flows 
can be overestimated especially at higher slopes if the transitional behavior of fine sediment is not considered. 
Keywords: debris flow; numerical simulation; fine sediment; pore fluid density; hydrograph 
1. Introduction
Debris flows are mixtures of water and sediment descending steep slopes in mountainous regions: these phenomena
can cause severe damage to human life and property. Numerical simulations of debris flows have been used to prevent 
and mitigate sediment disasters related to debris flows. Previous studies have explored the numerical simulation of 
debris flow using flow resistance formula (Iverson, 1997) and entrainment rate equations (Iverson and Ouyang, 2015), 
which reflect the physical characteristics of the flow. Flow resistance formula are derived based on the constitutive 
equations for debris flows, which are modeled under the assumption that sediment particles are of uniform grain size 
(Takahashi, 1991; Egashira et al., 1997; Berzi and Jenkins, 2008). The performance of these numerical simulation 
models has been validated by laboratory measurements of the characteristics of monogranular debris flows, and good 
agreement with the calculation results has been reported (Egashira et al., 2001; Berzi and Larcan, 2013). 
In contrast, natural debris flows comprise a wide range of grain sizes, from clay and silt to boulders (Coe et al., 
2008): this variation partly determines flow characteristics such as the segregation of coarse grains to the flow surface 
(Takahashi et al., 1992) and the suspension of fine sediment in pore fluid (Iverson, 1997; Kaitna et al., 2016). The pore 
fluid of debris flows can be made turbulent by strong shear of coarse sediment particles (Hotta, 2011), such that fine 
sediment may contribute to the pore fluid as a fluid phase (Hotta et al., 2013). Thus, numerical simulations of natural 
debris flows must take into account the increase in pore fluid density that can result from the suspension of fine 
sediment (Osti et al., 2004; Osti and Egashira, 2008). In early simulations, pore fluid density was generally assumed 
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to be constant throughout debris-flow propagation, in the absence of clear selection criteria to determine pore fluid 
density. Recently, numerical simulations of in situ debris flows containing fine sediment have considered the critical 
diameter of the sediment particles, below which sediment particles contributes to a fluid phase, accordingly varying 
the pore fluid densities through debris flow propagations (Nishiguchi et al., 2011; Uchida et al., 2013). This have led 
to a higher reproducibility of the propagation behavior of such debris flows. 
Although introducing the critical diameter made it clearer how to set the pore fluid density, fine sediment behaving 
as a fluid phase was determined simply by a given grain size. However, recent research from laboratory experiments 
using bidisperse granular materials has shown that fine sediment does not necessarily behave as a fluid phase (Hotta 
et al., 2013), or rather, the behavior of fine sediment depends on the kinematic conditions, i.e. the ratio of shear or 
turbulent velocity to the settling velocity of fine sediment (Nakatani et al., 2018; Sakai et al., 2019). In other word, 
this implies that the behavior of the fine sediment is not simply determined by the grain size, and fine sediment may 
behave as a solid or fluid phase depending on the kinematic conditions even with the same grain size. 
  In this study, we constructed a numerical simulation model incorporating these fine sediment behaviors and tested 
its performance for debris flows with bidisperse granular materials, comparing with the numerical simulation based 
on the existing method in which fine sediment behaving as a fluid phase was determined simply by a given grain size. 
2. Numerical simulation of debris flows focusing on fine sediment behavior
2.1. Governing equations for debris flows consisting of bidisperse granular materials 
The one-dimensional behavior of debris flows consisting of bidisperse granular materials is described based on the 
following governing equations, i.e., continuity equations for debris flow with large and small particles and the 
momentum equation for debris flow: 
where 𝑡 is time, 𝑥 is the coordinate axis along the flow direction, ℎ is the flow depth, 𝑀 is the discharge rate at a unit 
width, 𝐸 is the entrainment rate at the bed, 𝐶𝐿 and 𝐶𝑆 are the depth-averaged sediment concentration of large and small
particles in the cross section, 𝐶∗ is the concentration of the sediment mixture in the channel deposits, 𝑟 is the ratio of
entrained small particles to the entrained bidisperse granular mixture, 𝛽 is the momentum correction factor, 𝑢 is the 
depth-averaged velocity, 𝑔 is the acceleration due to gravity, 𝐻 is the elevation of the flow surface, 𝜏0 is the shear
stress at the bed, and 𝜌𝑚 is the density of the debris flow.
There are several existing resistance formula and entrainment rate equations of debris flows. The flow resistance 
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where 𝜌 is the density of the pore fluid, 𝜎 is the density of the sediment particles, 𝐶𝑑 is the concentration of sediment
particles behaving as a solid phase, 𝜃 is the bed inclination, 𝜙𝑠 is the internal friction angle of the sediment particles,
𝑘𝑔 is a constant (= 0.0828), 𝑒 is the coefficient of the restitution of the sediment particles, 𝑘𝑓 is the constant relating
to interstitial space, and 𝑑 is the representative diameter of particles in sediment mixture. 
The entrainment rate equation proposed by Egashira et al. (2001) is employed for 𝐸: 
Equation (8) employs the concept of equilibrium bed slope 𝜃𝑒 for a given sediment concentration expressed in Eq. (9),
where erosion and deposition are balanced. The surface position of the river bed varies through erosion and deposition 
such that slope 𝜃 approach 𝜃𝑒.
In this framework, the suspension of small particles affects the flow resistance and entrainment rate through the 
changes in the sediment concentration behaving as solid phase, the pore fluid density and the representative diameter. 
Details of this point are discussed in the next section. 
2.2. Models for the behavior of fine sediment 
As coarse sediment contributes to inter-particle stress, fine sediment contributes to the stress on the pore fluid, 
increasing its density. Among bidisperse granular materials containing large particles that constantly behave as a solid 
phase, small particles can behave as both a solid and a fluid phase. Thus, modeling the behavior of small particles may 
affect the overall results of numerical simulations. In this study, we defined two models for the behavior of small 
particles: (i) all small particles constantly behave as a fluid phase (Model I); and (ii) the ratio of small particles 
behaving as a fluid phase varies depending on the kinematic conditions (Model II) (Fig. 1). In Model II, the sediment 
concentration of small particles (𝐶𝑆) is divided into that behaving as a fluid phase (𝐶𝑓) and a solid phase (𝐶𝑆 − 𝐶𝑓).
Model I reflects the conventional treatment of fine sediment, with the threshold decided simply by the grain size. 
In Model I, the pore fluid density 𝜌 and representative diameter 𝑑 are expressed as 𝜌𝑀𝑜𝑑𝑒𝑙 𝐼 = 𝜌𝑤 (1 − 𝐶) (1 − 𝐶𝐿)⁄ +
𝜎 𝐶𝑆 (1 − 𝐶𝐿)⁄  and 𝑑𝑀𝑜𝑑𝑒𝑙 𝐼 = 𝑑𝐿, where 𝐶 is the sediment concentration of the bidisperse granular mixture (𝐶𝐿 + 𝐶𝑆)
and 𝜌𝑤 is the density of water.
Model II adopts the concept that the behavior of small particles depends on the kinematic conditions, i.e., the ratio 
of shear velocity 𝑢∗ = √𝑔ℎ sin 𝜃 or turbulent velocity of the pore fluid 𝑣𝑡 = 5 2⁄ √𝑘𝑓((1 − 𝐶𝐿) 𝐶𝐿⁄ )1 3⁄ 𝑢𝑑𝐿 ℎ⁄  to the
settling velocity of small particles 𝑤𝑠 = ((1 − 𝐶) (1 − 𝐶𝐿)⁄ )𝑛𝑤0, where 𝑛 is an empirically determined exponent (for
simplicity, 𝑛 = 4 in this study) and 𝑤𝑜 is the terminal settling velocity of a single particle. 𝑣𝑡  is derived from the
constitutive equations of Egashira et al. (1997), which assume that the mixing length contributing to the Reynolds 
stress is defined by the scale of the pore space between particles.  
Through flume tests with bidisperse granular materials, Sakai et al. (2019) derived linear-regression based 
relationships between the behavior of small particles and the kinematic conditions, 𝑢∗ 𝑤𝑠⁄  or 𝑣𝑡 𝑤𝑠⁄ , using the blending
factor 𝛼 , which is defined as 𝑓𝑒𝑥 = (1 − 𝛼)𝑓𝑐𝑎𝑙:𝑀𝑜𝑑𝑒𝑙 1 + 𝛼𝑓𝑐𝑎𝑙:𝑀𝑜𝑑𝑒𝑙 2  through the comparison between the
experimental and theoretical friction coefficients of steady-state debris flows. The experimental friction coefficient of 
debris flows is 𝑓𝑒𝑥 = 2𝑔ℎ sin 𝜃 𝑢2⁄  and the theoretical friction coefficients for Models 1 and 2 in Sakai et al. (2019)
are 𝑓𝑐𝑎𝑙:𝑀𝑜𝑑𝑒𝑙 1 = 25 (2𝜌𝑚⁄ )𝐾(𝜌𝑤, 𝐶)(ℎ 𝑑𝑚⁄ )−2 and 𝑓𝑐𝑎𝑙:𝑀𝑜𝑑𝑒𝑙 2 = 25 (2𝜌𝑚⁄ )𝐾(𝜌𝑓 ,  𝐶𝐿)(ℎ 𝑑𝐿⁄ )−2, where 𝐾(𝜌, 𝐶𝑑) is
the function of the pore fluid density and concentration of sediment particles behaving as a solid phase, the volume-
averaged diameter of bidisperse granular mixtures 𝑑𝑚 = (𝑑𝐿𝐶𝐿 + 𝑑𝑆𝐶𝑆) (𝐶𝑆 + 𝐶𝐿)⁄  and the pore fluid density with all
small particles suspended 𝜌𝑓 = 𝜌𝑤 (1 − 𝐶) (1 − 𝐶𝐿)⁄ + 𝜎 𝐶𝑆 (1 − 𝐶𝐿)⁄ . In Models 1 and 2, all small particles behave
as solid and fluid phases, respectively (see Sakai et al. (2019) for further details). The relationships between 𝛼 and 
𝑢∗ 𝑤𝑠⁄  or 𝑣𝑡 𝑤𝑠⁄  are expressed as follows:
𝐸 = 𝑢 tan(𝜃 − 𝜃𝑒) (8) 
tan 𝜃𝑒 =
𝐶𝑑(𝜎 𝜌⁄ − 1)
𝐶𝑑(𝜎 𝜌⁄ − 1) + 1
tan 𝜙𝑠. (9) 
𝛼 = 0.0175 𝑢∗ 𝑤𝑠⁄ − 0.0374 (10) 
𝛼 = 0.0167 𝑣𝑡 𝑤𝑠⁄ − 0.0457. (11) 
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Fig. 1. Conceptual diagram of Models I and II for the behavior of small particles. 
As seen from the definition, 𝛼 cannot be used directly to calculate the fraction of small particles behaving as a fluid 
phase, such as 𝐶𝑓 = 𝛼𝐶𝑆. To do so, we need to derive the relationship between 𝛼 and 𝛼′ define 𝛼′ as the ratio of
sediment particles behaving as a fluid phase to all small particle. The definition of 𝛼 can be approximated as follows 
under the assumption that the friction coefficient is less sensitive to the changes of the pore fluid density and sediment 
concentration behaving as solid phase in the function 𝐾(𝜌, 𝐶𝑑) compared to the change of the representative diameter,
i.e., 𝐾(𝜌, 𝐶𝐿) ≈ 𝐾(𝜌, 𝐶𝑑):
Using 𝛼′, Eq. (12) is rewritten as
Using Eqs. (12) and (13) under the assumption 𝐾(𝜌𝑓 , 𝐶𝐿) ≈ 𝐾(𝜌, 𝐶𝑑), we obtain the following relationship between
𝛼 and 𝛼′:
Thus, the concentration of sediment particles behaving as a fluid phase 𝐶𝑓 and solid phase 𝐶𝑑 are expressed as
and the density of the pore fluid 𝜌  and the representative diameter 𝑑 are 
𝑓𝑒𝑥 = (1 − 𝛼)𝑓𝑐𝑎𝑙:𝑀𝑜𝑑𝑒𝑙 1 + 𝛼𝑓𝑐𝑎𝑙:𝑀𝑜𝑑𝑒𝑙 2 =
25
2𝜌𝑚
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Fig. 2. Schematic diagram of the channel used in Sakai et al. (2019). 
Table 1. Physical parameters used in the numerical simulation. 
Density of water: 𝜌
𝑤
 (g/cm3) 1.00 
Density of sediment particles: 𝜎  (g/cm3) 2.60 





Coefficient of the restitution of the sediment 
particles: 𝑒 
0.85 
Concentration of the sediment mixture in the 
channel deposition 𝐶∗
0.70 
Constant relating to interstitial space: 𝑘𝑓 0.08 
2.3. Numerical conditions 
Numerical simulations were using the flume test configuration used by Sakai et al. (2019), as shown in Fig. 2. The 
channel was 10 m in length and 0.1 m wide. At 4.5 m from the downstream end, the channel floor was raised to a 
height of 10 cm, and 2.9-mm grains were glued to the rigid bed to provide bed roughness. Sediment comprising 
bidisperse granular mixtures was deposited upstream of the rigid bed to the height of the bed roughness surface to 
form an erodible bed. We selected bidisperse granular mixtures of 2.9-mm and 0.11-mm grains at a mixing ratio of 
4:1 for the deposited materials at the upper stream. The maximum sediment concentration of the flowing particles was 
set to the value of the concentration of the sediment deposition at the channel deposition. Small particles are assumed 
to behave as solid phase when they are deposited and can behaves as fluid phase only after entrainment into the flow. 
For the erosion process, 𝑟 is assumed to be the same value as the ratio of small particles to the deposited bidisperse 
granular mixtures. The inclination of the channel was 15° in the original literature; however, we varied this inclination 
from 15° to 20° for sensitivity analysis. Water was supplied from the upstream end at the constant rate of 3,000 cm3/s 
for 20 s. At the downstream end, we measured a time series of discharges, flow depths, pore fluid densities, and 
sediment concentration of bidisperse granular mixtures, small particles, and small particles behaving as a fluid phase. 
We applied a leapfrog scheme for calculations on a staggered grid, with a temporal resolution of 0.0005 s and spatial 
resolution of 0.5 cm. The physical parameters used in the numerical simulation are listed in Table 1. 
3. Results and Discussion
The calculations by Models I and II were compared to test their performance and investigate the sensitivity, showing 
the calculated results for channel inclinations of 15° and 20° as representative cases in this section. The time series of 
discharges calculated by Models I and II are compared in Fig. 3, where both models showed sharper peaks at higher 
inclinations. Model I showed the highest peak among the three calculated results at all inclinations, followed by Model 
II with 𝑢∗ 𝑤𝑠⁄ . Model II with 𝑣𝑡 𝑤𝑠⁄  exhibited lower peak discharges and relatively smoother changes between peaks,
which occurred later than those of the other two model results. Differences in the calculated hydrographs between 
Model I and Model II with 𝑣𝑡 𝑤𝑠⁄  were larger at higher slopes. Since the amount of water supplied was constant,
differences between hydrographs are mainly attributed to differences in the degree of entrainment from upstream 
sediment deposition, which is affected by pore fluid density through changes in the equilibrium slope in Eq. (9).  
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The time series of flow depths calculated by Models I and II are compared in Fig. 4. Although the timing of the 
peaks in Model I and Model II with 𝑢∗ 𝑤𝑠⁄  were different from those of Model II with 𝑣𝑡 𝑤𝑠⁄ , their overall performance
was relatively close in contrast to that of the discharge results. 
Figure 5 shows the time series of pore fluid density calculated by Models I and II. Pore fluid density had the highest 
values at the flow front, and then decreased with density of water. This result corresponds to the trend in discharge, 
which also had a peak at the flow front. In Model II with 𝑣𝑡 𝑤𝑠⁄ , pore fluid density was small compared to that in
Models I and II with 𝑢∗ 𝑤𝑠⁄  at an inclination of 15°, whereas this difference became small at higher slopes. The
maximum value of the pore fluid densities reached about 1.5 g/cm3, which are achieved when the sediment 
concentration of bidisperse granular materials becomes its maximum value and all small particles included in them 
behaves as a fluid phase, as shown in the calculation by Model I with an inclination of 20°. 
Since pore fluid densities directly corresponds to the behavior of small particles, the ratio of small particles behaving 
as a fluid phase should be investigated. Fig. 6 shows the time series of concentrations of sediment mixtures, small 
particles, and small particles behaving as a fluid phase. This indicates that the behavior of small particles estimated by 
Model II varies with debris flow propagations. 
The difference between Models I and II is detected in the above calculations, especially at higher slopes. Model I 
may have overestimated the hydrograph compared to Model II because not all small particles actually behave as a 
fluid phase (Sakai et al., 2019). Model II performed better than Model I, but exhibited different performance depending 
on the kinematic conditions, i.e., 𝑢∗ 𝑤𝑠⁄  or 𝑣𝑡 𝑤𝑠⁄ . Model II with 𝑢∗ 𝑤𝑠⁄  and 𝑣𝑡 𝑤𝑠⁄   have several advantages and
disadvantages. Although 𝑢∗ 𝑤𝑠⁄  is easily incorporated into the model by the simple expression 𝑢∗, it is important to
remember that 𝑢∗ reflect the external stress exerted on debris flow and does not directly reflect the Reynolds stress,
which lead to the suspension of small particles in the pore fluid. In contrast, 𝑣𝑡 strictly reflects the Reynolds stress of
the pore fluid. For this reason, Model II with 𝑣𝑡 𝑤𝑠⁄  seems to be a stricter model; however, it should be noted that 𝑣𝑡
can exhibit unstable behavior when the sediment concentration approaches zero, as seen from its expression.  
To investigate the sensitivity of 𝑢∗ and 𝑣𝑡 , the time series of 𝑢∗ and 𝑣𝑡  calculated by Model II with 𝑢∗ 𝑤𝑠⁄  and
𝑣𝑡 𝑤𝑠⁄  are compared in Fig. 7, which shows opposite trends in 𝑢∗ and 𝑣𝑡. This results is attributed to the flow depths
at which 𝑢∗  and 𝑣𝑡  exhibit opposite behavior: 𝑢∗  corresponds directly to the flow depth, whereas 𝑣𝑡  corresponds
inversely to the flow depth. The flow depth was most sensitive to 𝑢∗ and 𝑣𝑡 , and the sediment concentration has
relatively little effect on 𝑣𝑡. The sharp peak of 𝑣𝑡 at the debris flow front is also attributed to small flow depth values.
These behavior of 𝑢∗ and 𝑣𝑡 in turn affect pore fluid density through the suspension of small particles.
Fig. 3. Time series of discharges calculated by Models I and II (𝑢∗ 𝑤𝑠⁄  and 𝑣𝑡 𝑤𝑠⁄ ) for channel inclinations of (a) 15° and (b) 20°. 
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Fig. 5. Time series of pore fluid density calculated by Models I and II (𝑢∗ 𝑤𝑠⁄  and 𝑣𝑡 𝑤𝑠⁄ ) for channel inclinations of (a) 15° and (b) 20°.
Fig. 6. Time series of concentrations of sediment mixture, small particles, and sediment particles behaving as a fluid phase calculated by Models I 
and II (𝑢∗ 𝑤𝑠⁄  and 𝑣𝑡 𝑤𝑠⁄ ): (a) 15°, Model I; (b) 15°, Model II, 𝑣𝑡 𝑤𝑠⁄ ; (c) 15°, Model II, 𝑢∗ 𝑤𝑠⁄ ; (d) 20°, Model I; (e) 20°, Model II_𝑢∗ 𝑤𝑠⁄ ; (f) 
20°, Model II, 𝑣𝑡 𝑤𝑠⁄ .
Fig. 7. Time series of 𝑢∗ and 𝑣𝑡 calculated by Model II (𝑢∗ 𝑤𝑠⁄  and 𝑣𝑡 𝑤𝑠⁄ ) for channel inclinations of (a) 15° and (b) 20°. 
4. Conclusion
In this work, we constructed numerical simulation model of debris flows focusing on the transitional behavior of
fine sediment and compared its performance with existing models. We conducted numerical simulations of debris 
flows with bidisperse granular materials, employing two models for the behavior of small particle. Hydrographs of the 
two models were significantly different at higher slopes, with a sharp peak at the front of debris flows in Model I 
results and a relatively moderate peak in those of Model II. These differences are caused by higher pore fluid densities 
from the front to the tail of debris flows in Model I, in contrast to the lower pore fluid density observed in the Model 
(a) (b) 
(a) (b) (c) 
(b) (a) 
(d) (e) (f) 
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II results, where not all small particles behaved as a fluid phase. These results indicate that the debris flow discharge 
rates can be overestimated especially at higher slopes, if the transitional behavior of fine sediment is not appropriately 
considered. 
The sensitivity analysis conducted in this study addressed relatively limited conditions, such that further 
investigation may be needed to decide whether 𝑢∗ 𝑤𝑠⁄  or 𝑣𝑡 𝑤𝑠⁄  in Model II leads to better performance. This study
focused only on the erosion process; however, the deposition process should be also investigated in future studies. 
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Abstract 
Geophysical flows, like avalanches and debris flows, are characterized by the gravity-driven motion of a granular medium 
immersed in an interstitial fluid. To better understand their dynamics, laboratory investigations represent invaluable tools and are 
essential to study several peculiar features (e.g. the effects of fixed boundaries, non-local momentum exchanges, segregation 
effects) that are difficult to isolate at the field scale. An experimental study on dry granular flows in a chute geometry is reported. 
Different basal conditions are investigated by varying the bed roughness. Several flow rates are investigated by adjusting the 
inflow boundary condition. By employing two high-speed cameras and particle image velocimetry (PIV) technique, accurate 
velocity measurements (typical error ≈0.004 m/s) could be obtained at sidewall and free surface. An innovative stochastic-optical 
method [Sarno et al., Granul. Matter, 2016], which exploits highly controlled illumination conditions guaranteed by a flickering-
free planar lamp, allowed to obtain reliable volume fraction profiles (typical error ≈0.025). The method uses a transfer function, 
numerically determined on random grain distributions of known volume fraction. This function stochastically relates the near-
wall volume fraction with a measurable quantity, named two-dimensional volume fraction and accessible by binarization of 
digital pictures, taken by a high-speed camera. The combined knowledge of velocity and volume fraction fields allowed a 
detailed description of the rheological behavior of channelized granular flows and of the effects of the flume boundaries. The 
superposition of different flow regimes is revealed by different shapes of velocity and volume fraction profiles along the flow 
depth. It emerges that frictional momentum exchanges increase at the expense of collisional mechanisms with increasing depth. 
This behavior appears related to the sidewall resistances and to the increasing normal pressures. 
Keywords: granular flows; volume fraction; sidewall friction; boundary conditions; rheological stratification. 
1. Introduction
Granular materials are ubiquitously involved in hazardous geophysical phenomena, such as debris flows and
avalanches. Yet, to date several aspects of their dynamics remain not completely understood. Beside theoretical and 
field-scale investigations (e.g. Iverson and Vallance, 2001; Medina et al., 2008; Kuo et al., 2009; Iverson and 
George, 2014; Sarno et al., 2017; Papa et al., 2018), laboratory experiments on granular media still represent an 
extraordinary tool to get insight into the granular dynamics (e.g. GDR Midi, 2004; Sarno et al., 2011a; Baker et al., 
2016; Sarno et al., 2018a). Granular flows exhibit a rich variety of flow regimes, ranging from a solid-like behavior 
in the case of slow deformations and frictional dissipation mechanisms to a gas-like behavior in the case of large 
deformations and strong collisions among grains. An intermediate regime, frequent in geophysical flows and known 
as dense-collisional, is characterized by the coexistence of collisional and frictional mechanisms. To date, a unified 
constitutive law capable of reliably describing all these flow regimes is lacking. Moreover, some peculiarities of the 
granular dynamics, such as the effects of fixed boundaries (e.g. Jop et al., 2005; Sarno et al., 2011b), the occurrence 
of a rheological stratification (e.g. Armanini et al., 2005; Sarno et al., 2014) and non-local momentum exchange 
mechanisms (e.g. Mills et al., 1999; Pouliquen and Forterre, 2009) still require efforts to be properly described. 
The flow velocity and solid volume fraction fields represent crucial quantities to be investigated in laboratory. In 
particular, the volume fraction is coupled with the rheological behavior of the granular medium in free-surface flows 
where a stress-free boundary condition occurs at the free surface. While optical techniques for measuring the flow 
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velocity (e.g. particle image velocimetry, PIV, and particle tracking velocimetry, PTV) have reached a certain 
maturity (e.g. Jesuthasan et al., 2006; Sarno et al., 2018b), the reliable estimation of the volume fraction is much 
more challenging. For obtaining reliable velocity measurements, in the present work we employed a multi-pass PIV 
approach (Sarno et al., 2018b) by using the open-source code PIVlab (Thielicke and stamhuis, 2014). Conversely, 
the stochastic-optical method (SOM) by Sarno et al. (2016) is employed for estimating the sidewall volume fraction. 
We present an extensive experimental campaign on steady dry granular chute flows with various basal surfaces. 
Sarno et al. (2018a) recently reported an investigation on chute flows with chute inclination angle of 30°, where a 
rich variety of velocity profiles, depending on the roughness of the basal surface and also on the flow depth, was 
observed. As an extension of the work by Sarno et al. (2018a), here we report new experiments, performed with the 
same apparatus but with the higher chute inclination angle of 35°. Moreover, different from Sarno et al. (2018a), we 
obtained not only the velocity measurements but also reliable measurements of the sidewall volume fraction, which 
are particularly useful for better understanding the granular flow dynamics. The employment of several bed surfaces 
allowed to investigate different basal kinematic boundary conditions (KBC): namely, slip KBC, no-slip KBC and 
also an intermediate no-slip KBC where grain rolling and saltations are made possible by the low bed roughness. We 
anticipate that the shapes of the velocity profiles, observed by Sarno et al. (2018a), are only partially observed in this 
new campaign. In fact, owing to the increased bed slope, the lower creep flow rarely occurs. Conversely, basal grain 
saltations and rolling significantly influence the flow dynamics. 
2. Experimental setup and measuring methods
The apparatus consists of a 2-m long Plexiglas chute with a rectangular cross section of width 8cm (i.e. ≈24 grain 
diameters). For all experiments the chute inclination, α, is set equal to 35°. The granular material is made of acetal-
polymeric (POM) spheroidal beads with mean diameter d=3.3mm, internal angle of friction of ≈27° and coefficient 
of restitution of ≈0.83 (Sarno et al., 2018a). The upper part of the channel is used as a reservoir and is equipped with 
an external hopper (capacity 40l) (Fig. 1a). The granular material is allowed to flow down the chute through an 
adjustable gate, so that different flow rates could be studied. The investigated range of gate openings is from 5cm to 
14cm. An intermediate steady state, lasting several seconds, was observed in all experiments. 
Fig. 1. (a) Experimental apparatus (chute inclination angle α=35°); (b) position of the LED lamp 
Several basal surfaces with different roughness were investigated: (1) smooth Bakelite surface (S) with a 
characteristic length of the roughness <<10μm; (2) different sandpaper linings with characteristic lengths of the 
roughness of 162μm (P100 FEPA/ISO 6344), 269μm (P60), and 425μm (P40); (3) granular basal surface (G), made 
up by randomly gluing the same POM beads on the smooth bed surface (characteristic length of roughness 
d/2=1.65mm). 
The instrumentation is composed of the following devices: a load-cell placed at the outlet for the estimation of 
the mass flow rate, two high-speed cameras, a high-brightness flickering-free LED lamp. The camera model AOS S-
PRI was placed aside the channel to measure sidewall velocity and volume fraction at the cross section under study, 
located 40cm downstream the inflow gate (cf. Fig. 1). The second camera (model AOS Q-PRI) was located above 
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the free surface to measure the free-surface velocity profile at the same cross section (x=40cm). For reliable PIV 
analyses and volume fraction estimations, the cameras' sampling rate was set to 1 kHz. The LED lamp (mod. 
PhotoSonics MultiLED-LT) was located aside the channel at a distance of 32cm. The angle of incidence of light, ζ, 
with the respect to the normal to the side wall was carefully adjusted and set equal to 25° (Fig. 1b). The position of 
the lamp and, especially, the choice of ζ is crucial for reliable volume fraction measurements (Sarno et al., 2016). 
Thanks to the open-source code PIVlab (Thielicke and Stamhuis, 2014), a window deformation multi-pass 
particle image velocimetry (PIV) approach is adopted for velocity measurements at the sidewall and at the free 
surface. In classical fluid mechanics the PIV is a well-established technique, based on the maximization of the 
discrete cross-correlation function between two frames delayed by a short time interval. Nonetheless, some specific 
measures need to be adopted to reliably extend the PIV approach to granular flows (e.g. Eckart et al., 2003; Sarno et 
al., 2018b). As highlighted by Sarno et al. (2018b), the employment of the window deformation approach is crucial 
to reduce gradient-bias errors in case of highly sheared flows, which is a frequent case in granular flows. As well, the 
multi-pass approach, which uses a progressive refinement of the interrogation window to obtain a high spatial 
resolution without loss-of-pairs errors, is particularly useful in granular flow applications. We employed the same 
PIV settings of Sarno et al. (2018a), to which we refer the reader for further details. According to the theoretical 
accuracy of PIVlab reported to be ˂0.02 pixel/frame (Thielicke and Stamhuis, 2014) and by also considering the 
specific image scales of the video-recordings, the PIV accuracy is ≈0.004 m/s and ≈0.002 m/s at the sidewall and at 
the free surface, respectively. 
The measurement of the volume fraction is obtained by using the stochastic-optical method (SOM) proposed by 
Sarno et al. (2016), to which we refer the reader for details. This method, thanks to a highly-controlled illumination, 
allows the estimation of the near-wall volume fraction, c3D, from a measurable quantity called two-dimensional 
volume fraction, c2D. With reference to a given interrogation window ∆ on the measuring wall, this quantity is 
defined as the ratio of the overall area of the projections on ∆ of all the illuminated and visible surface elements 
belonging to the grains and the total area of ∆. A stochastic transfer function between c3D and c2D is found through 
several Monte Carlo simulations, reproducing random grain dispersions with different volume fractions 
      3 2 2, expD D Dc f c a b c    , (1) 
where a and b are parameters depending on  . A local binarization formula, requiring the calibration of one 
threshold parameter, is employed for estimating c2D from gray-scale images. The method was extensively validated 
by Sarno et al. (2016) on random dispersions of POM beads immersed in a water-sucrose solution. The best accuracy 
was found with angles of incidence of light,  , between 20° and 40°. In the present investigation we chose 25    
with zero tilt of the lamp with respect to the z direction (cf. Fig. 1b). Different from Sarno et al. (2016), rectangular 
interrogation windows of dimensions 1d and 16d in the z and x directions, respectively, are employed. Such 
interrogation windows are also designed to have a 50%-overlap along z, so as to get a spatial resolution of the 
measurements equal to d/2 along the flow depth. The accuracy of the method was verified by validation on random 
granular dispersions of known volume fraction and a root mean square error (RMSE) on c3D of ≈0.025 was obtained. 
Additional inaccuracies might arise near the free surface, due to the fact that the binarization algorithm struggles to 
identify the illuminated and visible elements whenever the background is visible. To reduce such errors, a white-
noise background, with a similar brightness of POM grains but distinguishable from them, is employed. 
3. Results and discussion
By comparing the experiments with the same gate opening, we preliminarily observed that the runs on different 
sandpaper linings always exhibit a no-slip basal KBC and very similar velocity and volume fraction profiles. It 
indicates that the flow dynamics is weakly influenced by changes of the basal roughness within the range [162μm, 
425μm]. For brevity, we chose only to present the experiments carried out on sandpaper P40. Conversely, for ease of 
comparison, in Fig. 2 we report the longitudinal velocity profiles, ux, at the sidewall, previously obtained by Sarno et 
al. (2018a) with α=30° and on analogous bed surfaces of those employed in the new experimental campaign (α=35°). 
The list of experiments with α=35° is reported in Tab. 1. The mass flow rate, Qm, and the flow depth, h, in Tab. 1 
are obtained by two subsequent averages: the time-averages in a time interval of 1s within the steady state, are 
subsequently ensemble-averaged over four repetitions of the same experiment. As well, the velocity and volume 
fraction profiles, reported in Fig. 2 and hereafter, are obtained by time- and ensemble-averaging. 
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Fig. 2. Sidewall ux velocity profiles obtained by Sarno et al. (2018a) with α=30°. (a) Bakelite (S), (b) sandpaper (P40), (c) grain surface (G) 
Table 1. List of the experiments carried out by employing a chute inclination angle of 35° 
Exp. ID Gate opening [m] Basal surface Qm [g/s] h [m] 
Exp-5S 0.05 Bakelite (S) 1084 0.009 
Exp-6S 0.06 Bakelite (S) 1417 0.012 
Exp-7S 0.07 Bakelite (S) 1725 0.016 
Exp-8S 0.08 Bakelite (S) 2124 0.020 
Exp-10S 0.10 Bakelite (S) 2717 0.027 
Exp-12S 0.12 Bakelite (S) 3332 0.034 
Exp-14S 0.14 Bakelite (S) 4243 0.044 
Exp-5P40 0.05 Sandpaper (P40) 858 0.018 
Exp-6P40 0.06 Sandpaper (P40) 1146 0.021 
Exp-7P40 0.07 Sandpaper (P40) 1440 0.023 
Exp-8P40 0.08 Sandpaper (P40) 1799 0.027 
Exp-10P40 0.10 Sandpaper (P40) 2353 0.035 
Exp-12P40 0.12 Sandpaper (P40) 2819 0.042 
Exp-14P40 0.14 Sandpaper (P40) 3399 0.050 
Exp-5G 0.05 Grain (G) 773 0.019 
Exp-6G 0.06 Grain (G) 1038 0.023 
Exp-7G 0.07 Grain (G) 1297 0.027 
Exp-8G 0.08 Grain (G) 1555 0.031 
Exp-10G 0.10 Grain (G) 2263 0.040 
Exp-12G 0.12 Grain (G) 2635 0.050 
Exp-14G 0.14 Grain (G) 3066 0.059 
Good experimental repeatability is obtained by controlling the relative air humidity (>60%), so as to avoid 
significant electrostatic forces among grains and chute boundaries. The PIV measurements at the free surface 
showed roughly parabolic transverse velocity profiles with minima at the sidewalls, which confirms the non-
negligible sidewall friction. This trend is generally observed in all experiments, regardless the bed roughness. 
The runs on smooth Bakelite (S) exhibit a slip basal KBC with negligible grain rolling. The longitudinal velocity, 
ux, and the volume fraction, c3D, profiles at the sidewall are reported in Fig. 3, while the shear rate, ∂zux, is shown in 
Fig. 6a. Few measurement points immediately below the free surface are chosen not to be reported in Fig. 3, since 
velocity and c3D inaccuracies might have occurred there due to strong oscillations of the free surface. Conversely, 
though a further investigation is planned, we do not believe that drag effects due to air at the free surface are relevant 
in this experimental campaign, especially considering that the flow velocities at the free surface are relatively small 
(<2m/s). Due to large slip velocities, the ux profiles are much blunter than those observed on the same S bed with 
α=30° (cf. Fig. 2a). By considering the additional information of the c3D profiles (Fig. 3b), three regions could be 
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identified: (1) a ≈1d-thick region, near the basal surface, where c3D is relatively small (≈0.3-0.5) and increases with z: 
in this region the shear rate, ∂zux, is of order of 15-25s-1 (Fig. 6a) and is larger than in the rest of the flow domain; (2) 
an intermediate region, only noticeable if h is high enough, where c3D shows an approximately constant value 
(slightly less than 0.6) and ux is approximately linear with a shear rate of ≈10s-1 (Fig 6a); (3) a ≈2d-4d-thick upper 
region, where c3D decreases and ux increases less than linearly with z. 
The small values of c3D in the 1d-thick region near the bed are mainly caused by the fact that the fixed surface 
prevents grain interlocking. Conversely, the very large values of |∂zc3D|, which occur near the free surface and may 
appear unphysical, are mainly caused by the fact that the background becomes occasionally visible due to grain 
saltations and, thus, the time-averaged c3D rapidly decreases with z. In case of small flow depths, the ux profile 
exhibits a Bagnold-like scaling (Bagnold, 1954), i.e. a 3/2-power law with z, in the entire profile, suggesting that the 
flow regime is mainly collisional (Sarno et al., 2018a). When h increases, the effects of the sidewall friction and, 
possibly, also the occurrence of non-local momentum exchanges, causes a progressive linearization of the velocity 
profiles, so that a convex shape of ux can be only observed in the upper region where the flow regime is collisional 
and the sidewall resistances become negligible. The observed behavior of ux is in substantial agreement with the 
previous experiments with α=30° (cf. Fig. 2a) and suggests the occurrence of a rheological stratification, which is 
further confirmed by the volume fraction measurements. 
Fig. 3. Experimental profiles obtained on the smooth Bakelite bed (S). (a) Longitudinal velocity profiles, ux; (b) volume fraction profiles, c3D 
Different basal KBCs were observed by increasing the basal roughness. Fig. 4 reports the experimental profiles of 
ux and c3D, obtained on the sandpaper bed (P40). The related shear rate profiles are shown in Fig. 6b. In this case, 
different from the Bakelite bed, the roughness is large enough to inhibit grain sliding: namely a no-slip KBC occurs. 
Yet, since the characteristic length of roughness (425μm) is still significantly smaller than the grain size, noticeable 
grain rolling and saltation at the basal surface are observed, especially for experiments with low h. Such phenomena 
are progressively inhibited by increasing h due to the increase of the normal pressures. The magnitude of grain 
rolling and saltation is stronger to that previously observed with α=30°. By analyzing the fluctuation velocities, it 
was clear that basal rolling and saltation represent a source of fluctuation kinetic energy that diffuses from z=0 
toward the flow domain and, thus, increases the collisional character of the flow. As highlighted by Sarno et al. 
(2018a), the KBC at the bed is not only influenced by the basal angle of friction between but also by the 
characteristic length of the roughness, which influences the fluctuation velocities. Moreover, some influence to the 
fluctuation velocity at the bed could be also due to the shape of the roughness, which merits further investigation. 
As a consequence, a rheological stratification slightly different from the smooth bed can be observed in Fig. 4. In 
the lower zone (approx. 1d-thick), c3D is very small and ∂zux is quite high (Fig. 6b). From the lower to the central 
zone, c3D increases for all experiments. Yet, it becomes approximately constant at ≈0.6, only in the experiments with 
high h (i.e. Exp-10P40, Exp-12P40 and Exp-14P40). In the same intermediate region, the ux profiles mainly exhibit a 
Bagnold grain-inertial convex shape, instead of the linear shape observed on the S bed. An approximately linear 
behavior of ux (cf. Fig. 6b) can be barely observed only in the three experiments with highest h. This finding can be 
explained by the fact that the basal roughness causes stronger grain velocity fluctuations, which propagate in the 
intermediate region. By comparing the experiments on sandpaper with those on smooth bed with similar h, it 
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emerges that such a higher grain collisionality induces a more persistent Bagnold shape of the ux profiles. Moreover, 
it should be noted that the convex velocity profiles are notably different from those observed with α=30° on the same 
bed surface (P40), which are either linear or even concave in their lower zone (cf. Fig. 2b). This discrepancy is 
clearly due to the slightly different basal KBC, induced by the higher chute slope. Only if the h becomes 
significantly high, so that the sidewall friction increases and also the basal grain saltations are inhibited by the 
pressure, the character of the velocity profiles shifts from convex to approximately linear, indicating the onset of 
frictional mechanisms within the lower part of the flow domain. Analogous to the S bed (cf. Fig. 3), a mainly 
collisional layer, with a convex ux profile and rapidly decreasing c3D, takes place immediately below the free surface. 
Fig. 4. Experimental profiles obtained on the sandpaper bed (P40). (a) Longitudinal velocity profiles, ux; (b) volume fraction profiles, c3D 
Fig. 5. Experimental profiles obtained on the grain basal surface (G). (a) Longitudinal velocity profiles, ux; (b) volume fraction profiles, c3D 
Fig. 6. Experimental profiles of the shear rate, 
z xu . (a) smooth Bakelite (S); (b) sandpaper (P40); (c) grain basal surface (G) 
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Finally, the experimental results on the granular bed (G), are reported in Figs. 5 and 6c. Similar to the P40 bed, a 
no-slip KBC is guaranteed by the high basal friction. Yet, different from the sandpaper bed, in this case the 
roughness is high enough that the grain rolling and saltations are almost completely inhibited. In fact, the grains tend 
to interlock with the bumpy granular bed. As a consequence, a very weak grain rolling is observed only in the case 
of small flow depths (i.e. runs Exp-5G and Exp-6G), while in all other experiments a no-slip KBC with no rolling 
occurs. By comparing Fig. 5a with Fig. 2c, it can be noted that the increased chute slope does not allow the 
formation of a lower creep flow, characterized by very small velocities and a concave shape of the ux profile. 
Nonetheless, owing to the interlocking between the grains and the basal surface, for all experiments the volume 
fraction c3D reaches the asymptotical value of ≈0.6 soon above the fixed bed. The c3D profiles are almost constant 
along the entire flow depth, except near the free surface. For small enough values of h (i.e. Exp-5G, Exp-6G and 
Exp-7G), the shape of the ux profile is weakly convex, analogous to the case of sandpaper bed. 
When h increases, and, consequently, also the pressures and the sidewall resistances become larger, the ux profile 
exhibits a progressive concave shape in its lower region and an approximately linear shape in an upper intermediate 
region (cf. Fig. 6c). In these cases, the behavior of the lower layer can be regarded as the onset of the creep flow 
regime (cf. Fig. 2c), which, however, cannot fully develop, due to the higher slope and, consequently, higher active 
forces. In this lower zone, frictional momentum exchanges among the grains start to become prevalent with respect 
to collisions, thanks to the confining effects of the normal pressures and of the sidewall resistances. Analogous to 
that already observed on different beds and in the experimental dataset with α=30° (Fig. 2), an upper almost 
collisional layer of thickness of few grain diameters, where the ux profile shows a convex shape and c3D rapidly 
decreases with z, occurs in all experiments on G bed. This finding suggests that the flow dynamics near the free 
surface is scarcely influenced by the roughness of the basal surface if h is high enough. Finally, it is worth 
underlining that the general shape of the c3D profiles is common to all the investigated beds: near the bed ∂zc3D>0, 
while ∂zc3D≤0 along the rest of the flow depth. This finding is in agreement with other works on dry granular flows 
(e.g. Ancey, 2001), while it differs from some investigations on liquid-granular mixtures, where also the case 
∂zc3D>0 was observed along the flow depth due to the other dissipation mechanisms related to the interstitial fluid 
(e.g. Egashira et al., 2001). 
4. Conclusion
In this work we systematically studied the effects of the basal surface on the dynamics of granular flows in a 
rectangular chute. As an extension of the work by Sarno et al. (2018a), a higher chute inclination angle of 35° was 
investigated to determine the influence of larger active forces on the basal KBC. Moreover, in this experimental 
campaign we provided not only the flow velocity measurements but also estimations of the volume fraction by using 
the SOM method (Sarno et al., 2016). The comparisons of the velocity and volume fraction profiles indicate that 
different flow regimes coexist along the flow depth. 
For all investigated basal surfaces, a Bagnold-like shape of the velocity profile is generally observed, if the flow 
depth is small enough. As the flow depth increases, the velocity profile becomes approximately linear in its 
intermediate part and, for the case of granular bed (G), even weakly convex in the lower zone. It suggests the 
occurrence of a rheological stratification, where the lower region is governed by frictional exchange mechanisms and 
the upper region is more collisional. Yet, owing to the larger bed slope with respect to the dataset reported by Sarno 
et al. (2018a), no fully-developed creep flow could be observed in the case of the granular bed. 
In the whole dataset we observed similar behaviors of the volume fraction profiles. Small values of volume 
fraction occur near the fixed bed in both smooth Bakelite and sandpaper basal surface, while relatively larger values 
are observed in the case of the bumpy grain bed. In the regions where the velocity profiles exhibit a convex shape, 
the volume fraction is typically smaller than 0.6. Conversely, the volume fraction is found to exhibit an 
approximately constant value close to ≈0.6, where a linear velocity profile occurs. In the experiments on sandpaper 
beds, interestingly, we observed that the Bagnold convex shape of the velocity profiles persists also in the presence 
of relatively high flow depths. This finding seems to be due to grain rolling and saltations at the basal surface, made 
possible by the roughness much smaller than the grain diameter and by the increased acting forces, in turn due to the 
larger bed slope. Such a complex no-slip KBC, allowing basal grain rolling and saltations, seems responsible for an 
increase of the grain collisionality also in the upper regions of the flow domain. Immediately below the free surface, 
a prevalently collisional layer with rapidly decreasing volume fraction and convex velocity profiles is observed in all 
experiments, independent from the kind of basal surface.  
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From these experimental findings it emerged that the granular flow dynamics and the occurrence of stratified flow 
regimes depend on the basal roughness and sidewall resistances but it is also crucially governed by the active forces 
due to the bed slope. Further laboratory investigations with larger bed slopes and on bed surfaces with intermediate 
roughnesses could be useful to better understand the flow regimes, and, the behavior of the fluctuation velocities at 
the bed. Moreover, a further investigation on the scale effects of this laboratory study, especially those ones due to 
rate-dependent dissipations, could be useful to extend the experimental findings to field-scale applications. 
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Abstract 
Observations of debris-flow events all over the world cover a wide range of phenomenologically similar processes, consisting of 
different concentrations of water, fine and coarse sediment, and frequently wooden debris. For this reasons, empirically derived 
coefficients to be used in prediction models to estimate debris-flow dynamics often show a wide degree of scatter. Two of such 
empirically derived concepts, originally developed for pure water flows, are presented in this study, showing similar deviations 
from hydrostatic stress assumption in subcritical flow conditions. The first concept is used to estimate debris-flow velocities, based 
on superelevation data. Based on our experimental results as well as observations from real debris-flow events at the field 
monitoring station at Illgraben (canton Valais, Switzerland) we show that the empirical coefficient used in the superelevation 
equation to account for non-Newtonian flow effects correlates with the Froude number – the dimensionless ratio between 
gravitational and inertia forces in the flow. Interestingly, a similar relationship – the second concept presented – has been found in 
recent studies to estimate the maximum impact pressure of a debris-flow event. Our results suggest that for debris flows and 
decreasing Froude numbers inertia forces become more important and the hydrostatic pressure distribution may be an unrealistic 
assumption for empirically based prediction models in subcritical conditions. 
Keywords: Froude dependency, superelevation, impact estimation, earth pressure, debris-flow behaviour 
1. Introduction
The dynamic behavior of debris flows is mainly driven by its water content, the ratio of fine to coarse particles in
the flow, and possibly also the degree of agitation induced by the interaction of the flow with the rough channel bed. 
Iverson (1997), for instance, proposed different dimensionless parameters referring to the various stresses (solid grain 
shear and normal stress, fluid shear and normal stress, and solid-fluid interaction stress) that characterize the flowing 
mixture. These controlling factors are variable within any given flow and between individual debris-flow events, but 
all over the world the term debris flow is widely used to describe a broad range of phenomenologically similar 
processes. This lead, for instance, to a substantially variability of data on viscosities of debris-flow events in nature 
(Cui et al., 2005; Tecca et al., 2003), and empirically derived coefficients,  which are used in prediction models to 
estimate for instance maximum impact forces of debris flows, show a wide degree of scatter - although a physically 
correct concept for its development may be assumed.  
For this study we use the Froude number – the dimensionless ratio between gravitational and inertia forces in the 
flow - to characterize different debris-flow behaviors. In this context, two concepts to derive dynamic characteristics 
of debris-flow events are analyzed more closely. Originally developed for pure water flows, the first concept to be 
considered, concerns the estimation of maximum flow velocities based on superelevation information. The other 
concept, estimation of the maximum impact pressure of a debris-flow event, is an important design parameter for many 
protection structures. However, with both concepts it is difficult to account for the full range of flow conditions of 
debris flows. 
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2. Bulk mixture variability and flow conditions
2.1. Superelevation 
Numerous studies have shown that the destructive power of debris flows is proportional to the flow velocity 
(Armanini, 1997; Bugnion et al., 2011; Scheidl et al., 2013). A possible approach to estimate (maximum cross-
sectional mean) flow velocities of debris flows (for a given event) is based on the vortex equation by using 
superelevation marks. Superelevation can be observed in curved channels, where the flow-height at the inner bend is 
lower than the flow-height at the outer bend (Figure 1).  
However, to apply the vortex equation also to Non-Newtonian fluids, the vortex formulae was modified by 
introducing a correction factor. This correction factor can be expressed with equation (1), where Rc denotes the 
centerline radius of the bend, g* the slope normal component of gravity, ∆h denotes superelevation, B accounts for the 





Several studies comparing experimental or observed superelevation data with estimated velocities suggest a wide 
range of values for the correction factor k - accounting for the viscosity, vertical sorting and the boundary effects in 
bends for debris flows (e.g.: Hungr et al., 1984; VanDine, 1996; Bulmer et al., 2002; Prochaska et al., 2008). Based 
on small-scale experiments, Scheidl et al. (2014) analyzed debris-flow velocities in a curved flume and back-calculated 
correction factors for more than 150 experimental debris-flows. They measured superelevation and investigated the 
influence of different material mixtures as well as bend geometries.  The flume investigations were conducted using a 
flexible plastic half-pipe, mounted on a wooden plane construction. Two different bend radii (1.0 m and 1.5 m) with 
a bend angle of 60° were implemented. The total length of the flume, of about 8 m, was covered with 40 grit silicon 
carbide sandpaper, reflecting a constant basal friction layer. To account for the complexity of a debris-flow process, 
four different material mixtures based on four different grain size distributions, were defined.  
Fig. 1. Illustration of parameters used for estimating debris-flow velocities based on superelevation, modified after Scheidl et al. (2014). 
Scheidl et al. (2014) found systematic deviations of observed superelevation heights as compared to those estimated 
by applying the simple vortex equation for a Newtonian fluid, and these deviations appeared to be a function of the 
Froude number, F = = 𝑣𝑣 �𝑔𝑔ℎ⁄ . The experimental results suggest that superelevation of debris flows cannot be solely 
described with approaches from the pure water hydraulics. This is also confirmed by an analysis of superelevation data 
from real debris-flow events observed at the Illgraben (Valais, CH), and back-calculated correction factors for these 
events presented below. 
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Fig. 2. Superelevation observation from a real debris-flow event at the Illgraben. A) Maximum superelevation of the debris-flow event at the 
Illgraben on June 29, 2011. B) The relevant curve radius Rc were determined based on circular arcs fit to sets of points marked on the bend, 
following a method proposed by Prochaska et al. (2008). 
For this purpose, video recordings of debris-flow events were analyzed at a location where the flow passed over a 
check dam, which served as the basis for the determination of the event-related superelevation height (Fig. 2A and B). 
The relevant curve radius Rc to be used in equation (1), is estimated based on a method proposed by Prochaska et al. 
(2008). For field analyzes, they recommend the channel curve to be approximated by three points at intervals of 30 m, 
60 m or 90 m (Fig. 2B). The determination of the maximum flow velocities v for the respective events is based on the 
time of maximum flow intensity according to geophone recordings. The maximum flow height h was determined from 
radar measurements perpendicular to the check-dam crown. From this, the Froude numbers F of the respective events 
could be determined. Figure 3 (left panel) shows the relation between correction factors k and Froude numbers F for 
all experiments of Scheidl et al. (2014) and for superelevation data based on real debris-flow events observed at the 
Illgraben monitoring station. The regression model (black line) is based on the experimental data of Scheidl et al. 
(2014) and follows a power law model (𝑅𝑅2 = 0.77): 
𝑘𝑘 = 4.4𝐹𝐹−1.2 (2) 
2.2. Impact modelling 
Interestingly, a similar relationship with the Froude number has been found for the empirical pressure coefficient 
a of the general form of the dynamic impact model: 
 𝑎𝑎 = 𝑝𝑝
𝜌𝜌𝑣𝑣2
(3) 
where p is the impact pressure, ρ is the debris-flow density and v are the approach flow velocity. For clear water a has 
been found to be between 1 and 2 (Watanabe and Ikeya, 1981). However, numerous studies suggest that a can vary 
significantly for debris flows, depending on the flow type. Watanabe and Ikeya (1981), for example, estimated a = 2.0 
for laminar flow and fine-grained material. Egli (2005) proposed values up to a = 4.0 for coarse material. Zhang (1993) 
recommended values of a between 3.0 and 5.0, based on field measurements of over 70 debris flows. Based on 
laboratory impact measurements on flexible debris-flow barriers, Wendeler et al. (2007) list up scaled field values of 
a between 0.7 and 2.0. For granular debris flows, theoretical considerations by Coussot (1997) result in values of a = 
5 to a = 15. A similar range of a values was proposed for debris flows by Daido (1993).  
Cui et al. (2015) fitted the pressure coefficient a as a power law function to the Froude number F, based on their 
experiments and experiments conducted by Hübl and Holzinger (2003); Scheidl et al. (2013), Tiberghien et al. (2007) 
as well as estimations of field events of Costa (1984) and Zhang and Yuan (1985): 
𝑎𝑎 = 5.3𝐹𝐹−1.5 (4) 
Considering both the hydrostatic pressure and the hydrodynamic pressure of a debris-flow impact, Vagnon and 
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Segalini (2016) as well as Wang et al. (2018) showed that the total pressure coefficient a’ follows the general form 
of: 
𝑎𝑎′ = 𝛽𝛽𝐹𝐹−2 + 𝑐𝑐 (5) 
In equation (5) the static impact coefficient  denotes the exceedance from the hydrostatic pressure whereas the 
dynamic impact coefficient c acts as a drag coefficient depending on 𝑣𝑣2. Wang et al. (2018) propose  = 3.8 and c 
=0.8, according to the experimental results. 
3. Results and Discussion
Empirically derived coefficients, back-calculated from the simple equations to (i) estimate debris-flow velocity
based on superelevation (left) and (ii) predict maximum impact pressures (right), as a function of the corresponding 
Froude numbers, are shown in Figure (3). It must be noted that there is some spurious correlation between the 
coefficients and the Froude number determined from debris-flow experiments and field observations.  
Fig.3. Relation of empirical derived coefficients of modified prediction models to estimate debris-flow velocity (left) and debris-flow impact 
pressure (right) and Froude number. Left: The empirical correction factors k of the vortex equation (eq.1) are based i) on superelevation 
experiments from Scheidl et al. (2014) and ii) from superelevation field investigations at the debris-flow monitoring station at Illgraben (CH). 
The horizontal dashed line shows a constant relation of k = 1 with the Froude number as expected for clear water flows. The black line indicates 
the power model (eq. 2) based on the superelevation experimental data of Scheidl et al. (2014). Right: The prediction of the empirical coefficient 
a of the impact model (eq. 3) is based on the power model (eq.4) as proposed by Cui et al. (2015) and on the general form (eq. 5), accounting also 
for hydrostatic pressure with β = 3.8 and a =0.8. Additionally the experimental data of Scheidl et al. (2013) and Wang et al. (2018) are included. 
The results in the context of superelevation estimates indicate that the vortex equation (1) together with correction 
factors of 1 < k < 5 might be considered for supercritical flow. However, secondary flow or spiral flow phenomena in 
the lateral direction could limit the estimation of the maximum front velocity based on superelevation, because the 
vortex equation is derived to apply only for conditions where no cross-wave disturbance patterns within the bend 
section is produced.  
For subcritical flow conditions the correction factor determined from the flume experiments shows a higher 
deviation in comparison to a pure Newtonian fluid, which is also confirmed by field observations from real events at 
Illgraben. We assume that for subcritical flow conditions the mixture properties and the internal flow mechanism result 
in an enhanced deviation from the simple force balance considering only hydrostatic and centrifugal forces in the 
superelevation equation for Newtonian fluids.  Considering a debris flow as a single phase (bulk) mixture, one 
possibility to account for the deviation in subcritical conditions was proposed by Scheidl et al. (2014) who assumed a 
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correction factor kep to be a function of active and passive earth pressure as well as inundated flow heights on the inner 
(y1) and outer (y2) sides of the curve : 








Equation (7) is based on a force balance approach and on the assumption of a rectangular cross section. Kp and Ka 
denote the passive, respectively active earth pressure coefficient. However, the results of the experiments and from 
field observations suggest higher variability of induced anisotropic stress distributions in the bulk mixture of debris 
flows for subcritical flow regimes.  
The power law models to describe the empirical pressure coefficient a, and the total pressure coefficient a’, 
respectively, as a function of the Froude number, closely match. This implies that the general form of eq. (7) can be 
used in subcritical as well as in supercritical flow conditions to predict the total pressure coefficient. However, Wang 
et al. (2018) used also the grain Reynolds number (𝑁𝑁𝑅𝑅) as well as the modified Savage number (𝑁𝑁𝑆𝑆𝑎𝑎𝑣𝑣) (e.g. Iverson, 
1997) to distinguish between different debris-flow types for impact pressure estimations. Based on experiments, they 
found the dynamic impact model (eq. 4) only applicable for debris flows with 𝑁𝑁𝑅𝑅 > 1 and 𝑁𝑁𝑆𝑆𝑎𝑎𝑣𝑣 < 0.002, characterized 
either as dilute and turbulent or dense and steady debris-flow type. Both types have been indicated by Wang et al. 
(2018) to behave like fluids, and the related experiments were associated with Froude numbers > 2. For debris-flow 
types with grain Reynolds numbers and Savage numbers different from the thresholds given above, Wang et al. (2018) 
suspect debris flows not to behave fluid-like - discarding the dynamic impact model given in eq. (4).  
Similar to the coefficient k, determined from superelevation experiments, the hydrodynamic impact coefficients a 
and a’ show a comparable variation with the Froude number. Higher deviation of both impact coefficients can be 
observed for low Froude numbers, hence for subcritical flow conditions. Following the general equation (5), prediction 
of the pressure coefficient 𝑎𝑎′ for Froude conditions F < 1 is mainly influenced by the hydrostatic term (β), accounting 
for the exceedance from the hydrostatic pressure. Considering debris flows as single-phase flows and applying a 
similar approach as assumed for the derivation of equation (3) or proposed by Vagnon and Segalini (2016) we can 
rewrite equation (5) tentatively replacing a* by the passive earth pressure coefficient 𝐾𝐾𝑝𝑝: 
𝐾𝐾𝑝𝑝 = 𝐹𝐹−2 + 𝑐𝑐  (7) 
The passive earth pressure coefficient is the ratio between bed-normal and bed-parallel (longitudinal) stresses within 
the bulk mixture. According to Savage and Hutter (1989) and modified by Hungr (2008) this ratio can be described 
by: 
𝐾𝐾𝑝𝑝 = 2 �
1+�1−𝑐𝑐𝑐𝑐𝑐𝑐2𝜑𝜑𝑖𝑖(1+𝑡𝑡𝑎𝑎𝑡𝑡2𝜑𝜑𝑒𝑒)
𝑐𝑐𝑐𝑐𝑐𝑐2𝜑𝜑𝑖𝑖
� − 1 (8) 
In equation (8), 𝜑𝜑𝑖𝑖 denotes the internal friction angle and 𝜑𝜑𝑒𝑒, the basal friction angle, is modified by Hungr (2008) 
to account for the rotation of principal stresses in spreading flows. If 𝜑𝜑𝑖𝑖 as well as 𝜑𝜑𝑒𝑒 get zero, then 𝐾𝐾𝑝𝑝 = 1, reflecting 
hydrostatic conditions. proposed Static impact coefficients (β in eq. 5, respectively 𝐾𝐾𝑝𝑝 in eq. 7) have been proposed 
by Lichtenhahn (1973), ranging from 2.8 – 4.4. Armanini (1997) stated a static impact coefficient of 5, and based on 
miniaturized tests, Scotton and Deganutti (1997) found values between 2.5 and 7.5. This is in accordance of passive 
earth pressure values proposed by Hungr (1995) for numerical 1-d modelling of debris-flow propagation. 
He proposed passive earth pressure values up to 5.0. The dependence of a* and possibly 𝐾𝐾𝑝𝑝 with the Froude number, 
as stated by equation (7), seems also to be in line with the superelevation analysis from Scheidl et al. (2014). Based 
on the theoretical Smooth Momentum Flux model to estimate run-up heights, Rickenmann et al. (this proceeding) 
observed a tendency for lower 𝐾𝐾𝑝𝑝 values with increasing F − values.  
4. Conclusions
Our results suggest that for debris flows and decreasing Froude numbers inertia forces become more important,
and the evolution of internal stresses governing deformation is largely dominated by constitutive stress conditions of 
the bulk mixture -- as an effect of rheological characteristics. For both presented concepts, applicable to derive 
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dynamic characteristics of debris-flow events, it seems that hydrostatic pressure distribution may be unrealistic when 
dealing with the flow of granular material that has internal strength due to its frictional nature (Savage and Hutter 
1989). 
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Abstract 
In order to assess the influence of different flow hydrographs on fan development processes, we carried out flume tests using a 
sloped channel (15°, 10 cm wide) with a deposition area (slope decreases from 12° to 3° at a rate of 3° per m). The channel was 
filled with 0.12 m3 of sediment materials. Debris flows were generated by the entrainment of filled sediment via a steady water 
flow (0.003 m3/s). We used two types of water supply systems: single surge (60 second duration) and double surge (first surge 
lasting 50 seconds followed by a second surge with 45 second duration). For the double surge system, there was a 60 second 
pause in water supply between two surges. Fan formation processes in the deposition area were captured on video, and 
synchronized interval photography (1 second intervals) using three digital cameras. Time-series changes in fan topography were 
detected using Structure from Motion photogrammetry (SfM), while flow directions were detected using Particle Image 
Velocimetry (PIV). The results demonstrate that the flows of single surge cases produced asymmetric fans that inclined to one 
side due to an increase in the runout distance of the continuing flow. In contrast, the first surge of the double surge cases 
produced fans that were relatively symmetric. Despite this, the second surge continuously changed flow direction while stopping 
in the deposition area, and covered the symmetric surge produced by the first surge. Consequently, the final topography of double 
surge cases was highly variable, despite having the same water supply conditions. 
Keywords: Debris-flow fan; Flume test; SfM-MVS; PIV 
1. Introduction
Debris-flow deposition plays a critical role in debris-flow fan development (De Haas et al., 2018) and has been 
linked to many debris-flow disasters (Dowling and Santi, 2014). The ability to estimate and predict debris-flow 
deposition in the vicinity of the outlet of the feeder channel is important to prevent debris-flow disasters and to 
interpret the long-term sedimentation regime on alluvial fans. Numerical simulations based on the governing 
equation of debris flow can be an effective means to estimate the magnitude and extent of deposition. A comparison 
between the results from simulations and flume tests has demonstrated that simulations can account for almost all of 
the deposition range of debris-flow fan (e.g., Nakagawa and Takahashi, 1997).  
Almost all of these simulations have focused on the occurrence of single debris-flow. However, recent field 
observations (Pederson et al., 2016), flume tests (De Haas et al., 2016), and numerical simulations (Chen et al., 
2017) revealed debris-flow surges on alluvial fans are altered by existing topography. Therefore, in the case where 
multiple surges had intermittently descended, there is the possibility that the varying fan topography would be 
produced because of topographic differences resulting from the deposition of the previous surges. 
However, direct field measurement of debris-flow rate and fan formation processes are difficult due to the low 
frequency of debris flows and their destructive power. Accordingly, the influence of debris-flow hydrograph in 
accordance with the number of surges on fan formation processes has not been fully understood. In this study, we 
examine the changes in topography and flow directions on the fan with differences in the debris-flow hydrograph, 
based on the comparison of fan formation processes between single or double debris-flow surges. 
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2. Methods
We identified differences in the debris-flow fans among cases based on flume test results, using Structure from
Motion - Multi View Stereo (SfM-MVS) and Particle Image Velocimetry (PIV). 
2.1. Flume test setting 
The flume channel used for the experiments was 8 m long and 10 cm wide with a 15° slope. The dimensions are 
approximately one-hundredth of real-life debris-flow torrents in scale (Fig. 1). The deposition area was located at 
the end of the channel (Fig. 1a), and the slope decreases from 12° to 3° at a rate of 3° per meter (Fig. 1b). Square 
grid lines (20 cm × 20 cm) were drawn in the deposition area in order to measure the runout distance and inundation 
range (Fig. 1a). 
The section in the lower end of the channel (7 m long) was filled with 0.12 m3 of sediment particles (Fig. 1b). 
The deposition depth was set between 0 to 0.2 m to being smoothly connected at the upper and lower end of deposits. 
Consequently, the slope of the initial bed changed at the lower end of deposits from 15° (in the channel) to 12° slope 
(in the deposition area). The filled sediment consisted of multi-granular particles (2.14 to 7 mm in size), and the D50 
was approximately 3.7 mm. We generated debris flows through entrainment of the filled sediment using steady 
water flow supplied from the top of the channel. The flow rate was set at 0.003 m3/s. 
Two types of water supply systems, single surge and double surge, were employed to compare the influence of 
debris-flow hydrograph. There is a time lag between the start of overflow and the valve closing because the water 
supply was controlled by the opening and closing of a valve. For the single surge system, the water was supplied 60 
seconds after the start of overflow from the top of the channel. Consequently, a single debris-flow surge was 
generated. For the double surge system, the water was supplied 50 seconds after the overflow, and again after a 60 
second pause in water supply, the valve was opened for 45 seconds. As a result, the two surges descended with an 
interval of approximately 65 seconds. 
2.2. Measurement contents and SfM-MVS, PIV 
Four digital single-lens reflex cameras (DSLRs) were installed approximately 2.5 m above the point where the 
bed slope changed from 9° to 6° to capture the development of the debris-flow fans through photographs and video 
footage (Fig. 1b). Three of the DSLRs (D5100, Nikon Co.) were automatically synchronized using the remote 
shutter. The photographs were captured with 1-second intervals. Video footages of the fan formation process of the 
debris flow were acquired using an additional DSLR set at 60 fps (K-3 ii, Ricoh Co.). 
The average velocity of the surge front, from the end of the flume to the stoppage in the deposition area, was 
measured via the video footage. Assuming that the end of the channel is 0 m, the runout distance of the surge front 
was read from the video footage. The amount of time required to reach this distance was used to measure the travel 
time. The average velocity was calculated by dividing the distance by the travel time. 
Fig. 1. Experimental setup. (a) View of the channel. (b) Setting of channel and equipment. 
(a) (b) 
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We created high-definition digital surface models (DSM) of the debris-flow fan using SfM-MVS software 
(PhotoScan Professional, Agisoft LLC) from three synchronized photographs. The resolution of the DSMs was set at 
1.5 mm, based on the average density of the point cloud. Georeferences were performed using local geographic 
coordinates of outcropped intersection points of grid lines in the deposition area. In order to test and validate the 
accuracy of the DSMs, we directly measured the depth of the fan at each intersection point of the deposition area to 
compare with the DSMs at the end of the experiment. 
PIV was used to detect the main flow direction during the fan formation process. We estimated the vectors of 
surface velocity by the cross-correlation analysis using pairs of photographs (with 1/60-s intervals) extracted from 
the video footages. 
3. Results
The first surge produced symmetrical deposition ranges similarly among cases (Fig. 2). The runout of the first
surge continued for approximately 30 seconds. The deposition depth of the fan at that time was almost similar to the 
single surge system (Fig. 3). In contrast, the second surge produced fans that were asymmetrical and had different 
topography among cases (Figs. 4 and 5), due to the differences in inundation and deposition processes.  
Fig. 2. DSMs of double surge cases after deposition of first surge. (a) case 1. (b) case 2. (c) case 3. Color of the legend indicates elevation when 
the elevation of the area with a slope of 6° is 0 (3 m from the end of upper channel). The contour interval is 1 cm. 
Fig. 3. Comparison of the deposition depths at the center of the fans.The black lines indicate the deposition depths of the fans produced by the 
first surge. The solid red line indicates the deposition depth of the single surge case after 30 seconds from the start of the run out.  
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Although the fans tended to bank to the right side in all single surge cases (Fig. 6), the deposition distances 
reached further downstream and had a greater area compared with those of the double surge cases (Figs. 2-5). Along 
the edge of the flow path, topography similar to a natural levee was produced, and the bed slope of the path was 
consistent at approximately 6 degrees.  
Fig. 4. DSMs of double surge cases after deposition of second surge. (a) case 1. (b) case 2. (c) case 3. 
Fig. 5. Photographs of double surge cases after deposition of second surge. (a) case 1. (b) case 2. (c) case 3. 
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Fig. 6. SfM-MVS results of single surge cases after finish of surge deposition. (a) DSM. (b) Ortho photograph. 
Fig. 7. DSMs of double surge cases after 10 seconds from the start of runout of second surge. (a) case 1. (b) case 2. (c) case 3. 
For the double surge cases, the time-series changes in flow path direction of the second surge were different 
among the cases. The results of SfM-MVS showed that in all cases, the front of the second surge stopped 
approximately 1.2 m downstream from the outlet of the channel, and above the fan produced by the first surge (Fig. 
7). After this stoppage, the flow following the front changed their direction of descent. Fourteen seconds after the 
start of the runout of the second surge, the flow descended with a right side in cases 1 and 2 (Figs. 8a, b), whereas 
the flow descended with a left bank in case 3 (Fig. 8c). 
The avulsion processes in the flow paths continued and progressed with differentiation in topography. After 4 
seconds, the flow directions were changed again in cases 1 and 3 (Figs. 9a, c), whereas the flow continued to 
descend to the right side in case 2 (Fig. 9b). Consequently, the final topography of the fan inclined to the left bank in 
case 1 (Fig. 4a), and the right bank in cases 2 and 3 (Figs. 4b, c). 
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The difference in runout distance of the first surge front between the single and double surge cases was up to 0.2 
m (Fig. 10a). However, the difference between the first and second surge for the double surge cases was more 
significant, with the first surge and the second surge at around 2.8 m and 1.2 m, respectively. Through this decrease 
in the runout distance, almost all sediment from the second surge deposited upstream at a point where the bed slope 
changed 6 to 3 degrees. The travel time of the first surge was approximately 6 seconds, whereas the travel time of 
the second surge was 2 seconds longer at 8 seconds (Fig. 10b). Correspondingly, the velocity of the first surge front 
was approximately 0.4 m/s, and the velocity of the second surge was 0.18 m/s, less than half of that of the first surge 
(Fig. 10c).  
Fig. 8. DSMs of double surge cases after 14 seconds from the start of runout of second surge. (a) case 1. (b) case 2. (c) case 3. Arrows indicate 
estimated vectors for velocity of debris-flow surface. 
Fig. 9. DSMs of double surge cases after 18 seconds from the start of runout of second surge. (a) case 1. (b) case 2. (c) case 3. 
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Fig. 10. Characteristics of surge front. (a) Runout distance from the end of upper channel. (b) Travel time from start of run out to stop of front. (c) 
Average velocity. 
4. Discussion
The travel distance of the second surge decreased in the double surge system. A larger amount of sediment 
tended to deposit in the upper and middle portion of the fan when compared to the fan produced by the single surge 
system. There is a clear indication of backfilling of the channel after the deposition of materials from the initial 
surge. 
In debris-flow mechanics, sediment deposition has been described by the deposition (entrainment) rate equations 
(Takahashi, 2007). Several deposition rate equations have been proposed (e.g., Takahashi and Kuang, 1986; 
Egashira et al., 2001; Suzuki et al., 2011). Although the parameters involved in evaluating deposition rate are 
different among these equations, these equations were based on the concept that the current flow state is transitional 
to the equilibrium state. Here, the equilibrium state is the state where both deposition and entrainment do not occur 
due to the steady flow condition (Takahashi, 2007). The flow direction of the single surge cases was fixed due to the 
development of the channel, with a relatively consistent bed slope surrounded by topographies similar to natural 
levees. Running through this channel, sediments reached and deposited further downstream compared to the double 
surge cases. These results indicate that the continuing flow was able to reach further downstream due to the 
prevention of deposition by the equilibrium bed slope formed by the continuous flow in the fixed channel. 
In contrast, the travel distance of the second surge was short, where sediment was deposited upstream with a 
thick depth. This result implies that the deposition and stoppage of the second surge were induced by the factor 
differed from the transition from the current flow state to the equilibrium state in the single surge cases. De Haas et 
al. (2016, 2018) indicated that the low-gradient zones produced by the deposition of previous surges progress the 
backfilling of channels. Although the runout of the first surge continued for approximately 30 seconds, the 
deposition depth of the fan at that time was almost similar for all cases. Therefore, the difference in the slope of the 
fan was small between the single surge and double surge systems until 30 seconds after the start of the runout. This 
result implies that the deposition of the second surge was affected by not only the slope of the fan but also the 
condition produced by the intermittency of the surges. 
In the double surge cases, there was no surface flow on the fan produced by the first surge when the second surge 
that was generated by second water supply reached the deposition area. In other words, the surface was in a state 
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that was almost unsaturated. On the unsaturated bed, the deposition of flow is accelerated through the increase in the 
sheer resistance stress due to the decrease in the pore-fluid pressure at the boundary between the bottom of the flow 
and the bed surface (Gonda, 2009). Similar deposition patterns induced by unsaturated deposits had been reported 
before in a field survey (Staley et al., 2011). Therefore, the deposition of the second surge may be caused by the 
unsaturated fan. The decrease in flow velocity at the front of the second surge also supports the notion that the flow 
stoppage and deposition was due to the increased resistance on this unsaturated bed. 
Importantly, the flow direction shifted through the topographic changes in the fan due to the stoppage of the 
second surge front. Therefore, the final deposition range of the fan differed among the double surge cases. This 
result implies that the deposition range may be different among debris-flow where there had been multiple 
intermittent surges flowing down, even where the hydrograph is similar. This indicates there is a possibility that 
accurate numerical simulation of the deposition range cannot be achieved even where the correct observed debris-
flow hydrograph is being used. Therefore, the representation of the saturation condition in deposition layers needs 
consideration in order to simulate the fan development process accurately. 
5. Conclusion
This study demonstrated that double surge cases produce different fan morphology among cases, due to the 
differences in inundation and deposition range of the second surge. This implies that the unsaturated surface 
condition of the fan produced by the first surge led to a change in the deposition range of the second surge. These 
results indicate that a change in the saturated condition of the bed surface induces differentiation in fan morphology. 
Therefore, examination of characteristics of the fan and surge affecting saturation, such as surge duration and grain-
size distribution, is necessary for understanding flow deposition. Additionally, the elucidation of the mechanism of 
entrainment and deposition of debris flow in relation to the degree of saturation in the bed would be the key to the 
development of more accurate numerical simulations of debris flow.  
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2.1. Study site and data 
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3.2. Front shape and velocity of the debris flow 
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Abstract 
Process of sediment and woody debris transport generated by landslides and debris flows are simulated numerically using the 
depth-integrated two-dimensional forms for mass and momentum conservation equation with Egashira et al., (1997)’s formulas for 
resistance law and erosion-deposition formulas. In order to discuss woody debris behavior, a convection equation is formulated 
with erosion-deposition term where the yield of woody debris takes place proportionally to sediment erosion and deposition. A 
small drainage basin located within Akatani River basin of the Fukuoka Prefecture of Japan, where a large number of landslides 
and debris flows with woody debris occurred during a heavy rainfall event in 2017, is selected for this study. The numerical solution 
reproduced the spatial distribution of erosional area and depositional area, and run out volume of sediment at the outlet of the valley. 
The solution also reproduced the spatial distribution and run out volume of woody debris. 
Keywords: landslide; debris flow; sediment and woody debris run out; numerical modeling 
1. Introduction
Sediment and woody debris transported by shallow landslides and debris flow associated with heavy rainfalls
change river courses and riverbeds drastically in mountainous drainage basins. In addition, accumulated woody debris 
at bridges causes upstream flood inundation. The amount of the transported sediment and woody debris sometimes 
becomes extremely large and this damages lives and assets severely. The flood and sediment disasters occurred in the 
northern Kyushu, 2017 and in Iwate Prefecture, 2016 are the examples which show the fact that a large amount of 
sediment and woody debris caused severe disasters. 
This study formulates processes of yield and transport of sediment and woody debris resulting from landslides and 
debris flows. A soil block released by a landslide associated with heavy rainfall will fluidize when internal strain 
energy of the soil block due to boundary shear exceeds a certain threshold value (Ashida et al., 1984). When the soil 
block satisfies the threshold conditions, the soil block change into debris flows easily on its run out process. The 
mobility of debris flow is influenced by the fine sediment fraction of debris flow material. A mass density of pore 
fluid will increase because fine sediment behaves as a fluid phase. In addition, numerous woody debris is produced 
by a landslide and debris flow and part of woody debris deposit with sediment transported by debris flow (Mizuyama 
et al., 1985, Ishikawa et al., 1989). 
Numerical models which deal with debris flow as continuum body are proposed (Medina et al., 2008, Armanini et 
al., 2009, Hussin et al., 2012, Frank et al., 2015). In the numerical model, bed shear stress and sediment entrainment 
play important role in characterizing run out processes of debris flow. Bed shear stress is composed of terms for 
Coulomb friction and turbulent friction. Coulomb friction is evaluated by internal friction angle, sediment 
concentration, but sometimes coulomb friction as it is omitted. The sediment entrainment is evaluated by mainly 
empirical method or method which is based on local equilibrium. 
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Characteristics of debris flow such as flow depth, velocity, sediment consecration, and bed elevation are determined 
by solutions obtained from mass and momentum conservation equation of debris flow as well as bed sediment. This 
study proposes convection and storage equations of woody debris with a term for yield and deposition by using the 
erosion and deposition formula of debris flows. This study applied those equations to one of a small drainage basin of 
Akatani River drainage basin in Fukuoka Prefecture where many landslides and debris flows occurred from the heavy 
rainfall in 2017, and discusses the suitability of the equations and run out processes of the sediment and woody debris. 
2. Governing equations for debris flow with woody debris
The sediment on mountain slope is composed of particles of various sizes. In this study, sediment is divided into 
fine sediment and coarse sediment by a threshold size, because the fine sediment influences the mobility of debris 
flow as suggested before. When the sediment is saturated with water and starts to fluidize, fine sediment and coarse 
sediment stay as solid status, and the pores are saturated with water. When the sediment fluidizes, coarse sediment 
behaves as solid phase and fine sediment and water behave as a fluid phase. In the erosion process on a river bed, the 
coarse sediment is entrained in debris flow body as a solid and the fine sediment as a fluid with water in pores. In the 
deposition process, the fluid composed of water and fine sediment is entrained into pores formed by deposition of 
coarse sediment. Thus, the different mass conservation equations are formulated in the erosion and the deposition 
processes for the total flow body and the coarse and fine sediment (Egashira et al., 2016): 
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= (1/𝑐∗D − 1)𝑐f𝐸 (6) 
in which 𝑡 is the time, ℎ is the depth of debris flow, 𝑥 and 𝑦 are the directions of orthogonal coordinate system, 𝑢 and 
𝑣  are the depth-averaged velocity of 𝑥  and 𝑦  directions, respectively, 𝐸  is the erosion-deposition rate, 𝑐∗  is the
volumetric concentration of sediment on the mountain slope and river bed, 𝑐c is the concentration of coarse sediment,
𝑐f is the concentration of fine sediment, 𝑝c is the composition rate of coarse sediment, 𝑝f is the composition rate of
fine sediment, and 𝛾 is the correction parameter for the sediment transport. The erosion-deposition rate is defined by 
(Egashira et al., 2001) as follows: 
𝐸
√𝑢2 + 𝑣2
= 𝑐∗ tan(𝜃 − 𝜃e) (7) 
tan 𝜃e =
(𝜎/𝜌 − 1)𝑐c
(𝜎/𝜌 − 1)𝑐c + 1
tan 𝜙 (8) 
𝜌 = (𝜎 − 𝜌w)𝑐f + 𝜌w (9) 
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in which 𝜃 is the local gradient, 𝜃e is the equilibrium gradient of debris flow, 𝜎 is the mass density of sediment, 𝜌 is
the mass density of the mixture of fine sediment and water, 𝜙 is the internal friction angle, and 𝜌w is the mass density
of water. 
2.1. Momentum conservation equation of debris flow 































in which 𝛽 is the correction parameter for momentum, 𝑔 is the acceleration of gravity, 𝐻 is the elevation of debris 
flow surface, 𝜏bx and  𝜏by are the 𝑥, 𝑦 component of bed shear stress, and 𝜌m is mass density of debris flow body. The
mass density of debris flow body is described as follows: 
𝜌m = (𝜎 − 𝜌)𝑐c + 𝜌 (12) 
Bed shear stress 𝜏bx and 𝜏by, are defined by (Miyamoto and Ito, 2002, Egashira, 2007) as follows:
𝜏bx = 𝜏b𝑢/√𝑢
2 + 𝑣2 (13) 
𝜏by = 𝜏b𝑣/√𝑢
2 + 𝑣2 (14) 
in which 𝜏b is the bed shear stress and described as follows:
𝜏b = 𝜏y + 𝜌𝑓b(𝑢
2 + 𝑣2) (15)

















in which 𝑓d and 𝑓f are defined as follows:
𝑓d = 𝑘d(𝜎/𝜌)(1 − 𝑒
2)𝑐c
1/3 (18) 
𝑓f = 𝑘f(1 − 𝑐c)
5/3/𝑐c
2/3 (19) 
in which 𝑒 is the restitution coefficient 0.85 in the case of natural sands, and 𝑘d and 𝑘f are the universal constants
specified as 𝑘d = 0.0828 and 𝑘f = 0.16. In case of gentle slope or large relative depth or turbulent flow, 𝑓d  is
evaluated as follows (Julien and Paris, 2010): 
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Fig. 1. (a)  Location of the drainage basin; (b) Aerial photograph the drainage basin after heavy rainfall. 
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in which 𝐴r = 8.5, 𝜅 = 0.4, and 𝜅s is the roughness.
2.2. Mass conservation equation of woody debris 
Assuming the yield and deposition of woody debris are in proportion to erosion and deposition of debris flow, 
convection equation of woody debris in debris flow and storage equation of woody debris on river bed are described 
as follows: 




























= 𝐸𝑐drf𝑟 (24) 
𝜕𝑆
𝜕𝑡
= −𝐸𝑐drf𝑟 (25) 
in which 𝑐drf is the concentration of woody debris of debris flow body, 𝑑drf is the average diameter of trees, 𝑟 is
correction factor, and 𝑆 is the volume of deposition of woody debris on the river bed per unit area. In the erosion 
process, 𝑟 = 1.  In the deposition process, when  ℎ ≥ 𝑑drf ,  𝑟 = 1,  and when ℎ < 𝑑drf , 𝑟 = 0. In this study, we
assume that woody debris does not influence the mass and momentum of debris flow. 
3. Yield and run out of sediment and woody debris by heavy rainfall in 2017
A heavy rainfall event occurred in the northern Kyushu in July 2017. Landslides and debris flows extensively
occurred, resulting in a drastic topographical change along Akatani channel. We selected a small drainage basin 
Study site 
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Fig. 2. (a) Topography of the drainage basin; (b) Longitudinal profiles of [ P1, P2 and P3 ]indicated in Figure. 2. (a). 
Fig. 3. (a) Changes in elevation before and after the heavy rainfall; (b) Longitudinal profile of stream channel between section A and B. 
from Akatani River basin to investigate yield and run out of sediment and woody debris based on field surveys, aerial 
photographs, and elevation data taken by laser from airplane before and after the event. Fig.1 (a) shows the location 
of the target drainage basin site in Fukuoka Prefecture of Kyushu, Japan. The area of the drainage basin is 6.7 ha and 
covered with coniferous trees. The maximum 24-hour rainfall was 450 mm and the maximum hourly rainfall was 100 
mm around the drainage basin, based on the radar of Japan Meteorological Agency (Yamazaki et al., 2018). Fig. 1 (b) 
shows the aerial photograph of the drainage basin after the heavy rainfall. The photograph shows a run out mark of 
sediment in the upper and middle of the valley and deposition of sediment and woody debris in and around the outlet 
of the valley. Those depositions in their run out paths are assumed to be formed by the sediment and woody debris 
due to erosion by landslides and debris flows. In this valley, the deposition in the run out paths is assumed to be partly 
transported by flood water of main channel. A detailed investigation is required for the volume of transportation to 
the downstream. A number of trees per unit area, locations and lengths of woody debris are investigated by counting 
tree crowns of conifers on this aerial photograph. 
Fig. 2 (a) and (b) show the topography of the drainage basin before the heavy rainfall and longitudinal profile along 
the stream segments P1, P2, and P3 shown in Fig.2 (a). The longitudinal profile indicates the gradient of the slopes 
where landslides occurred is around 30 degrees.  The gradient of the stream bed from the confluence point of P1, P2, 
and P3 to cross section B ranges from 10 to 6. Sediment deposits were collected at M1, M2, and M3 in Fig. 2 (a). 
These samples were sieved in the laboratory. The result of the sieving is shown in Fig. 4 (a). 
Fig. 3 (a) shows changes in elevation before and after the heavy rainfall. This study classifies these areas where 
elevation decreased as erosional areas, and these areas where elevation increased as depositional area. Based on the 
elevation change, the volume of sediment yield and deposition within the drainage basin is estimated at 59,000 m3 
from the erosional area and the volume of deposition is estimated at 12,000 m3 from the depositional area. Because 
the volume of sediment transport from the drainage basin is calculated as the sum of the volume of elevation change  
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Fig. 4. (a)Grain size distribution of soil samples; (b)Spatial distribution of woody debris and area of sediment run out. 
Fig. 5. (a) Simulated erosion and deposition area; (b) Simulated spatial distribution of woody debris deposition with the overlay of measured 
woody debris. 
on erosional area and depositional area, the volume of sediment transport is estimated at 47,000 m3. The deposition in 
the area between cross section A and B is 23,000 m3. Sediment run out from the drainage basin to the mainstem may 
be estimated around 24,000 m3. A section of streambed from 350 m to 450 m in Fig. 3 (b) is eroded and depth is 0.5 
m. A section from 350 m to the outlet of the valley is a deposited area and the gradient of the deposited area is around
6.5 degrees. 
Fig. 4 (a) shows the grain size distribution of soil samples of a mountain slope taken at M1, M2, and M3 displayed 
in Fig. 2 (a).  Although M3 locates in the center of the mainstem, the sample is taken from a large soil lump attached 
to root zone of a tree which is estimated to be originally located in the mountain slopes. Here, a soil particle with a 
diameter less than 0.2 mm which is generally called as wash load is treated as a fine sediment which behaves as a fluid 
in a debris flow. The grain size distribution shows 𝑝f ranges from 0.3 to 0.5. The topographical gradient of deposition
on stream bed from 250 m to 450 m after the heavy rainfall ranges from 6 to 10 degrees (Fig. 3 (b))The equilibrium 
gradient of debris flow calculated by the equation (8) becomes 𝜃e = 10.3, 8.0, 6.1 degrees when 𝑝f = 0.3, 0.4, 0.5 with
soil physical parameter described in section 4. This support the validity of the equation. 
Fig. 4 (b) shows the locations and lengths of the woody debris investigated on the aerial photograph and the region 
where sediment transports occurred by landslides and debris flows. Woody debris heavily accumulated around the 
outlet of the drainage basin and slightly deposited in the stream channel within the drainage basin. Run out volume of 
the woody debris is estimated as follows. A calibrated number of trees per unit area is 0.09 based on the aerial 
photograph. The average height and the average breast high diameter (diameter at 1.2 m) are 30 m and 0.3 m, 
respectively based on the field survey heavily empirical. Assuming a shape of a tree is a cone, a volume of a tree is 
0.77 m3. Ignoring leaves and small branches of trees, the volume of trees per unit area is 668 m3/ha. The eroded area 
is 1.58 ha. Assuming woody debris is yielded in erosion area, the volume of woody debris yield becomes 1055  
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Fig. 6. (a) Temporal changes in run out volume of debris flow; (b) Temporal changes in run out volume of coarse sediment (without pore). 
Fig. 7. (a) Temporal changes in run out volume of fine sediment (without pore); (b) Temporal changes in run out volume of woody debris. 
m3. The remaining woody debris within the drainage basin is 70 m3. The run out volume of woody debris from the 
drainage  
basin is 985 m3. The deposition of woody debris around the outlet of the drainage basin is 120 m3, then the volume of 
woody debris supply to the mainstem is estimated at 865 m3. 
4. Transport processes of sediment and woody debris estimated by numerical simulation
To investigate the transport processes of sediment and woody debris, the governing equation of debris flow and 
convection and storage equation of woody debris are solved numerically.  
Condition and setting for the simulation are as follows. The initial condition of surface soil layer is saturated with 
water, and the area marked by dotted circle becomes fluidized with ℎ = 𝐸 shown in Fig.3 (a), 𝑐c = 𝑝c𝑐∗, 𝑐f = 𝑝f𝑐∗,
𝑢 = 0, 𝑣 = 0 when 𝑡 =0. Potential erosion depth of area is set to 0.5 m. Size of grid cells is 5 m. Physical constants 
are set as follows, 𝑔=9.8 m/s2, 𝜎 =2650 kg/m3, 𝜌w=1000 kg/m3 𝜙 =37°, 𝑒=0.85, 𝑝f=0.4, and 𝑝c=0.6.
Fig. 5 (a) shows the simulated spatial distribution of erosion and deposition of sediment and Fig. 5 (b) shows the 
simulated spatial distribution of woody debris storage expressed by height. Although the deposition of sediment around 
upper stream area of cross section A is simulated less than the estimation by using elevation data, the trend of the 
spatial distribution of erosion and deposition simulated by this study looks similar to the estimation by elevation data. 
Assuming sediment yield volume is the total amount of the volume of erosion area multiplying that erosion height, the 
sediment yield volume is 53,000 m3, and volume without pore of coarse sediment is 19,000 m3 and the volume of fine 
sediment is 13,000 m3 because 𝑐∗=0.6，𝑝c=0.6，𝑝f=0.4. The trend of spatial distribution of woody debris deposition
is similar to that of the spatial distribution obtained from the aerial photograph (Fig. 5 (b)). A volume of the woody 
debris deposition within the drainage is 7 m3.  
Fig. 6 (a) shows the temporal changes in the accumulated volume of debris flow passing the cross section B and C. 
It indicates the debris flow reached at the outlet of the drainage basin in 15 seconds, and 90% of the total volume of 
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debris flow run out in 100 seconds. The volume of debris flow at the cross section B is 44,200 m3 (@ t=600 s in Fig. 
6 (a)). Debris flow temporarily staying around the area between cross section B and C, flows to the lower reaches 
crossing section C. Fig. 6 (b) and Fig. 7(a) show accumulated run out volume of coarse sediment and fine sediment 
without pore at the cross section B and C. The volume without pore of coarse and fine sediment at cross section B is 
9,070 m3 and 12,170 m3, respectively. The deposition volume without pore of coarse and fine sediment around outlet 
is estimated at 6,230 m3 and 750 m3, respectively based on the difference in the value of cross section B and C. 
Sediment supply from the drainage basin to the mainstem is estimated at 2,840 m3 and 11,420 m3, respectively. This 
indicates 70 % of coarse sediment remain within the drainage basin, on the other hand, 90 % of fine sediment run out 
from the drainage basin to the mainstem. 
Fig. 7 (b) shows temporal changes in the accumulated volume of woody debris. Run out volume at the outlet is 
1,630 m3, deposition at the outlet is 130 m3, and supplying to the mainstem is 1,500 m3.  
5. Conclusion
This study proposed convection and storage equations with a term for yield and deposition to describe transport 
process of woody debris using the erosion and deposition equation of debris flows. The proposed equations for woody 
debris and governing equations were applied to a small drainage basin which experienced heavy rainfall in 2017. The 
result shows the equations reproduced the actual process of yield and run out of sediment and debris flows well. It is 
estimated by this study that 70 % of run out coarse sediment deposit around the outlet of the drainage basin and 90 % 
of fine sediment run out into the main stem, which is difficult to estimate by using only aerial photographs and elevation 
data. It is estimated that 90 % of woody debris flows into the mainstem while the rest remains within the drainage 
basin and is deposited around the outlet. Although r still needs to be discussed, this study is expected significantly to 
contribute to flood disaster and risk research in the middle and lower reaches from the perspective of considering the 
sediment and woody debris supply. 
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Abstract 
The importance of understanding the extent of areas threatened by post-wildfire debris flows cannot be overstated, as illustrated by 
the post-Thomas Fire flows through Montecito, California, in January 2018. Methods and models developed by the U.S. Geological 
Survey to identify burned basins at risk of producing post-wildfire debris flows are well established, effective and commonly used. 
In contrast, there is no similarly established methodology for delineating debris-flow hazard zones downstream of basins prone to 
producing post-fire debris flows. Understanding potential inundation zones is critical for protecting human life, property and 
infrastructure. Recently, some communities and local government agencies have begun assessing potential risks from post-wildfire 
hazards before an area burns (pre-fire hazard assessments). These assessments utilize modeled burn severity maps and existing 
methodologies to identify basins likely to generate post-fire debris flows should the basins burn. In most studies, however, there 
have been no attempts to delineate hazard zones downstream of the basins that could produce post-fire debris flows. This 
information is critical for identifying mitigation opportunities and for establishing emergency evacuation routes and procedures. 
Here, we report on work using a newly developed process-based model and an empirical model, Laharz using two different sets of 
mobility coefficients, to assess debris-flow runout from a recently burned basin. The actual extent of debris-flow runout is known, 
which allows us to compare model performance. Laharz is efficient for assessing large areas but requires the user to select the 
location of deposition a priori, and mobility coefficients for post-fire debris flows have not yet been developed. Laharz did not 
adequately predict the downstream extent of deposition using either set of mobility coefficients. The process-based model using 
two sets of parameters, friction angle, φ, and ratio of pore fluid pressure to total basal normal stress, λ, provided a range of results. 
The simulation using parameters λ = 0.8 and φ = 0.35 provided the best match between mapped and modeled deposits and provided 
a better estimate of inundation relative to Laharz. This two-model approach is helpful for assessing the shortcomings and benefits 
of each model, and for identifying the next steps needed for developing a method to identify post-fire debris-flow hazard zones 
before a fire begins. 
Keywords: Wildfires; debris flows; inundation modeling; Arizona 
1. Introduction
Increasing wildfire size and severity across the western U.S. and continued encroachment into the wildland-urban
interface place more people, property, and infrastructure at risk from post-wildfire hazards. Extensive research efforts 
focused on post-wildfire debris flows have led to an improved understanding of initiation mechanisms (e.g. Kean et 
al., 2013; McGuire et al., 2017), the development of objectively-defined rainfall-intensity duration thresholds (Staley 
et al., 2013; Staley et al., 2017), and new logistic regression models to predict debris-flow probability and volume 
(Gartner et al., 2014; Staley et al., 2016). As such, it is possible to identify burned basins at risk of producing post-
wildfire debris flows. These methods are now being employed to identify, proactively, basins that are at risk of 
producing post-fire debris flows should a fire occur (Tillery et al., 2014; Tillery and Haas, 2016; Staley et al., 2018). 
While these studies provide valuable information, there is also a need for local governments and communities to 
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identify post-wildfire hazard zones downstream of burned areas for planning and mitigation purposes. For example, a 
series of devastating post-fire debris flows and floods from the 2010 Schultz Fire in Coconino County, Arizona (Figure 
1; Youberg et al., 2010), caused significant impacts to homes and infrastructure, the loss of one life, and economic 
impacts to the greater Flagstaff area between $133 and $147 million (Combrink et al., 2013). To help prevent similar 
situations in other areas of the county, Coconino County Public Works conducted a pre-fire assessment of post-fire 
hazards in areas not yet burned by wildfires (Loverich et al., 2017). 
Figure 1. 2010 Schultz Fire location map (a) and burn severity with location of study basin (b). Post-Schultz Fire removal of debris-flow deposits 
from channels on forest (c; photo: M. Nabel) and debris-laden flows in a subdivision below the burn area (d; photo: A. Youberg). 
One of the goals of the Coconino County pre-fire study was to delineate potential debris-flow hazard zones, based 
on a reasonable wildfire scenario, to identify mitigation opportunities that would reduce impacts from the aftermath 
of wildfires. A challenge with this study was selecting an appropriate model to assess debris-flow inundation that 
adequately balanced model complexity with available information. While more detailed, physically based models 
might have provided better approximations of debris-flow behavior and inundation zones, time and resource 
constraints, data limitations, and the size of the study areas precluded the use of these models. In addition, few, if any, 
models have been developed for, calibrated, or tested on post-fire debris flows. Unlike debris flows mobilized from 
shallow landslides, post-fire debris flows are frequently triggered when runoff concentrates in steep channels (Meyer 
and Wells, 1997; Kean et al., 2011). As such, post-fire debris-flow surges are often embedded within, and interact 
with, water-dominated flows. The resulting implications for debris-flow mobility are not clear. 
The empirical, volume-driven Laharz model (Iverson et al., 1998; Schilling, 2014) was selected to simulate post-
fire debris-flow inundation for the Coconino County study. This model was selected because modified mobility 
coefficients had been developed for Arizona debris flows (Magirl et al., 2010) and the model could be further tested 
with data of mapped post-Schultz Fire flow deposits (Youberg, 2017). Laharz, in its current form, requires the user to 
determine where deposition will begin and, because it simply deposits flow across the topography based on volume 
and mobility coefficients, it does not accurately reflect flow behavior. Based on Laharz results from the Schultz burn 
area, this model was deemed acceptable for the Coconino County study. We revisit this issue because better 
methodologies for assessing and delineating potential inundation zones are needed for upcoming pre-fire hazard 
assessments. In this study, we use Laharz and a process-based model to assess debris-flow runout from a recently 
burned basin. The actual extent of debris-flow runout is known, which allows us to compare model performance and 
assess the utility of the two modelling approaches. 
2. Study Area
In June 2010, the small but severe Schultz Fire burned 6100 ha on the eastern slopes of the San Francisco Peaks 
northeast of Flagstaff, Arizona (Figure 1). This wind-driven fire burned 60% of the area within the first 24 hours with 
the majority of the fire area burned at moderate (27%) to high (40%) severity on moderate to very steep slopes (Figure 
1; USDA Forest Service, 2010). The fire was followed by a wetter than average monsoon which resulted in numerous 
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debris flows, extensive flooding, the destruction of a city waterline, damage to homes and other infrastructure, and the 
loss of one life (Youberg et al., 2010). Reconnaissance fieldwork was conducted in August and September 2010 to 
document which storms and basins produced debris flows (Youberg, 2015) and to map and classify deposits as debris 
flow, flood, or reworked/mixed (i.e. deposits with debris-flow characteristics - unsorted, snouts, levees - reworked by 
hyper-concentrated and flood flows) (Youberg, 2017). The modeling efforts in this study focus on basin 9120, which 
produced debris flows on June 20 and August 16, 2010, and numerous floods throughout the summer (Youberg et al., 
2010). The mapped reworked/mixed deposit (Figure 1, orange polygons) may have initially been emplaced during the 
first debris-flow event, June 20, and subsequently reworked. The mapped debris-flow deposits (Figure 1, dark brown 
polygons) were likely emplaced during the second debris-flow event, August 16. Debris-flow volume estimates for 
basins in the Schultz Fire burn area ranged from 1000 m3 to 14,000 m3 but were most frequently 3000 m3 and averaged 
5000 m3 (Youberg, 2015). 
Figure 2. Debris flow (dark brown), reworked/mixed (orange), alluvial (yellow) deposits, and sheetflow areas (light blue) mapped during August 
and September 2010 (a) (from Youberg, 2017). Basin 9120 on June 29, 2010, looking upstream from FR 146 (b), when it was an unincised swale 
(Photo: City of Flagstaff), and on August 4, 2010, looking NE from FR 146 (c) with debris-flow deposits on and above the road (Photo: City of 
Flagstaff). Below the road, the channel is incised 2-3 m.  
3. Methods
3.1. Laharz modeling 
Laharz is a volume-driven empirical model first developed to identify potential hazard zones from volcanic lahars 
(Iverson et al., 1998), and later modified to include rock avalanches and worldwide debris flows (Griswold and Iverson, 
2008), and saturation-induced debris flows in Arizona (Magirl et al., 2010). Laharz uses digital topography and two 
volume-based flow equations with mobility coefficients, α1 and α2, to define inundation of cross-sectional area, A, and 
planimetric area, B (Table 1), occupied by the flow as it moves down the channel until the volume is exhausted 
(Schilling, 2014). The mobility coefficients are statistically derived from past debris-flow inundation data of high-flow 
marks (e.g. scouring, strandlines, log jams) and runout (e.g. snouts, levees) (Griswold and Iverson, 2008). Here, we 
calculated and assessed results using both worldwide and modified Arizona mobility coefficients.  
Table 1. Laharz coefficients for two different mobility characteristics. Volumes modeled were 1,000, 3,000 and 
5,000 m3. 
Mobility coefficients, x and y Cross-sectional area, A = α1V2/3  Planimetric area, B = α2V2/3 
Worldwide (Griswold and Iverson, 2008) 0.1 20 
Arizona (Magirl et al., 2010) 0.1 40 
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Simulations were run to assess inundation downstream of basin 9120 with deposition beginning where the channel 
debouches onto the piedmont at approximately 444832 m E and 3906084 m N (Figure 3a). Debris-flow volumes of 
1000 m3, 3000 m3 and 5000 m3 were chosen based on previous mapping (Youberg, 2015) and expected debris-flow 
volumes from 1- to 2-year precipitation (Youberg, 2017). The digital topography (1 m) was derived from airborne 
lidar collected in 2012. We selected this post-event topography as the available pre-event digital topography was of 
poor quality and hydrologically incorrect (drainages didn’t follow actual topography). The extent and locations of 
modeled deposition and mapped deposits, which reflect geomorphic conditions after the second set of debris-flow-
producing storms on August 16, 2010, were assessed using two different metrics. First, we computed the percentage 
of aerial overlap between modeled and mapped deposits. Second, to assess differences between observed and modeled 
runout potential, we report the distance between the base of the modeled deposit and the base of the mapped deposits. 
Figure 3. Laharz results for volumes of 1000 m3 (yellow), 3000 m3 (light blue), and 5000 m3 (dark blue) using the equations for worldwide (WW) 
debris flows (a) and the modified Arizona (AZ) equations (b). Black line is a debris-flow deposit, and brown lines are reworked/mixed debris-flow 
deposits reworked by hyperconcentrated and flood flows. The white arrow indicates where deposition begins in the model runs. 
3.2. Process-based debris flow routing model 
The debris flow routing model is based on a set of conservation laws for mass and momentum in a 3D depth-

































where h is flow depth, u and v represent velocity in the x and y directions respectively, gx, gy, and gz are the components 
of gravitational acceleration in the x, y, and z, directions, λ=pb/ρgzh is the ratio of the pore fluid pressure (pb) to the 
total basal normal stress, φ is the bed friction angle, and µ is the pore fluid viscosity. The flow resistance is dominated 
in most cases by the second term on the right-hand side of equations (2) and (3), which represents the effects of friction 
modified by pore fluid pressure. The viscous resistance, represented by the third term on the right-hand side of 
equations (2) and (3), is generally small in comparison. Here, we assume a pore fluid viscosity of µ=0.1 Pa s, consistent 
with muddy water (e.g. Denlinger and Iverson, 2001). The governing equations are solved using a Godunov-type finite 
volume method, where the numerical fluxes are computed with the Harten-Lax-vanLeer-Contact (HLLC) approximate 
Riemann solver (e.g. Toro, 2013) and source terms are treated explicitly. Additional details on the numerical solution, 
including a thorough description of the flux computations, can be found in McGuire et al. (2016).  
The ratio of the pore fluid pressure to the total basal normal stress, λ, is held fixed throughout each simulation 
although its value does vary among simulations. In reality, the pore fluid pressure will change with time throughout 
the flow event. Here, rather than reconstructing detailed dynamics of a flow event, we instead seek to simulate debris-
flow runout following wildfire using a simplified process-based routing model with a minimal number of parameters. 
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Results from this model can then be used to assess the benefits and weaknesses of employing Laharz and to provide 
guidance for moving forward with refining the process-based model. 
Debris-flow runout simulations were performed using the routing model at basin 9120 (Figure 2). For all 
simulations, a static volume of debris was initialized in a channel reach defined between points 444539 m E - 30906328 
m N and 44698 m E - 3906274 m N (Figure 4a). This particular reach was chosen since it is near the bottom of the 
study basin, but the banks of the channel are still defined. Thus, it was possible to initialize the debri- flow volume 
within the channel, where post-fire debris flows typically initiate, in a channel section where we can reasonably assume 
that the debris flow was no longer entraining a substantial amount of material, and had likely achieved its final volume 
at that point in the basin. The debris flow moves from its static initial position once the simulation begins and is routed 
downslope to its final stopping point. Simulations were run with two different volumes, 1000 m3 and 5000 m3, as well 




Laharz runs were conducted using the worldwide debris-flow equations (Griswold and Iverson, 2008) and the modified 
Arizona equations (Magirl et al., 2010) with volumes of 1000 m3, 3000 m3 and 5000 m3 (Table 1). The Arizona model 
more reasonably captures the mapped debris-flow deposit and begins to encompass the reworked/mixed deposit, while 
the worldwide model more dramatically underestimated the runout distance (Table 2, Figure 3).  
4.2. Process-based debris flow routing model 
Debris-flow runout varies considerably among simulations due to changes in the friction angle, φ, and the ratio of 
pore fluid pressure to total basal normal stress, λ (Figure 4). In cases were λ=0.65, the debris flow spreads out of the 
channel and runout is severely underestimated regardless of whether φ=30° or φ=35°. Increasing λ leads to a decrease 
in the effective normal stress and a corresponding increase in flow mobility, as expected. Varying the friction angle 
from φ=35° to φ=30° increases the runout distance of the leading edge of the flow by roughly 400 m. Choosing λ=0.8 
and φ=35° results in the best match between the modeled and mapped deposits. Although volume clearly affects 
deposit thickness, it has minimal impacts on flow mobility at our study site. 
5. Discussion
Laharz with the Arizona mobility coefficients appears to better capture the extent of the mapped debris-flow deposit
(Figure 3, black line) and begins to capture the reworked/mixed deposit (Table 2, Figure 3, brown lines), however 
neither set of mobility coefficients result in a simulation that fully captures the downstream extent of reworked/mixed 
deposits. There may be several reasons for this. First, mobility coefficients developed from and for post-fire debris 
flows may provide better results. Second, mapped debris-flow and reworked/mixed deposits were likely deposited 
during two different storms and thus may be difficult to reproduce by assuming they were emplaced at the same time. 
Lastly, we route the debris flows over post-event topography due to the poor quality of pre-event DEMs, which has 
potential implications for debris-flow spreading and runout. As such, model results reflect those expected under current 
topographic configurations rather than topography at the time of the flows. 
A drawback of using Laharz is that users are required to define where deposition begins, which is difficult to 
estimate, especially given the dramatic geomorphic changes typical of the disturbed post-fire environment. In the 
Coconino County study, this problem was addressed by modeling a wide range of volumes (half-order magnitudes 
from 103 to 105 m3), and selecting multiple deposition points using channel gradients and potential fan avulsion areas 
(Youberg, 2017). Results were then combined and generalized to create debris-flow hazard zones (first-order 
approximations) in each pilot study area (Loverich et al., 2017). 
The benefit of using a process-based routing model is that the deposition location does not need to be defined a 
priori. A debris-flow initiation location is still needed, but it may be possible to estimate initiation locations within a 
watershed using a hydrologic model and critical discharge thresholds required for bed failure (Gregoretti and Fontana, 
2008). The major uncertainties associated with the routing model used here include the friction angle and the ratio of 
pore fluid pressure to total basal normal stress. Runout extent and deposit shape were quite variable due to changes in 
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the friction angle, φ, and the ratio of pore fluid pressure to total basal normal stress, λ (Figure 4). Note that post-fire 
topography was also used with this model which likely influenced lateral spread and runout patterns. In all cases when 
λ = 0.65, regardless of friction angle, the model overestimated lateral spread and severely underestimated debris-flow 
runout (Table 2). The simulations for both volumes using λ = 0.8 and φ = 0.35 provided the best match between 
mapped and modeled deposits and performed better than other model configurations and Laharz (Table 2, Figure 4). 
A challenge in using a process-based routing model, even one with a minimal number of parameters as presented here, 
is that the results can be sensitive to small changes of parameters. Both λ = 0.65 and λ = 0.8 are reasonable choices, 
given that pore fluid pressures are likely high initially (i.e. λ=0.9) and then decay with time (e.g. Denlinger and Iverson, 
2001), yet they result in very different inundation predictions. Using λ = 0.8 is consistent with a debris flow that 
maintains high pore fluid pressure throughout the entirety of its runout. The fact that simulations assuming high pore 
fluid pressures perform the best could be a result of the interaction between the debris flows and the surrounding water-
dominated flow. Here, however, we only simulate the debris flow and neglect the water-dominated flow that the debris 
flow was likely embedded in.  
Figure 4. Results from the 8 process-based model runs for various values of λ and φ as well as total flow volumes 
of 1000 m3 (a, d, b, e) and 5000 m3 (c, f, g, h). White line with arrows in (a) shows the model initiation reach. 
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While the process-based debris-flow model is generally more complex and time consuming to run compared with 
Laharz, it may provide results that more accurately reflect debris-flow behavior and it is possible to constrain certain 
parameters (e.g. friction angle) given knowledge of debris-flow constituents (Table 2). Hence, there is potential for 
using the process-based routing model described here to develop inundation zones, particularly when there is not an 
immediate time constraint posed by an impending rainstorm (i.e. pre-fire assessments of post-fire hazards), if λ and ϕ 
can be sufficiently constrained. Given the spread in inundation scenarios simulated by the model for relatively narrow 
parameter ranges (0.65<λ<0.8, 30°<ϕ<35°), studies that help to identify typical parameter values for post-fire debris 
flows would aid in limiting the number of simulations required for sensitivity analyses. 
Table 2. Metrics used to compare model results with mapped deposits. The downstream extent of modeled deposits 
is compared with the downstream extent of mapped debris-flow (column 2) and reworked/mixed flow (column 3) 
deposits. Negative numbers indicate modeled deposits stop upslope of the downstream extent of the mapped 
deposits. The percent-area overlap between modeled deposits with mapped debris-flow (column 4) and 
reworked/mixed (column 5) deposits provides another assessment of each model  
6. Conclusions
The two-model approach presented here is helpful for assessing the shortcomings and benefits of empirical and 
process-based debris-flow inundation models, and for identifying the next steps needed for developing a method to 
identify post-fire debris-flow hazard zones before a fire begins. While Laharz is efficient for assessing inundation over 
large areas, especially under data limitations and constraints of time and resources, it requires the user to reasonably 
determine the location of deposition a priori. Also, mobility coefficients for post-fire debris flows have not yet been 
developed. A new version of Laharz is under development, and will allow the user to identify initiation areas and 
channel-slope thresholds below which deposition begins (Reid et al., 2016; D. Brien, personal communication). Once 
mobility coefficients for post-fire debris flows are developed, Laharz may more adequately represent post-fire debris-
flow inundation zones. The process-based routing model, using two sets of parameters, provided quite variable results. 
Nevertheless, results using λ = 0.8 and φ = 0.35 provided a reasonable match between mapped and modeled deposits. 
Future work with this model could focus on identifying the typical range of key parameters for post-fire debris flows, 
such as ratio of pore fluid pressure to total basal normal stress (λ), that could be used for developing plausible 
inundation zones. Mapped deposits from the Schultz Fire and other fires could be used to help develop Laharz mobility 




Average distance upstream (-) / 
downstream (+) from base of modeled 
deposits to 
Percent area overlap between 
modeled deposit and mapped 
deposits 
Base of mapped 
debris-flow deposit 









depthV1k_λ0.80 φ30 516 320 0% 23% 
depthV1k_λ0.80 φ35 137 -77 98% 20% 
depthV1k_λ0.65 φ30 -203 -285 0% 0% 
depthV1k_λ0.65 φ35 -272 -309 0% 0% 
depthV5k_λ0.80 φ30 475 263 0% 42% 
depthV5k_λ0.80 φ35 156 -12 100% 57% 
depthV5k_λ0.65 φ30 -112 -324 13% 0% 
depthV5k_λ0.65 φ35 -179 -353 0% 0% 
Laharz Model 
AZ_V1k 28 157 89% 3% 
AZ_V3k 99 163 95% 11% 
AZ_V5k 68 113 98% 20% 
WW_V1k -56 -254 67% 0% 
WW_V3k -40 -239 82% 0% 
WW_V5k -35 -234 89% 0% 
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