Abstract Surgeons use information from multiple sources when making surgical decisions. These include volumetric datasets (such as CT, PET, MRI, and their variants), 2D datasets (such as endoscopic videos), and vector-valued datasets (such as computer simulations). Presenting all the information to the user in an effective manner is a challenging problem. In this paper, we present a visualization approach that displays the information from various sources in a single coherent view. The system allows the user to explore and manipulate volumetric datasets, display analysis of dataset values in local regions, combine 2D and 3D imaging modalities and display results of vector-based computer simulations. Several interaction methods are discussed: in addition to traditional interfaces including mouse and trackers, gesture-based natural interaction methods are shown to control these visualizations with real-time performance. An example of a medical application (medialization laryngoplasty) is presented to demonstrate how the combination of different modalities can be used in a surgical setting with our approach.
Introduction
Volumetric medical datasets are ubiquitous, but visualizing desired information, filtering out irrelevant information, and understanding the spatial relationships between them are challenging tasks, especially with multiple information sources [1] . Examples include data sources such as CT, MRI, PET, and SPECT, as well as color information from endoscopic cameras that are not present in volumetric modalities, and computer simulations producing 3D vector fields such as blood or air flow [2] . Inter-and intra-modality occlusion of data values complicates the visualization of the 3D information on a 2D screen. Another important feature surgical visualization approaches need to have is helping the surgeon to construct the cognitive mapping between the virtual world and the real world. The physician has to deduce the correspondence between these different spaces, which is usually helped by his domain knowledge. This manual mental registration might result in large variability and errors. For instance, incorrect judgment of surgical target location might lead to suboptimal surgical results or unnecessary trauma to neighboring anatomical structures. Even though volumetric visualization approaches aim to provide accurate 3D information to the surgeon, spatial relationships between these datasets can be difficult to comprehend. For example, the perception of one volumetric object passing behind another is based on mental models of object shape and movement, rather than direct volumetric perception [3] . Therefore, interactive volume visualization systems that provide explicit spatial control can be useful to infer these relationships.
Our visualization approach aims to overcome these problems, with the goal of integrating multiple data modalities in a single view, to help with establishing the cognitive mapping among them. The system gives the user a detailed rendering of the "interesting" parts of the data (the focus region), while displaying the rest (the context region) with less emphasis to provide the contextual information for the focus. However, deciding what is "interesting" is a difficult problem, as this can change for each application domain and user. In our case, the interesting parts can be a subset of one or more of the datasets. We give the user interactive control over the location of focus region (which is a sub-volume with either static or userdefined shape) and the rendering parameters for this region (e.g., applied transfer function). We define these focus regions as "lens filters". A lens filter can be assigned a dataset and corresponding rendering parameters (e.g., transfer function, transparency). Furthermore, as will be described in the following sections, analysis operations (e.g., calculating local histograms) and non-traditional medical datasets (e.g., vector-based, color information) can be assigned to different lens filters. Multiple datasets and rendering styles can be combined in one or more different lens filters, since our approach allows selection of multiple arbitrarily shaped volumetric regions. This approach has two main advantages. First, the user can change the rendering style for a specific region of interest and using a combination of these styles can create a desired visualization effect. Second, by interactively exploring and manipulating the datasets, information, and complex relationships between datasets that are not apparent can be discovered, while maintaining the understanding about spatial relationships.
The purpose of this paper is to present a conceptual overview of our visualization approaches and to describe how they can improve on the current medical practice. We have focused on surgical applications in our research because the contextual information is very important to help establish the connection between the visualization and the patient, since the main goal of the visualization is to reach a certain surgical target on the patient. Therefore, the surgeon has to make the connection between what he sees on the screen and the patient (i.e., mental registration). Furthermore, color information that is normally not available in medical modalities is fused into the visualization to help with this cognitive mapping. We envision that focus+context visualization methods can provide a viable alternative to traditional 2D-slice-based visualization methods because they can produce 3D visualizations, which require an easier cognitive mapping to the patient since they are more similar to what the surgeon sees in the operating room. At the same time, the lens filters can be used to remove occlusion in local regions, which is one of the most important obstacles in volume visualization, and reveal desired internal anatomical information.
Image-guided surgery systems have been applied to various surgical procedures [4, 5] . Focus+context visualization is an information visualization technique that has been applied to medical visualization by several researchers, examples include ClearView [6] and Svakhine et al.'s illustrative visualization methods [7] . A subset of focus+context visualization called magic lens uses static shaped spatial filters to define the focus region [8] and has been applied to volume visualization [9, 10] . Our application extends this method to handle real-time volume selection operations using multiple medical datasets (volumetric, image, and vector-based). This approach is similar to a volume editing method, such as VolumeShop [11] and Burger et al.'s direct volume editing approach [12] . In this paper, we build on our previous work in improved performance and removing limitations of previous volume editing methods such as limited brush sizes [13] . First, we propose an extension to the lens filter approach by introducing analysis lens filters, which can perform computations in user-defined local regions. We also propose to add datasets such as vectorbased 3D datasets and color information from 2D images to be combined with volumetric datasets. These datasets are traditionally displayed separately from 3D renderings in medical practice, requiring the physician to mentally combine these multiple sources of information. We believe that combination of these multiple datasets can be an improvement to the current medical practice, and visualizing all available datasets in a single view can improve the understanding of spatial relationships between multiple datasets. The following sections will describe conceptual details about our magic lens visualization and volume editing approach, introduce our data analysis and vector-based dataset lens filters and their implementation, discuss registration and fusion of 2D images with 3D datasets, and introduce interaction methods we propose to use in our applications.
Materials and Methods

Magic Lens Visualization
Magic lenses were first defined as spatial filters to "modify the visual appearance of objects, enhance data of interest, or suppress distracting information" [8] . Our application uses multiple co-registered datasets to enable data exploration and improve understanding of spatial relationships between different datasets. Figure 1 demonstrates the use of this visualization method where internal structures of volumetric datasets are visualized together with the surrounding context of skin and soft tissue, with the user exploring the dataset by changing the location of a sub-volume. Since the context rendering is similar to what the surgeon would see in the operating room, mental registration is improved. Furthermore, since the lens region has a fixed 3D shape and size, interactively changing its location can improve spatial understanding of rendered anatomical structures.
Interactive Region Selection and Multimodal Visualization
Magic lens visualization can be beneficial for data exploration; however, the lens shape is usually static. A useful extension to this paradigm is enabling real-time region selection. This way, the lens volume is used as a volumetric brush to change the rendering styles in arbitrary-shaped user-selected regions. Different lenses can be assigned different dataset/ transfer function pairs, and the users can select multiple arbitrary shaped regions to see the spatial relationships contained in different datasets. We can use this approach to visualize multiple datasets in a single view. Figure 2 is an example of this: 3D renderings of co-registered MRI, CT, and PET scans are combined in a single view to combine information from these multiple information sources in a cohesive view. The lens region has been used as a brush to perform an accumulated selection action. The advantage of this approach is that the lens area can be considered as a "preview" of this editing action. While exploring the dataset with the magic lens, the user can decide to save the rendering parameters to the currently selected region, resulting in arbitrarily shaped selection regions. This way, the exploration, and editing tasks are conceptually combined, and the user can interactively toggle between volume exploration and volume selection (or editing). It should be noted that an ICP-based registration method [14] was used for intra-modality registration in our examples, but the exact nature of this registration is not important for our visualization method.
Local Image Analysis
Data exploration using volumetric lens filters enables the user to change the visualization locally. A useful extension to this is to give user data analysis tools applied to the same local region. Data features that are difficult to comprehend visually can be visualized with additional data plots, for instance by displaying histograms and scatterplots of selected local regions. The lens filter for visualization and analysis can be same or different, e.g., the user may want to use a lens filter to see the soft tissue from an MRI, while seeing a histogram of the CT dataset in the same region. Figure 3 shows an example analysis lens filter: a local histogram.
Since the location of the lens filter may change at any time, the analysis lens filters have to be recalculated in every frame. Even in the case of histogram, which is algorithmically very simple, this introduces a big computational burden, as every voxel contained in the lens filter has to be considered, and this computation has to be repeated every frame while keeping interactive frame rates. We have developed an implementation Fig. 1 Example of use of magic lens visualization for data exploration by moving the lens left to right. The lens region uses a transfer function that shows vascular structures, while the rest of the dataset shows skin and soft tissue to provide context Fig. 2 Example of multimodal visualization in a single view, the user has selected arbitrary shaped volumetric regions to combine CT, MRI, and PET datasets that takes advantage of modern graphics processing unit (GPU) architectures (specifically vertex texture fetch architecture [15] ), which enables interactive local computation for analysis filters, inspired by the scattering technique to calculate histograms [16] . From a high level, this approach uses the fact that drawing simple point primitives are fast operations that can be processed in parallel by the help of GPUs. Figure 4 illustrates this approach using a 2D image for simplicity. To calculate a histogram, a point is drawn on a 1D image for each voxel in a 3D dataset. The location of where to draw each point is based on the voxel value. If more voxels contain a certain value (e.g., value "1" in Fig. 4 ), more points are drawn at that location in the histogram image. After all the points are drawn on the histogram image, a simple blending operation accumulates multiple points drawn, and creates the resulting histogram image. For a 2D scatterplot, a similar process would be carried out using a 2D output image rather than a 1D histogram.
Visualization of Vector-Based Datasets
In a growing number of medical applications, vector fieldbased datasets are being used along with scalar ones, such as acquired datasets showing change (e.g., Doppler, 2D/3D contrast-enhanced ultrasound) as well as computer simulations (blood or air flow using computational fluid dynamics (CFD)). Displaying this information along with the anatomy would greatly improve the understanding between vector fields and their anatomical context.
As an example for such an integration, we introduce a vector field visualization lens filter (Fig. 5 ). We used a flow volume dataset produced by a CFD simulation. The CFD data was acquired using the same volumetric geometry; therefore, registration was not an issue. The flow was visualized using particle advection. The lens filter can be used to change the color or opacity of particles inside and outside the lens region. For instance, color can be changed with respect to velocity, vorticity, or pressure, and the opacity can be selected to reflect the magnitude of these values. Any of these options can be combined in the same or using multiple lens filters. For instance, a user can select one filter to highlight high-velocity data points while a second filter can make low-pressure particles transparent. This local selection can be used to reduce occlusion caused by particles in less important locations and highlight the desired information.
In particle advection-based flow visualization techniques, it is necessary to keep "injecting" particles into the flow stream to maintain visualization continuity. However, introducing too many particles can result in cluttering and data occlusion. We implemented an interaction scheme to interactively change the injection position. By changing the location of injection, the user can inject particles in a local region to help improve the local understanding of flow features in the desired region. An example for efficient use of this interaction technique is virtual endoscopy. By injecting flow at the current camera position, the particles can be injected to the current viewport, reducing cluttering, and occlusion due to unnecessary particles.
For better integration to our raycasting shader, we chose to use a particle-based visualization method. We used a similar approach that was briefly outlined by Li et al. [17] . The vertex shader was used with two passes to render the flow particles. The particles are initialized at positions interactively selected as explained above inside the volume, and the position for each vertex is stored in a texture. In the first pass, by fetching velocity values for the corresponding positions, particles are advected to their new positions. The second pass is done to render the particles, and appropriate opacity/color values are assigned based on the selected lens filter style and current lens filter location. To maintain interactive frame rates, total number of particles was kept constant, and particles are "recycled" back into the flow when they (1) exit the flow volume or (2) are "stuck" with near-zero velocity positions. This approach produces real-time frame rates for flow visualization and can be easily combined with traditional raycasting-based volume rendering techniques.
3D Image Fusion
As described in the Introduction, one of our main motivations of using a focus+context visualization-based visualization method was to help with the mental registration process in the operating room. Color and texture information is crucial to establish these kinds of connections, but are not present in traditional medical datasets such as CTs and MRIs. In a growing number of applications, still images or video frames from external (e.g., maxillofacial surgeries) or internal (e.g., endoscopic surgeries) are present, but displayed separately from the volume visualizations, complicating the mental registration process. We propose to use 3D image fusion to merge the color and texture information from video frames with the topographic information from the 3D CT or MRI. By doing so, the spatial relationship of information present in both imaging modalities can be visualized in a single coherent view.
Using the registration method that will be described in the next section, a corresponding rendered virtual view is created for each video frame. Since these views are registered, we should have a correspondence between every virtual point in the real camera image, from which the color information will be taken. Then, the color information is projected onto the corresponding surface in the rendered view, and this correspondence is stored in texture coordinates of the polygonal meshes that are created from the volumetric dataset in a preprocessing step. The video image is then texture mapped onto the surface where it remains there permanently. Weighted blending is applied when multiple video frames overlap on a surface. Weights are assigned to each image for each polygon in the polygonal mesh based on the polygon's distance and angle with respect to the camera during image projection.
After the fusion process, the user can select arbitrary viewpoints to visualize the video in relation to the patient's 3D volume, which is an improvement compared to traditional augmented reality-based approaches. From the selected viewpoint, a modified version of traditional raycasting-based rendering is performed to combine the color texture mapped on the surface mesh with volume samples to produce a final volume-rendered view of the fused data. Figure 6 shows an example of this, where a volume rendering is created from a single endoscopic video frame fused with a 3D CT data set. An extension to our lens filters approach is using lens filters to control the transparency of the texture-mapped images locally, which can be used to display internal structures in desired areas while keeping color information in the rest of the visualization to give context.
Registration of 2D and 3D Modalities
To be able to fuse 2D and 3D images, we have to produce virtual views that are similar to our video frames (e.g., Fig. 6(a)  and (b) ). For this 2D-3D registration, we applied a previously proposed method [18] .
The registration is performed by matching the viewpoints of the two cameras; one is a real camera, which captures the 2D . Note that after fusion is performed the volume rendering can be viewed from any arbitrary viewpoint images, and the other is the virtual camera, which is used to render the volume from 3D CT scans. Optimal viewpoint is determined by finding the viewpoint with the maximum similarity measure between the 2D image and the CT rendered image. We used normalized mutual information (NMI) as a similarity measure [19] . To find an optimal viewpoint with the largest NMI, we adapted downhill simplex optimization method. Although NMI is a robust measure for multimodality registration, the registration based on NMI can be unstable when it is applied to the 2D images and CT rendered image that have quite different surface illumination. For a robust registration regardless of the difference of the two images, the NMI is calculated in the gradient images as well as in the original intensity images. The viewpoint is optimized using the weighted sum of the two NMI values. To emphasize the measure calculated from the region of interest, the high gradient pixels in two images are found and a larger weight is assigned to the region of interest for the calculation of the NMI.
Interaction Methods
The final component in our visualization approach is defining the interaction methods to be used by the users to control the lens location. The interaction with the system can be done in a variety of ways: using the mouse (where the projected cursor position is used as the current lens position), using optical or electromagnetic trackers (where the position and orientation of tracked sensors/markers can be used in 3D to define the lens transformation), or using the extracted hand positions of the user with a depth camera (e. g., Microsoft Kinect). Figure 7 shows examples of optical and electromagnetic tracking, and gesture-based interaction using the user's hand position. Each of these methods has advantages and disadvantages. The mouse is familiar and cheap, but translating the 2D motion of the mouse to 6 degrees-of-freedom of the lens transformation is difficult. Trackers are generally used in surgical settings, but cost, line-of-sight requirement, and calibration (for optical tracking) and possible interference (for electromagnetic tracking) can cause problems. Furthermore, all these tactile interaction methods cause sterilization concerns when used in the operating room environment [20] . Gesture-based interaction eliminates the sterilization requirement because the camera can be placed in the non-sterile working area and no additional equipment is necessary. Furthermore, intuitive interaction methods can be developed since people are naturally used to interact with their environment using gestures. For instance, our recent studies have shown that novice users can perform volume rotation tasks more effectively using a gesture-based interface compared to the mouse [21] . However, accuracy of such methods has to be studied further: we will provide our results comparing the accuracy of using the mouse and a gesture-based interface using the magic lens visualization in the results section.
Results
The proposed methods have been implemented to provide interactive frame rates. A Dell Precision 690 system with 4GBs of RAM with an NVIDIA Quadro FX 4600 graphics card with 768MBs of graphics memory was used to test the rendering speeds. The introduction of the lens rendering causes no noticeable performance drop, since the only pre-rendering step is rendering the polygonal lens shape (about 0.5 ms, with 30 frames per second overall performance). Volume editing performance was achieved about 92% of volume rendering frame rates (around 26 frames per second). Similarly, GPU implementation methods enable image fusion operations, analysis, and vector-valued lens filters to be applied interactively.
We have evaluated the registration accuracy by measuring the sensitivity to the initial viewpoint of the CT rendered image. The registration was initialized by fixing the real camera at a true viewpoint which was calculated by manually matching the CT-rendered image to the endoscopic image as close as possible. Starting from multiple initial viewpoints of the virtual camera that were within a vicinity of the true viewpoint, an optimization process found the optimal viewpoint. The sensitivity to the initial viewpoint was measured by calculating the error between the true viewpoint and the registration result and by finding the range of the initial viewpoints that result in the acceptable registration. If the error is low for a wider range of the initial viewpoints, the registration can be considered as more accurate and acceptable. We assumed that the registration is acceptable when the difference of the view positions is less than 6 mm. Previous research suggested that 5 mm of positional and 5°of rotational error is an acceptable threshold [22], therefore we tested if our methods can produce results in this acceptable range. Our tests indeed showed that the registration was acceptable for the initial viewpoints translated by (−8, 8 mm), (−10, 10 mm), (−7, 6 mm) along x-, y-, and z-axis and rotated by (−20°, 11°), (−7°, 14°), (−20°, 20°) along x-, y-, and z-axis.
We have conducted a user study comparing a slice-based 2D visualization system using the mouse with the magic lens visualization using gestures extracted via Microsoft Kinect camera. 15 volunteers participated in the study (average age 29.4, all college-educated adults that consented to an IRB-approved experiment protocol). We used the OpenNI framework [23] to extract the hand position for the experiment. The experiment consisted of finding artificially inserted targets placed inside a volumetric dataset. The mouse interface used a slider control that changed the location of the slice (shown on the right side of the screen, left side showing the volume rendering showing the overall shape and a placeholder for the slice). The lens visualization showed the same dataset in 3D, where the lens volume revealed the targets in the currently selected location. Example screens can be seen in Fig. 8 . Each trial had a randomly selected target and nine additional distractors (same shape as the target with smaller size), and the performance was compared in terms of time and accuracy. The magic lens interface was faster on average (mean, 6.6 s) compared to mouse (8.2 s), but had a higher variance (2.8 and 2.0, respectively). In terms of accuracy, mouse outperformed the gesture-based interface (5.3 vs 9.9 error units). Data distribution plots can be seen in Fig. 9 . Even though our relatively small sample size might have prevented us from achieving more definitive results on the effectiveness of magic lens and gesture-based interfaces, the analysis of the data provided us with valuable and promising results. The experiments reinforced our assumptions that focus+context visualization can be used for fast exploration of volumetric datasets. However, for successful use of gesture-based interfaces in volume visualization tasks, further research into methods to improve accuracy is necessary.
Discussion
Example Application: Medialization Laryngoplasty
As a test bed to demonstrate the effectiveness of our approach, we used pre-surgery planning and image guidance for medialization laryngoplasty [24, 25] . This surgical procedure aims to correct vocal fold deformities by implanting a uniquely configured structural support in the thyroid cartilage. The implant shape and location is very critical, which makes the revision Fig. 8 Sample screens used for experiments rate for this surgery as high as 24% even for experienced surgeons. In current medical practice, a preoperative CT scan and laryngoscope (a non-rigid endoscope inserted through the nasal cavity) evaluation is done prior to the surgery; and an implant shape and location is planned. During the surgery, the surgeon uses this information, along with the revealed anatomy and intra-operative laryngoscope to place the implant for optimal vocal fold correction. Vocal fold deformities causing problems for phonation are analyzed using fluid flow generated by patient-specific CFD simulations [2, 26] . Our choice of this procedure was motivated by the number and type of data modalities used in the decision making: namely volumetric CT data, pre-and intra-operative laryngoscopic video and patientspecific CFD simulation that shows the air flow necessary for phonation. The surgeon has to mentally fuse all the information and decide the corresponding position on the patient to successfully place the implant at the optimal position.
Our approach can be integrated into this workflow to improve the efficiency and success rate (Fig. 10) . Instead of all the information normally available to the surgeon presented separately (denoted by a dotted arrow in Fig. 10) , the surgeon would have the ability to visualize all of the available datasets in an integrated manner. By displaying the anatomical information using magic lens-based data exploration and via volume editing, it is possible to see the relative position of the vocal fold with respect to the laryngeal cartilage, which is normally not visible to the surgeon. Similarly, by fusing laryngoscope and external video camera images with the volume data the surgeon can have better spatial awareness of what he sees in the videos, and can have improved mental registration to help locate target locations on the patient more effectively. The flow simulation data can be incorporated to detect areas with lower flow velocity or irregular flow for phonation. An interactively adjustable implant can be included into the visualization and can serve as a guideline during the surgery for optimal implant placement.
Conclusion
In this paper, we described a visualization system that integrates multiple modalities for surgical applications. By interactively changing the rendering parameters in a user-selected local volumetric region, effective, and intuitive visualization of different datasets is possible. As examples of our approach, modalities such as computer simulations and real-time camera images, which are conventionally not integrated into medical visualization, were used to improve overall understanding of the relationships between datasets. We believe these visualization techniques can improve the effectiveness of surgical planning and image-guided surgery procedures.
The approaches were developed in close collaboration and with feedback from surgeons and radiologists. Even though we have conducted user studies to evaluate the effectiveness of some of our interaction methods, further investigation of our methods with medically trained users would be very beneficial. We are currently planning on such studies to test the effectiveness of magic lens interfaces and providing the ability of volume editing, as well as if integrating multiple modalities eases the mental fusion process. These kinds of systematic studies about volumetric visualization and corresponding interaction methods are crucial for the increased use of 3D visualization in medical practice.
Our approach is flexible in terms of addition of different modalities and rendering styles depending on the application domain. As a medical application domain, we believe blood flow is a good candidate for our approach to integrate either acquired (Doppler/contrast-enhanced ultrasound, contrast CT/MRI) or calculated (cardiac strain, blood flow simulations) flow datasets with traditional anatomical volume information.
