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НАБЛИЖЕНИЙ СИНТЕЗ РОЗПОДIЛЕНОГО ОБМЕЖЕНОГО КЕРУВАННЯ
ВПАРАБОЛIЧНIЙ ЗАДАЧI ЗIШВИДКООСЦИЛЮЮЧИМИКОЕФIЦIЄНТАМИ
We study the problem of finding the optimal control in the form of feedback (synthesis) for a linear–quadratic problem in
the form of a parabolic equation with rapidly oscillating coefficients and distributed control on the right-hand side (whose
Fourier coefficients obey certain restrictions in the form of inequalities) and a quadratic quality criterion. We deduce
the exact formula of synthesis and justify its approximate form corresponding to the replacement of rapidly oscillating
coefficients by their averaged values.
Рассматривается задача нахождения оптимального управления в форме обратной связи (синтеза) для линейно-
квадратичной задачи, состоящей из параболического уравнения с быстроосциллирующими коэффициентами и
распределенным управлением в правой части, на коэффициенты Фурье которого наложено ограничение типа не-
равенств, и квадратичного критерия качества. Найдена точная формула синтеза и обоснована его приближенная
форма, которая заключается в замене быстроосциллирующих параметров на усредненные.
Вступ. В теорiї лiнiйно-квадратичних нескiнченновимiрних задач оптимального керування [1 –
3] однiєю з найважливiших є задача знаходження оптимального керування в формi оберненого
зв’язку (синтезу). При вiдсутностi обмежень у класi розподiлених керувань цю задачу для широ-
кого кола задач розв’язано у [3]. Параметричний синтез для зосереджених обмежених керувань
було отримано в роботi [4], для обмеженої стабiлiзацiї в класi розподiлених керувань — у статтi
[5]. У роботах [6, 7] для задач зi швидкоосцилюючими коефiцiєнтами та зосередженим керуван-
ням g(x)u(t), де g(x) є фiксованим, було запропоновано та обґрунтовано процедуру побудови
наближеного усередненого синтезу, яка полягає в замiнi у формулi точного розв’язку всiх швид-
коосцилюючих параметрiв на усередненi, а всiх нескiнченних сум — на скiнченнi. В данiй роботi
цей пiдхiд реалiзовано для параболiчної задачi з обмеженим розподiленим керуванням u(t, x).
На вiдмiну вiд випадку зосередженого керування, де вихiдна задача зводиться до одновимiрної
задачi оптимального керування, для розподiленого керування задача зводиться до злiченної
кiлькостi задач оптимального керування та з’являється нескiнченна кiлькiсть точок перемикан-
ня у формi параметричного синтезу. В роботi знайдено точну формулу оптимального керування
у формi оберненого зв’язку та обґрунтовано процедуру наближеного усередненого синтезу.
Постановка задачi. Нехай Ω ⊂ Rn — обмежена область, ε ∈ (0, 1) — малий параметр,
ξ = (ξi)
∞
i=1 ∈ l2 — заданий вектор. У цилiндрiQ = (0, T )×Ω розглядається задача оптимального
керування
dy
dt
= Aεy + u(t, x), (t, x) ∈ Q,
y |∂Ω = 0,
y |t=0 = yε0,
(1)
J(y, u) =
∫
Ω
y2(T, x)dx+
∫
Q
u2(t, x)dtdx→ inf, (2)
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u ∈ Uε =
v ∈ L2(Q) | ∀i ≥ 1
∣∣∣∣∣∣
∫
Ω
v(t, x)Xεi (x)dx
∣∣∣∣∣∣ ≤ ξi для м.в. t
, (3)
де Aε = div(aε∇), aε(x) = a
(x
ε
)
, a =
(
(aij)
)
— вимiрна симетрична перiодична матриця, що
задовольняє умови рiвномiрної елiптичностi та обмеженостi:
∃ v1 > 0, v2 > 0 ∀ η, x ∈ Rn : v1
n∑
i=1
η2i ≤
n∑
i,j=1
aij(x)ηiηj ≤ v2
n∑
i=1
η2i . (4)
Нехай {Xεi }, {λεi} — розв’язки спектральної задачi
AεXεi = −λεiXεi ,
Xεi |∂Ω = 0,
(5)
{Xεi } ⊂ H10 (Ω) — ортонормований базис у L2(Ω), 0 < λε1 ≤ λε2 ≤ . . . , λεi →∞, i→∞.
Далi через ‖ · ‖ i (·, ·) будемо позначати норму i скалярний добуток в L2(Ω).
Оскiльки Uε ⊂ L2(Q) є замкненою опуклою множиною, то задача (1) – (3) має єдиний
розв’язок {yε, uε} у класi W (0, T )× L2(Q) [1, с. 120], де
W (0, T ) =
{
y ∈ L2(0, T ;H10 (Ω)) ∣∣∣∣ dydt ∈ L2(0, T ;H−1(Ω))
}
.
У випадку сталої матрицi a та вiдсутностi обмежень
(
Uε = L
2(Q)
)
у [3] побудовано оптимальне
керування у формi оберненого зв’язку.
Метою роботи є побудова оптимального синтезу задачi (1) – (3) та обґрунтування за допо-
могою усереднення швидкоосцилюючих параметрiв його наближеної формули.
Перед формулюванням основних результатiв проаналiзуємо множину допустимих керу-
вань Uε.
По-перше, Uε мiстить нетривiальний елемент. Дiйсно, за теоремою Рiсса – Фiшера [11,
с. 153] для будь-якого вектора η = (ηi)∞i=1 ∈ l2, |ηi| ≤ ξi iснує функцiя vεη ∈ L2(Ω) така,
що
∫
Ω
vεη(x)X
ε
i (x)dx = ηi ∀i ≥ 1. Отже, будь-яка функцiя
u(t, x) =
N∑
i=1
ϕk(t)χTk(t)v
ε
k(x)
належить Uε, де {Tk}Nk=1 — вимiрнi функцiї,
⋃N
k=1 Tk = (0, T ), Tn ∩ Tm = ∅, n 6= m, ϕk —
вимiрнi функцiї, ess supt∈(0,T )
∣∣ϕk(t)∣∣ ≤ 1, функцiя vεk ∈ L2(Ω) вiдповiдає вектору η(k) ∈ l2,∣∣∣η(k)i ∣∣∣ ≤ ξi.
По-друге, як показано в роботi [5], у випадку сталих коефiцiєнтiв диференцiального опера-
тора обмеження (3) тiсно пов’язанi з оцiнкою на модуль неперервностi функцiї u(t, ·).
По-третє, у випадку dim Ω = 1 можна дати ефективнi достатнi умови належностi функцiї
до множини Uε, що не використовують власних функцiй спектральної задачi (5). Зокрема, за
допомогою iнтегрування частинами одержуємо, що якщо Ω = (0, 1), a ∈ C1(R) задовольняє
(4), для майже всiх t ∈ (0, T ) функцiя u(t, ·) : [0, 1] 7→ R є абсолютно неперервною, u(t, 0) =
= u(t, 1) = 0 та
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1∫
0
(
u
′
x(t, x)
)2
dx ≤ c
v2
,
де константа c > 0 така, що c2 ≤ ξ2i λεi ∀ε > 0 ∀i ≥ 1, то функцiя u = u(t, x) належить
множинi Uε.
Побудова параметричного синтезу. Будемо шукати розв’язок задачi (1) – (3) у виглядi
yε(t, x) =
∞∑
i=1
yεi (t)X
ε
i (x), u
ε(t, x) =
∞∑
i=1
uεi (t)X
ε
i (x).
Тодi маємо злiченну систему одновимiрних задач оптимального керування
d
dt
yεi (t) = −λεiyεi + uεi (t),
yεi (0) = (y
ε
0, X
ε
i ),
(6)
(
yεi (T )
)2
+
T∫
0
(
uεi (t)
)2
dt→ inf,
∣∣uεi (t)∣∣ ≤ ξi.
Якщо при i ≥ 1 оптимальне керування не виходить на обмеження, то з принципу максимуму
Понтрягiна одержуємо формулу
uεi (t) = −
yεi (0)e
λεi (t−2T )
1 +
1
2λεi
(
1− e−2λεiT ) . (7)
Оскiльки функцiя uεi є монотонно зростаючою, то за умови
|yεi (0)|e−2λ
ε
iT
1 +
1
2λεi
(
1− e−2λεiT ) < ξi (8)
оптимальне керування uεi (t) має не бiльше однiєї точки перемикання, i така точка завжди iснує,
якщо
|yεi (0)|e−λ
ε
iT
1 +
1
2λεi
(
1− e−2λεiT ) > ξi. (9)
Проаналiзуємо умови (8) та (9).
По-перше, якщо yεi (0) = 0, то оптимальним процесом в (6) буде y
ε
i (t) ≡ 0, uεi (t) ≡ 0.
По-друге, одночасне виконання (8) i (9) для всiх значень i ≥ 1 гарантує нерiвнiсть
eλ
ε
iT
(
1 +
1
2λεi
)
<
∣∣yεi (0)∣∣
ξi
< e2λ
ε
iT ∀ i ≥ 1, (10)
що внаслiдок монотонного прямування λεi до +∞ вирiзує непорожню множину початкових
даних задачi (1) – (3).
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По-третє, ефективна перевiрка умов (8), (9) можлива завдяки переходу в них до усереднених
величин власних чисел i функцiй (див. (16) – (18)). Зокрема, якщо Ω = (0, 1), то λ0i = a
0pi2i2,
X0i (x) =
√
2 sin (piix), де a0 =
(∫ 1
0
dx
a(x)
)−1
[8, с. 22]. Тодi якщо ‖yε0‖ ≤ C, то достатньою
умовою для виконання (8) є умова
C < ξie
2a0pi2i2T .
При цьому в класi початкових функцiй yε0(x) ≡ C компоненти оптимального керування з пар-
ними номерами дорiвнюють нулю, а для непарних номерiв достатньою умовою для виконання
(9) є така:
C >
ipi
2
√
2
ξi
(
1 +
1
2a0i2pi2
)
ea
0pi2i2T .
Будемо розглядати випадок, коли для всiх i ≥ 1 виконуються умови (8), (9) (щодо iнших
випадкiв див. зауваження в кiнцi роботи.) Тодi програмне оптимальне керування задачi (6) має
вигляд
uεi (t) =

− y
ε
i (0)e
λεi (t−2T )
1 +
1
2λεi
(
1− e−2λεiT
) , t ∈ [0, tεi ],
− sign (yεi (0))ξi, t ∈ [tεi , T ],
(11)
де точка перемикання tεi визначається рiвнiстю
tεi =
1
λεi
ln
(
ξi
|yεi (0)|
(
e2λ
ε
iT +
1
2λεi
(e2λ
ε
iT − 1)
))
. (12)
Для побудови оптимального синтезу пiдставимо (11) у формулу розв’язку yεi (t) при t ∈ [0, tεi ] :
yεi (t) = y
ε
i (0)e
−λεi t + e−λ
ε
i t
t∫
0
uεi (s)e
λεi sds.
Одержуємо
yεi (t) = y
ε
i (0)e
−λεi t
1 +
1
2λεi
(
1− e2λεi (t−T )
)
1 +
1
2λεi
(
1− e−2λεiT
) при t ∈ [0, tεi ].
Звiдси i з (11) згiдно з рiвнiстю sign
(
yεi (t
ε
i )
)
= sign(yεi (0)) отримуємо
uεi [t, y
ε
i (t)] =

− y
ε
i (t)e
2λεi (t−T )
1 +
1
2λεi
(
1− e2λεi (t−T )) , t ∈ [0, tεi ],
− sign (yεi (tεi ))ξi, t ∈ [tεi , T ],
(13)
де tεi визначається з рiвняння у формi синтезу
tεi =
1
λεi
ln
ξie
2λεiT
(
1 +
1
2λεi
(1− e2λεi (t−T )
)
∣∣yεi (t)∣∣eλεi t
. (14)
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Тут yεi (t), t ∈ [0, tεi ], — розв’язок рiвняння (6) з керуванням (13), (14).
Таким чином, за виконання умов (8), (9) формули (13), (14) для кожного i ≥ 1 визначають
оптимальне керування у формi оберненого зв’язку в задачi (6).
Лема . Формула
uε
[
t, x, yε(t, x)
]
=
∞∑
i=1
(
αεi (t)(y
ε(t), Xεi ) + β
ε
i (t)
)
Xεi (x) (15)
визначає оптимальне керування у формi оберненого зв’язку в задачi (1) – (3), де
αεi (t) =

− e
2λεi (t−T )
1 +
1
2λεi
(
1− e2λεi (t−T )) , t ∈ [0, tεi ],
0, t ∈ (tεi , T ],
βεi (t) =
0, t ∈ [0, t
ε
i ],
− sign (yε(tεi ), Xεi )ξi, t ∈ (tεi , T ],
tεi = γ
ε
i (t)−
1
λεi
ln
∣∣(yε(t), Xεi )∣∣, t ∈ [0, tεi ],
γεi (t) =
1
λεi
ln
(
ξie
−λεi te2λ
ε
iT
(
1 +
1
2λεi
(
1− e2λεi (t−T )
)))
.
Доведення. Оскiльки
|αεi (t)| ≤ 1, |βεi (t)| ≤ ξi ∀ t ∈ [0, T ],
то згiдно з рiвнiстю Парсеваля для довiльних t ∈ [0, T ], y ∈ L2(Ω)∥∥∥∥∥
∞∑
i=1
αεi (t)(y,X
ε
i )X
ε
i
∥∥∥∥∥ ≤ ‖y‖,
∥∥∥∥∥
∞∑
i=1
βεi (t)X
ε
i
∥∥∥∥∥ ≤ ‖ξ‖.
Отже, згiдно з результатами [9, с.177] задача (1) з керуванням (15) має єдиний розв’язок yε(t, x)
в W (0, T ). Залишилось показати, що записане за формулою (15) керування
uε(t, x) := uε
[
t, x, yε(t, x)
]
дiйсно є оптимальним керуванням у задачi (1) – (3). Оскiльки yε(t, x) ∈ W (0, T ), то з наве-
дених вище оцiнок випливає, що uε(t, x) ∈ L2(Q). Застосовуючи до задачi (1) з формулою
керування (15) метод Фур’є, одержуємо, що єдиний розв’язок yε(t, x) цiєї задачi має вигляд
yε(t, x) =
∞∑
i=1
yεi (t)X
ε
i (x),
де для кожного i ≥ 1 функцiя yεi (t) є єдиним розв’язком рiвняння (6) з початковими даними
(yε0, X
ε
i ) i керуванням (13), (14). Це дозволяє стверджувати, що у формулi (15)
uε
[
t, x, yε(t, x)
]
=
∞∑
i=1
uεi (t)X
ε
i (x),
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де для кожного i ≥ 1 функцiя uεi — єдиний розв’язок задачi оптимального керування (6), що
визначається з (11), (12). Зокрема, |uεi (t)| ≤ ξi ∀ t ∈ [0, T ] ∀ i ≥ 1, отже, формула (15) визначає
функцiю з множини Uε. Тепер нехай vε(t, x) — оптимальне керування в задачi (1) – (3). Тодi
vε(t, x) =
∑∞
i=1
vεi (t)X
ε
i (x), де для кожного i ≥ 1 vεi (t) — оптимальне керування в задачi (6).
Отже, vεi ≡ uεi . Це означає, що формула (15) задає оптимальний синтез в задачi (1) – (3).
Лему доведено.
Побудова i обґрунтування наближеного усередненого синтезу. Нехай стала матриця a0 є
усередненою [8, c. 20] для a
(x
ε
)
, A0 = div(a0∇), {λ0i }, {X0i } — розв’язки вiдповiдної спект-
ральної задачi
A0X0i = −λ0iX0i ,
X0i |∂Ω = 0,
причому спектр A0 є простим, тобто
0 < λ01 < λ
0
2 < . . . < λ
0
k < . . . , λ
0
i →∞, i→∞. (16)
Ця умова гарантовано виконується, якщо dim Ω = 1. Тодi для довiльних i ≥ 1 справджуються
граничнi рiвностi [8, с. 299]
λεi → λ0i , Xεi → X0i в L2(Ω) при ε→ 0. (17)
Будемо вважати виконаними умови збiжностi
aε
G→ a0, yε0 → y0 слабко в L2(Ω) при ε→ 0. (18)
Слiд зауважити, що клас симетричних матриць, що задовольняють умову (4), є компактним
вiдносно G-збiжностi [8, c. 167].
Тодi з (12) маємо, що для всiх i ≥ 1 при ε→ 0
tεi → t0i =
1
λ0i
ln
(
ξi
|y0i |
(
e2λ
0
i T +
1
2λ0i
(
e2λ
0
i T − 1
)))
, (19)
де y0i = (y0, X
0
i ).
Крiм того, оскiльки sign(yεi (t
ε
i )) = sign(y
ε
i (0)) та y
ε
i (0) → y0i при ε → 0, то згiдно з
умовами (8), (9) для будь-яких i ≥ 1 та t ∈ [0, T ] \ {t0i }∞i=1 при ε→ 0
αεi (t)→ α0i (t) =

− e
2λ0i (t−T )
1 +
1
2λ0i
(
1− e2λ0i (t−T )
) , t ∈ [0, t0i ],
0, t ∈ (t0i , T ],
βεi (t)→ β0i (t) =
0, t ∈ [0, t
0
i ],
− sign(y0i )ξi, t ∈ (t0i , T ].
(20)
Дотримуючись робiт [6, 7], на основi параметричного синтезу (15) побудуємо наближений
усереднений синтез для задачi (1) – (3)
u0N
[
t, x, yεN (t, x)
]
=
N∑
i=1
(
α0i (t)(y
ε
N (t), X
0
i ) + β
0
i (t)
)
X0i (x), (21)
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де моменти {t0i }∞i=1 визначаються рiвнiстю (19), а функцiї {α0i }∞i=1, {β0i }∞i=1 — рiвностями (20),
yεN (t, x) — розв’язок задачi (1) з керуванням (21), iснування i єдинiсть якого у класi W (0, T )
для кожних N ≥ 1 i ε > 0 випливає з [9, с. 177].
Основним результатом роботи є така теорема.
Теорема. Нехай виконуються умови (4), (8), (9), (16), (18). Тодi формула (21) є наближеним
усередненим синтезом для задачi (1) – (3) в тому сенсi, що для будь-яких η > 0 i δ > 0 iснують
N ≥ 1 та ε ∈ (0, 1) такi, що для будь-яких N ≥ N i ε ∈ (0, ε)∥∥uε[·, ·, yε]− u0N [·, ·, yεN ]∥∥L2(Q) < η,
‖yε − yεN‖C([δ,T ];L2(Ω))) < η,∣∣J(yε, uε[t, x, yε]− J(yεN , u0N [t, x, yεN ])∣∣ < η.
Доведення. Спочатку розглянемо допомiжну задачу
∂z
∂t
= Aεz + u0[t, x, z],
z|∂Ω = 0, (22)
z|t=0 = yε0,
де
u0[t, x, z] =
∞∑
i=1
(α0i (t)(z,X
0
i ) + β
0
i (t))X
0
i (x). (23)
Задача (22) у класi W (0, T ) має єдиний розв’язок zε(t, x) [9, c. 177], причому zε ∈ C([0, T ];
L2(Ω)) i для майже всiх t ∈ (0, T ) справджується оцiнка
d
dt
‖zε(t)‖2 + 2v1‖zε(t)‖2H10 ≤ 2
∞∑
i=1
(∣∣α0i (t)∣∣ (zε(t), X0i )2 + ∣∣β0i (t)∣∣ ∣∣(zε(t), X0i )∣∣). (24)
З оцiнки (24) та рiвностi Парсеваля, враховуючи, що
∣∣α0i (t)∣∣ ≤ 1, ∣∣β0i (t)∣∣ ≤ ξi, маємо
‖zε(t)‖2 + 2v1
t∫
0
‖zε(s)‖2H10ds ≤ ‖y
ε
0‖2 + 2
t∫
0
‖zε(s)‖2ds+ 2
t∫
0
‖ξ‖‖zε(s)‖ds ≤
≤ ‖yε0‖2 + 3
t∫
0
‖zε(s)‖2ds+ ‖ξ‖2T. (25)
Iз (25) i нерiвностi Гронуолла одержуємо
‖zε(t)‖2 ≤ (‖yε0‖2 + ‖ξ‖2T ) e3T ∀t ∈ [0, T ], (26)
T∫
0
‖zε(t)‖2H10dt ≤
1
2v1
(‖yε0‖2 + ‖ξ‖2T )(3Te3T + 1). (27)
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При цьому, оскiльки ∥∥u0[t, x, zε]∥∥2 ≤ 2(‖zε(t)‖2 + ‖ξ‖2) ∀t ∈ [0, T ], (28)
згiдно з (22) {
∂zε
∂t
}
є обмеженою в L2(0, T ;H−1(Ω)). (29)
Спiввiдношення (26) – (29) i лема 63.2 про компактнiсть [9, с. 378] гарантують, що iснує функцiя
z ∈W (0, T ) ⊂ C([0, T ];L2(Ω)) така, що по пiдпослiдовностi
zε → z в L2(Q) i майже скрiзь в Q,
zε(t)→ z(t) в L2(Ω) для майже всiх t ∈ [0, T ], (30)
zε → z слабко в L2(0, T ;H10 (Ω)).
Оскiльки для t ∈ (0, T ) ∥∥u0[t, x, zε]− u0[t, x, z]∥∥ ≤ ‖zε(t)− z(t)‖, (31)
то з (30) виводимо, що
u0[t, x, zε]→ u0[t, x, z] в L2(Q). (32)
Оскiльки Aε
G→ A0, то з (32) на пiдставi леми 1 [10] одержуємо, що z — розв’язок задачi (22)
при ε = 0, тобто задачi (22) з оператором A0 та початковим значенням y0, причому при ε→ 0
zε → z в C([δ, T ];L2(Ω)) ∀ δ > 0. (33)
Далi, оскiльки задача (22) має єдиний розв’язок, то збiжнiсть в (30), (33) вiдбувається по всiй
послiдовностi. Звiдси, зокрема, випливає, що
J
(
zε, u0[t, x, zε]
)→ J(z, u0[t, x, z]), ε→ 0. (34)
Тепер покажемо, що для будь-якого η > 0 iснують N1 ≥ 1 i ε1 ∈ (0, 1) такi, що∣∣J(yεN , u0N [t, x, yεN ])− J(zε, u0[t, x, zε])∣∣ < η3 ∀N ≥ N1 ∀ε ∈ (0, ε1). (35)
Зауважимо, що yεN задовольняє (24) – (27), u
0
N [t, x, y
ε
N ] — (28), тому iснує константа C1 > 0 (що
не залежить вiд N i ε) така, що∣∣J(yεN , u0N [t, x, yεN ])− J(zε, u0[t, x, zε])∣∣ ≤
≤ C1
∥∥yεN (T )− zε(T )∥∥+
 T∫
0
∥∥u0N [t, yεN ]− u0[t, zε]∥∥2dt
1/2
. (36)
Для рiзницi ωεN = y
ε
N − zε маємо задачу
∂ωεN
∂t
= AεωεN +
N∑
i=1
α0i (t)(ω
ε
N (t), X
0
i )X
0
i (x) + f
ε
N (t, x),
ωεN |∂Ω = 0, (37)
ωεN |t=0 = 0,
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де
f εN (t, x) = −
∞∑
i=N+1
(
α0i (t)(z
ε, X0i ) + β
0
i (t)
)
X0i (x).
Використовуючи рiвнiсть Парсеваля, для t ∈ [0, T ] одержуємо
‖f εN (t)‖2 =
∞∑
i=N+1
∣∣α0i (t)(zε(t), X0i ) + β0i (t)∣∣2 ≤ 2 ∞∑
i=N+1
(α0i (t))
2(zε(t), X0i )
2+
+2
∞∑
i=N+1
(β0i (t))
2 ≤ 2
∞∑
i=N+1
(zε(t), X0i )
2 + 2
∞∑
i=N+1
ξ2i ≤
≤ 4
∞∑
i=N+1
(z(t), X0i )
2 + 4‖zε(t)− z(t)‖2 + 2
∞∑
i=N+1
ξ2i , (38)
де z — розв’язок задачi (22) при ε = 0.
З (37) маємо оцiнки для майже всiх t ∈ (0, T ) :
1
2
d
dt
‖ωεN (t)‖2 + v1‖ωεN (t)‖2H10 ≤ ‖ω
ε
N (t)‖2 +
(
f εN (t), ω
ε
N (t)
)
,
d
dt
‖ωεN (t)‖2 ≤ 3‖ωεN (t)‖2 + ‖f εN (t)‖2.
Тодi з леми Гронуолла випливає, що
‖ωεN (t)‖2 ≤
T∫
0
‖f εN (t)‖2dt · e3T ∀t ∈ [0, T ]. (39)
З (38), (39) одержуємо
∃C2 > 0 ∀t ∈ [0, T ] : ‖ωεN (t)‖2 ≤
≤ C2
 T∫
0
∞∑
i=N+1
(z(t), X0i )
2dt+
T∫
0
‖zε(t)− z(t)‖2dt+
∞∑
i=N+1
ξ2i
. (40)
Оскiльки для будь-якого t ∈ [0, T ] згiдно з нерiвнiстю Бесселя
∞∑
i=N+1
(z(t), X0i )
2 → 0, N →∞,
а на пiдставi (26) ∣∣∣∣∣
∞∑
i=N+1
(z(t), X0i )
2
∣∣∣∣∣ ≤ (‖y0‖2 + ‖ξ‖2T )e3T ,
то за теоремою Лебега перший доданок у (40) прямує до 0 при N →∞. Тодi згiдно з (30) для
будь-якого η1 > 0 iснують N1 ≥ 1 i ε1 ∈ (0, 1) такi, що
sup
t∈[0,T ]
‖ωεN (t)‖2 +
T∫
0
∥∥u0N [t, yεN ]− u0[t, zε]∥∥2dt < η1 ∀N ≥ N1 ∀ε ∈ (0, ε1). (41)
Iз нерiвностей (41) i (36) одержуємо (35).
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Залишилось показати, що
J
(
yε, uε[t, x, yε]
)− J(z, u0[t, x, z])→ 0, ε→ 0, (42)
де z — розв’язок задачi (22) при ε = 0.
Зауважимо, що для yε справджуються оцiнки (24) – (28), отже, iснує функцiя y ∈ C([0, T ];
L2(Ω)) така, що по пiдпослiдовностi при ε→ 0
yε → y в сенсi (30). (43)
Покажемо, що при ε→ 0
uε[t, yε]→ u0[t, y] в L2(Q). (44)
Згiдно з (18) – (20) та (43) для майже всiх (t, x) ∈ Q, всiх i ≥ 1 при ε→ 0(
αεi (t)(y
ε(t), Xεi ) + β
ε
i (t)
)
Xεi (x)→
(
α0i (t)
(
y(t), X0i
)
+ β0i (t)
)
X0i (x). (45)
Тому згiдно з оцiнки (26) за теоремою Лебега для будь-якого M > 1
M∑
i=1
(
αεi (t)(y
ε(t), Xεi ) + β
ε
i (t)
)
Xεi →
M∑
i=1
(
α0i (t)
(
y(t), X0i
)
+ β0i (t)
)
X0i в L
2(Q). (46)
При цьому аналогiчно до попереднiх мiркувань
T∫
0
∥∥∥∥∥
∞∑
i=M+1
(α0i (t)
(
y(t), X0i
)
+ β0i (t))X
0
i
∥∥∥∥∥
2
dt→ 0, M →∞. (47)
Оцiнимо норму вiдповiдної суми для коефiцiєнтiв, що залежать вiд ε. Оскiльки
∞∑
i=M+1
(
αεi (t)(y
ε(t), Xεi ) + β
ε
i (t)
)
Xεi (x) =
∞∑
i=M+1
uεi (t)X
ε
i (x),
де uεi визначаються формулою (11) i при цьому |uεi (t)| ≤ ξi ∀t ∈ [0, T ], то∥∥∥∥∥
∞∑
i=M+1
uεi (t)X
ε
i
∥∥∥∥∥
2
≤
∞∑
i=M+1
ξ2i → 0, M →∞. (48)
Таким чином, виконується збiжнiсть (44), що наслiдок G-збiжностi Aε до A0 означає, що y ≡ z
— розв’язок (22) при ε = 0, збiжнiсть у (43) вiдбувається по всiй послiдовностi i
yε → z в C([δ, T ];L2(Ω)) ∀δ > 0. (49)
Тодi має мiсце (42).
Таким чином, з (32), (41) та (44) випливає справедливiсть твердження теореми щодо близь-
костi керувань, з (33), (41) i (49) — твердження теореми щодо близькостi станiв та з (34), (35)
та (42) — близькiсть значень критерiїв якостi.
Теорему доведено.
Зауваження. Якщо для всiх i ≥ 1 виконується нерiвнiсть
|yεi (0)|e−λ
ε
iT
1 +
1
2λεi
(
1− e−2λεiT ) < ξi, (50)
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то оптимальне керування у формi оберненого зв’язку має вигляд
uε[t, x, yε] =
∞∑
i=1
α¯εi (t)(y
ε(t), Xεi )X
ε
i (x),
де
α¯εi (t) = −
e2λ
ε
i (t−T )
1 +
1
2λεi
(
1− e2λεi (t−T )) , t ∈ [0, T ],
i формула
u0N [t, x, y
ε
N ] =
N∑
i=1
α¯0i (t)
(
yεN (t), X
0
i
)
X0i (x)
визначає наближений усереднений синтез для задачi (1) – (3).
Легко бачити, що основнi результати роботи можуть бути перенесенi на випадок, коли
для однiєї частини номерiв i ≥ 1 виконуються нерiвностi (8), (9), а для iншої виконується
нерiвнiсть (50).
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