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ABSTRACT
LIMITING GIBBS MEASURES IN SOME ONE AND
TWO DIMENSIONAL MODELS
Serdar Tu¨lu¨
M.S. in Mathematics
Supervisor: Assoc. Prof. Azer Kerimov
July, 2005
We give the definitions of finite volume Gibbs measure and limit Gibbs states.
In one dimensional Ising model with arbitrary boundary conditions we calculate
correlation functions in explicit way. In one dimension, conditions for uniqueness
of Gibbs state are considered. We also discuss two dimensional Ising model.
Keywords: Hamiltonian, Thermodynamic Limit, Gibbs Measures, Ising Model,
Phase Transition.
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O¨ZET
BAZI BI˙R VE I˙KI˙ BOYUTLU MODELLERDE LI˙MI˙T
GI˙BBS O¨LC¸U¨LERI˙
Serdar Tu¨lu¨
Matematik, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Azer Kerimov
Temmuz, 2005
Sonlu hacimli Gibbs o¨lc¸u¨su¨nu¨n ve limit Gibbs durumlarının tanımlarını veri-
yoruz. Keyfi sınır s¸artlı bir boyutlu Ising modelinde korelasyon fonksiyonlarını
ac¸ık bir s¸ekilde hesaplıyoruz. Bir boyutta Gibbs durumunun teklik s¸artları go¨z
o¨nu¨nde bulundurulur. Aynı zamanda iki boyutlu Ising modeli de tartıs¸ıyoruz.
Anahtar so¨zcu¨kler : Hamiltonyan, Termodinamik Limit, Gibbs O¨lc¸u¨mleri, Ising
Modeli, Faz Do¨nu¨s¸u¨mleri.
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Chapter 1
Introduction
The theory of Gibbs measures is a part of Probability Theory as in Classical Sta-
tistical Physics. Notion of a Gibbs measure dates back to R.L. Dobrushin (1968-
1970) and O.E. Lanford and D. Ruelle (1969). During the three decades since
1968, this notion has received considerable interest both mathematical physicist
and probabilists. In probabilistic terms, a Gibbs measure is the distribution of a
countably infinite family of random variables which admits on prescribed condi-
tional probabilities. Now let us give an outline of some physical grounds which
motivate the definition of, and justify the interest in, Gibbs measures.
Consider a piece of ferromagnetic metal (like iron or nickel) in thermal equi-
librium that consists of a very large number of atoms. This atoms are located
at sites of crystal lattice and each atoms shows a magnetic moment which can
be visualized as vector in R3. This magnetic moment results from the angular
moments of the electrons, that is called spins or spin of the atom. Because of the
interaction properties of the electrons in the crystal, the spins of two adjacent
atoms tends to be parallel. This tendency is compensated by thermal notion at
high temperatures. Also the coupling of moments dominates and gives rise to the
phenomenon of spontaneous magnetization at low temperatures which is below
a certain value called Curie temperature. Even in the absence of any external
field, the atomic spins align and thus induce a macroscopic magnetic field. In
a variable external field h, the magnetization of the ferromagnet exhibit a jump
1
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discontinuity at h = 0.
Second argument in statistical physics for the existence of a phase transition
of a real gas applies to a particular mathematical model of a fluid, the ”lattice
gas”. At low pressures a typical pure fluid at a fixed value of temperature, exists
as a gas of fairly low density. If the pressure is increased, the density of the gas
increases, but it remains homogeneous. However, when the pressure reaches the
vapor pressure (a function of temperature) some of the gas begins to condense in
to denser, liquid phase. It is only at the vapor pressure that the two phases, gas
and liquid, can exist together in the same container, in thermal. At any higher
pressure the only equilibrium situation is one in which the container is entirely
filled with liquid. It should be noted that the vapor pressure the relative amount
of the two phases are arbitrary: almost all the fluid may occupy comparable
volumes. The phenomenon of a discontinuous change in physical properties as
the pressure passes through a particular value and the possibility of having two
phases existing together in single container is known as ”phase transition”. The
analogy between real gases and ferromagnets also extends microscopic level. The
gas consists of a huge number of particles. This particles interact via Van der
Waals forces and they have a spatial distribution. Imagine that the container
of the gas is divided into a large number of cells which are of the same order of
magnitude as the particles. We assign to each cell, the number of particles in the
cell that is called occupation number. It is also possible to distinguish between
particles of different types or orientations.
The general view of this picture is called a lattice gas. If we consider the cells in
the container correspond to the ferromagnetic atoms at the occupation numbers
correspond to magnetic moment, the spontaneous magnetization of a ferromagnet
is similar to the liquid vapor phase transition of lattice gas. The problem is
construct a mathematical model which will display a similar phenomenon having
same connection with the microscopic physics -the forces between the atoms etc.-
that are important for understanding the properties of real gases.
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Mathematical Model:
How can a ferromagnet or a lattice gas in thermal equilibrium be described
in mathematical terms? This question leads to the concept of a Gibbs measure.
We shall proceed in four steps.
Step 1. Configuration space :
Using the common features of a ferromagnet and lattice gas we have two sets.
First, there is a large (but finite) set S which labels the components of the system.
Secondly, there is a set E which describes the possible states of each component.
In the case of a ferromagnet, S consists of the sites of the crystal lattice which
is formed by the positions of the atoms. E is the set of all possible orientations
of the magnetic moments. We might assume that each moment is only capable
of two orientations. Then E = {−1, 1}, where 1 stands for ”spin up” and −1
for ”spin down”. In the case of a lattice gas, S is the set of all cells which
subdivide the volume which is filled with the gas. We can take E = {0, 1, ..., N},
where N is the maximal number of particles in a cell. In the simplest case we
have E = {0, 1}, where 1 stands for ”cell is occupied” and 0 for ”cell is empty”.
Now we can describe a particular state of the total system by a suitable element
ω = (ωi)i∈S of the product space Ω = ES. Ω is called the configuration space.
Step 2. The probabilistic point of view:
The physical systems considered above are characterized by a sharp contrast. The
microscopic structure is enormously complex and microscopic measurements are
subject to statistical fluctuations. The macroscopic behavior can be described by
means of a few parameters such as temperature and pressure, and macroscopic
measurements lead to apparently deterministic results. This contrast between
the microscopic and macroscopic level may be summarized as follows: The mi-
croscopic complexity can be overcome by a statistical approach; the macroscopic
determinism then may be regarded as a consequence of a suitable law of large
numbers. So it is not suitable to describe the state of the system by a particular
element ω of the configuration space Ω. The system’s state should be described
by a family (σi)i∈S of E-valued random variables, or by a probability measure µ
on Ω. The probability measure µ should be consistent such that µ should take
account of the priori assumption that the system is in thermal equilibrium.
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Step 3. The Gibbs distribution:
We must choose a suitable probability measure to describe a physical system in
equilibrium. But this equilibrium refers to the forces that act on the system.
Thus before specifying a probabilistic model of an equilibrium state we need to
specify a Hamiltonian U which assigns to each configuration ω a potential energy
U(ω). In the case of a ferromagnet with state space E = {−1, 1} it is suitable to
consider a Hamiltonian of the form
U(ω) = −
∑
{i,j}⊂S
J(i, j)ωiωj − h
∑
i∈S
ωi, (1.1)
where J(i, j) = J(j, i) > 0 and h is a real number. The term −J(i, j)ωiωj
represents the interaction energy of the spins ωi and ωj. This energy is minimal
if ωi = ωj, it means that if ωi and ωj are aligned, the interaction is ferromagnetic.
And the number h represents the action of an external magnetic field. If h > 0,
this field is oriented in positive direction of the spins. In the case of a lattice
gas we can use the Hamiltonian of the form (1.1). The term −J(i, j)ωiωj is only
non-zero when the cells i and j are occupied, hence −J(i, j) is the interaction
energy of the two particles in these cells, and the condition J(i, j) > 0 means
that the particles attract each other. And the number h represents the work
which is necessary in order to place a particle in the system. After specifying a
Hamiltonian U , the equilibrium state of a physical system with Hamiltonian U
is described by the probability measure
µ(dω) = Z−1 exp[−βU(ω)]dω (1.2)
on Ω. The notation dω refers to a suitable measure on Ω, for example, if Ω is
finite, µ is the counting measure, β is a positive number which is proportional
to the inverse of the absolute temperature, and Z > 0 is a normalizing constant.
The above µ is called the Gibbs distribution relative to U .
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Step 4. The infinite volume limit:
The set S which we defined above for ferromagnet or lattice gas should be very
large in mathematical terms since the number of atoms in ferromagnet and the
number of microscopic in a lattice gas are extremely large. It is therefore a
common practice in statistical physics to pass to the infinite volume limit |S| →
∞. This limit also referred to as the thermodynamic limit. Instead of performing
the same kind of limit over and over it is often preferable to study directly the
class of all possible limiting objects. This means that the finite lattice S should be
replaced by a countably infinite lattice such as, for example, the d-dimensional
integer lattice Zd. So we are led to a study of systems with infinitely many
interacting components. But there is a problem such that we may not describe
an equilibrium state of such a system with a suitable probability measure on
infinite product space Ω = EZ
d
. Also if S is an infinite lattice and the interaction
is spatially homogeneous then a Hamiltonian in the form (1.1) is not well-defined
and formula (1.2) makes no sense. Hence we might consider limits of suitable
Gibbs distributions as S increases to an infinite lattice. In general doing this
procedure is difficult. So we might try to characterize the Gibbs distribution
(1.2).
To be specific we let E = {−1, 1} or {0, 1}, S be finite, and U be given by
(1.1). We also let Λ be any non-empty subset of S and ζ ∈ EΛ and η ∈ ES\Λ any
two configurations on Λ and the complement S \ Λ respectively; the combined
configuration on S will be denoted ζη. We consider the probability of the event ”ζ
occurs in Λ” under the hypothesis ”η occurs in S \Λ” relative to the probability
measure µ in (1.2). Cancelling all terms which only depend on η, we find that
µ(ζ in Λ|η in S \ Λ) = µ(ζη in S)/µ(η in S \ Λ)
= exp[−βU(ζη)]/∑
ζ∈eΛ
exp[−βU(ζη)]
= ZΛ(η)
−1 exp[−βUΛ(ζη)]. (1.3)
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Here
UΛ(ζη) = −
∑
{i,j}⊂Λ
J(i, j)ζiζj −
∑
i∈Λ
ζi
h+ ∑
j∈S\Λ

considered as a function of ζ, is the Hamiltonian of the subsystem in Λ with
”boundary condition” η, and
ZΛ(η) =
∑
ζ∈EΛ
exp[−βUΛ(ζη)]
is a normalizing constant. Conversely, there is only one µ which satisfies (1.3) for
all ζ, η, and Λ, namely the Gibbs distribution (1.2) (To see this it is sufficient to
put Λ = S). Since each Λ ⊂ S is automatically finite, we can conclude that the
probability measure µ in (1.2) is uniquely determined by the property that each
finite subsystem, conditioned on its surroundings, has a Gibbsian distribution
relative to the Hamiltonian that belongs to this subsystem. Now the point is
that the last property still makes sense when the lattice S is infinite. Hence we
will give the following definition.
Definition 1.0.1 Consider a probability measure µ on a product space Ω = ES,
where S is countably infinite and E is any measurable space. Then µ is called
a Gibbs measure if, for each finite subset Λ of S µ-almost every configuration η
outside Λ, the conditional distribution of the configuration in Λ given η is Gibb-
sian relative to the Hamiltonian in Λ with boundary condition η. The family
γ = (γΛ(·|η))η,Λ of all these Gibbsian conditional distributions is called the spec-
ification of µ. γ describes the interdependencies between the configurations on
different parts of S; these interdependencies are dictated by the interaction be-
tween the components of the system.
Finally after these steps we see that a Gibbs measure is a mathematical ideal-
ization of an equilibrium state of a physical system which consists of a very large
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number of interacting components. On the other hand in the language of prob-
ability theory, a Gibbs measure is simply the distribution of a stochastic process
which is parametrized by the sites of a spatial lattice, and has the special feature
of admitting prescribed versions of the conditional distributions with respect to
the configurations outside finite regions.
Phase Transition As A Non-uniqueness Phenomenon
We consider again the spontaneous magnetization of a ferromagnet at low tem-
perature. As a first experiment, we place the ferromagnet in an external magnetic
field (which is oriented along one of the axes of the ferromagnetic crystal). Turn-
ing the field and waiting until equilibrium, we find that the ferromagnet exhibits
a macroscopic magnetic moment in the same direction as the stimulating exter-
nal field. A second experiment with an external field in the opposite direction
produces an equilibrium state with the opposite magnetization as before. Thus
the ferromagnet admits two distinct equilibrium states which are compatible with
the external conditions and internal structure. Now the properties of material
and the experimental conditions are modelled by the system of conditional Gibss
distributions (i.e., the specification) and the distinct equilibrium states are mod-
elled by suitable Gibbs measures relative to this specification. If we let ϑ(γ) be
the set of all Gibbs measures for a given specification γ then phase transitions
depend on the size of the set ϑ(γ). Thus the physical phenomenon of phase tran-
sition should be reflected in our mathematical model by the non-uniqueness of
the Gibbs measures for a prescribed specification.
Next we introduce some mathematical definitions.
Definition 1.0.2 Let S be countably infinite set and (E,Ξ) any measurable
space. A family (σi)i∈S of random variables which are defined on some proba-
bility space and take values in (E,Ξ) is called a random field. Here S is called
the parameter set and (E,Ξ) the state space of the random field. Each element i
of S is called a (lattice) site and σi the spin at site i.
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Definition 1.0.3 Let Ω = ES = {(σi)i∈S : σi ∈ E}, then each element in Ω is
called a configuration and Ω is the set of all configurations.
Let Σ = ΞS be the product σ-algebra on Ω, i.e., the smallest σ-algebra con-
taining the cylinder events (a cylinder event is an event which depends on finitely
many coordinates only).
Next, let ϑ = {Λ ⊂ S : Λ 6= ∅, |Λ| < ∞} be the countably infinite set of all
non-empty finite subsets of S.
Definition 1.0.4 An interaction potential (or simply a potential) is a family
Φ = (ΦA)A∈ϑ of functions ΦA : Ω→ R with the following properties:
1) For each A ∈ ϑ, ΦA is ΣA-measurable, where ΣA = ΞA.
2) For all Λ ∈ ϑ and σ ∈ Ω, the series
UΦΛ (σ) =
∑
A∈ϑ,A∩Λ6=∅
ΦA(σ) (1.4)
exists. UΦΛ (σ) is called the total energy of σ in Λ for Φ. It is also called Hamil-
tonian in Λ for Φ. Also we can use the notation hΦΛ(σ) to denote:
hΦΛ(σ) = exp[−UΦΛ (σ)]. (1.5)
hΦΛ(σ) is called the Boltzman factor.
Next, we introduce a probability distribution on the space ΩΛ = E
Λ =
{(σi)i∈Λ : σi ∈ E} defining the probability of a configuration σΛ ∈ ΩΛ by:
PΛ(σ
Λ) = Z−1Λ exp[−βUEΛ (σΛ)]
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where ZΛ is a normalizing factor defined by the condition:
∑
σΛ∈ΩΛ
PΛ(σ
Λ) = 1.
Thus ZΛ =
∑
σΛ∈ΩΛ
exp[−βUEΛ (σΛ)] where β = (kT )−1, with k is a constant and T
is the temperature. ZΛ is called a partition function.
Definition 1.0.5 The probability distribution defined above is called a Gibbs
probability distribution in Λ corresponding to the given Hamiltonian.
Let us generalize the above definition with the boundary conditions.
Definition 1.0.6 Let λ be σ-finite measure (a priori measure) in the set (E,Ξ).
We call a potential Φ λ-admissible if
ZΦΛ (σ) =
∫
λΛ(dζ) exp[−UΦΛ (ζσS\Λ)]
is finite for all Λ ∈ ϑ and σ ∈ Ω. ZΦΛ (σ) is the partition function in Λ for Φ, σ
(and λ).
Definition 1.0.7 Suppose Φ is a λ-admissible potential and σ ∈ Ω, Λ ∈ ϑ. Then
the probability measure for each A ∈ ϑ
γΦΛ (A|σ) = ZΦΛ (σ)−1
∫
λΛ(dζ) exp[−UΦΛ (ζσS\Λ)]1A(ζσS\Λ)
on (Ω,Σ) is called the Gibbs distribution in Λ with boundary condition σS\Λ,
interaction potential Φ, and single spin measure λ, where
1A(x) =
{
1 , if x ∈ A
0 , othrwise
is the indicator function of A. The λ-specification γΦ = (γΦΛ )Λ∈ϑ is called the
Gibbsian specification for Φ and λ. Each random field µ ∈ ϑ(Φ) is called a Gibbs
measure or a Gibbs random field for Φ and λ.
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Now let us introduce some basic notations of Gibbs fields used in chapter 2
and chapter 3.
An ordered triple (Ω,Σ, µ) where Ω is a set (we shall usually denote by Ω a
set of configurations of a random field), Σ is a σ-algebra of subsets of Ω and µ
is a probability measure on σ, is a probability space. If Ω is a topological space,
then Σ denotes its Borel σ-algebra B(Ω).
µ0 denotes a free (nonperturbed) measure on Ω (usually independent or Gaus-
sian).
For any random variable such that a measurable function ξ on a probability
space (Ω,Σ, µ), its mean (mathematical expectation) is denoted by
〈ξ〉 = 〈ξ〉µ =
∫
Ω
ξdµ. (1.6)
(A1, ..., An) is an ordered and {A1, ..., An} is an unordered collection of sets
Ai, i = 1, ..., n (similarly for collections of points).
A partition α = {T1, ..., Tk} of a set A is an unordered collection of non empty
mutually disjoint subsets Ti ⊂ A, i = 1, ..., k, whose union is A,∪ki=1 = A.
T is a countable (or finite) set supporting a random field. Q is a space sup-
porting a point field. S is a space of values of a field (a space of spins or charges).
Λ, A,R are finite (bounded) subsets of T (or Q).
ΩΛ denotes the space of configurations of a field in Λ (Λ ⊂ T or Λ ⊂ Q) and
ΣΛ denotes a σ- algebra in ΩΛ.
UΛ denotes a Hamiltonian (energy) in Λ and UΛ,y = U(·/y) is a Hamiltonian
(energy) in Λ under the boundary configuration y.
µΛ denotes a finite Gibbs modification (in Λ) and µΛ,y is a Gibbs modification
under the boundary configuration y.
ZΛ denotes a partition function (of Gibbs modification) in Λ and ZΛ,y is a
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partition function in Λ under the boundary configuration.
Chapter 2
Gibbs Modifications
We are occupied with explicit constructions of random fields. They are based on
a single method: the so-called Gibbs modification. The probability distribution
of a finite system of random variables {ξ1, ..., ξn} (of finite field) is most often
given in terms of its density p(x1, ..., xn) with respect to some (usually Lebesgue)
measure on Rn. Gibbs modification is a natural generalization of this method
to the case of infinite fields. The simplest infinite random fields are independent
and Gaussian and their functionals (until recently, they remained the only well-
studied class of fields).
As to the Gibbs method of construction, one first introduces fields with a
distribution prescribed by a finite (local) density with respect to independent
or Gaussian fields (a finite or local Gibbs modification) and then passes to the
weak limit of such distributions (a limit Gibbs modification); this limit measure is
already singular with respect to the original distribution, independent or Gaussian
one. Random fields originating in this limit (the thermodynamic limit) actually
form the main subject of study in the theory of Gibbs fields.
2.1 Random Fields
Some classes of Random fields are the following classes:
12
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(1) Random fields in a countable set T with values in a metric (complete and
separable) space S.
We briefly begin with the definition of random field:
Definition 2.1.1 A family (xt)t∈T of random variables which are defined on
some probability space (Ω,Σ, µ) and take values in Ω is called a random field
or a spin system.
The probability space (Ω,Σ, µ) is represented in this case by the set ST = Ω
of functions (also called configurations) x = {xt, t ∈ T} defined on T , with values
in S ⊂ Ω (S is often called the set of spins).
We will investigate probability distributions µ defined on the Borel σ-algebra
B(S) = Σ of the space ST . The collection of random variables xt, t ∈ T , arising
in this way, i.e., the values of the random configuration x at points t ∈ T , forms
a random field.
The field of independent and identically distributed variables with the measure
µ on B(ST ) which is defined to be the product of countably many identical copies
of some probability measure λ0 on the space S is an example of such a field.
(2) Random point fields in a separable metric space Q with values in a space
S.
Definition 2.1.2 The subset x (at most countable) is called locally finite if any
bounded set Λ ∈ Q contains only a finite number of points.
The role of the probability space is played by the set Ω of all locally finite subsets
x ⊂ Q. A metrizable topology can be introduced in the space Ω.
Definition 2.1.3 Every probability measure defined on the Borel (with respect to
that topology) σ-algebra B(Ω) is called a random point field in Q.
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Now suppose that a metrizable space S, also called the space of charges (or labels),
is given. We use ΩS to denote the space of pairs {x, sx}, with x ∈ Ω and sx being
a function on x taking values from S. Such pairs will be called configurations.
As well as in Ω, a metrizable topology can be introduced in the space ΩS.
Every probability measure on B(Ω) determines a labelled random field in Q
with values in the space Q of charges.
(3) Ordinary or generalized fields in Rν.
The probability is a topological vector (locally convex) space Ω of functions
or distributions (in the sense of Schwartz) defined on Rν in this case. A random
field is given again by a definition of a probability measure on the Borel σ-algebra
B(Ω).
2.2 Method of Gibbs Modifications
We can construct new measures from an originally given measure µ0 (or from a
family of measures) with Gibbs modification. We first describe a general scheme
of dealing with Gibbs modifications.
Finite Gibbs Modifications:
Definition 2.2.1 Let (Ω,Σ, µ0) be a measurable space with a finite or σ-finite
measure µ0 (called usually a free measure), and let U(x), x ∈ Ω, be a real func-
tion on Ω (taking possibly the value +∞), often called the interaction energy (or
Hamiltonian). The measure µ with density
dµ
dµ0
(x) = Z−1 exp{−U(x)} (2.1)
with respect to the measure µ0 is called Gibbs modification of the measure µ0 by
means of the interaction U .
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Moreover it is assumed that the normalization factor Z (called the partition
function) satisfies the stability condition:
Z =
∫
Ω
exp{−U(x)} dµ0(x) 6= 0,∞. (2.2)
Using finite Gibbs modification, the measures absolutely continuous with re-
spect to µ0 arise. A more interesting class of measures, already singular with
respect to the original measure µ0, arises when passing to the weak limit of finite
Gibbs modifications.
2.3 Weak Convergence of Measures
Let Ω be a topological space, B(Ω) its Borel σ-algebra, and Σ ⊂ B some of its
sub-σ-algebras.
Definition 2.3.1 Let a directed family F = {Λ} of indices be given. Then the
measure µ, defined on the σ-algebra Σ ⊂ B is called the weak limit of the sequence
of measures µ0, Λ ∈ F , defined on Σ if
∫
Ω
f(x) dµΛ →
∫
Ω
f(x) dµ (2.3)
for any bounded continuous Σ-measurable function f given on Ω.
For more general situation we have:
Definition 2.3.2 Let a complete family {ΣΛ, Λ ∈ F}, where ΣΛ1 ⊂ ΣΛ2,
Λ1 < Λ2, of sub-σ-algebras of the σ-algebra B (such that B coincides with the
smallest Σ-algebra containing the algebra A = ∪Λ∈FΣΛ) be given. The σ-algebras
ΣΛ are called local σ-algebras and any function f , defined on Ω and measurable
with respect to some of the local algebras, is called a local function (function f,
measurable with respect to a σ-algebra ΣA, A ∈ F , is denoted by fA).
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With the following two definitions we generalize the Definition (2.3.1).
Definition 2.3.3 A finitely additive measure µ defined on the algebra A so that
its restriction µ|ΣΛ to any σ-algebra ΣΛ is a σ-additive measure on ΣΛ is called
a cylinder measure.
Definition 2.3.4 Let a finite or σ-finite measure be given on each σ-algebra ΣΛ.
A cylinder measure µ on A is called the weak local limit of the measures µΛ if
lim
Λ
∫
Ω
f(x) dµΛ →
∫
Ω
f(x) dµ (2.4)
for any bounded continuous local function f defined on Ω.
It means that, a cylinder measure (or its extension to a measure on the σ-
algebra B) is the weak local limit of measures {µΛ, Λ ∈ F} if, for each Λ0 ∈ F ,
the restrictions µΛ|ΣΛ0 = µΛ0Λ , Λ ∈ F , of the measures µΛ to the σ-algebra ΣΛ0
weakly converge to µ|ΣΛ0 = µΛ0 .
If we consider the case Ω = ST (with T is countable set and S is a metric
space), the index Λ runs over finite subsets of T , and ΣΛ = ϕ
−1
Λ (B(SΛ)) where
ϕΛ : S
T → SΛ is the restriction mapping, then the convergence (2.4) is called
the weak convergence of finite-dimensional distributions if, µΛ are probability
measures.
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The following proposition gives us the relation between the definitions (2.3.1)
and (2.3.4).
Proposition 2.3.5 Let a family {ΣΛ, Λ ∈ F} of σ-algebras be such that the
set C0(Ω) of bounded continuous local functions is dense everywhere in the space
C(Ω) of all bounded continuous functions defined on Ω (in the uniform metric in
C(Ω)). Then the necessary and sufficient condition for a measure µ on B(Ω) to
be the local limit of probability measures {µΛ} (defined each on the σ-algebra ΣΛ)
is that their arbitrary extensions µ˜ to probability measures on the σ-algebra B(S)
weakly converge to µ.
2.4 Limit Gibbs Modifications
Definition 2.4.1 Let a complete directed family {ΣΛ, Λ ∈ F} of sub-σ-algebra
B(Ω) be given and let a free measure µ0Λ and a Hamiltonian UΛ be defined for each
Λ so that the stability condition (2.2) is satisfied. A cylinder measure µ on the
algebra A = ∪ΣΛ (or its σ-additive extension to the σ-algebra B(S)) is called a
limit Gibbs measure (or a limit Gibbs modification) of the measure µ0Λ (by means
of the energies UΛ).
The theory of Gibbs measures depends on the choice of σ-algebras ΣΛ, mea-
sures µ0Λ, and Hamiltonians UΛ. Let us describe the ways of such a choice of
ΣΛ, µ
0
Λ, and UΛ for random fields in a countable set T .
Gibbs modifications of fields in a countable set T : Let a set of configurations
SΛ = {xΛ = (xt, t ∈ Λ)} be defined in finite Λ ⊂ T . And endow it with a
Tikhonov topology and Borel σ-algebra B(SΛ). The restriction mapping
ϕ : x→ xΛ = x|Λ (2.5)
defines a σ-algebra ΣΛ = ϕ
−1
Λ (B(SΛ)) ⊂ B(ST ) that will be identified with B(SΛ).
The set {ΣΛ, Λ ∈ T} is obviously complete in B(ST ).
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Remark 2.4.2 The set C0(S
T ) ∈ C(ST ) of bounded continuous local functions
on ST is dense everywhere in C(ST ) (according to Stone’s theorem).
Hamiltonians UΛ are usually defined with help of functions ΦA on Ω such
that ΦA are measurable with respect to σ-algebra Σ which is called potential
{ΦA;A ⊂ T, |A| <∞}. ΦA can be viewed as a function defined on the space SA.
For any finite A, we put
UΛ =
∑
A∈Λ
ΦA. (2.6)
Instead of the explicit formula for the potential, formal Hamiltonian (formal sum)
U =
∑
A
ΦA (2.7)
is used.
Remark 2.4.3 In many cases, the free measures µ0Λ are restrictions of some
probability measure µ0 defined on S
T to the respective σ-algebras ΣA ∈ B.
In such cases the measure µ˜Λ given on the σ-algebra B(ST ) by
dµ˜Λ
dµ0
(x) = Z−1Λ exp{−UΛ(x)}
is investigated instead of a Gibbs modification µΛ defined by the formula (2.1).
The measure µ˜ is a natural extension of the measure µΛ to the whole σ-algebra
B(ST ). This measure also called a finite Gibbs modification of the measure µ0.
A limit Gibbs measure µ on the space ST (i.e., the weak limit of the measures
µΛ) is the weak limit of the measures µ˜, Λ↗ T .
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2.5 Weak Compactness of Measures
LetA be some collection of measures defined on the whole Borel σ-algebra B(Ω) of
a topological space Ω or on its sub-σ-algebra Σ ⊂ B(Ω). By the weak compactness
of the set A, it is sequentially compact such that there is a weakly converging
sequence µn → µ, n→∞, µn ∈ B, in any infinite subset B ∈ A.
Lemma 2.5.1 For weak compactness of the set A in a complete separable metric
space Ω and Σ = B(Ω), the following conditions are sufficient:
1) Each measure µ ∈ A is a probability measure, and there is a compact
function h > 0 defined on Ω such that
∫
Ω
h(x)dµ < C
for any measure µ ∈ A where C does not depend on µ. A function h on Ω is
called compact if the set {x ∈ Ω, h(x) < a} is compact for any a > 0.
2) There are a nonnegative measure µ0 on B(Ω) and a µ0-integrable function
ϕ(x) ≥ 0 such that any measure µ ∈ A is absolutely continuous with respect to
µ0 and
∣∣∣ dµ
dµ0
(x)
∣∣∣< ϕ(x), x ∈ Ω.
Definition 2.5.2 Let {µn, Λ ∈ F} be a family of measures defined on the σ-
algebra ΣΛ from a complete family {ΣΛ, Λ ∈ F} of sub-σ-algebras of the σ-algebra
B(Ω) where F is a directed family of indices. A family {µn, Λ ∈ F} is called
weakly locally compact if the set {µΛ0Λ , Λ0 < Λ} of restrictions of measures {µn}
to the σ-algebra ΣΛ0 is weakly compact for any Λ0 ∈ F .
Lemma 2.5.3 Let a family {µΛ, Λ ∈ F} of measures be locally compact. Then,
in any increasing sequence Λ1 < Λ2 < ... < Λn < ... of indices where the sequence
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of σ-algebras ΣΛn , n = 1, 2, ..., is complete, there is a subsequence having the
same property and a cylinder measure µ on A = ∪ΣΛ such that
µ = lim
h→∞
µik (µΛ = µΛn). (2.8)
2.6 Gibbs Modifications Under Boundary Con-
ditions And Definition Of Gibbs Fields By
Means Of Conditional Distributions
We now give more general definition of the limit Gibbs field in the case of fields
in a countable set T with values in a metric space S. We suppose that a finite
or σ-finite measure is defined on S, and we choose, for any finite set Λ ⊂ T , the
measure µΛ0 = λ
Λ
0 where the product of |Λ| copies of the measure λ, as the free
measure µ0Λ on the space S
Λ.
Further, we suppose that a potential {ΦA;A ⊂ T, |A| <∞} of a finite range is
given, and that Hamiltonian UΛ =
∑
A⊆Λ
ΦA determined by it satisfies the stability
condition
0 <
∫
SΛ
exp{−Uλ(x)}dλΛ0 <∞
for any finite Λ ⊂ T .
Let µΛ be a Gibbs modification of the measure λ
Λ
0 , and for any Λ0 ⊂ Λ, we
use µΛ0Λ (·/xΛ\Λ0) to denote the conditional probability distribution on the set of
configurations xΛ0 ∈ SΛ0 under the condition that a configuration xΛ\Λ0 ∈ SΛ\Λ0 ,
in the set Λ \ Λ0, is fixed. The density of the measure µΛ0Λ (·/xΛ\Λ0) with respect
to the measure λΛ00 equals
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dµΛ0Λ (x
Λ0/xΛ\Λ0 )
dλΛ00
= Z−1Λ0 (x
Λ\Λ0) exp{−UΛ0(xΛ0/xΛ\Λ0)} (2.9)
with
ZΛ0(x
Λ\Λ0) =
∫
SΛ0
exp{−UΛ0(xΛ0/xΛ\Λ0)}dλΛ00
UΛ0(x
Λ0/xΛ\Λ0) = UΛ0(x
Λ0) +
∑
A:A∩Λ0 6=∅
A∩(Λ\Λ0) 6=∅
ΦA(x
Λ0 ∪ xΛ\Λ0) (2.10)
where (xΛ0 ∪ xΛ\Λ0) denotes the configuration in Λ whose restrictions to Λ0 and
Λ \ Λ0 are equal to xΛ0 and xΛ\Λ0 respectively. The second expression in (2.10)
is called the energy of the interaction with a boundary configuration.
For a fixed Λ0 and a sufficiently large Λ ⊃ Λ0 so that ρ(Λ0, T \ Λ) > d with
given metric on T, for some constant d > 0, the energy UΛ0(x
Λ0/xΛ\Λ0) does
not depend on the whole configuration Λ0 but only its restriction x
∂dΛ0 to the
d-neighbourhood of Λ0 where ∂dΛ0 = {t ∈ T \ Λ0, ρ(t,Λ0) ≤ d}.
We denote this energy by
UΛ0(x
Λ0/xΛ\Λ0) (2.11)
and we denote the Gibbs modification of the measure λΛ00 by means of the Hamil-
tonian (1.14) by µΛ0
x∂dΛ0
. The measure µΛ0
x∂dΛ0
is called the Gibbs distribution on
Λ0 with the boundary configuration x
∂dΛ0 in the neighbourhood ∂dΛ0.
By the formula (2.9) we get the following:
Definition 2.6.1 A probability measure µ on the space ST is called a Gibbs dis-
tribution in T (for a given potential {ΦA}) if, for any finite Λ ⊂ T and any
configuration x ∈ ST\Λ, the conditional distribution µ(·/xT\Λ = x) on the set SΛ
coincides, under the condition that the external configuration xT\Λ is fixed and
equal to x, with the measure µx∂dΛ given by
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µ(·/xT\Λ = x) = µΛ
x∂dΛ
(2.12)
with x∂dΛ being a restriction of x to ∂dΛ.
From the definition (2.3.4) d-Markov property holds. We will give the definition
of the Markov property for the Ising model.
Let Λ ⊂ T be a finite set and let some probability distribution q = q∂dΛ on
the set S∂dΛ of boundary configurations x = x∂dΛ be given then the measure
µΛq =
∫
S∂dΛ
µΛxdq(x) (2.13)
on SΛ is called a Gibbs distribution with a q-random boundary configuration in
Λ.
Proposition 2.6.2 For a measure µ on the space ST to be Gibbsian, it is neces-
sary that, for any increasing sequence Λn ↗ T, n → ∞, of finite sets Λn, there
is a sequence of distributions qn = q
∂dΛn defined each on the set S∂dΛ of boundary
configurations, so that the weak local limit of measures µΛnqn coincides with µ, it
means that
lim
n→∞
µΛnqn = µ, (2.14)
and it is sufficient that the condition (2.14) is satisfied for some increasing se-
quence Λn ↗ T .
Proof.
Necessity. We choose a distribution q = µ|S∂dΛ on the set S∂dΛ induced by
the measure µ for any Λ ⊂ T . Then it is obvious that µΛq = µ|SΛ , and (2.14) is
satisfied.
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Sufficiency. For any Λ0 ⊂ Λ such that ρ(Λ0, T−Λ) > d and any distribution
q of boundary configurations x˜ ∈ S∂dΛ, the conditional distribution µΛq (·/x˜Λ\Λ0)
on SΛ0 generated by the Gibbs measure µΛq on Λ with random boundary con-
figuration coincides with the measure µΛ0
x˜∂dΛ
, where x˜∂dΛ0 is the restriction of the
configuration x˜Λ\Λ0 to ∂dΛ0, i.e.,
µΛq (·/x˜Λ\Λ0) = µΛ0x˜∂dΛ0 (2.15)
Now let Λn ↗ T and qn be sequences such that (2.14) is satisfied. Since the
equality (2.15) is satisfied for any fixed Λ0 ⊂ T and all sufficiently large Λn, it is
also valid for the limit measure µ.
Corollary 2.6.3 Let a family {µΛx˜} of Gibbs modifications be such that there is
a unique limit
µ = lim
Λ↗T
µΛx˜
for any sequence Λ ↗ T and any choice of boundary configurations x˜ ∈ S∂dΛ.
Then µ is the unique Gibbs measure on ST .
Chapter 3
Models
Let G be a countably infinite graph of bounded degree with the set V of ver-
tices and the collection of unordered (possibly coinciding) pairs of elements of V
(edges). We consider a system on G whose symbol set on V is F , a finite set of
at least two elements. A configuration on A ⊆ V is a map
σA : A→ F.
A measure µ on F ν is said to be a Markov random field if µ admits conditional
probabilities such that for all finite W ⊂ V , all ξw ∈ FW and all σV−W ∈ F V−W
we have
µ(ξW |σV−W ) = µ(ξW |σV−W (∂W )). (3.1)
In other words Markov random field property says that the conditional distribu-
tion of what we see on W given everything else depends only the values on the
boundary ∂W .
A consistent set of conditional distributions for all finite W and all boundary
conditions σV−W is called a specification, denoted by Q. The specification Q is
said to be Markovian if every element in Q is Markov (see (3.1)).
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If µ is a measure on F V satisfying all conditional distributions in a Markovian
Q, we say that µ is a Gibbs measure for Q. Such measures are automatically
Markov random fields and the existence of Gibbs measure follows from standard
compactness arguments. The fundamental question is whether a Markovian spec-
ification allows the existence of more than one Gibbs measure. If this is the case,
we say that we have phase transition. One of the most studied models which can
exhibit a phase transition is the Ising model.
3.1 Ising Model
The Ising model is an important mathematical model of a ferromagnetic metal.
It is the one of the simplest mathematical models to exhibit a phase transition:
at high temperature, there is a unique equilibrium state for the system, but
at temperatures below a certain critical temperature, there are several distinct
equilibrium states. Now we introduce the Ising model.
Consider the lattice Zν of points t = (t(1), ..., t(n)) ∈ Rν of ν-dimensional real
space with integer coordinates. The points in Zν whose coordinates have absolute
values not grater than N (with an integer N > 0) defines a set ΛN = Λ which is
called cube in Zν centered at the origin.
Each function σΛ = {σt, t ∈ Λ}, which defined on the set Λ and taking
values σt = ±1, is called a configuration (in the cube) and the set of all such
configurations is denoted by ΩΛ. The number of configurations in Λ equals 2
|Λ|,
where |Λ| is the number of lattice sites in Λ.
We define the energy of the configuration σΛ on ΩΛ by the function
UΛ ≡ UΛ(σΛ) = −
h∑
t∈Λ
σt + β
∑
〈t,t′〉
σtσt′
 (3.2)
The summation in the second sum in the equation (3.2) is taken over all unordered
pairs 〈t, t′〉, t, t′ ∈ Λ, such that ρ(t, t′) = 1, with
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ρ(t, t′) =
ν∑
i=1
∣∣t(i) − t′(i)∣∣, (3.3)
where
t =
(
t(1), ..., t(ν)
)
, t =
(
t′(1), ..., t′(ν)
)
.
Definition 3.1.1 A physical system with the configuration space ΩΛ of config-
urations in Λ and a configuration energy of the form (3.2) is called the Ising
model.
The real numbers h and β are the parameters of the model and they are fixed.
We are interested in the case β > 0 which is called ferromagnetic Ising model.
Now we define the probability of a configuration σΛ on the space ΩΛ by
PΛ(σ
Λ) = Z−1Λ exp{−UΛ(σΛ)} (3.4)
where the quantity ZΛ is called a partition function and can be found by the
condition
∑
σΛ∈ΩΛ
PΛ(σ
Λ) = 1
and thus
ZΛ =
∑
σΛ∈ΩΛ
exp{−UΛ(σΛ)}. (3.5)
The probability distribution (3.4) is called a Gibbs probability distribution in Λ
corresponding to the Ising model.
We can consider the configurations σΛ as random variables and the formula
(3.4) as the joint probability distribution of these random variables. We denote
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the mean (value) of an arbitrary function f on the space ΩΛ under the distribution
(3.4) by 〈f〉Λ. The means 〈σT 〉Λ of random variables
σT =
∏
t∈T
σt, σ∅ = 1, (3.6)
with T ⊂ Λ being an arbitrary subset of Λ, are called correlation functions (or
moments) of the distribution (3.4).
For any T ⊂ Λ, we use P (T )Λ to denote the joint distribution of the system of
random variables {σt, t ∈ T}, i.e., the collection of probabilities
P
(T )
Λ (σt1 , ..., σtn) = Pr(σt1 = σt1 , ..., σtn = σtn), (3.7)
with T = {t1, ..., tn} and {σt1 , ..., σtn} being an arbitrary collection of values
σti = ±1, i = 1, 2, ..., n. The probabilities (3.7) can be expressed by means of
correlation functions 〈σT 〉Λ. Indeed
P
(T )
Λ (σt1 , ..., σtn) =
1
2n
(−1)k
〈 n∏
i=1
(σti + σti)
〉
Λ
=
(−1)k
2n
∑
T ′⊆T
CT ′〈σT ′〉Λ (3.8)
where k is the number of values σt, that equal −1, and
CT ′ =
∏
t∈T\T ′
σt.
3.1.1 Thermodynamic Limit
Let the set T be fixed and Λ expand to Zν , Λ ↗ Zν , i.e., put N → ∞. Now
consider the limit
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lim
Λ↗Zν
〈σT 〉Λ. (3.9)
If we prove the existence of above limits then we may conclude that correlation
functions (and finite-dimensional distributions) almost do not depend on Λ for Λ
sufficiently large in comparison with T . Such a passage to the limit is called the
thermodynamic limit (the limit of a large number of degrees of freedom σt). The
limits (3.9) are called limit correlation functions and denoted by 〈σt〉.
Finite-dimensional distributions also have limits which form a compatible fam-
ily of finite-dimensional distributions by (3.8), and by Kolmogorov theorem this
family defines a system of random variables {σt, t ∈ Zν}, called a (limit) Gibbs
random field (for the Ising model), as well as their distribution P (a measure) on
the space Ω = {−1, 1}Zν of finite configurations in the lattice Zν .
The existence of the limit distribution P follows from the following theorem.
Theorem 3.1.2 The thermodynamic limit (3.9) of correlation functions 〈σT 〉Λ
exists for β ≥ 0 and every finite T .
Proof.
Remark 3.1.3 In the case of β = 0, 〈σT 〉Λ can be easily evaluated:
〈σT 〉Λ =
(
eh − e−h
eh + e−h
)|T |
(3.10)
We see that, 〈σT 〉Λ does not depend on Λ (for T ⊂ Λ). So the thermodynamic
limit 〈σT 〉Λ exists in this case and equals (3.10). The random variables σt are
mutually independent, both with respect to the distributions in finite Λ and with
respect to the limit distributions.
Remark 3.1.4 It is sufficient to consider the case h ≥ 0, because of the following
property of the Ising model (in the notations given below, β and h as subscripts
indicate the dependence of Gibbs distributions on these parameters):
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PΛ,β,h(σΛ) =
exp
h∑
t∈Λ
σt + β
∑
〈t,t′〉
σtσt′

∑
σΛ∈ΩΛ
exp
h∑
t∈Λ
σt + β
∑
〈t,t′〉
σtσt′

=
exp
−h∑
t∈Λ
−σt + β
∑
〈t,t′〉
σtσt′

∑
σΛ∈ΩΛ
exp
−h∑
t∈Λ
−σt + β
∑
〈t,t′〉
σtσt′

= PΛ,β,−h(−σΛ) (3.11)
where −σΛ denotes the configuration whose values have an opposite sign to those
of the configuration σΛ.
It follows from (3.11) that
〈σT 〉Λ,β,h =
∑
T⊂Λ
σT exp
h∑
t∈Λ
σt + β
∑
〈t,t′〉
σtσt′

∑
σΛ∈ΩΛ
exp
h∑
t∈Λ
σt + β
∑
〈t,t′〉
σtσt′

=
∑
T⊂Λ
σTPΛ,β,h
so that
〈σT 〉Λ,β,h =
{
〈σT 〉Λ,β,−h , |T | even
−〈σT 〉Λ,β,−h , |T | odd
(3.12)
In particular, for odd |T |,
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〈σT 〉Λ,β,0 = 0. (3.13)
We need two inequalities to prove the theorem and we can consider more
general situation. Let Λ be an arbitrary subset of Zν , ΩΛ a set of all configurations
σΛ = {σt, t ∈ Λ}, σt = ±1, in Λ, and the energy UΛ(σΛ) of the configuration σΛ
be of the form
UΛ(σ
Λ) = −
(∑
t∈Λ
htσt +
∑
t,t′
βt,t′σtσt′
)
(3.14)
where ht ≥ 0 and βt,t′ ≥ 0. The distribution PΛ on ΩΛ is given as in the equation
(3.4), and 〈 〉Λ denotes the mean under the distribution.
Lemma 3.1.5 The first Griffith inequality
〈σT 〉Λ ≥ 0 (3.15)
and the second Griffith inequality
〈σTσT ′〉Λ − 〈σT ′〉Λ ≥ 0 (3.16)
are valid.
Proof. For the first inequality it is sufficient to verify
∑
σΛ∈ΩΛ
σT exp{−UΛ(σΛ)} ≥ 0, (3.17)
since 〈σT 〉Λ =
∑
σΛ∈ΩΛ
σTZ
−1 exp{−UΛ(σΛ)} and Z =
∑
σΛ∈Ω
exp{−UΛ(σΛ)} ≥ 0.
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Let us first expand the exponential function exp{−UΛ(σΛ)} in the series∞∑
n=0
(−UΛ)n
n!
, and then by removing the parentheses in each term of this series,
and, by taking into account that σ2t = 1, then the left-hand side of the inequality
(3.15) becomes
∑
B⊆Λ
CB
∑
σΛ∈ΩΛ
σB (3.18)
with CB ≥ 0. Since for any t ∈ Λ
∑
σt=±1
σt = 0, (3.19)
the sum (3.18) is equal to C∅, which proves (3.15).
For the second inequality we investigate two independent samples of distribu-
tion PΛ, i.e., a distribution on the space ΩΛ×ΩΛ of pairs {σΛ, σ˜Λ} of configurations
of the form
P̂ (σΛ, σ˜Λ) = (Z−1)2 exp
{∑
t∈Λ
ht(σt + σ˜t) +
∑
t,t′∈Λ
βt,t′(σtσt′ + σ˜tσ˜t′)
}
. (3.20)
Let us introduce new variables
ξt = σt + σ˜t, ηt = σt − σ˜t, t ∈ Λ,
taking values (ξt, ηt) = (2, 0), (−2, 0), (0, 2), (0,−2). By taking these variables,
the probability (3.20) may be written in the form
(Z−1)2 exp
{∑
t∈Λ
htξt +
1
2
∑
t,t′∈Λ
βt,t′(ξtξt′ + ηtηt′)
}
.
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Then taking into account that
ξtηt = 0 and
∑
ξt=−2,0,2
ξkt =
∑
ηt=−2,0,2
ηkt ≥ 0
for each t ∈ Λ and each integer k ≥ 0, and by repeating the proof of the first
inequality, we get
〈ξTηT 〉Λ,Λ ≥ 0 (3.21)
for all T and T ′, where ξT and ηT are defined as in (3.6), and the mean 〈 〉Λ,Λ is
evaluated under the distribution (3.20).
Notice that
〈σTσT ′〉Λ − 〈σT 〉Λ〈σT ′〉Λ = 1
2
〈(σT − σ˜T )(σT ′ − σ˜T ′)〉Λ,Λ (3.22)
We shall show that the difference σT − σ˜T and the sum σT + σ˜T can be
represented in the form
σT ± σ˜T =
∑
A,B⊆T
C±A,BξAηB (3.23)
with C±A,B ≥ 0. The relations (3.21), (3.22), and (3.23) imply the inequality
(3.17). The equation (3.23) can be proved by induction on |T | if we notice that
σT∪{t} + σ˜T∪{t} =
1
2
[(σT + σ˜T )ξt + (σT − σ˜T )ηt],
σT∪{t} − σ˜T∪{t} = 1
2
[(σT + σ˜T )ηt + (σT − σ˜T )ξt]
for t /∈ T ⊂ Λ. The lemma is proved.
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Now the derivatives
∂
∂ht
〈σT 〉Λ and ∂
∂βt,t′
〈σT 〉Λ are equal to
∂
∂ht
〈σT 〉Λ = 〈σTσt〉Λ − 〈σT 〉Λ〈σt〉Λ ≥ 0,
∂
∂βt,t′
〈σT 〉Λ = 〈σTσtσt′〉Λ − 〈σT 〉Λ〈σtσt′〉Λ ≥ 0, (3.24)
and thus the correlation functions increase when increasing the parameters ht
and βt,t′ . It follows that in the case of the Ising model,
〈σT 〉Λ1 ≤ 〈σT 〉Λ2 (3.25)
for T ⊂ Λ1 ⊂ Λ2. Indeed with parameters
ht =
{
h, t ∈ T
0, t ∈ Λ1 \ Λ2
and
βt,t′ =
{
β, if t, t′ are nearest neighbours in Λ1
0, otherwise
the mean 〈σT 〉Λ1 coincides with the mean under the distribution of the form (3.14)
in Λ2.
We get (3.25), by using the monotonicity of 〈σT 〉 with respect to the param-
eters ht and βt,t′ .Since |〈σT 〉| ≤ 1, the statement of the theorem follows from
(3.25).
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3.1.2 Markov Property
Let A ⊂ Zν be a set and its boundary ∂A is defined by
∂A = {t ∈ Zν : ρ(t, A) = 1}, (3.26)
such that ∂A is the set of all lattice sites of distance 1 from A.
Let Λ ⊂ Zν be a cube, and let A,B ⊆ Λ be such that A∩B = ∅ and ∂A ⊂ B.
To denote the conditional probability that σΛ equals σA = {σt, t ∈ A} on the
set A under the condition that its values on the set B equal σ˜B = {σ˜t′ , t′ ∈ B},
we use
P
(A)
Λ (σ
A/σ˜B) = Pr{σt = σt, t ∈ A/σt′ = σ˜t′ , t′ ∈ B} (3.27)
Lemma 3.1.6 The following equalities hold true:
P
(A)
Λ (σ
A/σ˜B) = P
(A)
Λ (σ
A/σ˜∂A)
= Z−1(σ˜∂A) exp{−(UA(σA) + UA,∂A(σA, σ˜∂A))}. (3.28)
Here UA(σ
A) is the energy of the configuration σA defined as in (3.2), UA,∂A(σ˜
∂A)
is the energy of the interaction between the configurations σA and σ˜∂A:
UA,∂A(σ
A, σ˜∂A) = −β
∑
t∈A,t′∈∂A
ρ(t,t′)=1
σtσ˜t′ (3.29)
and ZA(σ˜
∂A) is the conditional partition function
ZA(σ˜
∂A) =
∑
σA
exp{−(UA(σA) + UA,∂A(σA, σ˜∂A)}. (3.30)
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The first equality in (3.28) is called the Markov property of the distribution PΛ,
and the other equality expresses its Gibbs property: the conditional distribution
P
(A)
Λ is similar in form to the distribution (3.4), except that the energy UA,∂A of
the interaction with the boundary configuration σ˜∂A was added to the energy UA.
The distribution given by the formula on the right-hand side of (3.28) is called
the Gibbs distribution in A with the boundary configuration σ˜∂A.
Proof. By the formula (3.4) we have
P
(A)
Λ (σ
A/σ˜B) =
P
(A∪B)
Λ (σ
A/σ˜B)
P
(B)
Λ (σ˜
B)
=
∑
σΛ\{A∪B}
exp
{−UΛ(σA, σ˜B, σΛ\{A∪B})}∑
σΛ\{A∪B},σA
exp
{−UΛ(σA, σ˜B, σΛ\{A∪B})} (3.31)
where σΛ = (σA, σ˜B, σΛ\{A∪B}) and σΛ\(A∪B) is a configuration in the set Λ \ (A∪
B). Also
UΛ(σ
Λ) = UA(σ
A) + UA,B(σ
A, σ˜B) + UB(σ˜
B) + UΛ\(A∪B)(σΛ\(A∪B))
+ UB,Λ\(A∪B)(σ˜B, σΛ\(A∪B)) (3.32)
with the energies UA,B and UB,Λ\(A∪B) given similarly to (3.29). Accordingly, the
denominator of the right-hand side of the (3.31) equals
exp{−UB(σ˜B)ZΛ\(A∪B)(σ˜B)ZA(σ˜B)},
and the nominator is
exp{−(UA(σ) + UA,B(σA, σ˜B) + UB(σ˜B))}ZΛ\(A∪B)(σ˜B)
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with ZΛ\(A∪B)(σ˜B) and ZA(σ˜B) defined similarly to (3.30). Inserting these ex-
pressions into (3.31) and noticing that UA,B(σ
A, σ˜B) = UA,∂A(σ
A, σ˜∂A) and
ZA(σ˜
B) = ZA(σ˜
∂A), then after some cancellations we get (3.28). The lemma
is proved.
Definition 3.1.7 A probability distribution P on the space Ω is said to determine
a Gibbs Random field {σt, t ∈ Zν} (for the Ising model) if the conditional dis-
tribution P (A)(σA/σ˜B), generated by the distribution P , coincides with the Gibbs
distribution in A, with the boundary configuration σA (see the second equality in
(3.28)) for arbitrary finite subsets A,B ⊂ Zν such that A ∩B = ∅ and ∂A ⊂ B.
Thus, according to the first equality in (3.31) and the limit Gibbs distribution
constructed above (see(3.9)) defines a Gibbs random field in Zν . Are there still
other Gibbs fields in Zν for the Ising model? It turns out that this depends
on the dimension of the lattice Zν and on the parameters (h, β). The values of
parameters (h, β) for which there exist more than one Gibbs field Zν define points
of the first order-phase transition in the plane (h, β).
Let us introduce the possible ways of construction of Gibbs fields in Zν for the
Ising model. Let Λ ⊂ Zν be a cube, σ˜∂Λ be a configuration in the boundary ∂Λ of
the cube Λ, and let PΛ,σ˜∂Λ(σ
Λ) denote the Gibbs distribution in Λ (on the space
Ω) with the boundary configuration σ˜∂Λ (see (3.28)). Let q∂Λ be an arbitrary
probability distribution on the set Ω∂Λ of boundary configurations σ˜
∂Λ. Let us
use the notation PΛ,q∂Λ for the distribution
PΛ,q∂Λ(σ
Λ) = 〈PΛ,σ˜∂Λ(σΛ)〉q∂Λ (3.33)
on the space ΩΛ. The distribution (3.33) is called the Gibbs distribution in Λ
with a random boundary configuration.
Also the Gibbs distribution P perΛ with the so-called periodic boundary con-
ditions is often considered as PΛ,σ˜∂Λ and PΛ,q∂Λ . It is defined similarly to the
distribution PΛ (see(3.4)) except for replacing the cube Λ by the torus (by identi-
fying the opposite sides of Λ) and the energy UΛ in (3.4) by the energy U
per
Λ of the
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interaction of the nearest neighbours on this torus. The Gibbs distribution (3.4)
is often called the Gibbs distribution in Λ under the empty boundary conditions.
By the proof of Lemma (3.1.6), we can see that the distributions
PΛ,q∂Λ , PΛ,q∂Λ , P
per
Λ (3.34)
have the Gibbs property (3.28).
As in the case of Gibbs distributions with the empty boundary conditions, we
conclude that the limit P = lim
Λn↗Zν
PΛn of the sequence PΛn of distributions of
the form (3.34), with Λn being an increasing sequence of cubes, Λ1 ⊂ Λ2 ⊂ ... ⊂
∪Λn = Zν , defines a Gibbs field in Zν .
Lemma 3.1.8 Every probability distribution P on the space Ω that is a Gibbs
random field in Zν is the thermodynamic limit of a sequence PΛ,q∂Λnn for some
choice of q∂Λnn .
Proof. We choose q∂Λ to be the probability distribution on Ω∂Λ induced by
the distribution P for every cube Λ ⊂ Zν . PΛ,q∂Λ coincides in this case with the
distribution induced by P on ΩΛ. Therefore PΛ,q∂Λ → P (in the sense (3.9)) as
Λ↗ Zν .
Theorem 3.1.9 For ferromagnetic Ising model and for ν ≥ 2, the points (0, β)
with β sufficiently large, β > β1(ν), are points of the first-order phase transition.
Proof. We denote the Gibbs distribution in Λ with the boundary configu-
ration σ˜t ≡ −1, t ∈ ∂Λ ((−)-boundary conditions) by PΛ,(−).
Lemma 3.1.10 The inequality
PrΛ,(−)(σ0 = +1) <
1
3
(3.35)
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holds uniformly with respect to all cubes Λ ⊂ Zν , 0 ∈ Λ, for all sufficiently large
β, β > β1(ν).
Let us first derive the theorem from this lemma. Consider the Gibbs distribu-
tion PΛ,(+) with the boundary configuration σ˜t ≡ +1, t ∈ ∂Λ (the (+)-boundary
conditions). The symmetry property is valid for h = 0, then we have
PΛ,(−)(σΛ) = PΛ,(+)(−σΛ),
and hence,
PrΛ,(+)(σ0 = −1) < 1
3
for every Λ, and consequently
PrΛ,(+)(σ0 = +1) >
2
3
. (3.36)
The inequalities (3.35) and (3.36) ensure that there are at least two different
Gibbs distributions in Zν .
Proof of Lemma 3.1.10. To simplify we take the case ν = 2. Let Z˜2 be the
dual lattice obtained from the lattice Z2 by shifting it by the vector (
1
2
,
1
2
). For
any configuration σΛ, we use γ = γ(σΛ) to denote the collection of those bonds
of Z˜2 that separate two neighbouring sites t, t′ ∈ Λ ∪ ∂Λ with σt 6= σt′ , (σt = −1
for t ∈ ∂Λ).
We can see that the number of bonds from γ(σΛ) attached to a lattice site
from Z˜2 is always even. Thus, the connected components of γ are closed polygons
(possibly self-intersecting). We shall call them contours and denote them by
Γ1, ...,Γn. We shall show that there is a configuration σ
Λ with γ = γ(σΛ) for each
collection γ = {Γ1, ...,Γn} of mutually disjoint contours.
Indeed, it is enough to put σt = −1 for t ∈ Λ that are outside all contours.
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Further, we put σt = +1 for the sites that are inside one contour Γ only, σt = −1
for the sites that are encircled by two contours, and so on. Thus, there is a
one-to-one correspondence between the configurations σΛ and the collections of
contours γ.
In addition,
UΛ,(−)(σΛ) = UΛ(σΛ) + UΛ,∂Λ(σΛ, σ˜∂Λ ≡ −1) = 2β|γ| − β|Λ˜|,
ZΛ,(−) = ZΛ(σ˜∂Λ ≡ −1) = exp
{
β|Λ˜|
}∑
γ
e−2β|γ|,
where |γ| is the number of bonds in γ (the length of γ) and |Λ˜| is the number of
bonds from Z˜2 adjacent to at least one site from Λ.
Lemma 3.1.11 The probability PΛ,(−)(Γ) of the event that Γ is contained in the
collection γ can be estimated by
PΛ,(−)(Γ) ≤ e−2β|Γ|.
Proof. The probability PΛ,(−)(Γ) equals,
PΛ,(−)(Γ) =
∑
γ:Γ∈γ
PΛ,(−)(γ) =
∑
γ:Γ∈γ
e−2β|γ|∑
γ
e−2β|γ|
=
e−2β|γ|
∑
γ
′
e−2β|γ|∑
γ
e−2β|γ|
< e−2β|Γ|,
where
∑
γ
′
denotes the sum over all γ that do not contain Γ or intersect it. The
lemma is proved.
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Further, it is easy to convince ourselves that the number of contours Γ of the
length n circling a given site t0 ∈ Z2 is not greater than n23n. Since the event
σ0 = +1 under the (−)-boundary conditions implies the existence of at least one
contour Γ encircling the point 0, we have
PrΛ,(−)(σ0 = +1) ≤
∑
Γ:Γ encircles 0
PΛ,(−)(Γ) ≤
∑
n≥4
n23ne−2βn <
1
3
for β large enough. Lemma 3.1.10 and, at the same time, the theorem are proved.
Theorem 3.1.12 For a ferromagnetic Ising model If ν = 1 then there is a unique
Gibbs field.
Proof. Let Λ = [−N,N ] ⊂ Z1 and PΛ be the Gibbs distribution in Λ (under
the empty boundary conditions). The Ising Hamiltonian is
UΛ(σ
Λ) = −
(
−h
N∑
i=−N
σi + β
N∑
i=−N
σiσi+1
)
. (3.37)
To simplify the formulae, we put h = 0. Let us define the matrix J = ‖jσσ′‖
with the matrix elements jσσ′ = e
βσσ′ , σσ′ = ±1. Then
J =
(
eβ e−β
e−β eβ
)
is called the transfer matrix of the Ising model.
Now we can find the partition function Z as follows:
J2 =
(
eβ e−β
e−β eβ
)2
=
(
e2β + e−2β 2
2 e2β + e−2β
)
Let e = (1, 1), then
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J2e =
(
e2β + e−2β + 2
e2β + e−2β + 2
)
and then
(J2e, e) = 2(e2β + e−2β + 2) = Z, for N=1.
We can calculate similarly
J4 =
(
e4β + e−4β + 6 4e2β + 4e−2β
4e2β + 4e−2β e4β + e−4β + 6
)
and,
(J4e, e) = 2(e4β + e−4β + 4e2β + 4e−2β + 6) = Z, for N=2.
Thus with similar calculations we get
ZΛ = (J
2Ne, e)
where e = (1, 1), and we get
P
{t1,...,tn}
Λ (σt1 , ..., σtn) =
(
e(σt1), JN1e
)(
e(σt2), J t2−t1e(σt1)
)
...
(
e, JN2e(σtn)
)
(J2Ne, e)
,
where e(1) = (1, 0), e(−1) = (0, 1), N1 = t1 +N, N2 = N − tn, −N ≤ t1 < t2 <
... < tn ≤ N.
Now let g(1) and g(2) be two normalized eigenvectors of the transfer matrix J ,
with eigenvalues λ1 and λ2, λ1 > |λ2| ≥ 0. Using the decompositions
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e = C1g
(1) + C2g
(2) , e(±1) = B(±1)1 g
(1) +B
(±1)
2 g
(2)
we get
(
J2Ne, e
) ∼ C21λ2N1 ,
(
e(σt1 ), JN1e
) ∼ B(σt1)1 C1λN11 , (e, JN2e(σtn)) ∼ B(σtn)1 C1λN21 ,
for large N and fixed {t1, ..., tn}, and thus
lim
N→∞
P
{t1,...,tn}
Λ (σt1 , ..., σtn) = B
(σt1)
1 B
(σtn )
1
n∏
k=2
(
e(σtk), J tk−tk−1eσtk−1
)
λ
tk−tk−1
1
.
Similarly we can find the partition function Z, with boundary configurations, and
it equals,
ZΛ =
(
J2(N+1)e, e
)
and the probabilities P
{t1,...,tn}
Λ,q∂Λnn
(σt1 , ..., σtn) equal,
P
{t1,...,tn}
Λ,q∂Λnn
(σt1 , ..., σtn) =
(
e(σt1), JN
′
1e
)(
e(σt2), J t2−t1e(σt1)
)
...
(
e, JN
′
2e(σtn)
)
(J2(N+1)e, e)
,
where e = (1, 1), and e(1) = (1, 0), e(−1) = (0, 1), and N ′1 = t1 +N + 1,
N ′2 = N + 1− tn, −N ≤ t1 < t2 < ... < tn ≤ N. And the limit for any sequence
of Gibbs distributions PΛn,q∂Λnn is,
lim
N→∞
P
{t1,...,tn}
Λ,q∂Λnn
(σt1 , ..., σtn) = B
(σt1)
1 B
(σtn )
1
n∏
k=2
(
e(σtk), J tk−tk−1eσtk−1
)
λ
tk−tk−1
1
.
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3.2 Uniqueness Condition in One Dimension
Now we state the uniqueness theorem for Gibbs specifications in one dimension.
Let S be countably finite set (the parameter set), (E,Ξ) be any measurable space
(state space) and then Ω = ES is the set of all configurations. We let
δ(f) = sup
ζ,η∈Ω
|f(ζ)− f(η)|
denote the oscillation of a real function f on Ω.
Proposition 3.2.1 Let γ be any specification. Suppose there exist a constant
c > 0 with the following property. For every cylinder event A ∈ Σ there is a set
Λ ∈ ϑ such that
γΛ(A|ζ) ≥ c γΛ(A|η)
for all ζ, η, where Σ is the product σ-algebra on Ω, and ϑ is the set of all Gibbs
measures for the specification (which are defined as in the introduction). Then
|ϑ(γ)| ≤ 1. [2]
Theorem 3.2.2 Let S = Z or N, (E,Ξ) be any state space, λ be σ-finite measure
(a priori measure) in the set (E,Ξ), and Φ be a λ-admissible potential such that
sup
i∈S
∑
A∈ϑ, minA≤i<maxA
δ(ΦA) <∞. (3.38)
where δ(ΦA) denotes the oscillation of ΦA. Then |ϑ(γ)| ≤ 1.
Proof. To prove the first statement we shall check that the Gibbs specifica-
tion γΦ satisfies the hypothesis of proposition (3.2.1). We let s denote the finite
supremum in (3.38). We consider an interval Λ in S of the form Λ = (−n, n]∩S,
n ≥ 1. For all ζ, η ∈ Ω and σ ∈ EΛ we have
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