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Introduzione
Una relazione dierenziale è una ondizione imposta sulle derivate di un'appliazione inog-
nita. Gli esempi più noti e interessanti di relazioni dierenziali provengono da questioni
geometrihe.
A partire dagli anni '70 dello sorso seolo, grazie al lavoro di Mikhail Gromov, si os-
servò he per molte relazioni dierenziali l'insieme delle soluzioni ha proprietà topologihe
sensibilmente inuenzate dal grado di regolarità rihiesto alla soluzione stessa.
Esordiamo on un semplie esempio, he hiarise immediatamente la materia di ui i
stiamo oupando; in seguito sarà hiaro ome questo esempio risulti piuttosto signiativo.
Esempio 0.0.1. Supponiamo di avere sulla funzione f : [0, 1] → R una relazione dieren-
ziale del tipo
f˙(t) ∈ {−1, 1}, L1-q.o. t ∈ [0, 1] . (0.0.1)
Ovviamente, se rihiediamo f ∈ C 1, la relazione (0.0.1) ammette soltanto le soluzioni
banali
f(t) = ±t .
Al ontrario, se si ammette he f sia soltanto lipshitziana, allora le soluzioni della
relazione (0.0.1) sono addirittura dense tra le funzioni lipshitziane on ostante di Lipshitz
≤ 1. Ci si può onvinere di questo fatto immaginando funzioni approssimanti a dente di
f0 + ε
f0 − ε
f0
f
0 t1
Figura 1: Esempio 0.0.1
sega, arbitrariamente viine in norma C 0 ad una data funzione lipshitziana f0.
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Ciò he emerse dai lavori di Gromov sul prinipio di omotopia [Gr 71, Gr 73, Gr 86℄ è
l'esistenza di una diotomia per problemi formulati in termini di relazioni dierenziali: la
essibilità, sinonimo di validità del prinipio di omotopia, si ontrappone alla rigidità, he
si manifesta soprattutto in ipotesi di regolarità suientemente alta, ome abbiamo visto
nell'Esempio 0.0.1. Flessibilità e rigidità si riferisono entrambe alle proprietà topologihe
e alla rihezza dell'insieme delle soluzioni di una data relazione dierenziale.
Gli esempi di questo ambiamento repentino di omportamento per le soluzioni (di una
relazione dierenziale) sono molteplii anhe solo nell'ambito dell'analisi: dalle mirostrut-
ture al paradosso di Nash-Kuiper per le immersioni isometrihe, no al paradosso di
Sheer-Shnirelman per l'equazione di Eulero, per ui si possono onsultare, nell'ordine,
[Mü 96℄, [Na 54℄, [DS 09a℄.
In questa tesi i ouperemo prinipalmente di immersioni isometrihe, vale a dire di
appliazioni iniettive f : (V n, g) → (Rk, h) he preservano la metria della varietà rie-
manniana V . Diremo he un'immersione è subisometria (o orta) se la dierenza tra le
metrihe g − f∗h è una metria denita positiva. Un embedding isometrio è un dieo-
morsmo tra la varietà riemanniana V e la sua immagine f(V ) he preserva la metria,
mentre un embedding è subisometrio (o orto) se è un dieomorsmo on l'immagine e
un'immersione orta. In questo ontesto la rigidità segue da una ollezione di risultati
lassii di geometria dierenziale he verranno esposti nel apitolo 1.
La situazione più semplie da visualizzare è quella della sfera S2 ⊂ R3. Supponiamo he
f : S2 → R3 immerga isometriamente la sfera in R3 e supponiamo he f ∈ C 2. Il teorema
egregium di Gauss garantise la preservazione della urvatura gaussiana della sfera e, ome
vedremo nella sezione 1.1, questo è suiente anhé f(S) sia essa stessa una sfera. In
questo aso la rigidità è quella omunemente intesa: f è neessariamente un movimento
rigido dello spazio, la omposizione di una rotazione on una traslazione.
Nel 1954, in [Na 54℄, John Nash dimostrò he le immersioni isometrihe (e gli embedding
isometrii) sono soggette al fenomeno della essibilità, purhé la lasse in onsiderazione sia
C 1(V n,Rk), k ≥ n+2. L'anno seguente, in [Ku 55℄, Niolaas Kuiper ampliò il risultato a
C 1(V n,Rk), k ≥ n+1. Ciò he entrambi - Nash e Kuiper - dimostrarono è he le immersioni
isometrihe di lasse C 1 sono C 0-dense nelle immersioni orte e, orrispondentemente, gli
embedding isometrii di lasse C 1 sono C 0-densi negli embedding subisometrii.
Questo risultato è noto in letteratura ol nome di paradosso di Nash-Kuiper: la sfera
S2 ⊂ R3 può essere immersa isometriamente in R3 in modo tale he la sua immagine sia
tutta ontenuta in una palla di raggio piolo a piaere.
La dimostrazione originale, he venne data da Nash in [Na 54℄, partiva da un embedding
orto f0 : (V
n, g) → (Rn+2, h); per sempliità ora supponiamo he f0 : Ω ⊂ Rn →
Rn+2. Vorremmo ostruire un'isometria f ∈ C 1(Ω) arbitrariamente viina a f0, ioè
vorremmo stirare l'embedding f0 no a renderlo isometrio, preservando la ondizione
he ‖f − f0‖C 0(Ω) < ε. Iterativamente, si produe una suessione di embedding orti,
iasuno dei quali ridua un poo l'errore metrio g − (∇f)t(∇f): possiamo ontrollare in
norma soltanto le derivate prime della suessione, per questa ragione, passando al limite,
l'embedding isometrio f sarà di lasse C 1 ma non C 2. L'idea è quella di perturbare
iv
l'embedding iniziale on
f1(x)
def
= f0(x) +
a(x)
λ
(sin (λ〈x, ξ〉) ζ(x) + cos (λ〈x, ξ〉) η(x)) (0.0.2)
dove ζ, η sono vettori unitari ortogonali tra loro e normali a f0(Ω). In questo modo
∇f1(x) = ∇f0(x) + a(x) (cos (λ〈x, ξ〉) ζ ⊗ ξ − sin (λ〈x, ξ〉) η ⊗ ξ) +O
(
1
λ
)
,
periò
(∇f1)t(∇f1) = (∇f0)t(∇f0) + a2ξ ⊗ ξ +O
(
1
λ
)
.
Si dimostra he l'errore metrio relativo all'embedding iniziale
g − (∇f0)t(∇f0) > 0
può essere deomposto in una somma nita di metrihe primitive,
g − (∇f0)t(∇f0) =
N∑
i=1
a2i ξ
i ⊗ ξi ,
dunque in un numero nito N di passi si produe un embedding orto f1 on le seguenti
proprietà:
(i) L'embedding ridue l'errore metrio, i.e.,
‖g − (∇f1)t(∇f1)‖C 0 ≤ ε .
(ii) Controlliamo anora le derivate prime di f1, infatti
‖∇f1 −∇f0‖C 0 ≤ C‖g − (∇f0)t(∇f0)‖1/2C 0 .
(iii) Non i siamo allontanati dall'embedding iniziale, ioè
‖f0 − f1‖C 0 ≤ ε .
Lo shema generale della dimostrazione è il seguente: ad ogni stadio si genera un nuovo
embedding, più viino alla ondizione di isometria, deomponendo l'errore metrio residuo
in somma di metrihe primitive e ad ogni passo, ioè per iasuna metria primitiva della
somma, si perturba l'embedding ome in (0.0.2).
Questa è una bozza della dimostrazione di Nash ontenuta in [Na 54℄, ma da essa già
emerge una aratteristia inderogabile dei problemi he stiamo trattando: le ostruzioni
sono tutte (piuttosto ompliate e) iterative.
Nash per primo mise in lue l'esistenza dei fenomeni di essibilità. Tenendo onto
anhe del lavoro di Smale nell'ambito delle immersioni dierenziali ([Sm 58, Sm 59℄), quasi
v
venti anni dopo Gromov ne dedusse un prinipio più generale, appliabile ad ogni sorta
di relazione dierenziale: il prinipio di omotopia. Insieme ad esso, Gromov fornì delle
tenihe altrettanto generali per dimostrarlo: siamo interessati alla teoria dell'integrazione
onvessa, della quale daremo una breve esposizione nella sezione 2.1. Una trattazione più
diusa delle tenihe di integrazione onvessa si può trovare in [Sp 98℄.
Come vedremo nella sezione 2.2, l'integrazione onvessa porta ad una diversa dimostrazione
del teorema di Nash sulle immersioni isometrihe e infatti anhe il lemma di integrazione
onvessa 2.1.6 si avvale anh'esso di un proedimento iterativo.
Inoltre, la onosenza del problema delle immersioni isometrihe dal punto di vista del-
l'integrazione onvessa ha onsentito a Conti, De Lellis e Székelyhidi di dimostrare in
[CDS 09℄ un risultato più ne del teorema di Nash: si ha rigidità in ipotesi di regolarità
C 1, (2/3)+ε (questo risultato era già stato ottenuto da Borisov, Pogorelov e Sabitov on
i lavori [Bo 58a, Bo 58b, Bo 59a, Bo 59b, Bo 60, Po 51, Po 73, Sa 76℄) e, ome vedremo
nella sezione 2.3, si ha essibilità per C 1, (1+n+2n
2+n3)−1−ε
.
Sopo di questa tesi è esplorare le tenihe di dimostrazione dei risultati di tipo Nash
sulle immersioni isometrihe. Parliamo in generale di risultati di tipo Nash perhé a
seonda della tenia si otterranno teoremi diversi. Non si può asserire he esista una
tenia migliore delle altre, i risultati spesso non sono tra loro nemmeno onfrontabili - nel
senso he non è sempre possibile stabilire quale sia il teorema più forte - e la duttilità, la
bellezza della tenia gioano un ruolo di primo piano.
Bisogna sottolineare he tali questioni destano un interesse he va al di là dell'immersione
della sfera: on lo stesso prinipio si ottengono altre appliazioni, ome il paradosso di
Sheer-Shnirelman per l'equazione di Eulero (si vedano [DS 09a, DS 09b℄) o i risultati
relativi alle inlusioni dierenziali del tipo
∇f ∈ C ,
on C ⊂Mk×n onvesso, he esporremo nella sezione 3.2.
Nel orso dell'ultimo apitolo, seguendo le idee di Daorogna-Marellini, Syhev e
Kirhheim, erheremo di orire un'alternativa all'integrazione onvessa, surrogando la
parte iterativa delle ostruzioni on un teorema astratto: il teorema di Baire. L'ambiente
più feondo in ui realizzare le dimostrazioni è, in questo aso, lo spazio delle funzioni lips-
hitziane on ostante di Lipshitz ≤ 1, dotato della norma L1 o di una norma equivalente.
In luogo dell'immersione isometria, studiamo l'inlusione dierenziale
∇f ∈ E ,
dove ad interessari è l'insieme E ⊂ Mk×n delle appliazioni lineari he preservano le
lunghezze dei vettori.
Nel apitolo 3 emerge un altro elemento disriminante per il omportamento delle im-
mersioni (loalmente) isometrihe: la dimensione. Se i limitiamo alle appliazioni lip-
shitziane, lasse più ampia delle C 1 su un aperto limitato, allora possiamo dimostrare un
risultato di essibilità anhe nel aso equidimensionale, per appliazioni f : Ω ⊂ Rn → Rn.
Basta riprendere l'Esempio 0.0.1 per apire la natura di questo fenomeno.
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Esempio 0.0.2. Abbiamo già visto he 'è rigidità per le funzioni f : (0, 1)→ R di lasse
C 1 on f˙ ∈ {−1, 1}, mentre 'è essibilità se f è soltanto lipshitziana.
Si può reuperare la essibilità per funzioni di lasse C 1, ol vinolo |f˙ | ≡ 1, solo quando
f : (0, 1)→ R2. La ragione si intuise dal disegno 2.
f0
f
0 t1
Figura 2: Esempio 2
Sia la strategia di Daorogna-Marellini e Syhev (si veda [DM 97℄) sia la strategia di
Kirhheim (si veda [Ki 03℄) si avvalgono di funzionali
1
Baire-1. Oupiamoi ad esempio
della strategia di Kirhheim nel aso unidimensionale, la versione ompleta verrà esposta
nella sezione 3.2.
Esempio 0.0.3. Sia f0 : (0, 1) → R una funzione lipshitziana orta (i.e., ‖f0‖Lip ≤ 1).
Qualunque sia ε > 0 esiste una funzione f : (0, 1)→ R on ‖f0 − f‖L1 < ε e
|f˙(t)| = 1, L1-q.o. t ∈ (0, 1) . (0.0.3)
Infatti onsideriamo l'appliazione lineare f 7→ f˙ ∈ L1: la generia funzione f è un punto
di ontinuità perhé la derivazione è una mappa Baire-1.
Supponiamo per assurdo he non valga (0.0.3): possiamo rionduri al aso in ui f ∈ C 1,
e dunque, in un intorno di un punto t0 ∈ (0, 1) tale per ui f˙(t0) < 1, possiamo eettuare
una perturbazione sommando una funzione a dente di sega hˆ ome nel disegno 3. Avremmo
ottenuto he f è un punto di disontinuità per la derivazione, ome operatore dall'insieme
delle funzioni lipshitziane orte dotato della norma L1 a valori in L1((0, 1)).
Il metodo di Kirhheim esposto nelle sezioni 3.2, 3.3, 3.4, 3.6 ha svantaggi e vantaggi
rispetto ai metodi lassii di integrazione onvessa del apitolo 2.
1
Un funzionale Baire-1 è un limite puntuale di funzionali ontinui. In partiolare, se il dominio è om-
pleto, è noto he il funzionale Baire-1 ammette un insieme residuale di punti di ontinuità, i.e. intersezione
numerabile di aperti densi.
vii
(i) Non si tratta propriamente di un'immersione isometria perhé non 'è ontrollo sul-
l'iniettività dell'appliazione, piuttosto si tratta di risolvere un'inlusione dierenziale
on un signiato geometrio impoverito.
(i') Si possono trattare inlusioni dierenziali diverse, purhé l'insieme di partenza sia
onvesso.
(ii) Si lavora su una lasse di funzioni più ampia: le funzioni lipshitziane anzihé quelle
di lasse C 1.
(ii') Ammettere disontinuità nella derivata ∇f permette di trattare il aso equidimen-
sionale.
0 t
f
f + hˆ
hˆε
t0
Figura 3: Esempio 3
(iii) I risultati non sono ostruttivi: le funzioni vengono perturbate in maniera tale
da allontanarsi dalla funzione di partenza (∼ disontinuità), mentre l'integrazione
viii
onvessa e il metodo di Marellini-Syhev rihiedono perturbazioni he i faiano
avviinare al bordo del onvesso C. Per questo motivo il metodo di Kirhheim ha
ostruzioni più intellegibili.
(iii') Si ottiene un risultato di densità nel senso della ategoria.
Nell'ultima sezione, la 3.7, disutiamo la possibilità di realizzare una dimostrazione
di un risultato di tipo Nash on il teorema di Baire, ma senza passare dalle inlusioni
dierenziali né dal onetto di funzionale Baire-1.
Una denizione ragionevole di immersione isometria generalizzata è quella di un'appli-
azione lipshitziana f : Ω ⊂ Rn → Rn he preserva la lunghezza delle urve rettiabili
Γ : [0, 1]→ Ω.
Vorremmo mostrare he queste appliazioni sono dense nel senso della ategoria tra le
appliazioni lipshitziane on ostante di Lipshitz ≤ 1 utilizzando soltanto il teorema
di Baire. Il fatto he questo aso sia geometriamente interessante ha ome ontroparte
l'inattuabilità negli altri asi di inlusioni dierenziali.
Per onludere, inseriamo uno shema riassuntivo dei risultati riguardanti le immersioni
isometrihe Ω ⊂ Rn → Rk ontenuti in questa tesi.
k = n k ≥ n+ 1
Lipshitz
essibilità (inl. di.,
no iniettività) - ap. 3
essibilità
C 1 rigidità essibilità - sez. 2.2
C 1,α, α < (1+n+n2)−1 rigidità essibilità (loale) - sez. 2.3
C 1,α, α > 2/3, n = 2 rigidità - sez. 1.4
C 2 rigidità rigidità - ap. 1
Ciò he risalta in questa panoramia è la possibilità di segliere una tenia dimostra-
tiva piuttosto he un'altra a seonda delle aratteristihe della relazione dierenziale, fon-
damentalmente segliendo un meanismo più o meno astratto al quale adare la parte
iterativa he è omune a tutti i problemi di integrazione onvessa.
ix
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Capitolo 1
Risultati di rigidità
Denizione 1.0.4. Sia (V, g) una varietà riemanniana ompatta e sia f : V → Rk
un'appliazione almeno di lasse C 1. Ovviamente Rk è dotato della metria eulidea,
he indihiamo on h. Diremo he f è un'immersione isometria se
f∗h = g , (1.0.1)
ioè se
∀ p ∈ V, ∀u, v ∈ TpV 〈f∗(u), f∗(v)〉 = 〈u, v〉g .
Inoltre se f è un dieomorsmo on l'immagine, sarà hiamata embedding isometrio o,
più brevemente, un'isometria.
Il problema dell'esistenza di immersioni isometrihe per varietà riemanniane è stato a
lungo studiato. Ci sono due parametri di ui bisogna tenere onto nella disussione: la
dimensione k dello spazio di arrivo e la regolarità rihiesta all'immersione.
Infatti iò he la formula (1.0.1) riassume si srive in oordinate loali ome un sistema
di n(n+ 1)/2 equazioni e k inognite〈
∂f
∂xi
,
∂f
∂xj
〉
= gij . (1.0.2)
Per questo motivo è naturale pensare he k debba essere grande. In questa tesi i o-
uperemo primariamente del aso k = n + 1, o al più, per ragioni tenihe, k = n + 2.
Alla lue di quanto detto sopra, i primi risultati, quasi intuitivi, he riguardano le immer-
sioni isometrihe sono risultati di rigidità. Il termine rigidità appartiene al linguaggio
del prinipio di omotopia di Gromov (si vedano [EM 02℄ e [Gr 71℄): esso si ontrappone al
fenomeno di essibilità di erte relazioni dierenziali, he ammetto una grande quantità di
soluzioni. In questo ontesto la rigidità di un'immersione dierenziale è rigidità ante litter-
am: 'è rigidità per una varietà riemanniana immersa quando le unihe isometrie permesse
sono rototraslazioni, ossia movimenti rigidi dello spazio.
Per quanto riguarda la regolarità dell'immersione/embedding, il problema dell'isometria
presenta una vera e propria barriera: lassiamente si ontrappongono la rigidità delle
immersioni isometrihe di lasse C 2 e la essibilità di quelle di lasse C 1.
1
I risultati di rigidità per le immersioni isometrihe di lasse C 2 sono fatti noti di geome-
tria dierenziale e in questo apitolo erheremo di orirne una rapida panoramia. Per
una trattazione esaustiva si veda [Sp 79℄. Un'attenzione partiolare merita la sezione 1.4,
in ui si fornise una soglia di rigidità più bassa di quella lassia: l'immersione isometria
sarà rigida non solo nel aso C 2, ma anhe nel aso C 1,α se α > 2/3.
1.1 Embedding di una sfera
Il primo esempio, lassio (fr. [AT 06℄, ap. 7), è quello dell'embedding della sfera S2 ⊂
R3. La sfera non può essere immersa isometriamente in R3 se non ome bordo di una
palla B1(x) per un opportuno x ∈ R3.
Lemma 1.1.1 (Criterio di Hilbert). Sia S ⊂ R3 una superie orientata, κ1, κ2 : S → R
le orrispondenti urvature prinipali
1
, on κ1 ≤ κ2. Se un punto p ∈ S è ontemporanea-
mente minimo loale per κ1 e massimo loale per κ2, e se la urvatura gaussiana κ
def
= κ1κ2
è positiva, allora p è un punto ombeliale2, ioè κ1 = κ2.
Dimostrazione. Senza ledere la generalità del risultato possiamo supporre he
(i) Il punto p oinide on l'origine 0 ∈ R3.
(ii) In un intorno di p la superie S è il grao di un'appliazione h : U ⊂ R2 → R, ioè
ammette una parametrizzazione
ϕ(x1, x2) = (x1, x2, h(x1, x2)) ,
on h(0) = 0 e ∇h(0, 0) = 0.
(iii) Ciasun asse ei = ∂φ/∂xi è una direzione prinipale
3
relativa alla urvatura prinipale
κi.
Siano ora σ1, σ2 : (−ε, ε)→ S date da σ1(t) def= ϕ(0, t) e σ2(t) def= ϕ(t, 0), deniamo
l1
def
= e/E2 ◦ σ1
l2
def
= g/G2 ◦ σ2 ,
1
Una urvatura prinipale è, per denizione, un autovalore del dierenziale della mappa di Gauss
(orientazione).
2
Un punto ombeliale è, per denizione, un punto in ui il dierenziale della mappa di Gauss è un
multiplo dell'identità.
3
Una direzione prinipale è, per denizione, un autovettore del dierenziale della mappa di Gauss.
2
dove E,F,G sono i oeienti metrii e e, f, g sono i oeienti di forma4 di S rispetto a
ϕ. Quindi, in oordinate, per ogni (x1, x2) ∈ U si ha he
E(x1, x2)
def
= 〈∂1, ∂1〉ϕ(x1,x2) = 1 +
(
∂h
∂x1
(x1, x2)
)2
F (x1, x2)
def
= 〈∂1, ∂2〉ϕ(x1,x2) =
∂h
∂x1
(x1, x2)
∂h
∂x2
(x1, x2)
G(x1, x2)
def
= 〈∂2, ∂2〉ϕ(x1,x2) = 1 +
(
∂h
∂x2
(x1, x2)
)2
e
e(x1, x2) =
〈
N ◦ ϕ(x1, x2), ∂
2ϕ
∂x21
(x1, x2)
〉
=
1√
1 + |∇h|2
∂2h
∂x21
f(x1, x2) =
〈
N ◦ ϕ(x1, x2), ∂
2ϕ
∂x1∂x2
(x1, x2)
〉
=
1√
1 + |∇h|2
∂2h
∂x1∂x2
g(x1, x2) =
〈
N ◦ ϕ(x1, x2), ∂
2ϕ
∂x22
(x1, x2)
〉
=
1√
1 + |∇h|2
∂2h
∂x22
,
on N = ∂1 ∧ ∂2/|∂1 ∧ ∂2|. Per t abbastanza piolo
l1(0) = κ1(p) ≤ κ1(σ1(t)) ≤ l1(t)
l2(0) = κ2(p) ≥ κ2(σ2(t)) ≥ l2(t) ,
quindi 0 è un punto di minimo loale per bl1 e di massimo loale per l2, in partiolare
l′′2(0) ≤ 0 ≤ l′′1(0).
Sviluppando i onti per le espressioni dei oeienti di forma di una superie in forma di
grao si ottengono
l1(t) =
1
(1 + |∂h/∂x1(0, t)|2)
√
1 + |∇h(0, t)|2
∂2h
∂x21
(0, t) (1.1.1)
l2(t) =
1
(1 + |∂h/∂x2(t, 0)|2)
√
1 + |∇h(t, 0)|2
∂2h
∂x22
(t, 0) , (1.1.2)
in partiolare
∂2h
∂x2i
(0) = li(0) = κi(p) ,
e siome ∂φ/∂xi sono direzioni prinipali in p allora
∂2h
∂x1∂x2
(0) = 0 .
4
Rispettivamente la prima e la seonda forma fondamentale.
3
Derivando due volte le espressioni (1.1.1) e valutando in 0, si ottiene
κ1(p)κ2(p)[κ2(p)− κ1(p)] ≤ 0 ,
ioè
κ2(p) ≤ κ1(p) ≤ κ2(p) .
Questo onlude la dimostrazione, perhé le urvature prinipali in p sono identihe,
pertanto dNp = κ1Id =
√
κId.
Teorema 1.1.2 (Liebmann). Le sole superi ompatte senza bordo on urvatura gaus-
siana ostante sono le sfere.
Dimostrazione. Sia S ⊂ R3 una superie ompatta on urvatura gaussiana ostante κ.
Siuramente κ > 0, perhé una superie ompatta ontiene sempre punti ellittii. Inoltre
S è orientabile.
Fissata un'orientazione N : S → S2, siano κ1, κ2 la due urvature prinipali, on κ1 ≤ κ2.
Siome κ1, κ2 sono ontinue e S è ompatta, esiste un punto p ∈ S he è un minimo per
κ1 e, poihé κ1κ2 ≡ κ, il punto p è un massimo per κ2. Per il Lemma 1.1.1 p è un punto
ombeliale, ma allora per ogni q ∈ S si ha he
κ2(q) ≤ κ2(p) = κ1(p) ≤ κ1(q) ≤ κ2(q) ,
ioè tutti i punti di S sono punti ombeliali di urvatura gaussiana κ.
Deniamo l'appliazione Φ : S → R3 ome
Φ(p)
def
=
√
κp−N(p) .
Poihé dNp(v) =
√
κv per qualsiasi v, allora
dΦp =
√
κId− dNp ≡ 0 ,
ioè Φ è (loalmente ostante e quindi) ostante: se Φ0 è il valore di Φ, abbiamo ottenuto∣∣∣∣p− Φ0√κ
∣∣∣∣2 ≡ 1κ . (1.1.3)
La formula (1.1.3) prova he S è ontenuta in un pezzo di sfera, per ompattezza S è una
sfera.
Corollario 1.1.3. Sia f : S2 → R3 un embedding isometrio di lasse C 2, allora f = Ax+b
on A ∈ O(3) e b ∈ R3.
Dimostrazione. Vogliamo dimostrare he f(S2) è una sfera in R3. Chiamiamo
S
def
= f(S2) .
4
La superie S ⊂ R3 è ompatta, orientabile e, per il teorema egregium di Gauss5, ha
urvatura ostante uguale a 1. Per il Teorema 1.1.2 S è una sfera di raggio unitario.
A meno di una traslazione S2 → S2 e, a meno di una rotazione, (0, 0, 1) ∈ S2 7→ (0, 0, 1).
Un embedding isometrio preserva distanze e geodetihe, pertanto (0, 0,−1) 7→ (0, 0,−1)
e similmente aade per l'equatore S1 = S2 ∩ Span(e1, e2). Per onludere notiamo he,
a meno di traslazione, f|S1 è una rotazione. Poihé, a meno di rotazioni e traslazioni, f
ssa polo nord, polo sud ed equatore di S2 e preserva le geodetihe, allora per qualhe
A ∈ SO(n) e per qualhe b ∈ R3
f = Ax+ b .
Osservazione 1.1.4. Le dimostrazioni del teorema di Liebmann 1.1.2 e del Corollario
1.1.3 impiegano in modo sostanziale il onetto di urvatura gaussiana. La denizione
di urvatura gaussiana rihiede l'esistenza dei oeienti di forma (seonda forma fonda-
mentale), periò sarà al di sotto delle soglia di regolarità C 2 he dovremo erheremo i
fenomeni di essibilità tipii del teorema di Nash 2.0.3.
1.2 Embedding di una superie hiusa a urvatura positiva
La generalizzazione della Proposizione 1.1.3 va sotto il nome di problema di Weyl: se (S, g)
è una superie riemanniana on urvatura gaussiana positiva allora esiste un'immersione
isometria in R3? Quest'immersione è univoamente determinata a meno di movimenti
rigidi? La risposta, aermativa e ompleta, al problema di Weyl fu data da Heinz in [He 62℄,
ma l'aspetto he i riguarda, ioè l'uniità a meno di movimenti rigidi dell'immersione
isometria, venne già trattato da Cohn-Vossen in [CV 27℄. Per una dimostrazione del
teorema he segue si può vedere [Sp 79℄.
Teorema 1.2.1 (Cohn-Vossen). Sia S ⊂ R3 una superie riemanniana ompatta e
onvessa, allora l'immersione isometria di S in R3 è unia a meno di movimenti rigidi.
Osservazione 1.2.2. Grazie al teorema di Hadamard
6
, la ondizione di onvessità del
Teorema 1.2.1 può essere sostituita on l'ipotesi di urvatura gaussiana positiva.
Nella sezione 1.4 i si ouperà proprio dell'uniità nel problema di Weyl on una
regolarità minore.
5
La urvatura gaussiana di una superie immersa in R3 è una proprietà intrinsea, ovvero dipende
soltanto dalla prima forma fondamentale. Un'isometria è aratterizzata ome un'appliazione he preserva
la prima forma fondamentale. Per ulteriori preisazioni sulla notazione, si veda [AT 06℄.
6
Una superie S ⊂ R3 hiusa (i.e., ompatta e senza bordo) e on urvatura gaussiana sempre positiva
è strettamente onvessa, nel senso he per ogni punto della superie quest'ultima è ontenuta in uno dei
due semispazi aperti delimitati dal piano tangente ane nel punto.
5
1.3 Embedding di una varietà
La situazione in dimensione maggiore di 2 è anora più drastia. Anora [Sp 79℄ dà una
dimostrazione ompleta del teorema he segue.
Teorema 1.3.1. Siano S, S˜ ipersuperi immerse in Rn+1 e sia f : S → S˜ un'isometria
globale di lasse C 2. Se il ampo di versori normali N : S → Sn ha dierenziale di rango
≥ 3, allora f onserva la seonda forma fondamentale a meno del segno.
Dimostrazione. Fissato un punto p ∈ S, sia {e1, . . . , en} una base ortonormale per TpS.
Indihiamo on II(·, ·) la seonda forma fondamentale in S e on
Mij
def
= II(ei, ej) .
In modo analogo, se e˜i
def
= f∗ei, avremo he {f∗e1, . . . , f∗en} è una base per Tf(p)S˜, indotta
da f , e indiheremo
M˜ij
def
= I˜I(e˜i, e˜j) .
Poihé f è un'isometria globale, l'equazione di Gauss implia he
Mi1j1Mi2j2 −Mi1j2Mi2j1 = M˜i1j1M˜i2j2 − M˜i1j2M˜i2j1 .
Si può onludere grazie al lemma algebrio he segue.
Lemma 1.3.2. Siano M e M˜ due matrii simmetrihe n× n, on rk(M) ≥ 3. Supponi-
amo he ogni determinante di ogni minore 2 × 2 di M eguagli il determinante del minore
orrispondente di M˜ . Allora M˜ = ±M .
Corollario 1.3.3. Siano S, S˜ ipersuperi onnesse immerse in Rn+1 e sia f : S →
S˜ un'isometria globale di lasse C 2. Se il ampo di versori normali N : S → Sn ha
dierenziale di rango ≥ 3, allora f è un movimento rigido.
Dimostrazione. Questo risultato è una onseguenza immediata del Teorema 1.3.1 alla lue
del teorema fondamentale della teoria loale delle superi
7
, del quale si utilizza soltanto
il risultato di uniità della soluzione.
1.4 Risultato di Borisov
Riprendiamo ora il problema di Weyl enuniato nella sezione 1.2. Volendo abbassare la
regolarità dell'immersione isometria, la urvatura gaussiana non basta più, per questo
motivo introduiamo il onetto di urvatura estrinsea limitata.
7
Assegnate prima e seonda forma fondamentale he soddisno le equazioni di Gauss e le equazioni di
Codazzi-Mainardi, esiste, unia a meno di movimenti rigidi, una superie immersa regolare on gli stessi
oeienti metrii e di forma. Questo teorema è noto anhe ome teorema di Bonnet, si vedano [AT 06℄ e
[Sp 79℄.
6
Innanzitutto però rihiamiamo un po' di notazione. Abbiamo un'immersione f : S → R3,
sebbene stavolta f ∈ C 1,α, on α > 2/3. Se S è una superie on metria g di lasse
C 2 e urvatura gaussiana positiva κ, denoteremo on dA l'elemento d'area. L'immagine
f(S) non è più suientemente regolare da poter usare i onetti standard della geometria
dierenziale: la nuova superie f(S) avrà omunque un'orientazione N . Il versore normale
N(p) a f(S) si denise ome l'unio vettore di R3 he ompleta la terna ortonormale
(dfp(e1), dfp(e2), N(p)), dove e1, e2 ostituisono una base per Tf−1(p)S.
Denizione 1.4.1 (Grado di Brouwer). Sia p ∈ S un punto regolare di f : S → R3,
osihé dpf : TpS → Tf(p)f(S) è un isomorsmo lineari tra spazi vettoriali orientati. Il
segno di dpf è ±1 a seondo dell'orientazione indotta su Tf(p)f(S). Poniamo
deg(q, f)
def
=
∑
p∈f−1(p)
sgndpf .
In questo modo il grado è denito su un aperto denso di f(S).
Osservazione 1.4.2. Come risulta hiaro dalla denizione del grado di Brouwer, deg ha
senso per valori regolari della mappa N , ioè è denito su un aperto denso di S2, tuttavia
il grado è anhe ostante sulle omponenti onnesse di S2 \ N(∂V ). Per questo motivo
deg(·, V, S2) denoterà d'ora in poi l'unia estensione ontinua del grado in S2 \N(∂V ).
Per onludere questa parte preliminare riordiamo questo utile risultato.
Teorema 1.4.3. Sia N ∈ C (V, S2) e sia (Nj)j∈N una suessione in C∞(V, S2) he
onverge uniformemente a N . Se F ⊂ S2 \N(∂V ) è un hiuso, si ha he
deg(·, V,Nj) ≡ deg(·, V,N) su F
denitivamente.
Passiamo adesso a denire il onetto di urvatura estrinsea, he sopperirà alla man-
anza di regolarità della urvatura gaussiana, ragione per ui non valgono de fato i teoremi
di tipo 1.2.1. Questa parte di geometria estrinsea delle superi si può trovare in [Po 73℄,
ap.9.
Denizione 1.4.4. Sia U ⊂ R2 un aperto limitato e sia f ∈ C 1(U,R3) un'immersione.
La superie f(U) ha urvatura estrinsea limitata se esiste una ostante C tale per ui
n∑
i=1
σ (N(Ei)) ≤ C
per ogni insieme {E1, . . . , En} dove gli Ei sono hiusi di U a due a due disgiunti. Con σ si
india la misura di superie sulla sfera S2.
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Osservazione 1.4.5. Una superie almeno di lasse C 1 ha urvatura estrinsea limitata
se l'area della sua immagine via mappa di Gauss N è nita, onedendo sovrapposizioni
nel rioprimento.
Dunque una superie ha urvatura estrinsea limitata se e solo se la mappa di Gauss è a
variazione limitata.
Teorema 1.4.6. Sia S una superie a urvatura estrinsea limitata. Per ogni p ∈ S
esistono un intorno V ⊂ S di p ed una suessione di superi analitihe Sj on le seguenti
proprietà:
1. Le superi Sj onvergono a S in V insieme on le rispettive immagini rispetto alla
mappa di Gauss.
2. Le suessioni ostituite dalla parte positiva e dalla parte negativa della urvatu-
ra gaussiana κj di iasuna superie analitia Sj onvergono debolmente. Per
denizione, indiheremo queste misure limite on κ+ e κ−, rispettivamente; tali limiti
non dipendono dalla partiolare suessione Sj .
Più preisamente, le onvergenze nel Teorema 1.4.6 vanno intese in questo senso. Per
ogni j esiste un omeomorsmo φj da V a (un aperto di) Sj tale he per ogni q ∈ V
|q − φj(q)| → 0 e Tφj(q)Sj → TqS .
Una ondizione analoga viene rihiesta per la onvergenza delle superi N(Sj) ad N(S).
Per quanto riguarda la onvergenza delle urvature di ui al punto 2., si denoti on κj
la urvatura di Sj e siano κ
+
j , κ
−
j , rispettivamente, la parte positiva e negativa di κj . Si
rihiede allora he
lim
j→∞
∫
V
(κ+j ◦ φj)ϕ dA =
∫
V
ϕ dσ+,
lim
j→∞
∫
V
(κ−j ◦ φj)ϕ dA =
∫
V
ϕ dσ−
per ogni ϕ ∈ C 0(V ); A denota la misura di superie su S.
Denizione 1.4.7. Nelle ipotesi e on la notazione del Teorema 1.4.6, diremo he una
superie S ha urvatura intrinsea positiva se κ+ è positiva e non identiamente nulla e
κ− ≡ 0.
Dal lavoro di Pogorelov e Sabitov sono noti i fatti seguenti:
1. Una superie hiusa di lasse C 1 on urvatura estrinsea limitata e urvatura
intrinsea positiva è onvessa
8
(fr. [Po 73℄).
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Su ogni sottoinsieme boreliano di una superie onvessa S la urvatura intrinsea oinide on la
urvatura estrinsea, vale a dire on la misura he è indotta su S della misura σ su S2 attraverso la mappa
di Gauss N .
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2. Una superie hiusa e onvessa è rigida: le immersioni isometrihe sono unihe a
meno di movimenti rigidi dello spazio (fr. [Po 51℄).
Dunque, dimostrando he l'immagine di una superie di R3 tramite un'immersione isomet-
ria di lasse C 1,α, on α opportuno, ha urvatura estrinsea limitata, avremo dimostrato
he il problema di Weyl è rigido. Questo risultato venne ottenuto da Borisov per α > 2/3,
ome è riportato in [Bo 58a℄, [Bo 58b℄, [Bo 59a℄, [Bo 59b℄, [Bo 60℄. Tuttavia esporremo
lo stesso risultato seguendo la dimostrazione data da Conti, De Lellis e Székelyhidi in
[CDS 09℄.
Teorema 1.4.8 (Borisov). Sia S ⊂ R3 una superie dotata di una metria C 2 e di
urvatura gaussiana positiva. Sia f ∈ C 1,α(S,R3) un'immersione isometria, on α > 2/3.
Allora f(S) è una superie on urvatura estrinsea limitata.
Corollario 1.4.9. Sia S ⊂ R3 una superie hiusa on metria di lasse C 2 e urvatura
gaussiana positiva. Sia f ∈ C 1,α(S,R3) un'immersione isometria, on α > 2/3. Allora
f(S) è unia a meno di moti rigidi ed è il bordo di un onvesso limitato. In partiolare, se
la urvatura gaussiana è ostante, allora si ottiene di nuovo il risultato 1.1.3, ioè f(S) è
il bordo di una palla Br(x) per qualhe opportuno x ∈ R3, r > 0.
Il primo passo verso la dimostrazione del Teorema 1.4.8 è veriare la validità della
formula dell'area (1.4.1) per la mappa di Gauss N : S → S2.
Quando f ∈ C 2(S,R3), ioè quando la normale N è almeno di lasse C 1, la formula di
ambio di variabile dà∫
V
ϕ(N(x))κ(x)dA(x) =
∫
S2
ϕ(y)deg(y, V,N)dσ(y) , (1.4.1)
per qualunque ϕ ∈ C 1(S2) e qualsiasi V ⊂⊂ S. Per veriare (1.4.1) nel aso di f ∈ C 1,α
serve innanzitutto una stima per la onvoluzione, he utilizzeremo poi per regolarizzare
l'immersione.
Lemma 1.4.10. Sia χ ∈ C∞c (Rn) un nuleo regolarizzante simmetrio on
∫
χ = 1. Per
ogni r, s ≥ 0 e α ∈]0, 1] si ha
‖f ∗ χρ‖C r+s ≤ Cρ−s‖f‖C r (1.4.2)
‖f − f ∗ χρ‖C r ≤ Cρ2‖f‖C r+2 (1.4.3)
‖(f f˜) ∗ χρ − (f ∗ χρ)(f˜ ∗ χρ)‖C r ≤ Cρ2α−r‖f‖C 0,α‖f˜‖C 0,α . (1.4.4)
Teorema 1.4.11. Sia Ω ⊂ Rn aperto, dotato della metria eulidea standard h. Sia
f ∈ C 1,α(Ω,Rk) on f∗h ∈ C 2 e sia χ ∈ C∞c (Rn) un nuleo regolarizzante simmetrio
standard. Allora, per ogni sottoinsieme ompatto K ⊂ Ω, vale la stima
‖(f ∗ χρ)∗h− f∗h‖C 1(K) = O(ρ2α−1) , (1.4.5)
quando ρ ↓ 0.
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Dimostrazione. Chiamiamo g
def
= f∗h e gρ
def
= (f∗χρ)∗h. Naturalmente, per la disuguaglian-
za triangolare,
‖gρij − gij‖C 1 ≤ ‖gρij − gij ∗ χρ‖C 1 + ‖gij ∗ χρ − gij‖C 1 .
Il primo termine si srive ome
‖gρij − gij ∗ χρ‖C 1 = ‖∂jf ∗ χρ · ∂if ∗ χρ − (∂jf · ∂if) ∗ χρ‖C 1 ,
quindi, appliando al primo e al seondo termine, rispettivamente, (1.4.4) e (1.4.3) si ottiene
‖gρij − gij‖C 1 ≤ C(ρ2α−1‖f‖2C 1,α + ρ‖g‖C 2) .
Grazie al Teorema 1.4.11, è possibile dimostrare he (1.4.1) vale anhe per f ∈ C 1,α,
purhé α > 2/3.
Lemma 1.4.12. Sia χ ∈ C∞c (R2) un nuleo regolarizzante simmetrio, deniamo il
risalamento
χε(x) =
1
ε2
χ
(x
ε
)
.
Sia V ⊂⊂ S diemorfo a un sottoinsieme di R2 e sia f ∈ C 1,α, α > 2/3, tale per ui
f∗ ∈ C 2. Posta
f ε
def
= (f1V ) ∗ χε ,
denoteremo on N ε, gε, Aε e κε rispettivamente la normale a f ε(S), la metria indotta
su f ε(S), l'elemento d'area e la urvatura gaussiana orrispondenti. Per ogni funzione
ϕ ∈ C∞c (S2 \N(∂V )) si ha he
lim
ε→0
∫
V
ϕ(N ε)κε dAε =
∫
V
ϕ(N)κ dA .
Dimostrazione. In oordinate vorremmo dimostrare he
lim
ε→0
∫
V
ϕ(N ε(x))κε(x)
√
det(gε(x)) dxε =
∫
V
ϕ(N(x))κ(x)
√
det(g(x)) dx .
Anora in oordinate, la urvatura gaussiana ha l'espressione
κ =
cijkl∂
2
klgij + dijklmn(g)∂kgij∂lgmn
det g
,
dove, a presindere dagli indii, cijkl sono oeienti ostanti e dijklmn sono funzioni lise.
Il Teorema 1.4.11 i die he ∂kg
ε
ij e g
ε
ij onvergono loalmente uniformemente a ∂kgij e
gij . Inoltre N
ε
onverge loalmente uniformemente a N . Poihé ϕ ha supporto ompatto,
rimane da dimostrare he
lim
ε→0
∫
V
ϕ(N ε(x))√
det gε(x)
∂klg
ε
ij(x) dx =
∫
V
ϕ(N(x))√
det g(x)
∂klgij(x) dx . (1.4.6)
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Per onvenienza indihiamo
ψε(x)
def
=
ϕ(N ε(x))√
det(gε(x))
.
Poihé ϕ ha supporto ompatto, dall'integrazione per parti si ottiene∫
V
ψε∂klg
ε
ij =
∫
V
∂kψ
ε∂lg
ε
ij .
Il Teorema 1.4.11 e la stima ovvia ‖∂kψε‖ ≤ Cεα−1, danno∫
V
∂kψ
ε
(
∂lg
ε
ij − ∂lgij
)
= O
(
ε3α−2
)
, (1.4.7)
he onverge a 0 per ε→ 0 proprio perhé α > 2/3.
Integrando anora per parti, si ottiene da (1.4.7) he
lim
ε→0
∫
V
ϕ(N ε(x))√
det gε(x)
∂klg
ε
ij(x) dx =
∫
V
ϕ(N ε(x))√
det gε(x)
∂klgij(x) dx .
Usando la onvergenza uniforme di N ε → N e di gε → g si ottiene (1.4.6) e quindi la
tesi.
Teorema 1.4.13. Sia f ∈ C 1,α un embedding isometrio on α > 2/3 e f∗h di lasse C 2.
Allora la formula (1.4.1) vale per ogni aperto V ⊂⊂ S dieomorfo a un sottoinsieme di R2
e per ogni ϕ ∈ L∞ on supporto in (S2 \N(∂V )).
Dimostrazione. Per approssimazione è suiente dimostrare il teorema nel aso in ui
ϕ ∈ C∞.
Poihé V è dieomorfo ad un aperto di R2 possiamo impiegare il Lemma 1.4.12, he,
insieme
9
on il Teorema 1.4.3, i dà∫
V
ϕ(N)κ dA = lim
ε→0
∫
V
ϕ(N ε)κε dA = lim
ε→0
∫
S2
ϕdeg(·, V,N ε) dσ =
∫
S2
ϕdeg(·, V,N) dσ .
Con anora poo sforzo si può eliminare dal Teorema 1.4.13 l'ipotesi he l'aperto V
sia dieomorfo ad un sottoinsieme di R2: bisogna però saper trattare la frontiera ∂V
dell'aperto V ⊂⊂ S.
Lemma 1.4.14. Siano S, S˜ due varietà riemanniane di dimensione 2, N ∈ C 0,β(S, S˜) on
β > 1/2. Se E ⊂ S ha dimensione di Hausdor 1, allora l'area di N(E) è 0.
Teorema 1.4.15. Siano (S, g) e f ome nelle ipotesi del Teorema 1.4.13, on κ ≥ 0. Per
ogni aperto V ⊂⊂ S, il grado di Brouwer deg(·, V,N) è una funzione non-negativa, sta in
L1, e la formula (1.4.1) è veriata per ogni ϕ ∈ L∞(S2 \N(∂V )).
9
In questo aso l'insieme hiuso di S2\N(∂V ) he nel Teorema 1.4.3 era indiato on F viene determinato
dal supporto di ϕ.
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Dimostrazione. Possiamo spezzare la dimostrazione del Teorema 1.4.15 in tre asi, di
generalità resente.
(1) Dal Teorema 1.4.13 sappiamo già he la formula (1.4.1) è valida se V è dieomorfo
ad un aperto di R2 e ϕ ∈ L∞ ha supporto ompatto in S2 \N(∂V ). Poihé κ ≥ 0,
allora deg(·, V,N) ≥ 0. Sia (ϕj)j∈N una suessione di funzioni misurabili a supporto
ompatto on
ϕj ↑ 1S2\N(∂V ) ,
allora ∫
deg(y,N, V ) dσ(y) =
∫
V
κ dA <∞ ,
periò
deg(·, N, V ) ∈ L1 .
(2) Supponiamo he V abbia frontiera regolare: possiamo deomporre V ome unione di
un numero nito di Vi, senza sovrapposizioni, iasuno lipshitziano e dieomorfo ad
un aperto di R2. Per ostruzione
deg(y,N, V ) =
∑
i
deg(y,N, Vi)
per ogni y /∈ ∪N(∂Vi). D'altra parte
σ
(⋃
i
N(∂Vi)
)
= 0
per il Lemma 1.4.14, periò anhe questo aso è dimostrato.
(3) Per onludere sia V arbitrario e sia ϕ ∈ L∞ on supporto ontenuto in S2 \N(∂V ).
Segliamo un insieme V ′ aperto, on frontiera regolare e ∂V ′ suientemente viina
a ∂V . Sul supporto di ϕ i gradi deg(·, V,N) e deg(·, V ′, N) oinidono e i si può
riondurre al aso preedente. Come nel aso (1) si può onludere he deg(·, V,N) ∈
L1, deg(·, V,N) ≥ 0 e la formula (1.4.1) vale per ogni V e per ogni ϕ ∈ L∞(S2 \
N(∂V )).
Dal Teorema 1.4.15 la dimostrazione del teorema di Borisov 1.4.8 segue abbastanza
failmente. Vorremmo infatti dimostrare he f(S), on f ∈ C 1,α e α > 2/3 ome in tutti
gli enuniati preedenti, ha urvatura estrinsea limitata.
Dimostriamo innanzitutto he
deg(·, V,N) ≥ 1N(V )\N(∂V )
per ogni V ⊂ U aperto. Per il Teorema 1.4.15, si ha he deg(·, V,N) ≥ 0. Supponiamo per
assurdo he deg(y0, V,N) = 0 per qualhe y0 ∈ N(V )\N(∂V ). Prendiamo un piolo diso
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aperto D, entrato in y0 e tale he N
−1(D) ∩ ∂V = ∅. Chiamiamo W def= N−1(D) ∩ V . Il
grado deg(·,W,N) si annulla in S2\D ed è un intero ostante d su D, perhé N(∂W ) ⊂ ∂D
e N(W ) ⊂ D. Siome
d = deg(y0,W,N) = deg(y0, V,N) − deg(y0, V \W,N) = − deg(y0, V \W,N)
e y0 /∈ N(V \W ), allora d = 0. Pertanto
0 =
∫
deg(y,W,N) dy =
∫
W
κ dA ,
he ontraddie il fatto he W 6= ∅ e κ > 0.
Prendiamo ora una famiglia nita di insiemi hiusi disgiunti E1, . . . , En, possiamo erto
rioprirla on una famiglia di aperti disgiunti V1, . . . , Vn on frontiere regolari. Grazie al
Teorema 1.4.15, otteniamo he
n∑
i=1
σ (N(Ei) \N(∂Vi)) ≤
n∑
i=1
σ (N(Vi) \N(∂Vi)) ≤
n∑
i=1
∫
Vi
κ ≤
∫
U
κ .
Il Lemma 1.4.14 garantise he σ (N(∂Vi)) = 0 e dunque il Teorema 1.4.8 è veriato.
1.5 Funzioni lipshitziane on gradiente nel gruppo speiale
ortonormale
Tutti i risultati illustrati nelle sezioni preedenti hanno arattere spiatamente geometri-
o, mentre 'è un aspetto loale dell'immersione isometria he abbiamo nora trasurato.
Come si dieva all'inizio, loalmente un'immersione isometria è un'appliazione he sod-
disfa il sistema di equazioni (1.0.2). In altre parole, se si trasura l'iniettività, loalmente
un'immersione isometria è un'inlusione dierenziale del tipo
∇f ∈ Ik×n , (1.5.1)
dove Ik×n è l'insieme delle matrii per ui |Mv| = v per ogni v ∈ Rn. Questo è il punto di
vista fondamentalmente adottato da Gromov in [Gr 86℄ e da verak in [v 95℄.
In generale un'inlusione dierenziale è una relazione dierenziale del tipo
∇f ∈ K , (1.5.2)
dove f : Ω ⊂ Rn → Rk è un'appliazione lipshitziana da una dominio limitato on frontiera
lipshitziana e K ⊂ Rk×n è ompatto. Un'ampia disussione del problema delle inlusioni
dierenziali si trova in [Mü 96℄, tuttavia bisogna distinguere per omportamento due asi:
1. K onnesso: è il aso he più i interessa.
2. K ha più d'una omponente: è il aso delle mirostrutture, si veda [Mü 96℄.
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Se prendiamo soltanto (1.5.1) ome denizione di immersione isometria, trasurando
l'iniettività, allora lo spartiaque tra rigidità e essibilità è leggermente diverso. A questo
fatto si è già aennato on gli esempi 0.0.1 e 0.0.2 dell'introduzione.
1. Nel aso equidimensionale f : Ω→ Rn esiste una essibilità he distrugge ompleta-
mente l'iniettività e, ome vedremo poi, la ontinuità di ∇f .
2. Nel aso f : Ω → Rk, k ≥ n+ 1 si ha di nuovo rigidità per la lasse C 2 e essibilità
per C 1.
Osservazione 1.5.1. Nel aso equidimensionale Ik×n = O(n) non è onnesso, anzi
O(n) = SO(n) ∪ SO(n)(−I) .
Supponiamo (e lo veriheremo poi nel apitolo 3, sezione 3.6) he l'inlusione (1.5.1)
sia essibile per f lipshitziana. Se f è addirittura di lasse C 1 allora ∇f ∈ SO(n) o
∇f ∈ SO(n)(−I), ioè è essibile addirittura l'inlusione
∇f ∈ SO(n) . (1.5.3)
Se dimostriamo he invee l'inlusione (1.5.3) è ompletamente rigida - addirittura per fun-
zioni lipshitziane - allora potremo onludere he nel aso equidimensionale si ha essibilità
soltanto per funzioni lipshitziane, mentre quelle di lasse C 1 sono rigide.
Dunque onludiamo il apitolo on un ultimo risultato di rigidità, valido per funzioni
lipshitziane, alle quali però rihiediamo più dell'essere loalmente isometrihe. Si tratta
del teorema di Reshetnyak, di ui si possono trovare versioni più sostiate in [Re 67℄ e
[Ki 88℄.
Teorema 1.5.2. Supponiamo n ≥ 2. Sia f : Ω→ Rn lipshitziana on
∇f ∈ SO(n) q.o.in Ω ,
allora ∇f è ostante e f(x) = Ax+ b on A ∈ SO(n).
Dimostrazione. In generale, se ∇f è il dierenziale di una funzione f ∈W 1,p(Ω), deniamo
la matrie dei ofattori via
cij
def
= (−1)i+j det


∂f(1)
∂x1
. . . ∂f
(1)
∂xj−1
∂f(1)
∂xj+1
. . . ∂f
(1)
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∂f(i−1)
∂x1
. . . ∂f
(i−1)
∂xj−1
∂f(i−1)
∂xj+1
. . . ∂f
(i−1)
∂xn
∂f(i+1)
∂x1
. . . ∂f
(i+1)
∂xj−1
∂f(i+1)
∂xj+1
. . . ∂f
(i+1)
∂xn
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∂f(n)
∂x1
. . . ∂f
(n)
∂xj
∂f(n)
∂xj+1
. . . ∂f
(n)
∂xn


14
Se C(x)
def
= (cij(x))ij , ioè C(x)
t∇f(x) = (det∇f(x))I, non è diile dimostrare he
divC = 0 ,
dove la divergenza è alolata riga per riga. Siome però, nel aso in ui ∇f ∈ SO(n), si
ha he C = ∇f , allora la funzione f è armonia su iasuna omponente e dunque regolare.
Inoltre |∇f |2 = n e allora
2|D2f |2 = ∆|∇f |2 − 2〈∇f,∇∆f〉 = 0 ,
ioè ∇f è ostante.
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Capitolo 2
Risultati di essibilità
Per molti anni si redette he gli stessi teoremi di rigidità 1.2.1 e 1.3.3 fossero validi anhe
per isometrie di lasse C 1, pertanto fu notevole la sorpresa quando, nel 1954, Nash dimostrò
il ontrario: gli embedding isometrii di lasse C 1 non sono rigidi, anzi sono uniformemente
densi tra gli embedding subisometrii.
Una onseguenza immediata del risultato ottenuto da Nash nel 1954 e da Kuiper subito
dopo è il osiddetto paradosso di Nash-Kuiper: la sfera S2 ⊂ R3 può essere immersa
isometriamente nella palla Bε(0) on ε arbitrariamente piolo.
Teorema 2.0.3 (Nash-Kuiper). Sia (V, g) una varietà riemanniana di dimensione n e sia
k > n. Ogni immersione subisometria f : V → Rk può essere approssimata in norma C 0
da un'immersione isometria di lasse C 1. Inoltre, se l'immersione iniziale è un embedding,
anhe l'approssimante isometria è un embedding.
In verità la dimostrazione data da Nash in [Na 54℄ vale per k > n + 1, fu Kuiper, in
[Ku 55℄, ad abbassare la soglia a k > n. Le loro dimostrazioni sono ompletamente ostrut-
tive e molto elaborate. Può essere interessante, però, onosere l'idea della dimostrazione
di Nash: on mezzi e linguaggi diversi, tutte le dimostrazioni di 2.0.3 hanno in omune la
stessa ostruzione di base e la tenia iterativa utilizzata da Nash verrà poi generalizzata
da Gromov in integrazione onvessa.
La dimostrazione ompleta del Teorema 2.0.3 verrà data nella sezione 2.2, mentre la
sezione 2.3 dà un risultato più forte del teorema di Nash, alzando la soglia di essibilità a
C 1,α, on α < (1 + n + n2)−1 per la essibilità loale e α < (1 + n + 2n2 + n3)−1 per la
essibilità globale.
2.1 Integrazione onvessa
Per la prima volta nel 1971, on [Gr 71℄, Gromov introdusse il prinipio di omotopia. Si
tratta di un modo molto elegante e astratto di denire il omportamento essibile di una
data relazione dierenziale. Il teorema di Nash 2.0.3 rientra a pieno titolo tra i fenomeni
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di essibilità: si tratta proprio di onfermare la essibilità delle immersioni isometrihe al
di sotto di una erta soglia di regolarità.
Lungi dal pori ome obiettivo un'esposizione del prinipio di omotopia, per il quale si
possono trovare trattazioni esaurienti in [EM 02℄, nonhé nell'originale [Gr 86℄, in questa
sezione e nella prossima utilizzeremo uno strumento, molto potente, al servizio del prinipio
di omotopia: l'integrazione onvessa.
Anhe l'integrazione onvessa venne introdotta da Gromov negli anni '70. In partio-
lare, in [Gr 73℄, egli ne diede una versione relativamente semplie per relazioni dierenziali
del primo ordine, ampliandola poi in [Gr 86℄. Shematiamente, si potrebbe aermare
he l'integrazione onvessa, insieme on l'approssimazione olonoma, è uno dei metodi geo-
metrii prinipali per testare il prinipio di omotopia. Anhe la sola integrazione onvessa
è già suiente per dimostrare il teorema di Nash 2.0.3 senza riorrere al linguaggio delle
relazioni dierenziali nello spazio dei jet.
Osservazione 2.1.1. Consideriamo una versione elementare del Teorema 2.0.3: sia f :
I → R2 un ammino subisometrio, ioè f(t) = (x(t), y(t)) e x˙2 + y˙2 < 1. Senza mezzi
sostiati si può dimostrare he le appliazioni I → R2 on x˙2 + y˙2 = 1 sono dense tra le
soluzioni della disequazione dierenziale x˙2 + y˙2 < 1.
L'Osservazione 2.1.1 suggerise he, data una relazione dierenziale del primo ordine
per appliazioni I → Rk, è utile onsiderare una relazione rilassata, dettata dall'inviluppo
onvesso di quella originale.
La notazione he useremo qui di seguito non è quella usata da Gromov in [Gr 86℄, ma la
notazione in voga per la teoria del ontrollo. Infatti Spring per primo, dopo molti anni, si
aorse he l'integrazione onvessa di Gromov saturiva dall'idea di rilassamento onvesso
di una relazione almeno quanto ne saturiva il teorema di rilassamento di Filippov della
teoria del ontrollo. Il parallelo tra le due teorie e una trattazione esaustiva della teoria
dell'integrazione onvessa si trovano in [Sp 98℄.
Denizione 2.1.2. Consideriamo le appliazioni I → Rk. Un'inlusione dierenziale1 è
un vinolo del tipo
f˙ ∈ A(t, f), t ∈ R, f ∈ Rk
dove A(t, f) ⊂ Rk.
Supponiamo per sempliità he A(t, y) = A(y)2. L'inlusione dierenziale denise in
modo naturale una relazione
R def= {(y, z) ∈ Rk × Rk|z ∈ A(y)} ⊂ Rk × Rk .
Denizione 2.1.3. Siano P uno spazio ane e p ∈ R ⊂ P , indihiamo on ConnpR la
omponente onnessa di R in ui si trova p e on ConvpR l'inviluppo onvesso di ConnpR.
1
Avevamo già parlato di inlusioni dierenziali nella sezione 1.5. È hiaro he si tratta dello stesso
onetto: in questa denizione l'insieme può variare in funzione del tempo e del valore della funzione.
2
Non si tratta di una perdita rilevante ai ni della dimostrazione del Teorema 2.0.3.
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Analogamente, se R è la relazione dierenziale indotta da un'inlusione del tipo f˙ ∈ A(f)
e (f, φ) : I →R, allora
Conv(f,φ)R def=
⋃
t∈I
Conv(f(t),φ(t))R .
Denizione 2.1.4. Sia data un'inlusione dierenziale e sia R la relazione dierenziale
indotta. Una oppia (f, φ) : I → R si die soluzione orta della relazione se (f, f˙) è una
soluzione per Conv(f,φ)R, ioè se
∀ t ∈ I f˙(t) ∈ Convφ(t) (A(f(t))) .
Esempio 2.1.5. Rivediamo l'Osservazione 2.1.1 on questo linguaggio: l'inlusione dif-
ferenziale he stiamo imponendo è
f˙(t) ∈ S1 ∀ t ∈ I ,
il ui inviluppo onvesso è sempliemente B1(0). Una oppia (f, φ) è orta se e soltanto se
f˙(t) ∈ B1(0) ∀ t ∈ I ,
infatti, siome la palla unitaria è onnessa, non 'è aluna dipendenza della proprietà 2.1.4
da φ(t).
Teorema 2.1.6 (Gromov). Sia data un'inlusione dierenziale
3
he indue una relazione
aperta R ⊂ Rk × Rk. Supponiamo he esista un'appliazione orta (f, φ) : I → R, vale a
dire he la oppia (f, f˙) è soluzione della relazione Conv(f,φ)R. Allora esiste una famiglia
{(fτ , φτ )}τ∈[0,1], on (fτ , φτ ) : I →R, he soddisfa:
1. (fτ (t), f˙τ (t)) ∈ Conv(f,φ)R per ogni t ∈ I, ioè per ogni τ le oppie (fτ (t), f˙τ (t)) sono
soluzioni orte.
2. (f0, φ0) = (f, φ).
3. (f1(t), φ1(t)) = (f1(t), f˙1(t)) ∈ R per ogni t ∈ I.
4. fτ è arbitrariamente viina a f per ogni τ ∈ [0, 1].
Prima di iniziare on la dimostrazione del Teorema 2.1.6 premettiamo due utili denizioni.
Denizione 2.1.7. Un ore astratto S è un'unione di un numero nito di opie I0, I1, . . .
dell'intervallo [0, 1], on l'estremo sinistro identiato in un solo punto 0S . Chiamiamo I0
e I1, I2, . . . rispettivamente stelo e petali del ore. Con ∂S si intende l'unione degli estremi
liberi dei soli petali.
Data un'appliazione ψ : S → Rk, un ore è l'immagine Ψ = ψ(S) del ore astratto S.
3
Per sempliità supporremo anora he A(t, y) = A(y), nessuna dipendenza da t.
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Denizione 2.1.8. Siano pi : I → Rk dei ammini, hiameremo prodotto uniforme
p
def
= p1 ⋄ · · · ⋄ pl
il ammino denito da
p(t)
def
=


p1(lt) t ∈ [0, 1/l)
.
.
.
pl(lt− (l − 1)) t ∈ [(l − 1)/l, 1]
Se invee α1+ · · ·+αl = 1 sono pesi generii, allora p def= p1 ⋄ · · · ⋄pl sarà il prodotto pesato
dei ammini, vale a dire he
p(t)
def
=


p1(t/α1) t ∈ [0, α1)
.
.
.
pl((t− (α1 + · · · + αl−1))/αl) t ∈ [α1 + · · ·+ αl−1, 1]
Dimostrazione.
Primo passo: Ci si può ridurre a una relazione della forma Bε(0)×Ψ.
Notiamo innanzitutto he si può onsiderare una relazione on 0 ∈ Conv(0,φ)A(0) e
(0, φ) ome soluzione orta iniziale. Infatti potremmo ambiare oordinate mediante
la traslazione y˜ = y − f(t).
Fissiamo t0 ∈ I. Poihé 0 ∈ Conv(0,φ)A(0), possiamo segliere un numero nito
di punti in Conn(0,φ(t0))R tali per ui 0 appartenga all'inviluppo onvesso di questi
punti. Connettendo φ(t0) on i punti selti sopra attraverso ammini he restano
all'interno di Conn(0,φ(t0)) otteniamo i petali di un ore Ψ he viene ompletato on
uno stelo ψ0(t) = φ(t0 + δt).
Grazie a questa ostruzione si ha he 0 ∈ IntConv (∂Ψ).
Siome la relazione R è aperta e I è ompatto4, allora abbiamo dimostrato he
R ⊃ Bε(0)×Ψ ,
dove ε è piolo a suienza, Ψ è un ore on 0 ∈ IntConv (∂Ψ). Dunque possiamo
sempliare la dimostrazione onsiderando ome relazione
R = Bε(0) ×Ψ
e ome oppia di partenza è
(0, φ) : I →R .
4
La ompattezza è neessaria perhé δ non dipenda da t0.
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Seondo passo: Soluzioni lineari a tratti.
Per ostruzione si ha he 0 ∈ Int Conv (∂Ψ), dove ∂Ψ = {a1, . . . , al}. Questo signia
he esistono α1, . . . , αl > 0, on α1 + · · · + αl = 1, tali he
0 =
l∑
i=1
αlal .
Sia γ : I → Ψ il ammino denito da
γ(t)
def
=


a1 t ∈ [0, α1)
a2 t ∈ [α1, α1 + α2)
.
.
.
al t ∈ [α1 + · · ·+ αl−1, 1]
ioè γ
def
= a1 ⋄ · · · ⋄ al. Prendiamo ome φγ1 il ammino risalato γ(Nt) denito su
tutto I per periodiità e ome fγ1 l'integrale di φ
γ
1 , ome in gura.
Ψ
a2
x1
x2
a1
0
x1
t
fγ1 (t)
1
. . .α1 + α2
α1 . . .
x2
Figura 2.1: Costruzione di base del lemma di integrazione onvessa
Questo signia he
fγ1 (t)
def
=
∫ t
0
φγ1(σ) dσ .
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Chiaramente φγ1 prende valori in Ψ e f
γ
1 è un ammino lineare a tratti on f˙
γ
1 = φ
γ
1 .
Delle regolarità di fγ1 i ouperemo nel passo suessivo, quel he adesso preme apire
è se si può segliere un numero di iterazioni N suientemente grande anhé fγ1
sia arbitrariamente viina a f , onf ≡ 0 grazie alle sempliazioni operate al passo
1.
Notiamo he ∫ 1
0
γ(σ) dσ = α1a1 + · · · + αlal = 0 , (2.1.1)
allora possiamo stimare
‖fγ1 ‖∞ =
∥∥∥∥
∫
φγ1(σ) dσ
∥∥∥∥
∞
=
1
N
∥∥∥∥
∫
γ(σ) dσ
∥∥∥∥
∞
. (2.1.2)
Ciò signia he se N >
∥∥∫ γ(σ) dσ∥∥
∞
/ε, allora fγ1 è una soluzione lineare a tratti
della relazione Bε(0)×Ψ.
Terzo passo: Soluzioni lise.
A questo punto vorremmo realizzare la stessa idea ostruendo delle soluzioni più
regolari.
Sia ψ = {ψ0, ψ1, . . . , ψl} l'appliazione he parametrizza il ore Ψ, segliendo ψ0 = φ.
Possiamo supporre he ψi(t) = ψ0(0) per un intorno di t = 0 e ψi(t) = ai in un intorno
di t = 1. Stavolta deniamo il ammino γ perorrendo tutto il ore e non soltanto i
punti a1, . . . , al. Deniamo
γ˜
def
= ψ1 ⋄ a1 ⋄ ψ−11 ⋄ · · · ⋄ ψl ⋄ al ⋄ ψ−1l ,
on pesi (1 − ρ)αi sui ammini ostanti ai e pesi ρ/2l sui ammini ψi, ψ−1i he si
muovono nei petali di Ψ. Adesso vorremo ottenere he∫ 1
0
γ˜(σ) dσ = 0 ,
ome in (2.1.1), perhé si possa appliare la stessa stima (2.1.2) sulla distanza da
zero di
f γ˜1 (t)
def
=
∫ t
0
γ˜ ⋄ · · · ⋄ γ˜(σ) dσ .
Se
G
def
=
∫ 1
0
γ˜(σ) dσ ∈ Rk ,
si ha subito he |G| < maxt∈I |ψ(t)|ρ. Se ρ è piolo a suienza, allora si può fare
in modo he
G ∈ IntConv ({(1− ρ)a1, . . . , (1− ρ)al}) ,
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iò signia he possiamo srivere anhe
−G = α1(1− ρ)a1 + · · ·+ αl(1− ρ)al .
Sia
γ
def
= ψ1 ⋄ a1 ⋄ ψ−11 ⋄ · · · ⋄ ψl ⋄ al ⋄ ψ−1l ,
on pesi (1− ρ)αi sui ammini ostanti ai. Per onludere deniamo
˜˜γ
def
= ψ1 ⋄ a1ψ−11 ⋄ · · · ⋄ ψl ⋄ al ⋄ ψ−1l ⋄ ψ0 ,
on pesi (1− ρ)αi sui ammini ostanti ai e on pesi ρ/(2l + 1) sui ammini ψi, ψ−1i
e su ψ0. Il ammino nale è della forma
f1(t)
def
=
∫ t
0
γ˜ ⋄ γ ⋄ · · · ⋄ γ˜ ⋄ γ ⋄ ˜˜γ(σ) dσ
e si ha he
f1(1)
def
=
∫ 1
0
γ˜ ⋄ γ ⋄ · · · ⋄ γ˜ ⋄ γ ⋄ ˜˜γ(σ) dσ = 0 ,
periò
‖f1‖∞ = 1
N
max{‖g‖∞, ‖h‖∞} ,
dove
g(t)
def
=
∫ t
0
γ˜(σ) dσ
h(t)
def
=
∫ t
0
˜˜γ(σ) dσ .
Per ostruzione
f˙1 = γ˜ ⋄ γ ⋄ · · · ⋄ γ˜ ⋄ γ ⋄ ˜˜γ .
Per N grande a suienza, la oppia (f1, f˙1) è una soluzione della relazione R =
Bε(0)×Ψ e l'omotopia he dovrebbe ongiungere (0, φ) a f1, f˙1 è data da
fτ
def
= τf1
per quanto riguarda la prima omponente, mentre per la seonda, vale a dire φτ , si
riorre all'omotopia tra ψi ◦ ψ−1i e ψ0(0).
Corollario 2.1.9. Siano date un'inlusione dierenziale e la orrispondente relazione R ⊂
Rk × Rk, aperta. Supponiamo he A(y) ⊂ Rk sia onnesso per ogni y. Allora lo spazio
delle soluzioni I → Rk di R è denso nello spazio delle soluzioni di ConvR.
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Vedremo he le ostruzioni del apitolo 3 sono analoghe a quelle del Teorema 2.1.6
Osservazione 2.1.10. Nel ontesto del teorema di Nash 2.0.3, pur multidimensionale,
l'inlusione dierenziale è data da ∇f ∈ Ik×n, on Ik×n l'insieme delle isometrie Rn → Rk.
Come vedremo nella sezione 3.5 l'inviluppo onvesso di Ik×n è l'insieme delle subisometrie.
Nel Teorema 2.1.6 'è già il nuleo di tutto quanto erheremo di realizzare in seguito:
partendo da un'appliazione V → Rk puntualmente subisometria vorremmo trovarne una
puntualmente isometria e arbitrariamente viina alla prima. Non solo questo si può fare,
ma addirittura è evidente he le due appliazioni sono legate tra loro da un'omotopia di
indie τ ∈ [0, 1].
2.2 Dimostrazione di Eliashberg
In questa sezione i onentriamo sulla dimostrazione del Teorema 2.0.3 data da Eliashberg-
Mishahev in [EM 02℄. Lo strumento prinipale della dimostrazione, quello he ontiene le
ostruzioni iterative he aratterizzano il teorema di Nash in qualunque sua dimostrazione,
è il lemma di integrazione onvessa del quale i ouperemo separatamente nella sezione
2.1.
La dimostrazione si svolge in questo modo:
(i) Il Teorema 2.2.6 fornise delle ε-isometrie delle quali si ontrollano anhe le derivate.
(ii) Al primo passo delle dimostrazione di 2.2.6, si deompone la metria per riondursi
a un problema unidimensionale
5
.
(iii) Si utilizza il Teorema 2.1.6 per dimostrare un teorema di approssimazione in una
dimensione.
(iv) Si riompone la metria per onludere la dimostrazione del Teorema 2.2.6.
(v) Si rinise la suessione di ε-isometrie per avere onvergenza in C 1.
Introduiamo ora alune denizioni strumentali al Teorema 2.2.6.
Denizione 2.2.1. Sia (V, g) una varità riemanniana di dimensione n. Un embedding
f : V → Rk è ε-isometrio se
(1− ε)g < f∗h < (1 + ε)g , (2.2.1)
dove h è la metria eulidea in Rk e la srittura (2.2.1) è una notazione ompatta per
∀ v ∈ TV (1− ε)‖v‖g < |f∗v| < (1 + ε)‖v‖g .
5
Si fa riferimento alla dimensione dello spazio in partenza, ioè i si riondue a n = 1.
24
Denizione 2.2.2. Sia V una varietà riemanniana e siano g, g˜ due metrihe su V . Chi-
amiamo
r(g˜, g)(v)
def
=
‖v‖g˜
‖v‖g ∀ v ∈ TV \ V .
Osservazione 2.2.3. La funzione r(g˜, g) ha buone proprietà di monotonia, in partiolare
r(g˜, g1) ≤ r(g˜, g2) se g1 ≥ g2
r(g˜, g) ≤ r(g˜ + g1, g + g1) se r(g˜, g) ≤ 1 .
Denizione 2.2.4. Siano date due appliazioni f, f˜ : V → Rk, hiamiamo
dg(f, f˜)(v)
def
=
|f∗v − f˜∗v|
‖v‖g ∀ v ∈ TV \ V .
Osservazione 2.2.5. La funzione dg ha buone proprietà di monotonia, in partiolare
dg1(f, f˜) ≤ dg2(f, f˜) se g1 ≥ g2 .
Teorema 2.2.6. Sia n < k e sia ε > 0, si onsideri un embedding6 subisometrio f : V →
Rk. Allora, per ogni N ∈ N e per ogni ρ > 0 esiste un'approssimante fˆ di lasse C 1 tale
he
dg(f, fˆ) < Nr(g − f∗h, g) + ρ . (2.2.2)
Inoltre l'approssimante fˆ è una ε-isometria per ρ suientemente piolo.
Dimostrazione. La dimostrazione del teorema di approssimazione viene suddivisa in quat-
tro passi, le prime tre orrispondono on i punti(ii),(iii),(iv) dell'eleno sopra.
Primo passo: Ogni metria g può essere deomposta in una somma nita di metrihe
primitive.
Per denizione, una metria semiriemanniana g si die primitiva se esiste una parame-
trizzazione loale ϕ : Rn → U ⊂ V per ui si può srivere
u∗g = α(x)(dl)2 ,
dove l = l(x) è una funzione lineare su Rn e α ≥ 0 ha supporto ompatto.
Se V è una varietà riemanniana ompatta, la sua metria g si può deomporre in una
somma nita di metrihe primitive. Infatti possiamo ssare un insieme di parametriz-
zazioni loali {ϕi : Rn → Ui ⊂ V } e assoiargli7 una partizione dell'unità {αi}. La
metria g, nella arta loale ϕ−1 (Ui), è in ogni punto ombinazione onvessa di un
6
Si sottintende he la varietà riemanniana V è dotata della metria g e he h è la metria eulidea su
Rk.
7
Cioè segliamo una partizione dell'unità subordinata all'atlante sopra. Questo signia in partiolare
he suppαi ⊂ Ui.
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numero nito di forme quadratihe positive Qij , on j = 1, . . . , N(i). A sua volta,
ogni forma quadratia Qij è somma di forme positive (lijk)
2
. Dunque
g =
∑
i,j,k
αigijk ,dove gijk
def
=
(
ϕ−1i
)∗
(lijk)
2
è la deomposizione desiderata.
Seondo passo: Il Teorema 2.2.6 vale nel aso unidimensionale, ioè per embedding f :
I → Rk.
Supponiamo di avere un embedding subisometrio f : I → Rk, on I ⊂ R dotato
della metria g. Sia τ un ampo su I on ‖τ‖g = 1 e ∂τ IdR→R > 0.
La ondizione di isometria si esprime ome inlusione dierenziale, nel senso della
Denizione 2.1.2, on l'espressione
A(y) = Sk−1 = {z ∈ Rk||z| = 1} .
Sia n un ampo vettoriale normale a f(I), per omodità onsideriamo un'inlusione
dierenziale più piola:
A′(y)
def
= {z ∈ Sk−1|z ∈ Span(f∗τ,n), 〈z, f∗τ〉 ≥ |f∗τ |2} .
Ad un intorno aperto
8
di questa inlusione possiamo appliare il Teorema 2.1.6
partendo dalla soluzione orta (f, f∗τ/|f∗τ |).
L'appliazione f1 : I → Rk è arbitrariamente viina a f ed è puntualmente quasi
un'isometria. Non solo. Grazie alle peuliarità dell'inlusione dierenziale he stiamo
onsiderando, A′(y) ( A(y), f1 è un embedding
9
, perhé l'angolo tra f∗τ e (f1)∗τ è
più piolo di π/2− const.
Per onludere la dimostrazione del teorema di approssimazione 2.2.6 nel aso uni-
dimensionale, rimane da veriare (2.2.2). Grazie al teorema di Pitagora, si ha
he
dg(f, f1)(τ) = |f∗τ − (f1)∗τ | <
√
1− |f∗τ |2 + ρ ,
dove ρ è un parametro he inevitabilmente bisogna prendere in onsiderazione poihé
stiamo lavorando su un intorno aperto della relazione dierenziale indotta da A′(y)
e tuttavia ρ→ 0 mentre l'intorno si rimpiiolise10. Inne√
1− |f∗τ |2 =
√
(g − f∗h)(τ) = ‖τ‖g−f∗h = r(g − f∗h, g)(τ) .
8
Il Teorema 2.1.6 si applia a relazione dierenziali aperte!
9
Sostanzialmente, il motivo per ui f1 rimane un embedding è he stiamo ostringendo il meanismo
di integrazione onvessa a perturbare f muovendosi in modo normale alla urva, senza periolose sovrap-
posizioni (infatti z ∈ A′(y) =⇒ z ∈ Span(f∗τ,n)). La stessa ostruzione verrà fatta nella sezione 3.6 per
la dimostrazione del teorema di Nash via Baire.
10
Moralmente ρ è una misura della distanza di f1 dalle isometrie.
26
Terzo passo: Il Teorema 2.2.6 vale nel aso di metria primitiva.
Nelle ipotesi iniziali, supponiamo di partire da un embedding subisometrio f : Rn →
Rk tale per ui g − f∗h è una metria primitiva, ioè
g − f∗h = α(x)(dl)2 .
Naturalmente Rn sarà dotato della metria g.
Per prima osa notiamo he f è un'isometria su iasuno strato della foliazione P =
l(x) = const. Sia ora v il ampo vettoriale in Rn normale, rispetto alla metria g,
agli strati di P: le urve integrali di v formano una foliazione L, unidimensionale e
normale a P rispetto alla metria g.
Segliamo un sistema di riferimento globale ∂i, i = 1, . . . , n, tale he ∂1 sia tangente
a L e i restanti ∂1, . . . , ∂n siano tangenti a P. Per ostruzione

〈f∗∂i, f∗∂j〉 = 〈∂i, ∂j〉g 2 ≤ i ≤ j ≤ n ,
〈f∗∂1, f∗∂j〉 = 〈∂1, ∂j〉g = 0 2 ≤ j ≤ n ,
〈f∗∂1, f∗∂1〉 = 〈∂1, ∂1〉g − 〈∂1, ∂1〉α(x)(dl)2 .
L'appliazione f può essere interpretata ome una famiglia di appliazioni
fp : Lp → Rk ,
dove Lp sono gli strati di L, e a queste fp applihiamo il risultato unidimensionale
ottenuto nel seondo passo ome onseguenza del teorema di integrazione onvessa
2.1.6.
Come nel aso unidimensionale, per ogni ρ > 0, pur di segliere un intorno suien-
temente piolo della relazione dierenziale su fp, possiamo ottenere un embedding
f1 arbitrariamente viino a f e tale he
dg(f, f1) ≤ r(g − f∗h, g) + ρ .
Quarto passo: Si può onludere la dimostrazione.
Nelle ipotesi dell'enuniato del Teorema 2.2.6, diamo una deomposizione in metrihe
primitive di g − f∗h, ioè
g − f∗h =
N∑
i=1
pi ,
hiamiamo
gj
def
= f∗h+
j∑
i=1
pi
in modo he gN = g.
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Grazie a quanto visto nel passo preedente, si possono ostruire degli embedding
f1, . . . , fN = fˆ tali he f
∗
i h è arbitrariamente viino a gi, i = 1, . . . , N , e, in partio-
lare, fˆ∗h è arbitrariamente viino a g. Inoltre, qualunque sia la ostante ρ > 0, gli
embedding f1, . . . , fN possono essere ostruiti in modo tale he
dg(fi−1, fi) < r(pi, gi) +
ρ
N
.
Non è diile veriare he
dg(fˆ , f) < Nr(g − f∗h, g) + ρ .
Per dimostrare il teorema di Nash 2.0.3, gran parte del lavoro è già stato svolto nel
Teorema 2.2.6, è suiente enuniare un altro lemma, un po' più tenio.
Lemma 2.2.7. Sia fi : V → Rk una suessione di appliazioni regolari. Supponiamo
he fi
C 0−→ f˜ e he dg(fi, fi+1) < ci, on
∑∞
i=1 ci < ∞. Allora f˜ è almeno di lasse C 1 e
fi
C 1−→ f˜ .
Dimostrazione. È suiente osservare he l'ipotesi
∞∑
i=1
dg(fi, fi+1) <∞
è equivalente a rihiedere he la suessione dei dierenziali (dfi)i≥1 sia di Cauhy. Si
onlude perhé l'insieme delle appliazioni lineari TV → Rk on la distanza
dg(Φ1,Φ2)
def
= sup
v∈TV \V
|Φ1(v)− Φ2(v)|
‖v‖g
è uno spazio metrio ompleto.
Osservazione 2.2.8. A questo punto il teorema di Nash si dimostra ostruendo una
suessione di embedding fi on fi
C 0−→ f˜ e f∗i h C
0−→ g. Se la ostruzione è suientemente
aurata, si può avere
∞∑
i=1
dg(fi, fi+1) <∞
e allora, grazie al Lemma 2.2.7, f˜ è un'appliazione C 1 on f˜∗h = g.
Con la notazione del Teorema 2.0.3, sia f : V → Rk l'embedding di partenza11.
Segliamo una suessione di ostanti ρi on
∞∑
i=1
ρi <∞ , (2.2.3)
11
La varietà riemanniana V è dotata della metria g, mentre la metria eulidea standard su Rk viene
denotata on h.
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inoltre sia R > 0 tale he R2f∗h > g.
Fissiamo anhe una deomposizione in N metrihe primitive di ∆
def
= g − f∗h e una
suessione δi ↑ 1 on √
δ1 +
√
δ2 − δ1 +
√
δ3 − δ2 + · · · <∞ . (2.2.4)
Poihé δi ↑ 1, abbiamo gi def= f∗h+δi∆→ g. D'altra parte f∗h < g1 e quindi un embedding
f0
def
= f : (V, g1)→ Rk
è subisometrio
12
. Il Teorema 2.2.6 i dà la possibilità di approssimare f0 on un embedding
ε1-isometrio
f1 : (V, g1)→ Rk ,
inoltre
d(f0, f1) < Nr(δ1∆, g1) + ρ1 = N
√
δ1r(∆, g1) + ρ1 ≤ N
√
δ1r(∆, f
∗g) + ρ1
= NR
√
δ1r(∆, R
2f∗g) + ρ1 < NR
√
δ1r(∆, g) + ρ1 . (2.2.5)
Se ε1 è suientemente piolo, allora
g2
def
= f∗0h+ δ2∆ > f
∗
1h ,
e questo signia anora una volta he l'embedding
f1 : (V, g2)→ Rk
è subisometrio. Possiamo periò ripetere la ostruzione via teorema di approssimazione
2.2.6 on ε2 > 0 ssato, ottenendo un embedding ε2-isometrio
f2 : (V, g2)→ Rk .
Si può dedurre una stima analoga a (2.2.5), ioè
d(f1, f2) < Nr((δ2−δ1)∆, g2)+ρ2 = N
√
δ2 − δ1r(∆, g2)+ρ2 ≤ N
√
δ2 − δ1r(∆, f∗g)+ρ2
= NR
√
δ2 − δ1r(∆, R2f∗g) + ρ2 < NR
√
δ2 − δ1r(∆, g) + ρ2 . (2.2.6)
A questo punto risulta hiaro ome deve proedere la ostruzione iterativa e il motivo delle
selte di (2.2.3) e (2.2.4). La suessione (fi)i≥1 onverge a un'appliazione ontinua f˜ ,
inoltre
∞∑
i=1
dg(fi, fi+1) < NRr(∆, g)
(√
δ1 +
√
δ2 − δ1 +
√
δ3 − δ2 + . . .
)
+
∞∑
i=1
ρi <∞ .
L'Osservazione 2.2.8 onlude la prima dimostrazione del teorema di Nash di questa tesi.
12
Cioè f0 è una soluzione orta della relazione dierenziale di isometria, on il linguaggio della sezione
2.1.
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2.3 Risultato di Conti, De Lellis e Székelyhidi
In questa sezione erheremo di spiegare ome si ottiene un miglioramento del risultato di
Nash: densità rispetto alla topologia indotta dalla norma C 0 per embedding isometrii di
lasse C 1,α.
Alla lue di quanto
13
si è dimostrato nella sezione 1.4, sappiamo he qualunque om-
portamento essibile per embedding isometrii va rierato per α ≤ 2/3, almeno quando
si tratta di superi immerse in R3.
Il teorema he segue è stato annuniato da Borisov in [Bo 65℄ e dimostrato da Conti,
De Lellis e Székelyhidi in [CDS 09℄.
Teorema 2.3.1. Supponiamo
0 < α <
1
1 + n+ n2
. (2.3.1)
Per ogni Ω ⊂ Rn aperto limitato, per ogni ε > 0, per ogni f0 ∈ C 1(Ω,Rn+1) esiste
un'immersione isometria f ∈ C 1,α(Ω,Rn+1) on ‖f − f0‖C 0
Il Teorema 2.3.1 ostituise la versione loale del teorema annuniato nell'introduzione.
Teorema 2.3.2. Sia (V, g) una varietà riemanniana ompatta di dimensione n. Se
0 < α <
1
1 + n+ 2n2 + n3
, (2.3.2)
allora per ogni ε > 0 e per ogni appliazione orta f0 ∈ C 1(V,Rk), k ≥ n + 1, esiste
un'immersione isometria f ∈ C 1,α(V,Rk) on ‖f − f0‖C 0 ≤ ε.
In questa tesi i ouperemo di dimostrare soltanto il Teorema 2.3.1, del quale il
Teorema 2.3.2 è una generalizzazione non ompliata.
Dimostrazione. (Teorema 2.3.1)
Fissiamo f0 ∈ C 1(Ω,Rn+1), l'appliazione orta, e ε > 0. Per il teorema di Nash 2.0.3
esiste un'immersione isometria f ∈ C 1(Ω,Rn+1) on ‖f − f0‖C 0 < ε/4.
Per onvoluzione, da f otteniamo un'appliazione f˜ ∈ C 2(Ω,Rn+1) on
‖f˜ − f‖C 1 ≤ ε/4 ,
in partiolare
‖f˜ − f0‖C 0 ≤ ε/2 .
Per ε suientemente piolo, si onlude on il Teorema 2.3.3, a seguire, prendendo ome
f0 l'appliazione he in questa dimostrazione abbiamo denotato on f˜ .
13
Vale a dire la rigidità degli embedding isometrii di lasse C
1,α
, α > 2/3.
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Teorema 2.3.3. Sia G una matrie n× n simmetria e denita positiva. Indihiamo on
h la metria eulidea. Supponiamo he 0 < α < 1
1+n+n2
. Esiste r > 0 tale per ui, per
ogni Ω ⊂ Rn aperto limitato, per ogni metria riemanniana regolare g on ‖g −G‖C 0 ≤ r,
esiste una ostante δ0 > 0 per ui se
f0 ∈ C 2(Ω,Rn+1), ‖f∗0h− g‖C 0 < δ20 ,
allora esiste f ∈ C 1,α(Ω,Rn+1) on
f∗h = g e ‖f − f0‖C 1 ≤ C‖f∗0h− g‖1/2C 0 .
Lo sviluppo di mezzi per dimostrare il Teorema 2.3.3 ouperà il resto della sezione.
2.3.1 Shema della dimostrazione
Per raorzare l'analogia tra la dimostrazione del Teorema 2.0.3 e quella del Teorema 2.3.3,
rihiamiamo l'idea della dimostrazione di Nash.
Come è già stato brevemente esposto nell'introduzione, la dimostrazione data del Teorema
2.0.3 si basa sull'iterazione di aluni stage, ed ogni stage si ompone a sua volta di più step.
Ad ogni stadio (stage) si era di orreggere l'errore metrio g − (∇f0)t(∇f0), dove f0 ∈
C 1(Ω,Rk) è l'embedding orto di partenza e g è la metria riemanniana ssata.
Supponiamo di avere un embedding f , prodotto dagli stage preedenti, allora loalmente
si deomporrà l'errore metrio in una somma
g − (∇f)t(∇f) =
N∑
i=1
a2i ξ
i ⊗ ξi , (2.3.3)
on N
def
= n(n+ 1)/2. Si veria he
‖ai‖C 0 ∼ ‖g − (∇f)t(∇f)‖1/2C 0 .
Fissato lo stadio e la deomposizione in metrihe primitive, per iasuna metria primitiva
(step
14
) si eettua una perturbazione in modo he
(∇f)t(∇f) 7→ (∇f)t(∇f) + a2ξ ⊗ ξ .
Nash utilizzò per questo delle perturbazioni spiraleggianti del tipo (0.0.2), he rihiesero
k ≥ n+ 2, mentre Kuiper, utilizzando dei orrugamenti, poté dimostrare he è suiente
k ≥ n+ 1.
L'aggiunta di una metria primitiva per iasun passo veniva ontrollata da Nash nel modo
he segue.
(i) L'errore metrio in norma C 0 è dell'ordine di ‖g − (∇f)t(∇f)‖C 0/K.
14
I passi sono sequenziali, uno dopo l'altro. Ciò è neessario a ausa della odimensione, he preferiremmo
essere bassa.
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(ii) L'inremento delle norma C 1 di f è dell'ordine di ‖(g −∇f)t(∇f)‖1/2
C 0
.
(iii) L'inremento della norma C 2 di f è dell'ordine di ‖f‖C 2K.
A ausa della stima (iii) l'embedding nale è di lasse C 1 ma non di lasse C 2.
L'idea in [CDS 09℄ per dimostrare il Teorema 2.3.3 è quella di regolarizzare per on-
voluzione f all'inizio di ogni stage in modo da ottenere, in luogo di (iii), he
(iii') l'inremento della norma C 2 di f è dell'ordine di ‖f‖C 2Kn(n+1)/2.
Mentre l'errore metrio onverge a 0 esponenzialmente, la norma C 1 di f rimane limita-
ta e la norma C 2 rese esponenzialmente. Interpolando tra le due norme si ha onvergenza
in C 1,α, on α < (1 + n+ n2)−1.
2.3.2 Perturbazioni
Teorema 2.3.4. Esistono δ∗ > 0 e una funzione h ∈ C∞([0, δ∗] × R,R2) 2π-periodia
nella variabile t ∈ R he gode delle seguenti proprietà:
|∂th(s, t) + e1|2 = 1 + s2 (2.3.4)
|∂s∂kt h1(s, t)|+ |∂kt h(s, t)| ≤ Cks ∀ k ≥ 0 . (2.3.5)
Dimostrazione. Chiamiamo H :R2 → R2 l'appliazione H(τ, t) def= (cos(τ sin t), sin(τ sin t)).
Si veria immediatamente he ∫ 2pi
0
H2(τt) dt = 0 .
Poniamo
J0(τ)
def
=
1
2π
∫ 2pi
0
H1(τ, t) dt =
1
2π
∫ 2pi
0
cos(τ sin t) dt ;
per ome è stata denita J0 ∈ C∞(R), J0(0) = 1, J ′0(0) = 0 e J ′′0 (0) < 0.
Come onseguenza del teorema della funzione impliita esistono δ > 0 e una funzione
F ∈ C∞(−δ,+δ) on F (0) = 0 e
J0(F (s)))
1√
1 + s2
.
Conludiamo ponendo
h(s, t)
def
=
∫ t
0
√
1 + s2H(F (s), t′)− e1 dt′ .
Per ostruzione |∂th(s, t) + e1|2 = 1 + s2, inoltre
H(s, t+ 2π)− h(s, t) =
∫ t+2pi
t
√
1 + s2H(F (s), t′)− e1 dt′
=
√
1 + s2
∫ 2pi
0
H(F (s), t′) dt′ − 2πe1
= 2πe1
(√
1 + s2J0(F (s)) − 1
)
= 0 .
32
Rimane soltanto da dimostrare la stima (2.3.5) per un ssato δ∗ < δ.
Poihé h ∈ C∞([0, δ∗]×R,R2) è periodia nella seonda variabile, h e tutte le sue derivate
parziali sono uniformemente limitate. Inoltre, per ogni k ≥ 0 e per ogni t
∂kt h(0, t) = 0
∂s∂
k
t h1(0, t) = 0 .
Integrando si onlude he
|∂kt h(s, t)| ≤ s‖∂s∂kt h‖C 0
|∂s∂kt h1(s, t)| ≤ s‖∂2s∂kt h1‖C 0 .
2.3.3 Step
Teorema 2.3.5. Siano Ω ⊂ Rn, ν ∈ Sn−1 e n ∈ N. Sia data f0 ∈ CN+2(Ω,Rn+1) e
a ∈ CN+1(Ω). Per ipotesi γ ≥ 1 è una ostante tale per ui, indiando on I la matrie
identia e on h la metria eulidea standard, su Ω,
1
γ
I ≤ f∗0h ≤ γI , (2.3.6)
δ ≤ 1 è una ostante tale per ui
‖a‖C 0 ≤ δ , (2.3.7)
e inne l ≤ 1 permette di stimare per ogni k ≤ N
‖f0‖C k+2 + ‖a‖C k+1 ≤ δl−(k+1) . (2.3.8)
Allora, per ogni λ ≥ l−1 esiste f ∈ CN+1(Ω,Rn+1) tale he
‖f∗h− (f∗0h+ a2ν ⊗ ν)‖C 0 ≤ C
δ2
λl
(2.3.9)
ed esiste una ostante C = C(n,N, γ) tale he, per ogni j ≤ N + 1,
‖f − f0‖C j ≤ Cδλj−1 . (2.3.10)
Dimostrazione. In oordinate, possiamo srivere il pull-bak di f∗0h ome
f∗0h = ∇f t0∇f0 ,
vale a dire
(f∗0h)ij = 〈∂if0, ∂jf0〉 .
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Deniamo
ξ
def
= ∇f0(∇f t0∇f0)−1ν
ζ
def
= ∂1f0 ∧ · · · ∧ ∂nf0 .
Grazie all'ipotesi (2.3.6) i vettori ξ e ζ sono ben deniti, inoltre esiste C ≥ 1 tale per ui,
per ogni x ∈ Ω
C−1 ≤ |ξ(x)|
|ζ(x)| ≤ C .
Deniamo
ξ1
def
=
ξ
|ξ|2
ξ2
def
=
ζ
|ξ||ζ|
e
Ψ(x)
def
= ξ1(x)⊗ e1 + ξ2(2)⊗ e2
a˜
def
= |ξ|a .
Conviene notare he
∇f t0Ψ =
1
|ξ|2 ν ⊗ e1 (2.3.11)
ΨtΨ =
1
|ξ|2 I (2.3.12)
e he, se j ≤ N + 1,
‖Ψ‖C j ≤ C‖f0‖C j+1
‖a˜‖C j ≤ C(‖a‖C j + ‖a‖C 0‖f0‖C j+1) .
Verihiamo he l'appliazione denita tramite la perturbazione di base h del Teorema
2.3.4
f(x)
def
= f0(x) +
1
λ
Ψ(x)h(a˜(x), λ〈x, ν〉)
soddisfa (2.3.9) e (2.3.10). Intanto possiamo alolare il dierenziale
∇f = ∇f0 +Ψ∂th⊗ ν︸ ︷︷ ︸
A
+λ−1Ψ∂sh⊗∇a˜︸ ︷︷ ︸
B1
+λ−1∇Ψh︸ ︷︷ ︸
B2
,
periò, se indihiamo on
E(A)
def
=
A+At
2
,
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otteniamo
∇f t∇f = AtA+ 2E(AtB1 +AtB2) + (B1 +B2)t(B1 +B2) .
Ci oupiamo per prima osa del termine A. Grazie a (2.3.4) e a (2.3.11), (2.3.12)
AtA = ∇f t∇f + 1|ξ|2 (2∂th1 + |∂th|
2)ν ⊗ ν = ∇f t∇f + a2ν ⊗ ν .
I due termini restanti sono termini d'errore.
Si può alolare
AtB1 =
1
λ|ξ|2 (∂sh1 + 〈∂t, ∂sh〉)(ν ⊗∇a˜) .
Grazie a (2.3.5) si possono stimare ‖h‖C 0, ‖∂th‖C 0 , ‖∂sh1‖C 0 on C‖a‖C 0 , per questo
motivo
‖E(AtB1)‖C 0 ≤
C
λ
‖a‖C 0‖a˜‖C 1 ≤ C
δ2
λl
‖E(AtB2)‖C 0 ≤
C
λ
‖a‖C 0‖f0‖C 2 ≤ C
δ2
λl
Per l'ultimo termine si ha la stima
‖B1 +B2‖C 0 ≤
C
λ
(‖a˜‖C 1 + ‖a‖C 0‖f0‖C 2) ≤ C
δ
λl
e quindi
‖(B1 +B2)t(B1 +B2)‖C 0 ≤ C
δ2
λl
.
Questo onlude il ontrollo di (2.3.9).
A questo punto è ovvio he
‖f − f0‖C 0 ≤ C
δ
λ
,
le altre stime di (2.3.10), per j = 1, . . . , N , seguiranno per interpolazione non appena
avremo veriato he
‖f − f0‖CN+1 ≤ CδλN . (2.3.13)
Innanzitutto
‖f − f0‖CN+1 ≤
C
λ
(‖f0‖CN+2‖a˜‖C 0 + ‖h‖CN+1) ,
Grazie alle ipotesi (2.3.7) e (2.3.8), poihé λ ≥ 1/l, si può stimare la derivata parziale di
ordine N + 1 on
‖DN+1x h‖C 0 ≤ CδλN+1 .
Siome ‖h‖C 0 ≤ δ, allora ‖h‖CN+1 ≤ CδλN+1 e dunque (2.3.13) è veriata perhé
‖f − f0‖CN+1 ≤
C
λ
(δ‖f0‖CN+2 + δλN+1) ≤ CδλN .
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2.3.4 Stage
Teorema 2.3.6. Sia G una matrie n×n simmetria e denita positiva e sia h la metria
eulidea standard su Rn+1. Esiste una ostante r ∈ (0, 1) tale per ui, per ogni Ω ⊂ Rn e
per ogni metria riemanniana g su Ω viina a G, nel senso he ‖g −G‖C 0 ≤ r, esiste una
ostante δ0 > 0 on la seguente proprietà di approssimazione. Se K ≥ 1 e f0 ∈ C 2(Ω,Rn+1)
soddisfa
‖f∗0h− g‖C 0 ≤ δ2 ≤ δ20
‖f0‖C 2 ≤ µ
allora esiste f ∈ C 2(Ω,Rn+1) ed esiste una ostante C = C(n,G, g,Ω) per ui
‖f∗h− g‖C 0 ≤ Cδ2
‖f‖C 2 ≤ CµKn(n+1)/2
‖f − f0‖C 1 ≤ Cδ .
Come nel primo passo del Teorema 2.2.6, è fondamentale la possibilità di deomporre
una metria in somma di metrihe primitive. Rihiamiamo il lemma per uniformare la
notezione, omettendone la dimostrazione.
Lemma 2.3.7. Fissiamo una matrie simmetria e denita positiva G. Esistono una
ostante r > 0, dei versori ν1, . . . , νn(n+1)
2
∈ Sn−1 e delle appliazioni lineari Lk tali he
ogni G˜ simmetria si srive ome
G˜ =
n(n+1)/2∑
k=1
Lk(G˜)νk ⊗ νk .
Inoltre, se G˜ è denita positiva, allora Lk(G˜) ≥ r.
Dimostrazione. Segliamo r > 0 e γ > 1 tali per ui si possa appliare il Lemma 2.3.7 a G
e 2r e tali per ui valga anora he
1
γ
I ≤ H ≤ γI
per ogni matrie simmetria denita positiva H on |H −G| < 2r.
Consideriamo delle estensioni di f0 e g a R
n
tali per ui
‖f0‖C 2(Rn) ≤ C‖f0‖C 2(Ω)
‖g‖C∞(Rn) ≤ C‖g‖C∞(Ω) .
Primo passo: Si può regolarizzare f0 per onvoluzione.
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Sia χ ∈ C∞c (B1(0)) un nuleo regolarizzante simmetrio on χ ≥ 0 e
∫
χ = 1. Se
l = δ/µ, poniamo
f˜0
def
= f0 ∗ χl
g˜
def
= g ∗ χl .
Il Lemma 1.4.10, già esposto nella sezione 1.4, dà
‖f˜0 − f0‖C 1 ≤ C‖f0‖C 2l ≤ Cδ
‖g˜ − g‖C 0 ≤ C‖g‖C∞ l
‖f˜0‖C k+2 ≤ C‖f0‖C 2l−k ≤ Cδl−(k+1)
‖f˜∗0h− g˜‖C k ≤ Cl2−k‖f0‖2C 2 + Cl−k‖f∗0h− g‖C 0 ≤ Cδ2l−k . (2.3.14)
Seondo passo: Si esibise la ostruzione di base.
Deniamo una nuova metria riemanniana
g′
def
= g˜ +
r
Cδ2
(g˜ − f˜∗0h) ,
siuramente
|g′(x)−G| ≤ 2r ,
periò, per il Lemma 2.3.7, si ha he
Cδ2
r
g′ =
n(n+1)/2∑
i=1
a˜2i νi ⊗ νi ,
quando
a˜i(x) =
√
Cδ2
r
Li(g′(x)) .
In partiolare, per interpolazione,
‖a˜i‖C k ≤ Cδ
‖Li(g′)‖C k√‖Li(g′)‖C 0 ≤ Cδ‖g′‖C k ≤ Cδl−k .
Deniamo
f1
def
=
1√
1 + Cr−1δ2
f˜0
ai
def
=
1√
1 + Cr−1δ2
a˜i .
Per denizione
g˜ − f∗1h =
n(n+1)/2∑
i=1
a2i νi ⊗ νi ,
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on
‖f˜0 − f1‖C 1 ≤ Cδ
‖ai‖C 0 ≤ Cδ
‖f1‖C k+2 + ‖ai‖C k+1 ≤ Cδl−(k+1) .
Possiamo onludere he
‖f∗1h−G‖C 0 ≤ r + Cδ2
grazie a (2.3.14), sihé γ−1I ≤ f∗1h ≤ γI .
Terzo passo: Si itera la ostruzione.
Si applia, in suessione, n(n+ 1)/2 volte il Teorema 2.3.5, on
lj = lK
−j, λj = K
j+1l−1, Nj = n(n+ 1)/2 − j ,
quando j = 1, . . . , n(n+ 1)/2.
Si ottiene una suessione di immersioni fj on γ
−1I ≤ f∗j h ≤ γI e on
‖fj‖C k+2 ≤ Cδl−(k+1)j .
Quest'ultima stima si ottiene per induzione.
La suessione ostruita ha le seguenti proprietà:
‖fj‖C 2 ≤ Cδl−1Kj
‖f∗j+1h− (f∗j h+ a2j+1νj+1 ⊗ νj+1)‖C 0 ≤ C
δ2
λj lj
= C
δ2
K
‖fj+1 − fj‖C 1 ≤ Cδ .
Dunque
f
def
= fn(n+1)/2
soddisfa le stime
‖f∗h− g˜‖ci0 ≤ Cδ2
1
K
‖f‖C 2 ≤ CµKn
‖f − f1‖C 1 ≤ Cδ .
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2.3.5 Conlusione
Iterando gli stage possiamo nalmente dimostrare il Teorema 2.3.3.
Dimostrazione. (Teorema 2.3.3)
Segliamo K ≥ 1 e µ0, δ0 > 0 in modo he
‖f∗0h− g‖C 0 ≤ δ20
‖f0‖C 2 ≤ µ0 .
Appliando il Teorema 2.3.6 suessivamente, si ottiene una suessione fm ∈ C 2(Ω,Rn+1)
tale he
‖f∗mh− g‖C 0 ≤ δ2m
‖fm‖C 2 ≤ µm
‖fm+1 − fm‖C 1 ≤ Cδm ,
per opportuni δ2m e µm+1.
Per ogni α < (1+n++n2)−1 possiamo segliere i parametri µ0 eK dimodohé la suessione
fm onverga in C
1,α
. Infatti, se mu0 e K sono suientemente grandi, allora
‖fm+1 − fm‖C 1 ≤ Cδ0K−am
‖fm+1 − fm‖C 2 ≤ 2µ0Kn(n+1)(m+1)/2 ,
per qualhe a on α < a/(a + n(n+ 1)/2).
Per interpolazione
‖fm+1 − fm‖C 1,α ≤ ‖fm+1 − fm‖1−αC 1 ‖fm+1 − fm‖αC 2 ≤ CK−βm ,
on
β = (1− α)a− αn(n+ 1)
2
.
La suessione fm onverge in C
1,α
ad un'appliazione f ∈ C 1,α e, poihé δm → 0, il ui
limite soddisfa
f∗h = g
‖f − f0‖C 1 ≤ Cδ0 .
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Capitolo 3
Metodi basati sul teorema di Baire
Come si dieva nella sezione 1.5, per le appliazioni lipshitziane (V n, g) → (Rk, h) si
possono dare essenzialmente due denizioni di isometria
1
.
Denizione 3.0.8. Sia f : Ω ⊂ Rn → Rn un'appliazione lipshitziana.
PDE
Diremo he f è loalmente isometria se soddisfa quasi ovunque l'inlusione dieren-
ziale
∇f ∈ Ik×n , (3.0.1)
dove Ik×n è l'insieme delle matrii M tali he |Mv| = |v| per ogni v ∈ Rn.
Length preserving
Diremo he f è globalmente isometria se per ogni urva rettiabile Γ la lunghezza
viene preservata, i.e. ∫
Γ
√
g(Γ˙, Γ˙) dt =
∫
Γ
|∇f Γ˙| dt . (3.0.2)
Ci ouperemo del seondo aso nella sezione 3.7.
Nella prima parte di questo apitolo onentriamo la nostra attenzione su appliazioni
Ω ⊂ Rn → Rk he soddisfano (3.0.1): leitmotiv di questo apitolo è l'idea di sariare su un
teorema astratto la parte iterativa he si rende neessaria nella dimostrazione del teorema
di Nash, ome si è già visto nella sezione 2.1. Il teorema di Baire 3.4.1 e il suo Corollario
3.4.2 saranno i nostri strumenti privilegiati.
Rihiamiamo alune denizioni onernenti il teorema di Baire.
Denizione 3.0.9. Sia dato uno spazio topologio ompleto X, un insieme A ⊂ X si die
residuale se esiste una suessione (Am)m≥1 di aperti densi tale per ui
A ⊃
⋂
m≥1
Am .
1
Un'analogia utile per inquadrare il problema è quella on le geodetihe di una varietà: un'isometria
loale sta alla geodetia ome l'isometria vera e propria sta ad una urva di lunghezza minima.
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Denizione 3.0.10. Sia X uno metrio ompleto e sia Y uno spazio metrio. Un fun-
zionale ∆ : X → Y è Baire-1 se esiste una suessione (∆m)m≥1 di funzionali ontinui
X → Y tali per ui
∆(x) = lim
m→∞
∆m(x) ∀x ∈ X .
Queste tenihe basate sul teorema di Baire hanno un ampio raggio di appliazione.
Nella sezioni 3.1 e 3.2 illustreremo le idee alla base dei metodi di Daorogna-Marellini
e Syhev, da una parte, e di Kirhheim dall'altra. In seguito i riferiremo a inlusioni
dierenziali generihe del tipo (3.1.1), on varie ipotesi ad ho, salvo poi mostrare he
l'inlusione (3.0.1) soddisfa le ipotesi rihieste.
Ad esempio, le sezioni 3.3 e 3.4 servono a dimostrare un risultato di tipo Nash per inlusioni
dierenziali nel bordo di un onvesso, seguendo un'idea di Kirhheim. Nelle sezioni 3.5 e
3.6 adatteremo il risultato alle immersioni loalmente isometrihe.
3.1 Strategia di Daorogna-Marellini e Syhev
Problema 3.1.1. Sia K ⊂ Rk×n un sottoinsieme ompatto dello spazio delle matrii
k × n. Come in (3.1.1), ssato un aperto Ω ⊂ Rn limitato e on frontiera lipshitziana,
siamo interessati a trovare una funzione lipshitziana f : Ω→ Rk on
∇f ∈ K Ln-q.o. (3.1.1)
Un modo di arontare questo problema è suggerito in [DM 97℄.
Denizione 3.1.2. Un aperto U ⊂ Rk×n ha la proprietà di rilassamento rispetto ad un
ompatto K ⊂ Rk×n se per ogni M ∈ U esiste una suessione (fm)m≥1 on le seguenti
proprietà:
1. fm ∈ C∞c ([0, 1]n,Rk);
2. ∀x M +∇fm(x) ∈ U ;
3.
∫
[0,1]n dist(M +∇fm(x),K) dx −→ 0 quando m→∞.
Fissata un'appliazione di partenza f0 : Ω→ Rk, deniamo lo spazio in ui vorremmo
operare:
X0
def
=
{
f ∈ C∞(Ω,Rk)|∇f(x) ∈ U e u|∂Ω ≡ f0
}
.
Lo spazio X0 viene dotato della topologia uniforme.
Deniamo inoltre il funzionale integrale I : X0 → R ome
I (f)
def
=
∫
Ω
dist(∇f(x),K) dx . (3.1.2)
Inne poniamo X
def
= X0 (spazio metrio ompleto).
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Teorema 3.1.3. Nelle ipotesi sopra, on U dotato della proprietà di rilassamento rispetto
a K, si dimostrano i fatti he seguono.
(i) Se l'aperto U è ontenuto nell'inviluppo onvesso di K, allora U è limitato.
(ii) Il funzionale integrale I (f) : X → R, denito in (3.1.2) ed esteso a X = X0, è
Baire-1, ioè ha un insieme residuale di punti di ontinuità in (X, ‖ · ‖C 0).
(iii) Per qualunque f ∈ X0 esiste una suessione (fm)m≥1 on fm → f e I (fm)→ 0.
La maggior parte del lavoro è ontenuto in questo teorema, perhé a questo punto il
risultato di tipo Nash per l'inlusione (3.1.1) si dedue da (ii) e da questo lemma.
Lemma 3.1.4. Nelle ipotesi sopra, se per ogni f ∈ X0 è possibile ostruire una suessione
(fm)m≥1 on fm → f e I (fm) → 0, allora l'insieme dei punti di ontinuità di I è
ontenuto in {I = 0}.
Dimostrazione. Sia f ∈ X un punto di ontinuità per I , per densità di X0 in X esiste
una suessione (fl)l≥1 in X0 on fl → f . Per ipotesi, per iasun fl esiste, in X0, una
suessione (fl,m)m≥1 on
fl,m
m→∞−→ fl
I (fl,m)
m→∞−→ 0 .
Prendendo una suessione diagonale si ottiene he
fl,m(l)
l→∞−→ f
I (fl,m(l))
l→∞−→ 0 ,
dunque, per ontinuità,
I (f) = 0 .
La strategia qui sopra funziona per le immersioni loalmente isometrihe a patto di
dimostrare he, se K = Ik×n e U def= IntKco, allora U ha la proprietà di rilassamento
rispetto a Ik×n.
3.2 Strategia di Kirhheim
In queste sezioni i ouperemo anora di inlusioni dierenziali e di immersioni loal-
mente isometrihe, ome nella sezione 3.1, ma dal punto di vista di [Ki 03℄. Arriveremo a
dimostrare il teorema he segue.
Teorema 3.2.1. Sia Ω ⊂ Rn un aperto limitato; l'insieme delle isometrie lipshitziane
Ω→ Rk è residuale all'interno delle subisometrie, dotate della metria indotta dalla norma
L1(Ω,Rk).
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Dal Teorema 3.2.1 segue una versione più debole del teorema di Nash 2.0.3, poihé
l'isometria he si ottiene è a priori soltanto lipshitziana e non di lasse C 1.
Dimostreremo il Teorema 3.2.1 nella sezione 3.6, adattando una tenia più generale,
sviluppata da Kirhheim nell'ambito dello studio delle mirostrutture e delle inlusioni
dierenziali in risposta alle tenihe di integrazione onvessa introdotte da Gromov.
Denizione 3.2.2. Siano Ω ⊂ Rn un aperto limitato e C ⊂ Rk×n un orpo onvesso, ioè
un insieme onvesso, ompatto e on parte interna non vuota. Deniamo
X
def
= {f ∈ Lip(Ω,Rk)|∇f ∈ C ⊂ Rk×n} . (3.2.1)
Si noti he X non è uno spazio vettoriale, ma sempliemente un sottoinsieme di Lip(Ω,Rk).
Consideriamo la norma L1 in X.
Le prossime due sezioni saranno votate alla dimostrazione del teorema he segue.
Teorema 3.2.3. Sia (X, ‖·‖L1 ) l'insieme metrizzato della Denizione 3.2.2, il sottoinsieme
X˜
def
= {f ∈ X|∇f ∈ ∂C} .
è residuale in X.
La struttura della dimostrazione del Teorema 3.2.3 sarà la seguente:
(i) Nella sezione 3.3 si osserverà he il funzionale lineare di derivazione ∇ : X →
L1(Ω,Rk×n) ha dei punti di disontinuità2. Questi punti si possono esibire on
ostruzioni tipo dente di sega, in partiolare ogni funzione f : Ω → Rk tale per
ui
Ln ({∇f /∈ ∂C}) > 0
è un punto di disontinuità della derivazione ∇.
(ii) Nella sezione 3.4, grazie al teorema di Baire, si riorderà he un funzionale Baire-1
in uno spazio metrio ompleto ammette un insieme denso di punti di ontinuità.
(iii) Si veriherà he (X, ‖ · ‖L1) è ompleto e si sriverà il funzionale ∇ ome limite di
funzionali ontinui: i rapporti inrementali. In altre parole veriheremo he ∇ è
Baire-1.
(iv) Ci metteremo in un punto di ontinuità per ∇ abbastanza viino alla funzione f ∈ X
ssata. Si dimostrerà he neessariamente un punto di ontinuità ha derivata in ∂C
quasi ovunque.
2
Poihé X non è uno spazio vettoriale, non vale il teorema per ui un funzionale lineare è ontinuo se
e soltanto se è ontinuo in un punto.
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3.3 Punti di disontinuità per la derivazione
Osserviamo he l'operatore di derivazione ∇ : X → L1(Ω,Rk×n) non è ontinuo, in
partiolare possiamo esibire dei punti di disontinuità.
Per maggiore hiarezza e per visualizzare meglio le ostruzioni, riprendiamo l'Esempio
0.0.3 dell'introduzione e erhiamo di estendere le stesse ostruzioni a Rn.
Supponiamo inizialmente he [0, 1]n ⊂ Ω e he 0 ∈ IntC, poi si generalizzerà la ostruzione.
Mostriamo he la funzione identiamente nulla
3
è un punto di disontinuità per l'operatore
∇.
Nel seguito, indihiamo on Bη(z) la palla di raggio η > 0 e entro z. Se C ⊂ Rk×n,
denoteremo on [C]η l'η-intorno
[C]η
def
= {z ∈ Rk×n|dist(z,C) < η} .
Denizione 3.3.1. Supponiamo he 0 ∈ IntC. Sia η > 0 un numero reale positivo tale
per ui
Bη(0) ⊂ C
e sia a ∈ Rk \ {0} una direzione ssata. Deniamo hˆ : Ω→ Rk nel modo seguente
hˆ
sal
(x)
def
= η|a| min{x1, . . . , xn, 1− x1, . . . , 1− xn} (3.3.1)
hˆ(x)
def
= 1[0,1]nhˆsal(x)a . (3.3.2)
Questa ostruzione di base può essere risalata di un fattore 1/N ed estesa al ubo per
periodiità.
Osservazione 3.3.2. Per ostruzione la funzione hˆ, appartiene a X.
Infatti
∇hˆ(x) ∈
{
0,± η|a|a⊗ e1, . . . ,± η|a|a⊗ en
}
q.o.
e {
± η|a|a⊗ e1, . . . ,± η|a|a⊗ en
}
⊂ Bη(0) .
Teorema 3.3.3. Se 0 ∈ IntC, allora la funzione identiamente nulla è un punto di
disontinuità per l'operatore di derivazione ∇ : (X, ‖ · ‖L1(Ω,Rk))→ L1(Ω,Rk×n).
Dimostrazione. Sia δ > 0 arbitrario. Segliamo N = N(δ) ∈ N tale he η/ (2N) < δ.
Considerando l'appliazione hˆ denita in 3.3.1 risalata di un fattore 1/N avremo
‖hˆ‖L1 =
∫
|hˆ(x)| dx ≤
∫
[0,1]n
η
2N
dx =
η
2N
. (3.3.3)
3
In generale, risulterà evidente dalla ostruzione he qualsiasi funzione f tale he
Ln (x ∈ Ω : ∇f(x) /∈ ∂C) > 0 è un punto di di disontinuità per ∇.
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Rx1
1/ν
η/2ν
1/ν x2
Figura 3.1: Funzione a dente di sega, ostruzione di base
D'altra parte
‖∇hˆ‖L1 ≥
∫
[0,1]n
|∇hˆ(x)| dx = η . (3.3.4)
Purhé ε ≤ η, iò he vale grazie a (3.3.3) e a (3.3.4) è
∃ ε > 0 t.c. ∀ δ > 0 ∃hˆ con ‖hˆ‖L1 < δ e ‖∇hˆ‖L1 ≥ ε > 0 .
A questo punto vorremmo un risultato di disontinuità analogo a quello del Teorema
3.3.3 per una lasse più vasta di funzioni in X. Come risulterà evidente dalla dimostrazione
del Teorema 3.3.7, non è diile mostrare la disontinuità delle funzioni di lasse C 1 on
gradiente all'interno del onvesso C.
Osservazione 3.3.4. Sia f ∈ X ∩C 1 on ∇f(x0) /∈ ∂C per qualhe x0 ∈ Ω, allora f è un
punto di disontinuità per ∇ : (X, ‖ · ‖L1(Ω,Rk))→ L1(Ω,Rk×n).
Il nostro intento prinipale è quello di dimostrare he ogni funzione f ∈ X on gradiente
nella parte interna di C su un insieme di misura positiva è un punto di disontinuità per
la derivazione, ome i proponevamo nel punto (i) della sezione preedente 3.2. Otterremo
questo risultato approssimando per onvoluzione la funzione f ∈ X: la maggiore regolarità
dell'approssimante e le buone proprietà della onvoluzione i permetteranno di onludere.
Intanto osserviamo he l'operazione di onvoluzione on un nuleo a supporto ompatto
non i fa usire da X.
46
Osservazione 3.3.5. Le funzioni di lasse C 1 on derivata nel onvesso C sono L1-dense
in X.
Dimostrazione. Siano f ∈ X una funzione ssata e ε > 0. Poniamo g def= f ∗ χ, on
χ ∈ C 1c (Rn) un nuleo regolarizzante4 tale per ui ‖f − g‖L1 < ε. Per onludere he g è
l'approssimante desiderata bisogna dimostrare he g appartiene a X.
D'altra parte
∇g(x) = ∇f ∗ χ(x) =
∫
Rn
∇f(x− y)χ(y) dy ,
ioè ∇g(x) è una ombinazione onvessa di ∇f , dunque
∀x ∈ Rn ∇g(x) ∈ C .
Premettiamo alla dimostrazione del Teorema 3.3.7 un lemma he i permette di on-
trollare in misura il omportamento del gradiente di una onvoluta all'interno del onvesso
C.
Lemma 3.3.6. Sia f ∈ X una funzione lipshitziana e sia C ⊂ Rk×n un insieme limitato
on la seguente proprietà
Ln({∇f ∈ C}) = α > 0 .
Sia χ : Rn → R un nuleo regolarizzante e, per ogni 0 < ρ ≤ 1, siano
χρ(x)
def
= ρ−nχ (x/ρ) .
Chiamiamo
gρ
def
= f ∗ χρ
Per ogni η > 0 esiste un r > 0 tale he
∀ ρ ≤ r Ln (∇gρ ∈ [C]η) > α/2 .
Dimostrazione. Sia x ∈ Ω un punto di derivabilità per f . Se deniamo
Iρ(x)
def
= {y ∈ Bρ(0)| |∇f(x− y)−∇f(x)| ≥ η/2}
4
È essenziale he
∫
χ = 1, χ ≥ 0 e Suppχ ⊂ B1(0).
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allora, innanzitutto, possiamo stimare
|∇gρ(x)−∇f(x)| =
∣∣∣∣∣
∫
Bρ(0)
∇f(x− y)χρ(y) dy −∇f(x)
∣∣∣∣∣
≤
∫
Bρ(0)
|∇f(x− y)−∇f(x)|χρ(y) dy
=
∫
Bρ(0)\Iρ(x)
|∇f(x− y)−∇f(x)|χρ(y) dy
+
∫
Iρ(x)
|∇f(x− y)−∇f(x)|χρ(y) dy
< η/2 + diam(C)ρ−n‖χ‖L∞Ln (Iρ(x)) .
Poihé
{∇gρ ∈ [C]η} ⊃ {∇f ∈ C} ∩ {|∇gρ −∇f | < η} ,
è suiente he
Ln
({
Ln (Iρ) ≤ ηρ
n
2diam(C)‖χ‖L∞
}
∩ {∇f ∈ C}
)
>
α
2
. (3.3.5)
Sia x ∈ Rn un punto di Lebesgue per ∇f , iò signia he
lim
r→0
1
ωnrn
∫
Br(0)
|∇f(x− y)−∇f(x)| dy = 0 ,
tuttavia
1
ωnrn
∫
Br(0)
|∇f(x− y)−∇f(x)| dy ≥ 1
ωnrn
∫
Ir(x)
|∇f(x− y)−∇f(x)| dy
≥ η
2ωnrn
Ln(Ir(x)) . (3.3.6)
Chiamiamo
µr(x)
def
=
η
2ωnrn
Ln(Ir(x)) ,
grazie al teorema di dierenziazione di Lebesgue-Besiovith e alle disuguaglianze in (3.3.6),
in partiolare abbiamo he µr(x)
r→0−→ 0 per Ln-q.o. x ∈ {∇f ∈ C}. Per il teorema
di Egoro esiste un insieme U ⊂ {∇f ∈ C} on Ln(U) > α/2, sul quale µr r→0−→ 0
uniformemente. Questo vuole dire he esiste r > 0 tale per ui
∀x ∈ U, ∀ r ≤ r η
2ωnrn
Ln(Ir(x)) = µr(x) ≤ η
2
4ωndiam(C)‖χ‖L∞
.
Dunque per ρ ≤ r si ha he{
Ln (Iρ) ≤ ηρ
n
2diam(C)‖K‖L∞
}
∩ {∇f ∈ C} ⊃ U
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e, ome volevamo in (3.3.5), otteniamo
Ln
({
Ln (Iρ) ≤ ηρ
n
2diam(C)‖χ‖L∞
}
∩ {∇f ∈ C}) ≥ Ln (U) > α
2
.
Teorema 3.3.7. Sia C un orpo onvesso e sia f ∈ X una funzione lipshitziana on
Ln ({x ∈ Ω|∇f(x) ∈ IntC}) > 0 .
Allora f è un punto di disontinuità per ∇ : (X, ‖ · ‖L1(Ω,Rk))→ L1(Ω,Rk×n).
Dimostrazione. Per alleggerire la notazione, denoteremo
α
def
= Ln ({x ∈ Ω|∇f(x) ∈ IntC}) > 0 .
e
[C]η
def
= {z ∈ C|dist(z, ∂C) > η} .
Vorremmo essere in grado di esibire un ε per ui, per ogni δ > 0, esiste una funzione gˆ
per ui
‖f − gˆ‖L1 < δ e ‖∇f −∇gˆ‖L1 > ε . (3.3.7)
Supponiamo δ > 0 ssato, mentre per ε daremo un'espressione espliita, e indipendente
da δ (!), più avanti, in (3.3.8).
Sia η > 0 tale he
Ln (∇f ∈ [C]3η) ≥ α/2 .
Segliamo
ε =
αη
8 · 5n . (3.3.8)
Per ρ ≤ 1 sia χρ ∈ C∞c (Rn,R) la risalata del nuleo regolarizzante χ, onsideriamo la
regolarizzata per onvoluzione di f denita da
gρ(x)
def
= f ∗ χρ(x) =
∫
f(x− y)χρ(y) dy .
Per il Lemma 3.3.6 si ha he
∃ r > 0 t.c. ∀ ρ ≤ r Ln ({∇gρ ∈ [C]2η) > α/4 .
Fissato ρ ≤ r, suientemente piolo anhé ‖f − gρ‖L1 < δ e ‖∇f − ∇gρ‖L1 < ε,
hiamiamo g
def
= gρ e proediamo on la ostruzione seguente: per ogni x0 tale per ui
∇g(x0) ∈ [C]2η sia Q(x0) un ubo di lato l(x0) e entro x0 tale per ui
∀x ∈ Q(x0) ∇g(x) ∈ Bη(∇g(x0)) .
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Tale ubo Q(x0) esiste perhé la funzione g è di lasse almeno C
1
per ostruzione. Abbiamo
dunque ottenuto una famiglia F di ubi he rioprono {∇g ∈ [C]2η}, il teorema di Vitali
i die he esiste una sottofamiglia F ′ di ubi Q(x′0) disgiunti e tali per ui
Ln

 ⋂
Q∈F ′
(
{∇g ∈ [C]2η} \ Qˆ
) = 0 .
Per iasun Q ∈ F ′ aggiungiamo a g una funzione a dente di sega5 hˆQ di pendenza η
e periodo
6 l/N supportata nel ubo Q di lato l. Per ostruzione gˆ = g +
∑
Q∈F ′ hˆQ ∈ X
perhé ∇g ∈ [C]η. Si ottiene
‖∇g −∇gˆ‖L1 ≥ ηLn

 ⋃
Q∈F ′
Q

 = η ∑
Q∈F ′
Ln(Q)
= η
∑
Q∈F ′
Ln(Qˆ)
5n
≥ η
5n
Ln ({∇g ∈ [C]2η}) . (3.3.9)
Dimostriamo nalmente he gˆ realizza (3.3.7). Infatti
‖f − gˆ‖L1 ≤ ‖f − g‖L1 + ‖g − gˆ‖L1 < δ
e ontemporaneamente
‖∇f −∇gˆ‖L1 ≥ ‖∇g −∇gˆ‖L1 − ‖∇g −∇f‖L1 > 2ε− ε = ε .
3.4 Appliazioni del teorema di Baire
Nella sezione 3.3 i siamo oupati dei punti di disontinuità dell'operatore di derivazione
∇ : (X, ‖ · ‖L1)→ L1(Ω,Rk×n), ora vorremmo intervenire in senso ontrario, dimostrando
he i punti di ontinuità di ∇ ostituisono un insieme residuale in X. Conluderemo
periò he i punti he soddisfano le ipotesi del Teorema 3.3.7 sono ben sparsi in X.
Rihiamiamo il ontenuto del teorema di Baire e un noto orollario he sarà fondamen-
tale nel nostro disorso.
Teorema 3.4.1 (Baire). Sia (X, d) uno spazio metrio ompleto e sia (Am)m≥1 una
suessione di aperti densi in X. Non solo
A
def
=
⋂
m≥1
Am 6= ∅ ,
ma addirittura A è denso in X.
5
Si onfronti on la Denizione 3.3.1.
6
Il parametro N dipende ovviamente da δ ma anhe dal massimo tra i lati dei ubi ottenuti on la
ostruzione sopra su g.
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Teorema 3.4.2. Siano (X, d) uno spazio metrio ompleto, Y uno spazio metrio. Una
funzione Baire-1 X → Y è ontinuo su un insieme residuale X∗ ⊂ X.
Veriare he il nostro aso, ioè il aso della derivazione ∇ : (X, ‖·‖L1)→ L1(Ω,Rk×n),
rientra nelle ipotesi del Teorema 3.4.2 presenta una sola dioltà: provare la ompletezza
di (X, ‖ · ‖L1). Infatti ∇ è siuramente limite puntuale di funzionali ontinui.
Osservazione 3.4.3. Il rapporto inrementale Rt : X → L1(Ω,Rk×n), denito da
(Rt(f))ij (x)
def
=
|f (j)(x+ tdist(x, ∂Ω)ei)− f (j)(x)|
|tdist(x, ∂Ω)| ,
è un funzionale ontinuo, infatti si ompone di una traslazione e di operazioni lineari.
Teorema 3.4.4. Sia C ⊂ Rk×n un orpo onvesso, allora
X
def
= {f ∈ Lip(Ω,Rk)|∇f ∈ C}
dotato della norma ‖ · ‖L1 è ompleto.
Dimostrazione. Sia (fm)m≥1 una suessione di Cauhy inX. Poihé L
1(Ω,Rk) è ompleto,
la suessione onverge, diiamo
fm
L1−→ f .
Vorremmo dimostrare he f ∈ X, ioè he f è ontinua e he ∇f(x) esiste quasi ovunque
e appartiene a C.
Primo passo: f è lipshitziana e fm → f in L∞.
La suessione (fm)m≥1 è ostituita da funzioni uniformemente lipshitziane (perhé
C è limitato): diiamo he
Lip(fm) ≤ L . (3.4.1)
A meno di sottosuessioni, fm → f q.o., dunque prendiamo x ∈ Ω on fm(x)→ f(x)
e avremo, per qualhe M > 0,
|fm(x)| ≤M ∀m ≥ 1 ,
periò, a meno di sottosuessioni,
|fm| ≤M + Ldiam(Ω) . (3.4.2)
Le stime (3.4.1) e (3.4.2) i danno, rispettivamente, equiontinuità e equilimitatezza
per la suessione (fm)m≥1, per il teorema di Asoli-Arzelà, a meno di sottosuessioni
fm
L∞−→ f .
Inoltre
Lip(f) ≤ L ,
perhé
|f(x)− f(y)|
|x− y| = limm→∞
|fm(x)− fm(y)|
|x− y| ≤ L .
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Seondo passo: Su qualunque palla Br(x) si ha he
∫
Br(x)
∇f = limm→∞
∫
Br(x)
∇fm.
Siome fm → f in L∞, avremo onvergenza nel senso delle distribuzioni
∇fm −→ f ,
inoltre ‖∇fm‖L∞ ≤ L e ‖∇f‖L∞ ≤ L. Fissiamo un nuleo regolarizzante χ ∈
C∞c (Br(x)), indiando on Br′(x) l'insieme su ui χ ≡ 1. Allora
lim sup
m→∞
∣∣∣∣∣
∫
Br(x)
∇f −
∫
Br(x)
∇fm
∣∣∣∣∣ ≤ lim supm→∞
∣∣∣∣∣
∫
Br(x)
∇f −
∫
Br(x)
χ∇f
∣∣∣∣∣
+ lim sup
m→∞
∣∣∣∣∣
∫
Br(x)
χ∇f −
∫
Br(x)
χ∇fm
∣∣∣∣∣+ lim supm→∞
∣∣∣∣∣
∫
Br(x)
χ∇fm −
∫
Br(x)
∇fm
∣∣∣∣∣
≤ lim sup
m→∞
∫
|1Br(x) − χ||∇f |+ lim sup
m→∞
∫
|1Br(x) − χ||∇fm|
≤ LLn(Br(x) \Br′(x)) + LLn(Br(x) \Br′(x)).
Terzo passo: Si onlude he f ∈ X.
In ogni punto x di ontinuità approssimata per ∇f si ha
∇f(x) = lim
r→0
1
ωnrn
∫
Br(x)
∇f = lim
r→0
lim
m→infty
1
ωnrn
∫
Br(x)
∇fm . (3.4.3)
La formula (3.4.3) è la onlusione: infatti
1
ωnrn
∫
Br(x)
∇fm ∈ C
perhé C è onvesso e
lim
r→0
lim
m→infty
1
ωnrn
∫
Br(x)
∇fm ∈ C
perhé C è hiuso.
A questo punto siamo in grado di fornire un argomento he dimostra il Teorema 3.2.3,
nostro prinipale motivo di interesse nelle ultime tre sezioni.
Dal Teorema 3.4.2, le ui ipotesi sono veriate nel aso della derivazione
∇ : (X, ‖ · ‖L1)→ L1(Ω,Rk×n)
grazie al risultato di ompletezza del Teorema 3.4.4, riaviamo he esiste un insieme denso
X∗ ⊂ X ostituito dai punti di ontinuità di ∇. Per onludere, osserviamo he X∗ ⊂ X˜:
infatti, (X˜)c ⊂ (X∗)c perhé una funzione f ∈ X on la proprietà he
Ln (∇f /∈ ∂C) > 0 ,
è neessariamente un punto di disontinuità di ∇, per quanto visto nel Teorema 3.3.7.
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3.5 Isometrie e punti rank-1 estremali
Ora he abbiamo ottenuto il Teorema 3.2.3 on la tenia di Kirhheim, vorremmo ri-
adattare quest'ultima al aso delle isometrie, anhé fornisa un risultato di tipo Nash
basato sul teorema di Baire.
In questa sezione i preoupiamo di apire i limiti di appliabilità della tenia di
Kirhheim e quale sia il ruolo delle isometrie.
Denizione 3.5.1. Un'appliazione lineare M : Rn → Rk, n ≤ k, è una subisometria se
∀ v ∈ Rn |Mv| ≤ |v| ,
in partiolare M è un'isometria se
∀ v ∈ Rn |Mv| = |v| .
Chiameremo Sk×n e Ik×n rispettivamente l'insieme delle subisometrie e l'insieme delle
isometrie.
Osservazione 3.5.2. L'insieme Sk×n ⊂Mk×n è onvesso.
Dimostrazione. Siano M0,M1 ∈ Sk×n e siano λ ∈ [0, 1], v ∈ Rn.
|(1− λ)M0v + λM1v|2 = (1− λ)2|M0v|2 + 2λ(1 − λ)〈M0v,M1v〉+ λ2|M1v|2
≤ (1− λ)2|M0v|2 + 2λ(1 − λ) |M0v||M1v|+ λ2|M1v|2(3.5.1)
≤ (1− λ)|M0v|2 + λ|M1v|2 (3.5.2)
≤ (1− λ)|v|2 + λ|v|2 = |v|2 , (3.5.3)
dove la disuguaglianza (3.5.2) è vera per la onvessità della funzione x 7→ x2 (segliendo
x0 = |M0v| e x1 = |M1v|), mentre (3.5.3) deriva dall'ipotesi di subisometriità di M0,M1.
La onvessità dell'insieme delle subisometrie i suggerise la possibilità di adattare la
tenia di Kirhheim alle immersioni isometrihe, ma il teorema he segue rea un notevole
impasse: le isometrie infatti non ostituisono il bordo del onvesso delle subisometrie,
bensì l'insieme dei punti estremali.
Denizione 3.5.3. Sia C ⊂ Rk×n un insieme onvesso, un punto z ∈ C si die estremale
se, qualora
z = (1− λ)z0 + λz1
per qualhe λ ∈]0, 1[ e qualhe z0, z1 ∈ C, allora z0 = z1 = z. Quando il onvesso C è
sottointeso, hiamiamo E˜ l'insieme dei punti estremali.
Teorema 3.5.4. Le isometrie sono tutti e soli i punti estremali dell'insieme delle subi-
sometrie.
53
Dimostrazione.
1. Sia M ∈ Ik×n, supponiamo he
M = (1− λ)M0 + λM1
on λ ∈]0, 1[ e M0,M1 ∈ Sk×n. Grazie all'ipotesi e alla dimostrazione dell'Osser-
vazione 3.5.2, risulta
|v|2 = |Mv|2 = |(1− λ)M0v + λM1v|2 ≤ |v|2 ,
dunque la disuguaglianza (3.5.2) è un'uguaglianza, vale a dire
∀ v ∈ Rn(1−λ)2|M0v|2+2λ(1−λ)|M0v||M1v|+λ2|M1v|2 = (1−λ)|M0v|2+λ|M1v|2 .
(3.5.4)
Dal momento he la funzione x 7→ x2 è strettamente onvessa, l'uguaglianza (3.5.4)
è vera se e solo se
∀ v ∈ Rn |M0v| = |M1v| . (3.5.5)
Inoltre vale l'uguaglianza per la disuguaglianza di Shwarz usata in (3.5.1) se e solo
se
∀ v ∈ Rn M0v ‖M1v . (3.5.6)
In onlusione, per (3.5.5) e per (3.5.6), M0 = M1 = M .
2. Sia M ∈ Sk×n \ Ik×n e sia u ∈ Rn he minimizza la funzione v 7→ |Mv|/|v|.
Un generio vettore v ∈ Rn può essere deomposto ome
v = v + v⊥ ,
dove
v
def
=
〈v, u〉
|u|2 u (3.5.7)
e
v⊥
def
= v − 〈v, u〉|u|2 u . (3.5.8)
Se Mu = 0 la dimostrazione prosegue in modo quasi banale: sia w ∈ Rk un vettore
di modulo 1/|u|2 nello spazio ortogonale7 all'immagine di Rn tramite M . Poniamo
M0v
def
= Mv⊥ + (w ⊗ u)v .
Verihiamo he M0 ∈ Sk×n:
|M0v|2 = |Mv⊥|2 + |w|2|〈v, u〉|2 ≤ |v⊥|2 + |v|2 = |v|2 .
7
Questo vettore w 6= 0 esiste perhé, se Mu = 0, si ha he dim Imm(W ) ≤ n− 1, inoltre k ≥ n.
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Se hiamiamo
M1v
def
= Mv⊥ − (w ⊗ u)v ,
allora M = 12M0 +
1
2M1 e abbiamo onluso.
Se invee |Mu| > 0, hiamiamo
̺
def
=
|u|
|Mu| > 1 .
Via moltipliatori di Lagrange si dimostra he
∀ v ∈ Rn con 〈v, u〉 = 0 =⇒ 〈Mv,Mu〉 = 0 . (3.5.9)
Deniamo M0 ∈ Sk×n stirando M nella direzione di u: poniamo
M0v
def
= Mv⊥ + ̺Mv , (3.5.10)
per ostruzione M0 ∈ Sk×n, infatti
|M0v|2 = |Mv⊥ + ̺Mv|2 = |Mv⊥|2 + ̺2|Mv|2 = |Mv⊥|2 + ̺2 |〈v, u〉|
2
|u|4 |Mu|
2
= |Mv⊥|2 + |v|2 ≤ |v⊥|2 + |v|2 = |v|2 .
Sia
Mλ1 v
def
= Mv⊥ +
(
1
λ
−
(
1− λ
λ
)
̺
)
Mv , (3.5.11)
dimodohé M = (1 − λ)M0 + λMλ1 per λ ∈]0, 1[ e M0 6= M 6= Mλ1 . Per onludere
basta dimostrare he Mλ1 ∈ Sk×n per qualhe λ ∈]0, 1[. In realtà, qualunque sia
λ 6= 0, si ha he
|Mλ1 v|2 = |Mv⊥|2 +
(
1
λ
−
(
1− λ
λ
)
̺
)2
|Mv|2 < |Mv⊥|+ ̺2|Mv|2 ≤ |v|2 .
Abbiamo dunque dimostrato he un punto estremale deve essere un'isometria.
A seguito di questa dimostrazione, e on la stessa notazione, aggiungiamo un fatto he
sarà ruiale per dimostrare la versione lipshitziana dell'inlusione dierenziale
∇f ∈ Ik×n Ln-q.o. .
Osservazione 3.5.5. Dalla dimostrazione del Teorema 3.5.4, prendendo le denizioni
(3.5.10) e (3.5.11), si evine he
M0 −Mλ1 =
1
λ
(̺− 1)〈v, u〉|u|2 Mu =
̺− 1
λ|u|2 Mu⊗ u ,
dunque
rk(M0 −Mλ1 ) ≤ 1 .
Possiamo onludere he una subisometria orta si può srivere ome ombinazione on-
vessa non banale di due matrii la ui dierenza ha rango 1.
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Denizione 3.5.6. Sia C ⊂ Rk×n un insieme onvesso, un punto M ∈ C si die rank-1
estremale se, qualora
M = (1− λ)M0 + λM1
per qualhe λ ∈]0, 1[ e qualhe M0,M1 ∈ C on rk(M0 −M1) ≤ 1, allora M0 = M1 = M .
Quando il onvesso C è sottointeso, hiamiamo E l'insieme dei punti rank-1 estremali.
Corollario 3.5.7. Le isometrie sono tutti e soli i punti rank-1 estremali dell'insieme delle
subisometrie.
Dimostrazione. Dal primo punto della dimostrazione del Teorema 3.5.4 abbiamo he
Ik×n ⊂ E˜ ,
d'altra parte, banalmente, un punto estremale è siuramente un punto rank-1 estremale.
Inne, grazie all'Osservazione 3.5.5 si ha la atena di inlusioni
Ik×n ⊂ E˜ ⊂ E ⊂ Ik×n .
3.6 Risultato più ne di disontinuità
Dalla dimostrazione del Teorema 3.3.7 è emerso hiaramente he possiamo perturbare una
funzione f : Ω ⊂ Rn → Rk in modo da dimostrare he questa è un punto di disontinuità
purhé si abbia abbastanza spazio, in almeno una direzione, per far muovere il gradiente.
Questo onetto orrisponde alla rank-1 onnessione (si veda ad esempio [Mü 96℄).
Cominiamo on un esempio semplie, nello spirito del Teorema 3.3.3.
Teorema 3.6.1. Supponiamo he 0 ∈ IntC e hiamiamo
η
def
= max{|M | |M,−M ∈ C e rk(M) ≤ 1} . (3.6.1)
Esiste un ε > 0, he dipende da η ma non dalla distanza dal bordo
ζ
def
= dist(0, ∂C) ,
tale per ui, per ogni δ > 0 sappiamo esibire una funzione hˆ : [0, 1]n → Rk on
‖hˆ‖L1 ≤ δ
e
‖∇hˆ‖L1 > ε .
Dimostrazione. Supponiamo δ > 0 ssato. Per la denizione di η data in (3.6.1), esiste
M ∈ Rk×n on le seguenti proprietà:
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1. M,−M ∈ C;
2. rk(M) ≤ 1;
3. |M | = η.
Sriviamo M = a⊗ ν, on ν ∈ Sn−1 e a ∈ Rk.
Suddividiamo il dominio [0, 1]n ome nella gura 3.2.
ν
U1(ν
⊥)
U2(ν
⊥)
1/N
|a|/2Nζ
U2(ν)
U1(ν)
|a|/2Nζ
Figura 3.2: Suddivisione del dominio
Costruiamo la perturbazione:
hˆ(x)
def
=


(a⊗ ν)x x ∈ U1(ν)
−(a⊗ ν)x x ∈ U2(ν)
(ζa/|a| ⊗ ν⊥1 )x x ∈ U1(ν⊥1 )
−(ζa/|a| ⊗ ν⊥1 )x x ∈ U2(ν⊥1 )
.
.
.
(ζa/|a| ⊗ ν⊥n−1)x x ∈ U1(ν⊥n−1)
−(ζa/|a| ⊗ ν⊥n−1)x x ∈ U2(ν⊥n−1)
(3.6.2)
Ciò he si è fatto nella ostruzione si evine dalla gura 3.3.
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ν⊥
0
ε/2
aR
ν
Figura 3.3: Funzione a tetto di lamiera, ostruzione di base
Innanzitutto verihiamo he hˆ ∈ X. Le ampiezze degli insiemi U1, U2 sono state selte
apposta anhé hˆ sia ontinua. Inoltre, per ostruzione,
∇hˆ(x) ∈ {M,−M} ∪Bζ(0) ⊂ C .
Se la suddivisione è abbastanza tta, ioè se il numero di omponenti onnesse, ad esempio,
di U1 è N >> 1, allora
‖hˆ‖L1 ≤ δ ,
mentre
‖∇hˆ‖L1 ≥ Ln (U1(ν) ∪ U2(ν)) η ≥ (1− |a|/Nζ)η .
Teorema 3.6.2. Sia f : Ω→ Rk una funzione lipshitziana in X, ome nella Denizione
3.2.2, on
Ln (∇f /∈ E) = α > 0 ,
dove E è l'insieme dei punti rank-1 estremali di C. La funzione f è un punto di disonti-
nuità per la derivazione.
Dimostrazione. Vorremmo dimostrare he
∃ ε > 0 t.c. ∀ δ > 0 ∃ gˆ con ‖f − gˆ‖L1 < δ e ‖∇f −∇gˆ‖L1 > ε . (3.6.3)
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L'espressione di ε verrà speiata in seguito in (3.6.8), intanto supponiamo δ > 0 ssato.
Sia η > 0 tale he
Ln (∇f ∈ D3η) ≥ α/2 . (3.6.4)
Denoteremo d'ora in poi on
Dη
def
= {z ∈ C|dist(z,E) > η} .
Primo passo: La funzione f può essere appropriatamente approssimata on una funzione
di maggiore regolarità.
Come nella dimostrazione del Teorema 3.3.7, approssimiamo f on una funzione g ∈
C 1 suientemente viina in senso L1 e on gradiente anora abbastanza8 lontano
dai punti estremali di C.
Per (3.6.4) e per la dimostrazione del Lemma 3.3.6 si ha he
∃ r > 0 t.c. ∀ ρ ≤ r Ln ({∇ (f ∗ χρ) ∈ D2η) > α/4 (3.6.5)
per un nuleo regolarizzante χρ = ρ
−nχ(x/ρ) ∈ C∞c (Rn,R) on Suppχρ ⊂ Bρ(0) e∫
χρ(x) dx = 1. Segliamo periò ρ(δ) ≤ r suientemente piolo anhé
‖f − (f ∗ χρ(δ))‖L1 < δ/3 ∧ ε/3
e poniamo g
def
= f ∗ χρ(δ).
Seondo passo: La funzione g viene un po' rimpiiolita per allontanari dal bordo di C.
Per sempliare la dimostrazione possiamo metteri nell'ipotesi he l'origine 0 è
ontenuta nella parte interna del orpo onvesso C.
Supponiamo dunque g ssata onseguentemente a δ.
Qualunque sia la ostruzione a dente di sega he abbiamo intenzione di sommare
a g, ome già aadeva nella dimostrazione del Teorema 3.3.7, avremo bisogno di
spazio per perturbare il gradiente, periò riduiamo g in modo da rientrare nella
parte interna di C.
Poihé δ è già stato ssato, segliamo ζ = ζ(δ) > 0 in modo he
‖g − (1− ζ)g‖L1 = ζ‖g‖L1 < δ/3 ∧ ε/3 .
Poniamo gζ
def
= (1 − ζ)g. Per ostruzione ∇gζ , quando esiste, appartiene a IntC,
inoltre
Ln
(
∇gζ ∈ D2η
)
≥ Ln (∇g ∈ D2η) > α/4 .
8
Nella dimostrazione è ruiale he l'insieme dei punti per ui il gradiente dell'approssimante è lontano
dai punti estremali mantenga una misura dell'ordine di α, indipendentemente dalla selta di δ.
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Terzo passo: Si selgono dei ubi disgiunti nel dominio di g su ui ominiare a modiare
la funzione on ostruzioni a dente di sega.
Come nella dimostrazione del Teorema 3.3.7, ad ogni x0 tale per ui ∇g(x0) ∈ D2η
sia Q(x0) un ubo di lato l(x0) e entro x0 tale per ui
∀x ∈ Q(x0) ∇gζ(x) ∈ Bη(∇g(x0)) .
Tale ubo Q(x0) esiste perhé la funzione g è di lasse almeno C
1
per ostruzione.
Abbiamo dunque ottenuto una famiglia F di ubi he rioprono {∇g ∈ D2η}, il
teorema di Vitali i die he esiste una sottofamiglia F ′ di ubi Q(x′0) disgiunti e tali
per ui ⋃
Q∈F ′
Qˆ ⊃ {∇gζ ∈ D2η} .
Quarto passo: Si esplorano le possibilità per perturbare gζ , giahé ∇gζ(x0) giae in un
segmento rank-1 onnesso.
Per iasun x′0 avremo he ∇gζ(x′0) non è un punto rank-1 estremale di C, periò
esistono M0(x
′
0),M1(x
′
0) ∈ C ∩Bη(∇gζ(x′0)) per ui
∇gζ(x′0) = 1/2M0 + 1/2M1
e
rk(M0 −M1) ≤ 1 .
Non è diile vedere he
|M0 −∇gζ(x′0)| = |M1 −∇gζ(x′0)| ∼
√
η/kn .
Poniamo
M
def
= M0 −∇gζ(x′0) = a⊗ ν
per qualhe a ∈ Rk, ν ∈ Sn−1.
Quinto passo: Si fanno delle ostruzioni a dente di sega su iasun ubo Qν(x
′
0) ⊂ Q(x′0).
Costruiamo una funzione del tipo a dente di sega, da sommare a gζ , essenzialmente
on pendenze ±M , he si alternano lungo la direzione ν.
A ausa dell'arbitrarietà di ν, per iasun x′0 i riduiamo ad un ubo Qν(x
′
0) ⊂ Q(x′0)
on assi paralleli a {ν, ν⊥1 , . . . ν⊥n−1}.
La funzione sarà del tipo hˆ, ome si è già visto nel Teorema 3.6.1, on N = N(x′0) >>
1 in modo da soddisfare le ondizioni del Teorema 3.6.1 on i parametri δ,ζ ed η in
gioo in questa dimostrazione.
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Sesto passo: Si veria he gˆ
def
= gζ + hˆ soddisfa (3.6.3).
La perturbazione erata è dunque
gˆ
def
= gζ + hˆ .
Su iasun Q(x′0) possiamo stimare∫
Q(x′0)
|∇gζ(x)−∇gˆ(x)| dx =
∫
Q(x′0)
|hˆ(x)| dx
≥
√
η/kn(1−
√
η/kn/Nζ)Ln(Qν(x′0)) ≥ η′Ln(Q(x′0)) . (3.6.6)
Si ottiene
‖∇gζ −∇gˆ‖L1 ≥ η′Ln

 ⋃
Q∈F ′
Q

 = η′ ∑
Q∈F ′
Ln(Q)
= η′
∑
Q∈F ′
Ln(Qˆ)
5n
≥ η
′
5n
Ln (∇g ∈ [D]2η) . (3.6.7)
Se
ε
def
=
η′α
4 · 5n , (3.6.8)
allora possiamo onludere on
‖f − gˆ‖L1 ≤ ‖f − g‖L1 + ‖g − gζ‖L1 + ‖gζ − gˆ‖L1 < δ
e ontemporaneamente
‖∇f −∇gˆ‖L1 ≥ ‖∇gζ −∇gˆ‖L1 − ‖∇gζ −∇g‖L1 − ‖∇g −∇f‖L1 > ε .
Alla lue della strategia enuniata nella sezione 3.2, il Teorema 3.6.2 i die he la
generia funzione f ∈ X, ioè un punto di ontinuità per ∇ : (X, ‖ · ‖L1) → L1(Ω,Rk×n),
soddisfa l'inlusione dierenziale
∇f ∈ Ik×n Ln-q.o.
Chiaramente il Teorema 3.3.7 e il Teorema 3.6.2 svolgono lo stesso ruolo all'interno
del ragionamento di Kirhheim, tuttavia stavolta possiamo onludere on una aratter-
izzazione più forte: i punti rank-1 estremali sono davvero il minimo anhé possiamo
ostruire delle perturbazioni all'interno di X.
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Teorema 3.6.3. Sia X lo spazio metrio denito da 3.2.2, il sottoinsieme
{f ∈ X|∇f ∈ E} ,
dove E è l'insieme dei punti rank-1 estremali nel onvesso C ontiene l'insieme X∗ dei
punti di ontinuità della derivazione ∇ : (X, ‖ ·‖L1)→ L1(Ω,Rk×n). Alla lue del Teorema
3.4.2, questo insieme è residuale in X.
Inoltre, vale anhe la aratterizzazione inversa: sia E ⊂ C un hiuso on la proprietà he
{f ∈ X|∇f ∈ E} è denso in X, allora
E ⊂ E .
Dimostrazione. Il Teorema 3.6.2 i die he
{f ∈ X|∇f ∈ E} ⊃ X∗ . (3.6.9)
Ai ni della dimostrazione del Teorema 3.2.1 questo sarebbe già suiente, ma dimostriamo
anhe il vieversa per sottolineare he stavolta abbiamo davvero raggiunto il limite: il
Teorema 3.6.2 migliora il Teorema 3.3.7, ma meglio di osì non si può più fare.
Prendiamo M ∈ E e poniamo f def= Mx. Per densità, esiste una suessione (fj)j≥1
nell'insieme {f ∈ X|∇f ∈ E} tale he
fj
L1−→ f
e
∇fj ∗⇀ ∇f = M .
La suessione (∇fj)j≥1, a sua volta, genera una misura di Young9 ν : Ω→M(Rk×n), in
partiolare
(i)
νx ≥ 0, ‖νx‖M(Rk×n) = 1 q.o. x ∈ Ω ,
perhé ∇fj(x) ∈ C per quasi ogni x ∈ Ω, C è ompatto e dunque
lim
L→+∞
sup
j
Ln (|∇fj| ≥ L) = 0 .
(ii)
Suppνx ⊂ E
perhé dist(∇fj(x), E)→ 0 per quasi ogni x ∈ Ω.
9
Per la teoria sulle misure di Young e per il teorema fondamentale delle misure di Young si veda [Mü 96℄.
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(iii) Per ogni u ∈ C0(Rk×n) si ha he
u(∇fj) ∗⇀ u in L∞(Ω) ,
dove
u(x)
def
= 〈νx, u〉 =
∫
Rk×n
u dνx .
Per la proprietà (iii) della misura di Young ν, avremo
M =
∫
E
M dνx q.o. x ,
ioè, dal momento he E è un insieme di punti estremali,
νx = δM q.o. x ,
dove δM è una misura di Dira onentrata su M .
Per la proprietà (ii) possiamo onludere he
M ∈ E .
Il Teorema 3.6.3 on C = Sk×n dà il Teorema 3.2.1.
3.7 Alternativa diretta alla strategia di Kirhheim
Lo sopo di questa sezione onlusiva è disutere la possibilità di dimostrare altri risultati
di tipo Nash, via teorema di Baire ma senza funzionali Baire-1.
Rispetto alle altre inlusioni dierenziali del tipo ∇f ∈ C, on C ompatto, il problema
delle immersioni isometrihe gode di una aratteristia peuliare: esso ammette una formu-
lazione globale in termini di appliazioni length preserving, ome abbiamo sottolineato in
(3.0.2). Faendo tesoro di questa osservazione intendiamo esporre una possibile strategia
per ottenere un risultato di tipo Nash via teorema di Baire.
È naturale he si selga ome ambiente lo spazio delle appliazioni f ∈ Lip(Ω,Rk),
k ≥ n, on ostante di Lipshitz minore o uguale a 1. Su questo spazio
X
def
= {f ∈ Lip(Ω,Rk)|Lip(f) ≤ 1}
onsideriamo la norma C 0, o qualsiasi altra norma equivalente.
Nello spazio X, he è ompleto, vorremmo trovare una famiglia numerabile di insiemi
Am,λ he siano aperti e densi, inoltre vorremmo he
⋂
m,λAm,λ sia ontenuto nell'insieme
delle appliazioni globalmente isometrihe (fr. on la denizione in (3.0.2)). Questo,
per il teorema di Baire, sarebbe suiente a garantire un risultato di residualità per le
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appliazioni length preserving. Più preisamente, otterremmo he le appliazioni f :
Ω→ Rk tali per ui
L[f ◦ Γ] = L[Γ] ∀Γ : [0, 1] → Ω
ostituisono un insieme denso nel senso della ategoria in (X, ‖ · ‖L∞).
Vediamo quali potrebbero essere, a nostro giudizio, le selte migliori migliori per arontare
il problema osì impostato.
La norma adottata è una norma del tipo ‖ · ‖C 0 . Nella selta della norma è inevitabile
onfrontarsi on questi due problemi: lo spazio X deve essere ompleto, inoltre una
norma he tenga onto anhe della derivata ∇f di f sarebbe troppo rigida e om-
prometterebbe la possibilità di dimostrare un risultato di densità per gli insiemi
Am.λ.
Il vinolo he denise Am,λ ⊂ X non può essere un'inlusione dierenziale, altrimenti
sarebbe troppo diile, on la norma C 0, riavare he Am,λ è aperto. Contem-
poraneamente, pur dovendo taere sul omportamento di ∇f quando f ∈ Am.λ, è
neessario he
⋂
m,λAm,λ desriva delle appliazioni isometrihe.
Le appliazioni isometrihe si possono omunque desrivere anhe solo mediante il on-
fronto tra la distanza |x−y| nel dominio Ω ⊂ Rn e la distanza geodetia d(f(x), f(y))
sull'immagine f(Ω) ⊂ Rk.
Dunque, a nostro parere, un modo eae di arontare il problema potrebbe essere
quello di denire, per m ∈ N e λ ↓ 0,
Am,λ
def
= {f ∈ X | ∀x, y ∈ Ω |x− y| ≥ m =⇒ L[f ◦ Γ] > (1− λ)|x− y|
∀Γ : [0, 1]→ Ω con Γ(0) = x,Γ(1) = y} . (3.7.1)
Non è ompliato dimostrare he Am,λ è aperto.
A posteriori il teorema di Nash i assiura he iasun Am,λ è denso in X. D'altra parte
i piaerebbe dare una dimostrazione indipendente e più semplie.
Inne, siuramente
⋂
m,λAm,λ ontiene solo appliazioni f ∈ X he preservano la lunghezza
delle urve.
Osservazione 3.7.1. Perhé nella denizione di Am,λ in (3.7.1) rihiediamo he L[f ◦Γ] >
(1− λ)|x− y| per tutte le urve Γ a estremi x, y? Perhé non soltanto un insieme di urve
denso e, magari, numerabile?
La risposta è he sappiamo esibire un esempio, he rihiamiamo nel Controesempio 3.7.2
nel aso equidimensionale, in ui la lunghezza dell'immagine della urva è una funzione
disontinua sullo spazio delle urve. Pertanto qualunque tentativo di approssimazione è
vano.
Controesempio 3.7.2. Deniamo una famiglia di funzioni fp : [0, 1]→ [0, 1] parametriz-
zate da p ∈ [0, 1]. Se p ∈ [0, 1/2], allora
fp(t)
def
= t ∧ (−t+ 2(1 − p)) 0 ≤ p ≤ 1/2 .
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Se invee p ∈]1/2, 3/4], allora
fp(t)
def
=
{
t ∧ (−t+ (1− p)) 0 ≤ t ≤ 1/2
(t− p) ∧ (1− t) 1/2 ≤ t ≤ 1
Continuiamo a denire fp(t) per p ∈]1−2−j , 1−2−(j+1)] e per t ∈ [0, 2−j ] ome la risalata
0 t1/2 1
1
f7/8
f0
fp
f1/2
f3/4
1− p
Figura 3.4: Controesempio
di un fattore 2−j+1 di fp′ on p
′ = 1/2 − 2(j−1)(1 − 2−j − p) e poi la prolunghiamo per
periodiità su tutto l'intervallo [0, 1]. Inne
f1 ≡ 0 .
Come risulta hiaro dalla gura 3.4, per ogni p ∈ [0, 1[ ed ogni a, b ∈ [0, 1] la lunghezza
delle urva [a, b] ∋ t 7→ fp(t) ∈ [0, 1] è pari alla lunghezza |a− b| della urva di partenza.
Consideriamo adesso l'appliazione [0, 1] × [0, 1]→ [0, 1] × [0, 1] he assoia
(t, p) 7→ (fp(t), p) .
Questa appliazione, on immagine nel triangolo {(x1, x2) ∈ [0, 1] × [0, 1] | x1 + x2 ≤ 1},
preserva la lunghezza di qualunque urva nel dominio [0, 1] × [0, 1[.
Il Controesempio 3.7.2 mostra non solo he non possiamo sperare in proprietà di ap-
prossimazione sulle urve, ma anhe he per funzioni lipshitziane la nozione di isometria
length preserving e quella di isometria he soddisfa quasi ovunque l'inlusione dierenziale
∇f ∈ Ik×n sono essenzialmente diverse.
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La dimostrazione di un risultato di tipo Nash on la tenia desritta sopra sembra
essere piuttosto elaborata, in partiolare la neessità di dimostrare, per ogni Am,λ, una
stima sulla lunghezza dell'immagine per tutte le urve sembra non ammettere ostruzioni
he sono eai solo quasi ovunque rispetto alla misura di Lebesgue. Pertanto si ha
l'impressione he un simile risultato sia più viino al teorema di Nash originale rispetto al
problema dell'inlusione dierenziale.
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