Abstract Deformable Parts Models (DPM) are the current state-of-the-art for object detection. Nevertheless they seem sub-optimal in the representation of deformations. Object deformations are often continuous and not confined to big parts. Therefore we propose to replace the DPM star model based on big parts by a deformation field. This consists of a grid of small parts connected with pairwise constraints which can better handle continuous deformations. The naive application of this model for object detection would consist of a bounded sliding window approach: for each possible location of the image the best part configuration within a limited bound around this location is found. This is computationally very expensive.Instead, we propose a different inference procedure, where an iterative image-level search finds the best object hypothesis. We show that this approach is faster than bounded sliding windows yet produces comparable accuracy. Experiments further show that the deformation field can better approximate real object deformations and therefore, for certain classes, produces even better detection accuracy than state-of-the-art DPM. Finally, the same approach is adapted to model-free tracking, showing improved accuracy also in this case.
Introduction
Current state-of-the-art object detection methods allow for some deformations, in particular the successful deformable parts models (DPM) 1 introduced in . DPM is based on a star model (see Fig. 1a ), that connects each part to a center. It imposes a prior on the displacement of a part w.r.t. its resting position or "anchor point" and, given the object location, assumes that parts move independently. This does not really hold for most real objects and only works if parts can be chosen strategically. In fact, in most of the cases the moving parts only approximate an underlying continuous deformation, for instance due to a perspective distortion. To obtain a more precise representation of the object deformation it is then necessary to split the object into many smaller parts. Yet, this would not work in a star model, as small parts would have little discriminative power and consequently little capacity to be appropriately driven away from their anchor point.
Thus, we investigate the use of a different deformation structure when using many small parts: an elastic deformation field. This elastic deformation field model (EDFM) imposes a prior on the displacement of each part w.r.t. its local neighborhood. Each part has pairwise connections with the neighboring parts, that determine the local stiffness of the model (see Fig. 1b ). The net displacement of each part now depends on the global configuration of the model. Figure 1b shows how EDFM can still represent big parts if needed. Setting the pairwise costs between some of the small parts to infinity yields bigger rigid parts. As these costs are learned during training, the model 'knows' where parts should move together and where independently. The deformation field can (b) (a) Fig. 1 Star model versus elastic field. a The star model should be composed of big parts as they move independently and they can lose their structural meaning, b the elastic field can be composed of small parts because the global regularization is enough to maintain the structure coherence. Notice that if some small parts have strong connections (red lines) then they are equivalent to a big part (Color figure online) Fig. 2 Elastic deformation field. a Detection, parts center placement and pairwise distortion, b reconstructed object. As the elastic deformation field encodes deformations locally, it is also able to explain unusual and highly deformed object configurations represent a wide range of deformations, like those represented in Fig. 2 .
An intuition of the difference between the star model and the deformation field when using many small parts is given in Fig. 3 . For a uniform stretching, the deformation field has a uniform distribution of the deformation over the parts (Fig. 3d) . In contrast, in the star model (Fig. 3c) , parts that are far from the object center should take into account the deformations of the previous parts, such that the pairwise displacement is higher. Now, considering that in our models the deformation costs are learned during training, in order to be able to represent the same samples, the higher pairwise displacement of the star model induces a lower deformation cost. Thus, this implies a looser model that is more prone to false positive detections.
To apply this model for the problem of object detection a standard solution would consist in using a bounded sliding window approach. That is, consider each possible location of the image and for each one find the best part configuration within a bounded region. In practice, as parts are connected with a loopy graph for an EDFM, for each location a CRF optimization over the parts locations is needed. This is too expensive for practical use. For instance, in Ladicky et al. (2012) a similar deformation field was studied, but locally affine constraints had to be introduced to the object part locations to simplify the inference and make the model computationally feasible.
In contrast, here we propose to use a "real" loopy graph CRF model where each part (node) can be placed virtually in any possible location of the image (labels). Instead of using a sliding window procedure, we consider an iterative imagelevel approach where we repeatedly search for the best parts placement on the entire image. As our CRF optimization is based on alpha expansion, its computational cost is linear in the number of part locations. Under these conditions we show that the iterative image-level approach is much faster and more flexible than bounded sliding window and, equally important, does not compromise the detection quality.
To summarize, the main contributions of this paper are the following:
1. we propose the use of an elastic deformation field model for object detection, where parts are small and connected with a loopy graph which can better represent typical object deformations; 2. we show that by using an image-level optimization strategy the new deformation model, even if more complex than the commonly used star model, can be used for detection with a comparable computation time; 3. we experimentally prove that our deformation field in most of the cases outperforms the star model; and 4. we improve model-free tracking with the use of our deformation field.
The paper is structured as follows. In Sect. 2 we discuss how our work relates to various topics of computer vision. Then, in Sect. 3, we define our model and introduce a fast inference for it. Finally, Sect. 4 reports on experiments comparing our model with the state of the art, while in Sect. 5 we draw conclusions.
Related Work
The idea of using an elastic deformation field is not new in vision. In this section we first compare our method with other deformable detectors and second, we give a broader overview of different methods that apply similar deformation models to different tasks of computer vision. Finally we also present the related work for the application of our deformable model to tracking.
Deformable Parts Models
We consider EDFM as a natural evolution out of DPM. Besides the original DPM of Felzenszwalb et al. (2008) , there are multiple refinements Vedaldi and Zisserman 2009; Zhu et al. 2010 ). Vedaldi and Zisserman (2009) proposed an alternative representation as a predefined set of part configurations that can yield global affine deformations. However deformations are often local, so global transformations may be less effective than the more general DPM.
Another interesting extension of DPMs is presented in Zhu et al. (2010) , where the star model is extended to a real tree with a deeper structure. This hierarchical structure can better approximate real object deformations because nearby parts have the same parent and follow its displacements. Yet, this structure has previously been used for image restoration and optical flow, and there it is known to produce artifacts due to the spatially varying neighborhood structure. That is, inside the 'big' parts there tends to be over-smoothing, whereas their boundary regions tend to be under-smoothed. A partial remedy is proposed in Pedersoli et al. (2011) , where the hierarchy of parts is enriched with local loops of pairwise connections that dynamic programming can solve efficiently. Although locally more consistent, there are still disconnected parts that move independently. Finally, if the deformation structure of the model is known a priori (e.g. for human detection), a simpler tree model can suffice (Yang and Ramanan 2012) . However, we deal with the more general case where the deformation structure should also be learned.
The deformable model work most similar to ours is probably that of Ladicky et al. (2012) , who propose a locally affine deformation field to detect humans. After introducing a complete CRF model for deformation, they claim that it is too deformable and a per instance tuning of the pairwise costs would be necessary. We show that, by learning the pairwise costs during training a complete CRF model can be used and yields better accuracy (see Sect. 4). Ladicky et al. (2012) also claims that a CRF optimization sliding window style is computationally too expensive. We came to the same conclusion, but propose an alternative that obtains the same detection accuracy without sliding window and has a much smaller computational cost (see Sect. 4).
Random Fields
Random fields have been widely used for object detection and segmentation. Usually, the MRF/CRF is used to model the compatibility between object parts Hoeim et al. (2008) ; Kapoor and Winn (2006) ; Quattoni et al. (2004) , or to reason about multiple detections and context Desai et al. (2009); Ladicky et al. (2010) . In the context of modeling object deformations, Crandall et al. (2005) uses a generalized star model (k-fans) and shows that for certain classes it can improve the recognition accuracy. However, that model is more limited than our array of parts and has a slower inference. In object recognition, loopy graphs with pairwise connections similar to ours have been previously used to model the spatial relationship among parts Bergtholdt et al. (2010) ; Fergus et al. (2003) ; Lades et al. (1993) . However, to the best of our knowledge, our work is the first that can use a loopy graph CRF to model object part deformations for object detection, where multiple objects are to be found at multiple scales and locations. Considering the task of detecting multiple objects at multiple scales produces a multiplication of the computational cost such that loopy graphs have so far generally been considered too expensive to use.
Graph Matching Kernel
Another recent paper with some similarities is Duchenne et al. (2011) . The authors use a deformable model similar to EDFM for object classification. Whereas in EDFM the deformation field is considered a latent variable, they use it to build a kernel that measures a distance between examples. Apart from the fact that this kernel is not positive definite and the problems this can entail, the approach is computationally costly. To evaluate an example one has to evaluate the kernel with every learned support vector (possibly thousands). This is feasible for classification, where the number of samples is low, but not for detection where for each training image there can be many samples to evaluate. Instead of evaluating each sample with the learned support vectors, our EDFM compares each sample with the learned model. This is thousands of times faster and can therefore also be used for detection.
Another advantage of EDFM is that pairwise costs can be learned, which is difficult when using a kernel.
Image Registration
Image registration or alignment has also some similarities with our approach. In Glocker et al. (2008) image registration is accomplished with similar pairwise deformation constraints and an inference based on a generalization of alpha expansion to the primal-dual formulation . Even if the inference is quite similar to ours, the final task of image registration is to find a one to one correspondence between images. In contrast our task is to find a class model that is able to recognize and align possibly multiple objects in an image at any possible location and scale. Also in this case the order of the computational costs is very different because for detection we need to align every possible location and scale to a model, which makes a direct use of a CRF in a sliding window manner computationally challenging, as will be shown in the experimental results.
Optical Flow
There is an interesting analogy between optical flow techniques and our adaptation of DPM. The Lucas-Kanade extraction of optical flow Lucas and Kanade (1981) splits the initial image into patches and finds for each the displacement that minimizes the least squares distance to the new image. This is quite similar to the DPM approach , where object parts are searched independently to best fit the object model. In contrast, Horn and Schunck (1981) use a global approach, enforcing optical flow smoothness to solve the aperture problem. This is similar to what we do in EDFM, where we enforce global coherence on part displacements. As a matter of fact, the global smoothness of the optical flow often is too strong assumption, since the objects in a scene can move independently. For object deformation this assumption makes more sense, especially as we can learn the pairwise constraints of the field.
Model-Free Tracking
In model-free tracking, the only information about the object to track is the location (generally a bounding box) of the object in the first frame of the video. The most successful methods learn a discriminative on-line classifier that separates the object from the background. The classifier is updated to adapt to the local changes of the scene. Examples of this scheme are Babenko et al. (2011); Kalal et al. (2010) . However, updating the classifier is not always the best strategy because it can introduce a drift in the model representation. Instead, by modeling the variations that the appearance of the object can assume, for instance by considering an invariant or co-variant representation, can reduce this drifting. This idea has been widely applied for illumination changes by using features that are invariant to linear or affine light changes, e.g. SIFT. The same concept of invariance can be used also for the object structure. In Zhang and van der Maaten (2013) for instance, the deformable structure of multiple objects or object parts is used to improve the tracking accuracy. We go further in this direction, considering a deformable representation based on the EDFM, which can better represent local and perspective deformations.
Elastic Deformation Field Model
We define our deformable model, EDFM, as a set of parts, each with their position (x, y) and scale s, yielding triples in the location space L ⊂ N 3 . The appearance score A i generated by the part i at location l i = (x, y, s) ∈ L, is given by:
where H is a function that extracts the local features (e.g. HOG features) of the part at l i and w A i is a vector of learned weights. Applying a linear model, we define the total model score as the sum of the N part scores:
where
Spatial coherence comes from the assumption that each part location l i is displaced by i) a fixed displacement a i relative to an object location p and ii) a further distortion/deformation d i . This yields l i = p+a i +d i , where p + a i is the anchor position (including the scale) for the part i. Setting the distortions d i to 0, but varying p, would correspond to sliding around a rigid template (e.g. the Dalal and Triggs detector Dalal and Triggs (2005) ). Yet, we allow for the distortions as just introduced. In order to avoid parts moving independently-thereby increasing the risk that they do so incoherently-we need to set a cost D on the part distortions from their fixed anchor position a. This then yields the following overall score for a hypothesis on the position of an object and its parts:
where p = [p, p, . . . , p] , i.e. all parts are displaced w.r.t. the same object center and a = [a 1 , a 2 , . . . , a N ]. The final detection (maximal score) thus yields a trade-off between deformation and appearance.
In DPM Felzenszwalb et al. (2010) the prior is set as:
where w D i is a vector of positive weights applied to the absolute values of the displacements d i = l i − p − a i of the part i and its squared values d 2 i . This prior says that the larger a distortion is, the larger its penalty. It limits the distance a part can move away from its anchor, but allows parts to move independently given the object center p. This model works properly when 1) parts are big, so that each part's appearance is discriminative enough to not get confused by local distractors (other parts provide no localization support), and/or 2) part displacements are small so that their independence is almost true.
Our EDFM aims at large deformations, which can be gradual/non-rigid over the object. Therefore parts need to be small. With those goals in mind, we do not penalize part distortions per se, but the differences with the distortions of their neighbors. Thus, the elastic stretching of a pattern comes at a cost, while parts moving together is for free. The new deformation cost is therefore:
where E are the edges of a graph defining the neighborhood (in our experiments a 4-connected neighborhood as shown in Fig. 1b ).
Inference
In this section we analyze the different methods that are generally used for finding the best "deformable" detection in an image and compare their corresponding costs. Finally we present our approach based on an iterative image-level optimization.
Given an image, we are interested in finding the maximum a posteriori (MAP) solution of the probabilistic problem associated to our scoring function, i.e. the best detection. In DPM the score of a configuration of parts depends on both the position of the object p and the locations l of its parts. The best detection corresponds to the best scoring location:
If the deformation connections form a star, as defined by D S in Eq. (4), then the problem can be solved using dynamic programming with a computational cost that is O(N |L| 2 ), which is in general too expensive.
In Felzenszwalb and Huttenlocher (2004) , the use of particular deformation costs that only depend on the deformation (l − p − a) and not on the absolute object location p is promoted such that a generalized distance transform can be used. In this case the optimization is first computed at each p and for each part l i independently with a linear cost and then the best location p is found as the best sum of the parts scores:
As the distance transform can be computed in linear time, the optimization has a cost that is proportional to N |L|. In contrast to the star model, the deformation field defined in Eq. (5) composes a loopy graph. The solution based on a distance transform can therefore not be applied. Another way to optimize it is to use a bounded sliding window approach. It is based on the assumption that the deformation of the parts is limited and therefore we can search for the best parts configuration in a local region P around the object center (predefined in Ladicky et al. 2012; Pedersoli et al. 2011 or learned in Felzenszwalb et al. 2010 :
As the optimization of each local region has a bounded cost |P|, the total computational cost is now O(N |P||L|), which is affordable if |P| is small enough. Unfortunately, as we will show in Sect. 4, this approach still is computationally too expensive when using a deformation field.
To reduce this cost, in Ladicky et al. (2012) additional constraints (local affine deformations) are considered. This allows for the use of bounded sliding windows together with a loopy CRF, as the corresponging optimization can be solved with efficient dynamic programming. Instead we want to be able to use the complete deformation capabilities of the EDFM model without limiting them to be locally affine. We therefore use a different approach that allows us to solve "real" CRFs in a faster manner.
Recent combinatorial methods for CRF optimization such as alpha expansion Boykov et al. (2001) come with guarantees about their optimality and at the same time have a computational cost that is linear with the number of labels. Considering the linear cost of the method, we can compute directly the MAP solution over the entire label space L as:
As D F computes differences of deformations, the solution is independent of p and we do not need to optimize for it. The MAP solution of the image-level optimization defined in Eq. (9) has a cost that is proportional to N |L|, while using the bounded sliding window approach has a cost proportional to N |P||L|. Thus, as the constant factors are the same for both methods, the computation of the MAP solution for the image-level optimization is |P| times faster than the sliding window approach. On the other hand, it provides only the MAP solution whereas a (bounded) sliding window approach provides a solution for each p. Below, we describe how an iterative application of the image-level optimization allows to cope with multiple objects in an image.
Multiple Hypotheses
In detection it is not really necessary to evaluate the score of every possible window location p in the image. What really matters is to find all the objects present in the scene. In this sense, we can reshape our problem as finding the K -best detections in the image. If K is large enough, this can lead to the detection of all the objects in the image. For finding the K -best detections, we add an extra scoring term that penalizes configurations l with parts placed similarly to a previous detection l * :
This term forbids part i to be placed closer than μ P to a location l * i that has already been occupied by the same part in a previous detection. Considering now a set of detec-
. This is a particular instance of the general problem proposed in Batra et al. (2012) . As in our case G depends only on the part location, its score can be added directly to the data term of Eq. (6). In this way, solving for the K -best solutions boils down to solving the same optimization K times, with varying data terms. Because during the K iterations the generated graph is quite similar (only the data terms are modified), reusing the previously computed flows in the graph-cut optimization (as explained in Kohli and Torr 2007) can help to further speed-up the inference procedure.
Reconsidering now the computational costs, we can see that computing the K best solutions takes O(N K |L|) whereas the bounded sliding window approach takes O(N |P||L|). Therefore in the bounded sliding window approach, to speed-up the method we should consider a reduced deformation |P|. In contrast, in our image-level optimization (similarly to generalized distance transforms) we do not need to limit a priori the object deformation. Instead, we need to fix the number of detections K that we want to obtain, knowing that the computational cost of the method is linear in it. This allows for more flexibility, and combined with additional considerations it can lead to quite high speed-ups. This is the topic of the next section.
Multiscale Detections
So far we have assumed the feature space L to be uniform over the three dimensions (x, y, s) . However our real space of features (e.g. HOG features), for reasons of speed, is not uniform over scales. This corresponds to moving from a uniform grid of features to the usual pyramid of features. As we want our model to be scale invariant (i.e. the detection score should not depend on the scale), the distances between parts are computed with respect to the size of the parts: the scale. In this way the space of the parts L becomes the space (x/s, y/s, s). In this space the usual concept of distance is lost. The space is not metric and, therefore, alpha expansion cannot be used. In order to still optimize the CRF with fast alpha expansion we force the parts to be all at the same scale. Thus, the difference between the two deformation vectors d i − d j of Eq. (5) on s are always set to zero. In this way we can optimize each scale independently and fixing the scale s =ŝ the 2D space (x/ŝ, y/ŝ) is again a valid metric. With these assumptions, we can split our image-level inference into an independent inference for each scale.
In a naive implementation, to compute the K -best detections it is then necessary to apply the CRF inference at every scale K times. When considering S scales, this would produce K S detections, whereas we are only interested in the best K . This is clearly sub-optimal. In order to speed-up the procedure without losing detections, we use a greedy search over the natural splits defined by scales.
For the first detection we apply the optimization of Eq. (9) at each scale s and maintain a priority list of scores v s . The best score is selected as best detection. Then, to select the second-best detection we penalize the first detection as explained in the previous section and we repeat the optimization at the same scale. The new best detection is the maximum score of the updated list of scores. Again, the found detection is penalized and a new detection at the same scale is found. The procedure is repeated until the desired number of detections has been obtained. Assuming that the optimization is exact 2 (i.e. it always gives the best scoring configuration), this procedure gives the K -best results computing only K + S optimizations. In Table 1 we formally define the algorithm for finding the K -best hypotheses. To further speed-up the algorithm, the priority list is initialized by computing an upper-bound of the maximum score as sum of the 
. This is a safe bound because the pairwise terms are forced to be negative.
At this point we can see that the image-level optimization defined in Eq. (9), in case of multiscale search, is much faster than the bounded sliding window approach. Now, the total cost for detecting at multiple scales with the bounded sliding windows is proportional to S s=1 |P||L s | where |L s | is the number of locations at scale s. Instead, for the imagelevel optimization with our greedy search the computational cost (without considering the additional speed-up of the previously defined bound) is
|L s | where s k is the selected scale for the k-th detection. In practice, while sliding windows has to search uniformly over all image scales, our image-level inference can focus only on the scales where the object is more likely to be.
Note, however, that the number of hypotheses K is usually greater than the number of objects expected in an image. In fact, the same object can be detected at multiple scales, and therefore multiple hypotheses could be associated to it. Experimental results comparing detection accuracy and speed-ups for the two methods are presented in Sect. 4.3.
Optimization Variants
As solving Eq. (9) boils down to solving a CRF problem, standard techniques for CRF optimization can be used. We have tested different algorithms for optimizing Eq. (9) and found that a graph-cut with alpha expansion Boykov et al. (2001) works best. Alpha expansion decomposes the difficult multi-label problem into a sequence of simpler binary subproblems (Boykov et al. 1998 ). Each subproblem iteration randomly chooses a new label, and determines for each node to either accept the new label or to stay with the old one. Such alpha expansion has completed a cycle when all possible labels have been evaluated. Each binary subproblem is solved with a graph-cut, so that its solution is exact. The energy of the multi-label problem can only decrease throughout the alpha expansion. As deformation costs are defined as the application of a convex function over the part displacements S D (l), this function is a valid metric and therefore we are sure that alpha expansion can be used and that every subproblem is sub-modular. Alpha expansion is also efficient. With the maximum number of cycles fixed, the optimization is linear in the number of labels (i.e. locations where to place a part). If the complexity were more than linear, an image-level optimization would make little sense because a sliding windows approach using a subset of all possible labels would at some point become faster. The worst-case computational cost is polynomial in the number of nodes, but our experiments have shown a linear behavior in practice. This allows us to use models with a relatively high number of parts. Finally, the algorithm can be speeded up using dynamic graph-cut optimization in the alpha expansion, as shown in Alahari et al. (2010) .
We also tried to optimize our score function with other methods, but the results were inferior in terms of both speed and quality. Loopy belief propagation constantly gets stuck in poor local minima, that depend on the label initialization. Sequentially reweighted trees usually give the correct solution, but are still based on belief propagation on subtrees of the graph. Therefore the computational time is of the order of O(|L| 2 ) and the image-level optimization is very slow for normally sized images. One can combine sequentially reweighted trees with a distance transform, reducing the computational time to O(|L|), but in practice the constant factor for this inference is much higher than for graph cuts with alpha expansion. Neither would the fast method of Duchenne et al. (2011) work, because it searches for the best expansion only in orthogonal directions. In general the best detection is not orthogonal to the initial solution. Therefore also this method tends to get stuck in a poor local minimum. Increasing the number of search directions can mitigate the problem, but slows down the algorithm.
Learning
Given a set of positive and negative images and the object bounding boxes B, we want to learn a vector of weights w * such that:
This minimization is an instance of the latent SVM problem . The locations of the object parts l are the latent variables. For negative examples, as we are interested in ranking detections, we select the first K best detections generated from M negative images. For doing that we use the potential G defined in Sect. 3.2 that forces the optimization to search for different solutions. As the hinge loss has zero loss for correct classifications with margin higher than one, the search for the best K detections can safely stop when the detection score is smaller than −1. This speed-ups the training significantly while maintaining the same accuracy. For positive examples we want them to be inside the bounding box B n ∈ B. For this we add to S(l, x, w) 3 another potential H (l, B n 
that assigns a score of −∞ to parts outside the object bounding box B n .
As opposed to binary SVMs, here the problem is not symmetric. Due to the maximization of the latent variables, the loss for the negative samples is convex, while the loss for the positive samples is concave. This is solved using an iterative procedure. Given an initial w we find the latent values l for the positive samples. Then, fixing those, we find a new w optimizing the convex problem with standard SVM solvers. In practice, as we want to enforce positiveness to the deformation parameters, we solve the problem in the primal by using stochastic gradient descent (Shalev-Shwartz et al. 2011 ) and re-projecting the solution in the feasible space of solutions with positive deformation coefficients.
In the ideal case, when we can find the optimal solution for Eq. (9), the loss of the positive samples can only decrease at each iteration and, hence, the algorithm converges (Yuille et al. 2002) . Unfortunately, in our case the alpha expansion algorithm puts only a weak bound on the quality of the solution (Boykov et al. 2001) . To keep the convergence, we slightly modify the assignment of the positive latent variables. We build a buffer with the previously assigned values. When the new assignment is effectuated, we maintain it only if it produces a lower loss (higher score); otherwise the old assignment is restored.
Tracking
Improving the deformation model is not only useful for detection, also other tasks can benefit. In this section we show how to apply our deformation model for tracking. Using a more precise deformation model for tracking leads to a more accurate and invariant object representation, which in turn can better follow the object of interest.
In tracking, the object of interest is annotated only at the first frame of a video sequence. Then, the object should be tracked throughout the rest of the video. This is a challenging task because during the video the object is seen from different points of view, there can be partial or total occlusions, similar objects can confuse the tracker and also light changes cause the loss of the object of interest.
We argue that in tracking most of the changes in appearance, apart from occlusions and illumination changes are due to changes of viewpoint, which correspond to small object deformations due for instance to out of plane object rotations. Here we make the object observations more robust to viewpoint changes by using our deformation field. As changes in the point of view often correspond to perspective distortions, our grid of small parts can approximate them properly and better than other approaches.
The tracker is initialized learning a model of the object of interest. The model is learned using Eq. (11), where there is only one positive sample, the object annotated in the first frame of the video, and a set of negatives that are all the other bounding boxes that do not overlap with the annotated one. For localizing the object we consider the image-level approach defined in Eq. (9). In this case the problem is more constrained however, because the model has only one component, and we know a priori the number of objects that should be found. In this way we can reduce the number of hypotheses to generate and the algorithm takes less than 1 s to compute a frame. The update of the model is effectuated using an online version of Eq. (11), where the object model is recomputed at each new frame using stochastic gradient descent. The new observation of the target in a new frame is the one that produces the highest score and has at least 10 % overlap with the previous one. This enforces a minimum smoothness on the target displacements. In all the experiments for training we maintain a buffer with the last 100 best positive detections and 1,000 negative detections.
Experiments
After first introducing the used datasets and giving some technical details of our implementation of the EDFM, we then present several experiments that evaluate the different contributions of our method. In our first experiment we compare the proposed image-level inference with bounded sliding windows in terms of speed and accuracy. Then we compare the performance of the field and the star model varying the number and size of the parts. Finally, we compare our method, based on a set of small parts connected with a field, with the state-of-the-art.
Datasets
We compare our method to various baselines on Pascal VOC 2007 (Everingham et al. 2007 ). This dataset contains 9, 963 images separated into 20 different classes of objects. It is well recognized for its difficulty and is the de-facto standard benchmark for object detection. Additionally, considering that the deformation field can also improve the more specific task of human detection, we train and evaluate our method also on two challenging human datasets, where people can be found in very different positions and poses. The first one is the Buffy dataset (Ladicky et al. 2012 ) that contains 748 images of humans performing many different actions, which makes it a good benchmark to evaluate deformable models. The second one is the UIUC people dataset (Wang et al. 2011 ) that contains 593 images of people playing badminton and other sports. As the Buffy and UIUC people datasets do not provide images to collect negative examples, we use the negative images from the INRIA dataset (Dalal and Triggs 2005) . Finally, to test the EDFM for tracking we compare it to several state-of-the-art trackers using the publicly available collection of videos of Babenko et al. (2011) .
Implementation Details
In this section we provide a detailed description of the most critical parts of our implementation of the EDFM. For the initialization of the deformation field we initially learn a rigid model (i.e. pairwise costs w D = −∞). Then we use the appearance of the rigid model and relax the pairwise constraints. In this way we are able to iteratively and jointly refine the pairwise deformation costs and the model appearance in the latent SVM optimization.
We notice that for the robust learning of SVMs it is very important to reach convergence during the harvesting of negative examples. If not, the learned deformations are too loose so that the next relabeling of the positive examples can be partially wrong and the model rapidly drifts to a wrong configuration without any possibility to recover.
The detection time of the EDFM depends linearly on the number of alpha expansion cycles. In general, as noticed in Boykov et al. (2001) , few cycles are already enough for convergence. In our experiments we found 3 cycles to be sufficient. In all experiments as inference strategy we use the image-level CRF method specified in section 3.3, searching for the first 200 detections.
We use a model with 2 components and their vertical mirror for VOC 2007, and 3 for UIUC people and Buffy. For VOC 2007, more than 2 components did not improve the global performance.
The number of parts for each model is then established by the model resolution which is estimated based on the size of the bounding boxes of the training images as in . The neighborhood size μ P for penalizing an already detected location is set to 2 HOG cells. For evaluation, we estimate the final bounding box, as the minimum bounding box containing all the object parts. The local penalties G of each part location allow the method to find multiple detections at the same location. This can be useful in very specific situations (e.g. two distinct but highly overlapping objects), but in general it can produce multiple detections of the same object. How to use these hypotheses in a better way is left as future work. For the moment, after the bounding box estimation a standard bounding box based non-maximal suppression is applied.
Image-level inference versus sliding window
First we compare the EDFM with image-level optimization (with different numbers of hyphotheses) versus the bounded sliding window scheme introduced in Sect. 3. In Fig. 4 we draw the precision-recall curves for the two configurations, reporting also in the legend average precision and average time per image. As the bounded sliding window approach is very slow, we only used Pascal VOC 2007 images containing bicycles for the test. For bounded sliding window approach we define the search region P to be half the size of the object. The model used for this experiment has two components each with 24 parts and each part composed of 3×3 HOG cells. By reducing the number of parts the inference time can be further reduced (with a cost in terms of AP, as shown in the next subsection), but the relative speedups of the different configurations are similar. The bounded sliding window approach has a higher recall but lower precision and it has a computational time that is almost 2 orders of magnitude higher than our approach. For the image-level optimization, varying the number of hypotheses corresponds to a different trade-off between precision and recall. Notice that already with as few as 10 hypotheses our image-level inference obtains results very close to sliding windows at just a fraction of the compu- Fig. 4 Image-level inference versus bounded sliding window. We compare EDFM with image-level inference (with different number of hypotheses) with bounded sliding window in terms of AP and average computational time on Pascal VOC 2007 bicycles. In the image-level inference, when varying the number of hypotheses we obtain a different trade-off between precision and recall. In terms of time, our method is always much faster than the bounded sliding window With few and big parts, the two models tend to perform similarly. However, when the parts are smaller the deformation field performs markedly better than the star model. A special case is cat, where the learned appearance is quite poor and star or field deformation model do not make any difference tation time needed for the bounded sliding window approach. The best results are obtained using 500 hypotheses. More slightly reduce the AP due to additional false positives.
The fact that the bounded sliding window approach yields a score inferior to our approach is an indication that: i) our image-level inference works well and does not get stuck in poor local minima (otherwise its AP would be much worse than sliding windows), and ii) the bounded sliding window, searching everywhere, commits to many more high-scoring errors. In the rest of the experiments we always use imagelevel inference with K = 200 since it is a good trade-off between speed and accuracy. EDFM with image-level inference has a detection time that is comparable with other state of the art methods like DPM , running at around 8 s per image, or LADF (Ladicky et al. 2012 ) that takes around 50 s to run with 10 components.
Elastic Field Versus Star Model
To contrast the elastic field with a star model we compare both of them using exactly the same parameters for the two configurations, but varying the size of the parts (and thus the number of such parts in each component).
In Fig. 5 we plot the performance (in terms of AP) of detectors trained with different part sizes using either a star model or a deformation field. Visualizations of the EDFM with different part sizes for the class bicycle are presented in Fig. 6 . In general, when using big parts the two models have a similar performance. When reducing the part size the deformation field improves its performance while the star model remains the same or becomes worse. This is due to the global coherence enforced by the pairwise connections that permits to better represent deformations with many small parts. For the deformation field the best trade-off between part size and performance is in general found for parts of 3 × 3 HOG cells, which is the part size used in the rest of the experiments.
In Fig. 7 we show two examples of detections with the relative position of the parts for a star model (a) and a deformation field (b). Whereas in the star model each part moves independently, for the deformation field the locations of the parts follow a global structure enforced by the pairwise constraints (Fig. 6 ).
Human Detection on Buffy
Next, we evaluate the EDFM on the Buffy dataset. Based on the validation set we build a model with 3 components, each one composed of parts of 3 × 3 HOG cells. For the evaluation we use the same protocol as in Ladicky et al. (2012) . In Table 2 we compare our EDFM with the standard DPM and the locally affine deformation field (LADF) introduced in Ladicky et al. (2012) . Best performing result is given in bold We compare DPM, LADF and our EDFM on the Buffy dataset. Because of the high variation of poses of the humans in the dataset EDFM clearly outperforms DPM. Also, our EDFM with only 3 components outperforms the LADF trained with 10 components
Our model outperforms the DPM with more than 5 %. This shows that deformations are important for detection and that a finer grid of parts and a better prior on the deformations are effective ways to improve detection.
As to LADF, both methods use a field of small parts. However, there are several differences between the two methods. First, in LADF, to better adapt to the different poses in the dataset, the data is split into 10 different clusters (components) using a distance based on the deformable field. In contrast, our EDFM uses a much simpler split into 3 components based on the aspect ratio as in DPM, because we believe that our elastic deformation field can cope with the deformations introduced by different human poses without the need of many components. Despite the smaller number of components our EDFM outperforms LADF with a margin of almost 2 %. We believe that our model performs better than LADF due to the different deformation field used. In LADF the deformation field is restricted to locally affine deformations with a predefined and uniform cost which limits the amount of configurations that can be represented. In our model instead, we use a complete CRF model, where the more probable deformations are learned in a discriminative way through the joint learning of the pairwise costs and the model appearance in the latent SVM procedure.
Human Detection on UIUC People
As for Buffy, also here we built a human detector based on 3 components, each one containing parts of 3 × 3 HOG cells. We compare our detector based on the deformation field with other state-of-the-art methods, some of them (Bourdev et al. 2010; Andriluka et al. 2009; Wang et al. 2011 ) also using parts annotations for training (see Table 3 ). Also in this case our method outperforms the other approaches. In Fig. 8 we show the 3 components of the model learned by our approach (parts are omitted for clarity).
Object Detection on PASCAL VOC 2007
We also evaluate our model on the 20 object classes of the challenging PASCAL VOC 2007. For all the classes we use 2-component models and parts of 3×3 HOG cells. In Table 4 we compare our EDFM with DPM based methods.
It outperforms the others for 6 classes. For classes like "bird", "cat", "dog", the appearance is extremely variable due to the very different poses these animals can assume. In this case, as there is no distinctive appearance, it becomes very difficult to learn a proper deformation model and there- Best performing result is given in bold As is standard for this dataset we compute the accuracy of the best detection in each image. A detection is considered valid if it has an overlap higher than 50 % using the Pascal overlap criteria (Everingham et al. 2007 ) fore simpler assumptions about the deformations, as in a star model, can work better. Another interesting case is "person". Here our performance is quite inferior to the other DPM models in spite of the good results obtained in the other datasets. This is probably due to the high variability in appearance present in these images, that again does not let the model to properly learn the correct deformations. Also, it is important to mention that our model is composed of a single layer of HOG features, while all the others use two or more HOG resolutions. Figure 9 shows some examples of detections with the inferred deformations for different object classes. Best performing results are given in bold 
Tracking
Finally, we evaluate the extension of our deformation field for tracking, as explained in Sect. 3.6, on the publicly available collection of videos introduced in Babenko et al. (2011) . Table 5 reports the performance of our deformation field tracker compared with other methods such as the MILboost tracker (Babenko et al. 2011) , the TDL tracker (Kalal et al. 2010 ) and the structure preserving object tracker (Zhang and van der Maaten 2013) . The evaluation is presented in terms of average distance in pixels between the predicted bounding box and the ground truth annotations and as precision. For precision we consider a detection as correct if its overlap with ground truth is more than 50 % as in Zhang and van der Maaten (2013) .
In the videos where the main challenge is a change of view or an out of plane rotation, as in Sylvester or Tiger, our detector clearly outperform the previous methods because it can represent the appearance distortion better. This shows that the deformations induced by the deformation field are also useful for tracking. Note that Zhang and van der Maaten (2013) is based on DPM models where parts are connected in a star (Star in Table 5 ) or with the minimum spanning tree (MST in Table 5 ), based on the initialization frame. In contrast to these models where the structure of the connected parts should be defined as a tree to optimize it with dynamic programming, with our model we can connect each adjacent part avoiding the problem of defining a priori the best deformation structure.
In the last row of Table 5 we report a global estimation of the quality of each method as average ranking over the 12 videos. Our method obtains the lowest pixel error and (on par with MST) the best precision. Finally, in Fig. 10 the detections obtained by our tracker (dotted red line) are compared with the ground truth (green line) on several frames.
Conclusions
In this paper we have presented a method for the detection of deformable objects. This method is inspired by previous work on optical flow and image registration where for a good estimation of the displacement field it is necessary to enforce a global regularization. Following this path, we have introduced an object model composed of a regular grid of small parts the location of which depends on their distance from neighboring parts. We have shown that, in spite of the complexity of the problem, this can be optimized in a reasonable time avoiding a sliding window search. Finally we have empirically proved that our model is able to better represent complex deformations showing comparable or better performance than the state-of-the-art for different applications and multiple datasets.
