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2 Information processing and computation 
with photonic reservoir systems
2.1 Introduction
2.1.1 The boundaries of digital computing
The recent surge of research into alternatives for conventional (mostly digital) CMOS- 
based computing hardware is pushed forward by the limits of scalability. The funda­
mental assumptions, upon which the success of digital computing is based are mainly 
its robustness, resulting in extremely low error probabilities, and its inherently low 
static power consumption, both of which break down for very small devices. The 
digital computing paradigm and the associated design methodology rely on (almost) 
error-free operation and cannot deal with inaccurate devices.
Already in 1956, Von Neumann discussed how to approximate high-precision dig­
ital computing with unreliable components [1] by introducing redundancy and ma­
jority voting. However, the bounds he derives to prove that with enough redundancy, 
error probabilities can be pushed below any desired threshold, are based on the as­
sumption that errors occur independently. When the errors are correlated, as is usually 
the case in real life, an ensemble rarely performs worse than the individual models, 
but the convergence of the accuracy is no longer guaranteed. In practice, taking an 
ensemble of unreliable models is now common practice in machine learning.
The second most important property to break down is the fact that, using CMOS, 
we can build implementations of digital gates that consume very little static power. As 
feature dimensions and isolation layer thickness get thinner, MOSFET transistors and 
CMOS gates start leaking current in all directions. Whereas the power consumption 
of a computer was long considered an unimportant issue, it has now become more 
important than the speed of computation. A few powerful GPUs in the room are an 
excellent replacement for other heating devices, but our hunger for ever-increasing 
and ubiquitous computing does not fade, especially in the presence of the huge leaps 
that are being made with AI and deep learning.
Many early attempts of computing with alternative devices stay within the digital 
model of computation. Clearly, this has its benefits: if you can build gates and flip- 
flops, the whole design methodology can stay in place and the chances of industrial 
uptake of your new technology improve dramatically. However, thus far, no mapping 
between inherently analog devices and the basic digital building blocks (binary gates, 
binary gated memory cells) has been found that can sufficiently outperform transis­
tors on at least one dimension of performance (size, power consumption per operation 
or power density, speed) without overly compromising the others and at the same time
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is commercially viable in a mass production setting. Until now, the proposed devices 
were either too large, too slow, too power hungry, too inaccurate or too difficult to 
produce, or did not offer sufficient benefits to trigger a change of course in an entire 
industry built around integrated CMOS circuits.
If we take a step backwards, the digital computing model is maybe no longer the 
most efficient. This is especially true for the huge amount of information processing 
that handles signals, e. g., image processing and sensor processing, where, essentially 
real numbers are translated into real numbers and small errors are usually accept­
able. From an energy perspective, it is no longer the most efficient to represent analog 
values as bit sequences and to use analog devices to mimic theoretical mathemati­
cal models known as digital gates and memory cells. The field of research that ad­
dresses ways to optimally exploit relaxed precision requirements using more or less 
traditional computing devices is generally called approximate computation [2, 3]. It 
mostly proposes incremental changes to traditional design flows at different design 
levels (algorithms, compilers, synthesis, and devices). Different authors often target 
different performance goals, although the general focus is on power efficiency.
2.1.2 Analogue computing
The alternative to digital computing is to compute directly in the analogue domain. 
Unfortunately, for general-purpose (or broad-purpose) analogue computing, useful 
combinations of a clear-cut computational model and an automated hardware design 
methodology are rare. One approach is to move to neural networks as a computational 
model. Their design is based on learning from examples and tuning parameters to min­
imize a given cost function. They are usually used as machine learning software mod­
els that are run on digital computers to approximate input-output relationships for 
which no perfect solution is known or does even exist.
Many variants exist within the broad category of neural networks, and for some, 
their implementation can also be realized with analogue building blocks. From the 
artificial ones used in machine learning to the biologically plausible ones studied in 
computational neuroscience, all are computational models which come with ways to 
tune their parameters (weights). Essentially, they are extremely powerful function ap­
proximators. Some types of neural networks can be proven to be universal approxima­
tors [4, 5], which means that they can approximate a very broad class of input-output 
relationships with any desired precision if they are allowed to grow large enough. In 
practice, they are inherently imperfect, i. e., even the most powerful neural networks 
make mistakes. These can be frequent but small, or very infrequent but very large. 
Depending on the application, either one can be worse than the other. Since neural 
network training and evaluation is usually based on the average quality of the output 
across a large number of examples, only detailed analysis of the errors made can make 
the distinction.
In general, it is useful to make a distinction between the computational model 
that is used and the physical medium in which this model is implemented [6] The 
mapping between both should result in a set of computational elements or building 
blocks that can be realized in the chosen medium (with guarantees on all aspects of 
their performance) and a methodology for combining them into a system that realizes 
the desired behavior. From this perspective, it is very helpful if the requirements for 
these building blocks are not very rigid. It is this rigidity in digital computation that 
makes it so difficult to realize digital building blocks from analogue devices. In com­
parison, in neural networks, we need to be able to compute a weighted sum of signals at the neuron inputs, but the exact behavior of the neurons turns out not to be ver^ 
important for their performance. In artificial neural networks, several different fun7 
tions are already being used, most notably: sigmoidal, exponential, stepwise linear' 
and Gaussian. Exactly and efficiently matching those with analogue devices is also 
not trivial, and the same is true for the building blocks used in the models from com­
putational neuroscience. However, it turns out that most input-output relationships 
that resembles them should give rise to good performance. In fact, this robustness of 
the neural network computational model is one of the historical reasons for the emer­
gence of physical reservoir computing and photonic reservoir computing, the topic of 
this book, from computational models that are closely related to neural networks.
A crucial aspect for the success of analogue computing is the availability of a de­
sign methodology that can be automated to provide the mapping between a desired 
behavior to (a hierarchical composition of) the computational elements of the model 
and from those to the physical medium. Clearly, for digital computing, this is in place. 
Therefore, in order for any new hardware approach to become competitive, this map­
ping should outperform the existing solutions according to at least one quality mea­
sure (e. g., speed, power consumption, size, accuracy, noise-robustness) without com­
promising too much on the others.
2.2 Reservoir computing
2.2.1 A more relaxed model of computation
In this book, we describe recent work that uses physical reservoir computing [7] to de­
sign photonic computational devices. This is an altogether different approach to com­
putation, in which no abstract computational model is enforced onto the implementa­
tion substrate. Instead, the natural dynamics of the substrate are exploited and com­
bined to approximate the desired input-output relationships of a given computational
task.
tion
Instead of in the computational model, the constraints are now in the optimiza- 
approach, which is based on the principles of reservoir computing. In its broadest
Figure 2.1: Schematic representation of a 
reservoir computing system. The input signal 
u(t) is fed into the reservoir and the resulting 
reservoir statesx(f) are used to learn a linear 
readout that is then used to generate the 
output signal y(t).
interpretation, reservoir computing consists of two parts: a reservoir and a readout as 
depicted in Figure 2.1. The reservoir is a dynamical system that is perturbed (driven) 
by the input signal u(t), which affects its current internal state x(t) as well as the fu­
ture evolution of that state. In the readout, the reservoir’s internal state is observed 
and a linear combination of the observations is optimized to optimally approximate a 
desired output signal. In contrast to the readout, the reservoir itself is not changed in 
this stage, although a few global system parameters are usually tuned during design 
to make the overall dynamics of the reservoir more suitable for the task.
The reservoir computing approach emerged almost simultaneously from the fields 
of neuroscience and artificial neural networks around the end of the previous and the 
beginning of this century. The two most frequently cited foundational works are those 
of Herbert Jaeger [8,9] and Wolfgang Maass [10]. Jaeger and Maass used echo state net­
works (ESN) and liquid state machines (LSM), respectively, as their reservoirs. Both are 
simulated recurrent neural networks, operating in discrete or discretized time. ESNs 
consist of discrete-time analogue sigmoidal or hyperbolic tangent neurons. The net­
work they form is usually fully connected, and the input signals are also connected 
to all nodes. The connection weights are randomly initialized. LSMs consist of (sim­
ple models of) biological spiking neurons. In both cases, the network’s internal state 
space is finite and consists of all neuron outputs. Overviews of the progress in reservoir 
computing can be found in [11-14].
2.2.2 How to train a reservoir computer
In summary, a reservoir computing system consists of a reservoir, which transforms 
the input signal(s) into features that depend on the input history, and a readout layer. 
In most work on reservoir computing, this is a simple linear regression layer, which is 
trained by minimizing the mean squared error (equation (1))
MSE(y,y) = E[(y - y)2] (1)
between the generated output sequences and the desired output sequences for a set 
of examples (where E indicates the expected value).
In order to minimize the MSE, we minimize its approximation based on one or 
multiple input sequences of finite length. For this purpose, the reservoir is driven with
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the input sequence(s). The N observed reservoir state signals are sampled in time 
(leading to S samples for each of the signals) and recorded into the S x (AT + i) am 
mented state matrix X, in which the first N columns contain the N state signals and 
the last column is an all-ones column. Using the notation wout = (wout, w0), the oofmal output weights are then found by the normal form: ’ ’ p
wout = (XTX)1XTy> (2)
yielding a closed-form expression for the approximated target signal:
y = Xwout = X(XrX)-1Xry. (3)
In machine learning, it is generally advised to use some form of regularization to avoid 
overfitting to the training data. The most common approach is to use ridge regression. 
This minimizes the augmented cost function:
MSEridge = MSE + AWgUtw0Ut. (4)
The intuition behind this is the fact that keeping the weights small constrains the com­
plexity of the model. Note that w0 should not be included in the regularisation term 
as it is needed to set the average value of the approximated target signal to its conect 
value.
When using ridge regression, it is generally advisable to normalize the state sig­
nals before applying linear regression, to avoid the regularization from overly penal­
izing signals with small magnitude. In this case, we use
, = x[n] - avg(x[n])
L J stdev(x[n])
instead (and similarly construct the corresponding state matrix X'). Augmenting the 
state matrix with an all-ones column is no longer necessary in that case, since any 
linear combination of the recorded state signals will have an average value of 0 and 





The optimal readout weights wout are then given by
wout = (X'TX' + AI)-1X,ry (5)
1 Usually, in order to reduce the impact of the initial state, the first part of each sequence is ignored 
for both training and evaluation.
where I is the identity matrix and X'rX' is the normalized covariance matrix of the 
state signals. The regularization parameter A is usually small (order 10"5-10~3), but 
its optimal value can vary a lot from case to case. Extremely small optimal values of A 
indicate that the combination of task and training data was not prone to overfitting 
whereas large values of A suggest the opposite. For this reason, A needs to be tuned 
using an appropriate form of validation. Usually, k-fold cross-validation is used. Once 
the optimal value of A is found, all of the training data is used to train the final model 
and a sufficiently large and previously unused test data set serves to assess the final 
performance of the model.
Alternative training approaches for the data-driven optimization of linear models 
exist and can also be used, e. g., recursive least squares (RLS) for the on-line optimiza­
tion in regression tasks or logistic regression2 for classification tasks, but probably 
mainly for historical reasons, they are less common in the literature on reservoir com­
puting.
2.2.3 Measures for reservoir performance
Since the readout of a reservoir is traditionally trained to minimize MSE, this is the 
natural measure of performance. Note that for classification tasks, better performance 
measures exist. These will be discussed at the end of this section.
As a baseline for MSE, consider the poorest possible reservoir: one for which the 
observed states do not contain any useful information at all. Instead of a reservoir, 
one could even imagine using N independent noise sources that have no relation to 
the input signal. If no overfitting occurs, the readout should produce a constant output 
equal to y = piy, the expected value of the target signal. In this case, the MSE equals
MSE[y, y] = E[y - juy] = rf, (6)
i. e., the variance of the target signal. Any reservoir with states that are remotely useful 
should lead to a MSE on the training data that is smaller (formal proofs exist but are 
omitted here). This bound only applies to the MSE measured on the training data, but 
he MSE on the test data for a properly trained and regularized model should not be 
/ery different.
One disadvantage to MSE is the fact that it is sensitive to the variance of the target 
signal, which is why other measures than MSE are often used. For example, normalized 
nean squared error (NMSE)
NMSE[y,y] = ~ (7)
°y
In fact, from the perspective of machine learning, logistic regression is greatly preferable over MSE- 
ased linear regression for classification tasks.
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jias the advantage that it no longer depends on the signal variance and normalized root 
mean squared error (NRMSE = VNMSE) has the additional advantage that its size can 
Ijf be interpreted as a fraction of the target signal’s standard deviation and that its value 
I is e [0,1] when evaluated on the training data. However, one of the most frequently 
M ..cod measures, especially in statistics, is the coefficient of determination, or R2:
tf2[y>y] = i- MSE
o2(yY
(8)
Like NMSE, R2 is normalized. In addition, given the fact that (on the training data) 
MSE < o^(y), 0 < i?2 < 1, where a value of 0 represents the useless reservoir mentioned 
above and a value of 1 corresponds to perfectly reproducing the target signal.
Using the orthogonahty principle, the MSE of the resulting estimator can also be
si)
written as
MSE(y,y) = (fiy) - cov(y,y) (9)
and as a consequence, R2 equals:
*2[y>y] = cov(y,y)<j2(y)
(10)
Note that, in the context of linear regression (with minimization of the MSE) and when 
evaluated on the training data, it can be proven that R2 equals the square of the cor­





A comprehensive explanation for this can be found in, e. g., [15].
When using a reservoir for classification tasks, it would often be better to use a 
linear classification model, such as logistic regression, to train the readout. This is 
the case whenever the outputs are thresholded to determine the correct class. Unfor­
tunately, this is rarely done in practice, but after training, it is common to use typical 
classification performance errors, such as accuracy (the fraction of samples for which 
the predicted class was the correct one), misclassification loss (the fraction of wrongly 
classified samples). When addressing bitwise tasks in telecommunication, the reser­
voir outputs are typically sampled once per bit and the bit error rate (BER) is reported.
2.2.4 Echo state networks as a model system
In what follows, we briefly summarize echo state networks (ESN). In the early days 
of reservoir computing, these were the most frequently used types of reservoirs. As 
researchers have extensively studied them, their properties are well understood. In
addition, their simplicity makes it easier to understand the interaction between sev­
eral important system parameters that are also relevant for most physical reservoir 
implementations. Understanding the interaction between these parameters and the 
suitability of a reservoir for a given task is crucial for designing good physical reser­
voirs. For these reasons, ESNs will also be used as a model system further on in this 
chapter.
As stated above, ESNs are discrete time analogue recurrent neural networks with 
hyperbolic tangent neuron activation functions. Mathematically, using bold lowercase 
letters for column vectors, bold uppercase letters for matrices and n = 1... nmax to 
indicate discrete time, they can be described by the following equations:
a[n] = Wresx[n -1] + Wmu[n -1] + wbias (12)
x[n] = tanh(a[n]). '(13)
Here, a are the neuron activations, the input signals to the neuron non-linearities. Note 
that some sources use u[n] instead of u[n - 1] to calculate the activations, which re­
sults in shifting the reservoir states, the readout signals and the desired output sig­
nal one step forward in time. In ESNs, this difference can be interpreted as assigning 
the discrete unit delays entirely to the interneuron connections (but not to the input 
connections) or entirely to the neurons. Neither view maps to the reality of physical 
implementations, where all connections and nonlinear elements have their own phys­
ical delay and their relative sizes depend on the specific implementation. The notation 
chosen here seems more natural from that perspective.
The N x k input weights Win feed the inputs to the reservoir nodes, the N x N 
reservoir weights Wres provide the internal feedback in the reservoir and the N inter­
nal bias weights wbias set the operating point of the reservoir nodes. ESNs can be fully 
or sparsely connected. Early studies indicate that for networks with real-valued sig­
nals, this decision does not impact performance a lot [16]. The input or inputs are also 
connected to all neurons or a subset thereof and all neurons also receive a constant 
input (a bias). A typical reservoir creation recipe is as follows: the weights for all con­
nections are sampled from some probability distribution (e. g., the standard normal 
distribution or a uniform distribution between -1 and 1). In the case of sparse connec­
tivity, a randomly sampled fraction of them are set to zero. After initialization, each set 
of weights (the input weights, the bias weights, and the reservoir weights) is rescaled 
with its own scaling factor: the input scaling (IS), the bias scaling (BS), and the spectral 
radius scaling (SR), all of which impact the overall dynamical regime of the reservoir 
and the computations it is suitable for.
The diagonal elements of Wres are usually nonzero. Since they couple each node’s 
previous state back to itself, the neurons act as nonlinear low-pass filters. Since these 
values affect the overall bandwidth and dynamics of the reservoir, it is often desirable 
to control their relative magnitude compared to the other weights explicitly. This led
tose’iveral descriptions of leaky ESNs [17], one of which is
a[n] = Wresx[n -1] + W^utn -1] + wbias 
x[n] = tanh((l - a)a[n -1] + aa[n])
(14)
(15)
where a is the leak rate, 0 < a < 1. It is also possible to randomize the leak rates 
such that they are different for each neuron. Since the self-feedback of each neuron is 
now explicitly regulated by the leak rate, the diagonal elements of Wres are often set 
to zero. The leak rate a is yet another tuning parameter for the reservoir.
Finally, ESNs can also be used with output feedback. In this case, the output of 
the readout projected back into the reservoir nodes, again with random weights and 
a tuneable rescaling factor. Since this approach is mostly used for signal generation 
tasks, we will not consider it further here. More information can be found in [8 18 19]
For an ESN, as for most other incarnations of reservoir computing, the target signal 
y[n] is approximated by optimising the N + 1 readout weights {wout, w0} in a linear 
combination of the state signals at each time t:
y[n] = wautx[n] + W0 (16)
where u[n] is the k-dimensional input vector at time n, N is the number of nodes (neu­
rons) in the network, x[n] is the JV-dimensional state vector, and y[n] is the output of 
the reservoir system. Note that in early works on reservoir computing, the input u[n] 
is also used in the linear combination, yielding additional input weights in equation
(16).In many ways, echo state networks are very different from most physical systems. 
For one, they operate in discrete time. In addition, they are usually fully connected, 
whereas this is not feasible for most physical systems. However, most physical systems 
have tuning parameters that have a very similar impact on computing to the scaling 
parameters and leak rate in an ESN. In addition, they can often be simplified in such 
a way that they resemble an ESN with a very specific connection pattern an setting of 
the scaling parameters. The knowledge of how these parameters affect computation in 
ESNs has often proved invaluable in tuning physical reservoir parameters. Studying 
ESN-like simplified models of a new physical system often helps to gain additional
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2.2.5 General requirements to reservoirs
In Section 2.2.2, we have described how to exploit the natural dynamics of any driven 
dynamical system for computation. Obviously, this in itself is not a recipe for success, 
since it only works well if there is a good match between the system’s dynamics and
what we need for a given task. In this section, we briefly review the most important 
theoretical concepts that have been developed to reason about the way reservoirs pro­
cess their inputs and which kind of processing is required for a task. The focus here 
will be on an intuitive understanding of what these concepts mean. For an in-depth 
treatment, we refer to the original papers.
The fading memory property. Both ESNs and LSMs are nonlinear dynamical 
systems, which can be timed to display a variety of dynamical regimes, including os­
cillatory and chaotic ones, by increasing their internal connection strengths. How­
ever, for the purpose of reservoir computing, the connection weights need to be tuned 
such that the network displays the fading memory property. Intuitively, this means that 
when the network is undriven, any transient dynamics eventually die out and the net­
work evolves toward a unique stable state. The more slowly the transients die out, the 
longer information about past inputs echoes in the internal state. This memory about 
past states and inputs is largest when the system dynamics are close to a bifurcation 
that pushes them away from stability. Such a regime is often termed edge of chaos, but 
edge of stability seems more appropriate in this case, as it stresses that the driven sys­
tem should operate at the stable side of the bifurcation. Tuning the system to be closer 
to or further away from the edge of stability is one of the ways to tune its memory to 
match task requirements.
Fading memory also means that, if you start the same reservoir from any two dif­
ferent initial states and drive both versions with the same input sequences, their inter­
nal states will evolve toward identical trajectories. When operating close to the edge of 
stability the effects of the initial state or past inputs remain present in the system for a 
long time as (nonlinearly transformed) echos of the past. Fading memory also implies 
that similar input patterns lead to similar states. In other words: reservoir comput­
ing extracts information from time-varying signals by extracting information that is 
spread in time and projecting it onto present time in such a way that a linear function 
is able to extract it. This implies that, for most tasks, the reservoir not only needs to 
remember the past, but also to nonlinearly transform it on the way.
In machine learning terms, the ESN reservoir acts as a high-dimensional spa- 
tiotemporal transformation (a filter bank) of the input signal(s). Obviously, the quality 
of the result largely depends on whether or not the internal state variables (the fea­
tures for the linear regression) are suitable for the task. First, they should be tuned 
such that the reservoir indeed has the fading memory property. This can be ensured 
by analysing the Jacobian of the reservoir and finding the maximal local Lyapunov 
exponent (LLE). If this is < 1, the reservoir is at the stable side of the edge of stability. 
However, this analysis is rather complex. For tanh-ESNs, an approximation is usually 
made by linearizing the ESN at the point where its neurons have maximal gain (equal 
to +1), i. e., when their inputs are zero. Ensuring stability in this linearized reservoir 
boils down to setting the largest eigenvalue of the reservoir weight matrix Wres (its 
spectral radius) to 1. In most ESNs, this will result in stability [7].
Universal approximation properties. One of the cornerstones of the theory of 
(nonrecurrent) neural networks are the early universal approximation theorems, e. g.,
[4 5]. which basically state that a neural network with two layers of sigmoidal neurons 
(one hidden layer and one output layer) can approximate any desired input-output 
relationship with any desired precision if the number of neurons on the hidden layer is 
made large enough. This relies on one very important principle: by making the network 
larger, you will eventually be able to realize all functions that you were not able to
realize with smaller networks.
Although the proofs are less strict, similar theorems exist in reservoir computing, 
stating that some types of reservoirs with a linear readout can be universal approxima­
tors for filters with fading memory [20], A first requirement for this is that the reservoir 
itself must fulfill the fading memory property. A second requirement is that it has the 
separation property, which can be interpreted as the fact that, if the reservoir is made 
large enough, any difference in the input sequence must eventually result in linearly 
separable differences in the state space.
A reservoir is a universal approximator only if, by making the reservoir larger, a 
linear combination of the observed states can eventually cover all possible input trans­
formations. The state signals of a reservoir are transformations of their common input 
history, and because of the recurrent nature of reservoirs, these signals are coupled. 
For this reason, the universal approximation property should be treated with some 
care. It is not sufficient to have a scalable nonlinear dynamical system in which some 
parameters are sampled from some random distribution. In fact, it is quite easy to con­
struct a class of reservoirs that does not fulfil the universality. As a simple example, 
consider ESNs for which all input bias weights wbias are set to zero. Since the fanh 
function is an odd function around its origin (tanh(-x) = - tanh(x)), such a reservoir 
can never output an even function of its inputs (f(-x) = -f(x)), however large we make
it.
Although they are part of the theoretical foundations of and motivation for neural 
networks in general and reservoir computing in particular, universal approximation 
theorems are often not very useful in practice. Merely making a reservoir larger is often 
not the best way to improve its approximation quality. If this were the case, it should 
be possible to approximate any input-output relationship with any desired precision 
simply by making the reservoir larger, while using the same approach for constructing 
the reservoir. Unfortunately, this is not the case, as in practice, reservoir performance 
is known to saturate when increasing reservoir size.
In general, for physical reservoir computing, there is no systematic methodology 
to even check whether a given physical system could serve as a universal approxima­
tor and from which distributions its parameters should be sampled to achieve this. 
In addition, such theorems state nothing about how fast the approximation quality 
converges. <.
2.2.6 Physical reservoir computing
Very soon after the almost simultaneous introduction of the principles of reservoir 
computing from different research backgrounds, the common basis of these early 
works was identified and unified under the term reservoir computing [12, 21]. Also, 
researchers quickly started applying the approach to other (mostly non-linear) dy­
namical systems, and in particular to physical systems. In fact, the term reservoir 
computing was inspired by one of the first physical realizations [22], in which sound 
vibrations were transferred to a basin of water and the ripple patterns were used 
for spoken digit classification. The term physical reservoir computing was launched 
in [7], where a mechanical (robot) body was used as a reservoir to generate its own 
closed loop control. Soon after that, the subfields of photonic reservoir computing 
and mechanical reservoir computing (in the context of morphological1 computing) 
were launched. This book is dedicated to the first field. In the second, the focus is 
mostly on facilitating robotic control by using its body as a reservoir [23-25], respond­
ing to the motor actuations and the interaction with the outside world. In order to 
develop a theoretical foundation in this field, model systems, consisting of masses, 
passive springs, and dampers, were also studied [26-28]. Besides mechanical and 
photonic systems, physical reservoir computing is now being used with a range of 
different physical systems, such as memristive networks [29-34], carbon nanotubes 
[35], or molecular computing [36].
In general, the dynamical systems that serve as physical reservoirs operate in con­
tinuous time and are driven by continuous time input signals u(f)- They are described 
by the temporal evolution of their internal state space x(f), which can be finite- or 
infinite-dimensional.
However, for the purpose of reservoir computing, they are driven in discrete time 
t = nT,neZ, where T is the sampling period. This means that their externally applied 
input signals u(f) are generated from a discrete time sequence of values u[n] which 
are presented to the system at a given input rate 1/1. An input signal generator then 
transforms this sequence into a continuous time signal using an appropriately chosen 
encoding scheme. The simplest scheme is to generate a piecewise constant signal, 
changing the input only at discrete moments t = kT.
Physical reservoirs are also observed in discrete time, i. e., their observed state 
variables are sampled with the sampling rate 1/T. In practice, a time shift is sometimes 
used between the discrete moments t = W at which the input signals are applied and 
the corresponding moments of observation t' = kT + r. In most physical situations, 
the measured signals Xjfn] will not be the state values themselves, but signals that 
have been transformed by the measurement process. For example, optical signals are 
converted to the electrical domain by measuring their intensity.
When studying a physical dynamical system, we often do not have access to the 
entire internal state space x(t). This corresponds to experimental situations where 
many variables may not be measurable, and is also the case if the dimensionality of
snace is infinite. We therefore assume that we can only access the instanta- 
*e stat® P of the system through a finite number N of the internal variables: x,(t), 
neons s ^ onward) the dimension 0f the reservoir will refer to the num-
' = Observed state space signals N, independent of the actual dimensionality of the 
ber.° Ice of the physical system.
2.3 Information processing in reservoirs
this section, we analyze how reservoirs process their input signals and how the 
111 st important high-level reservoir parameters interact to determine the suitability 
ofa” reservoir for a given task. We also discuss a few measures that allow to quantify
this.
2.3.1 Reproduction memory
One crucial property of a reservoir is how long information about past inputs remains 
in the system. This is the memory that can be exploited by the readout to approximate 
the desired output. One of the very first ways in which this memory was analyzed is by 
quantifying how well a linear readout can reproduce past inputs. Since these inputs 
must be untransformed, this type of memory is also termed linear memory.
A way to quantify this, the linear memory capacity, was first proposed by Herbert 
Jaeger in one of his seminal works about echo state networks [37]. His proposed mea- 
sure is the squared correlation coefficient between the target signal and its approxi­





By definition, its values lie in [0,1]. In the context of reservoir computing, a value 
of 1 implies that the readout can achieve a perfect reproduction of the target signal, 
whereas a value of 0 indicates that the state signals carry no information whatsoever 
that can be used to approximate the target signal with linear regression.
Using this measure, Jaeger proposed to quantify a reservoir’s memory by assess­
ing its capacity for reconstructing the input signal u_d = u[ji -d}ofd time steps in the 
past, for <2 = 1... dmax:
CMd[X,u_d] =max(Wout)C[y,u_d] (18)
in which the maximum corresponds to the best possible MSB, i. e., the MSE for a the­
oretical readout that is trained on sequences of infinite length. Using these, the total




Note that the capacity CMd [u, u_d] for reconstructing a signal from its own past equals 
its squared autocorrelation function. However, the original aim of linear memory ca­
pacity was to characterize the processing that occurs in the dynamical system itself. By 
taking the inputs to be sequences of i.i.d. values, any measured memory will be due to 
the dynamical system and not due to the input’s autocorrelation or self-memory. The 
distribution p(u) from which the input values are sampled can be chosen according to 
what is most relevant for the dynamical system under study, but it is most common to 
use the uniform distribution in, e. g., [-1,1].
It should be noted that in many, if not all, real world situations the inputs are not 
i.Ld. In this case, it is useful to quantify how a reservoir processes the actual input sig­
nals. In order to quantify this, one can still calculate linear memory capacities using 
equation (18) with the actual input signal, but the upper bound from equation (20) is 
no longer guaranteed because the target signals of LMC, u_d, are no longer uncone- 
lated. An alternative would be to decorrelate the target signals in order of increasing 
values of d. This can in principle be achieved using a Gramm-Schmidt orthogonaliza- 
tion procedure, in which case the bound of equation (20) would again hold. However, 
as numerical errors quickly build up in the orthogonalization procedure, this is usu­
ally only feasible up to small maximal values of d.
An additional reason for measuring capacities with i.i.d. input sequences is that 
under these conditions the proposition holds that the total linear memory capacity is 
bounded by the number of state signals that is used in the readout:
CMlln[X,u]<N. (20)
In principle, this bound can be achieved, e. g., for linear ESNs for which Wres is an 
orthogonal matrix [38]. As soon as a reservoir operates in a nonlinear regime, CM^ 
quickly deteriorates. The theoretical upper bound for linear memory can be approxi­
mated in nonlinear reservoirs, by operating them in their small-signal regime and as- 
sinning an unbounded signal-to-noise ratio. For example, in ESN reservoirs this can be 
achieved by setting the input scaling and bias scaling parameters so small that each 
tanh neuron’s input is close to zero. However, as soon as some noise is introduced 
into the system or the readout, this theoretical linear memory quickly disappears. For 
a given value of the total linear memory capacity, different memory profiles can be 
achieved by tuning the reservoir’s hyperparameters.
2.3.2 Nonlinear processing capacity
Clearly, a reservoir’s linear memory does not tell the whole story, since most signal pro­
cessing or classification tasks require much more than linear memory: they require a 
nonlinear transformation of the input history. This is typically what occurs in nonlin­
ear dynamical systems such as ESNs. This is also the basis of nonlinear photonic reser­
voirs such as the original SOA-based integrated photonic reservoirs [39] (simulated 
only) or delayed feedback reservoir computing architectures that use a nonlinearity 
in the feedback loop (see Chapter 5 for an introduction). However, nonlinear trans­
formations can also be achieved by combining a linear reservoir (providing memory) 
with a nonlinear readout. If sufficient memory can be provided by the reservoir and if a 
nonlinear (instead of a linear) readout is used that is in itself universal for memoryless 
computations, then such a reservoir can also be a universal approximator of nonlin­
ear filters with fading memory [26]. In this case, sufficient memory means that all past 
inputs that are necessary for solving the task can be perfectly reconstructed from the 
observed reservoir state signals. This approach was discussed in [26] for mechanical 
systems. In practice, it turns out that a rather simple but nonlinear readout already 
offers a lot of the computations required for many real-world tasks. This principle is 
used in, e. g., the integrated passive photonic reservoirs described in [40-42].
Early on, researchers working with ESN-based reservoir computing noticed that 
for a fixed reservoir size with a linear readout, there is a trade-off between memory 
and nonlinearity. As soon as a reservoir is tuned into a slightly non-linear regime, the 
total linear memory capacity quickly drops. In a first attempt to quantify this, [43], the 
spectral transformation of reservoirs was used as a measure of their nonlinearity. This 
was measured by driving the reservoirs with a sinusoidal input signal and measuring 
the fraction of the energy in the state signals that remained at that frequency.
In [44], an extension of linear memory capacity was proposed which allows to 
more accurately quantify the transformations a reservoir performs. Intuitively, the ap­
proach can be explained as follows. In principle, any fading memory filter in discrete 
time can be approximated with any desired precision by a polynomial expansion on a 
potentially very large but finite number of values in the input history. This means that, 
for any given joint probability density of the relevant input values, a Hilbert space 
of fading memory functions can be constructed with an orthogonal polynomial basis 
(see [44] for rigorous definitions). The construction of such a basis is very similar to 
the construction of a polynomial basis for real functions of multiple real variables, 
where these variables are the past input values u_d. If we assume, as we did for linear 
memory capacity, that the input sequences are generated by an i.Ld. uniform process 
with values in [-1,1], a polynomial basis can be constructed from finite products of 




where Ck({-), ki > 0, is the normalized Legendre polynomial of degree fc,-. The normal­
ized Legendre polynomial of degree 0 is a constant. The normalized Legendre polyno­
mials of degree 1 are the u_d that were used for computing the linear memory capac­
ity. The set k lists the polynomial degrees for each past input, where fc; is the degree 
corresponding to the input of i time steps in the past. For each basis function, we can 
compute its total degree as the sum of the individual degrees for each delay: Vk = 
and its memory depth as the largest index in k for which kt is nonzero.
Expanding on the theory for linear memory capacity, we can again define the ca­
pacity for approximating these basis functions as the expected value for infinitely long 
sequences of the squared correlation coefficient between the target signal and its best 
approximation by the reservoir. We can also define the total information processing 
capacity as the sum of these capacities across all basis functions and prove that this 
sum, too, always lies in [0, W].
In practice, capacities have to be estimated with limited precision from finite input 
sequences. In [44], a procedure is described to iterate through them. It uses relevance 
thresholds to decide how large a capacity estimate has to be in order to be sufficiently 
accurate. Constraining the set of possible basis functions to a finite set can be done 
either by setting upper bounds on the total degree and memory depth, or by assuming 
that a physical system’s approximation capacity decreases monotonically for increas­
ing degree and/or memory depth. This was found to be a reasonable assumption for 
many physical systems.
2.3.3 Memory, nonlinearity, and noise-sensitivity
As stated in the previous section, the functions used to compute linear memory ca­
pacity form a subset of those used to compute total memory capacity. The fact that the 
total capacity of any reservoir system is bounded by the total number of state signals 
used in the readout necessarily implies that there must be a trade-off between linear 
and nonlinear processing. By adding all capacities with the same memory depth or 
the same total degree, we can visualize the capacity profile of a given reservoir, as 
shown in Figure 2.2. This accords with our previous observations that an ESN’s capac­
ity for exactly reproducing past inputs rapidly decreases as the neurons are operated 
in a more nonlinear regime. In Figure 2.3, this is made even more clear by plotting the 
fraction of total capacity that is due to linear memory and nonlinear memory, respec­
tively.
In most cases when a system is made more nonlinear, a rapidly increasing number 
of nonlinear terms emerges in the polynomial approximation of the reservoir states. 
In particular, when the spectral radius is high enough for the inputs to reverberate in 
the system’s dynamics for a while, each nonlinearity it passes performs a nonlinear 
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Figure 2.2: Summarized total information processing capacity profiles (for total degrees up to 5) for 
different settings of the scaling parameters in echo state networks: (top panels) Impact of the bias 
scaling, showing no contributions of even degree capacities for zero bias and increasing nonlinear 
contributions for increasing bias; (bottom panels) Impact of the spectral radius, showing increased 
linear memory as the spectral radius approaches 1.0 (each bar corresponds to a single ESN with 100 
neurons, spectral radius and bias scaling are indicated in each panel’s title; colors group capacities
for basis functions with the same total degree).
Dolynomial basis functions. As a consequence, the capacities that measure these con­
tributions get very small and, therefore, hard to estimate accurately.
The same nonlinear mixing also dramatically reduces a system’s performance un­
der multiple inputs [45], as well as its noise robustness (since each noise source can
’ —1 cional). When multiple inputs are present, one11
Figure 2.4: Impact of noise in ESNs: for increasing input scaling, the reservoir is driven into a more 
non-linear regime and the degradation of total capacity as a function of input noise increases (each 
bar corresponds to a single ESN with 100 neurons, spectral radius = 0.7, bias scaling = 0.5; colours 
group capacities for basis functions with the same total degree).
tions of the complete (fading memory) input history of all inputs. This includes .all 
higher degree cross products between delayed values originating from different input 
signals, which also emerge naturally from the nonlinear mixing. Figure 2.4 illustrates 
this for reservoirs that are driven with a single input, to which an increasing amount 
of uniformly distributed noise is added. Because each reservoir is driven with a dif­
ferent input power (input scaling), the signal-to-noise ratio is reported in the plots. 
Whereas the total linear capacity is barely affected by increasing noise, the available 
nonlinear capacity quickly decreases for more nonlinear reservoir. As more noise gets 
mixed non-linearly with the information signal, less information about this signal and 
its history can be extracted by a linear readout.
2.4 Conclusion
The way the input signal(s) of a driven dynamical system perturbs its internal state, 
affecting not just the present but also the future of this state, can be considered as 
a form of computation. From its origins in neuroscience and engineering, reservoir 
computing has evolved into an easy and efficient way to harness this computation, 
in order to perform nonlinear filtering of the input signal(s) or to extract information 
from them. The larger the number of observed state signals and the more diverse the
ways in which they are affected by current and past inputs, the better a system can be 
used for computation.
In order to make a given system adaptable to a range of tasks, it is beneficial if its 
dynamical regime can be tuned by a number of global parameters, such as a scaling 
of the feedback gains or losses, of the input power and of the overall operating point. 
For systems with a fixed number of observed signals, there exists a trade-off between
(linear) memory and nonlinearity. In addition, more nonlinear systems tend to be less 
robust to noise.
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