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PSEUDO-RIEMANNIAN GEOMETRY IN
TERMS OF MULTI-LINEAR BRACKETS
JOAKIM ARNLIND AND GERHARD HUISKEN
Abstract. We show that the pseudo-Riemannian geometry of submanifolds
can be formulated in terms of higher order multi-linear maps. In particular,
we obtain a Poisson bracket formulation of almost (para-)Ka¨hler geometry.
1. Introduction
In a series of papers, the possibility of expressing differential geometry of Riemann-
ian submanifolds as multi bracket algebraic expressions in the function algebra has
been investigated [AHH10a, AHH10b, AHH10c, AHH12]. More precisely, it was
shown that on a n-dimensional submanifold Σ, geometric objects can be written in
terms of a n-ary alternating multi-linear map acting on the embedding functions.
One of the original motivations for studying the problem came from matrix regu-
larizations of surfaces in the context of “Membrane Theory” (cp. [Hop82]), where
smooth functions are mapped to hermitian matrices such that the Poisson bracket
of functions correspond to the commutator of matrices (as the matrix dimension
becomes large). In this context, matrices corresponding to the embedding coordi-
nates of a surface arise as solutions to equations, which contain matrices associated
to surfaces of arbitrary genus. In order to identify the topology of a solution, it
is desirable to be able to compute geometric invariants in terms of the embedding
matrices and their commutators. This was illustrated in [AHH10a] where formulas
for the discrete scalar curvature and the discrete genus were presented (see also
[Arn13]). Although matrix regularizations provided the original motivation for our
work, it is interesting to ask similar questions in the context of general quantizations
and non-commutative geometry.
For higher dimensional manifolds, however, one is required to formulate geom-
etry in terms of a n-ary bracket, which has no direct analogue as a higher order
commutator for operators. This leads to the question if there is perhaps a class
of manifolds (of dimension greater than two) for which one may use a Poisson
bracket to express geometric quantities. In the following we will demonstrate that
almost (para-)Ka¨hler manifolds provide a context where an affirmative answer can
be given (cp. [AH11] for a preliminary version). In the course of doing so, we shall
also consider pseudo-Riemannian manifolds and extend the results of [AHH12] to
more general types of multi-linear brackets and manifolds of indefinite signature.
2. Preliminaries
Let (M, η) be a pseudo-Riemannian manifold of dimension m, and let (Σ, g) be
a n-dimensional submanifold of M with induced metric g. Given local coordi-
nates x1, . . . , xm on M , we consider Σ as embedded in M via xi(u1, . . . , un) where
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u1, . . . , un are local coordinates on Σ. Indices i, j, k, . . . run from 1 to m and in-
dices a, b, c, . . . run from 1 to n. The Levi-Civita connection on M is denoted by
∇¯ (with Christoffel symbols Γ¯ijk) and the Levi-Civita connection on Σ by ∇ (with
Christoffel symbols Γabc). The tangent space TΣ is regarded as a subspace of the
tangent space TM and at each point of Σ one can choose ea = (∂ax
i)∂i as basis
vectors of TΣ, and in this basis we define gab = η(ea, eb).
The formulas of Gauss and Weingarten split the covariant derivative in M into
tangential and normal components as
∇¯XY = ∇XY + α(X,Y )(2.1)
∇¯XN = −WN (X) +DXN(2.2)
where X,Y ∈ TΣ, N ∈ TΣ⊥ and ∇XY , WN (X) ∈ TΣ and α(X,Y ), DXN ∈ TΣ⊥.
It follows that α(X,Y ) = α(Y,X) and
η
(
α(X,Y ), N
)
= η
(
WN (X), Y
)
for N ∈ TΣ⊥ (Weingarten’s equation). From these formulas, one can derive Gauss’
equation, which expresses the curvature of the submanifold in terms of the curvature
of the ambient manifold and the second fundamental form α:
g
(
R(X,Y )Z, V
)
= η
(
R¯(X,Y )Z, V
)− η(α(X,Z), α(Y, V ))
+ η
(
α(Y, Z), α(X,V )
)
,
(2.3)
for X,Y, Z, V ∈ TΣ, where R¯ and R denote the curvature tensors of M and Σ
respectively. For more details on submanifolds, please see e.g. [KN96a, KN96b].
3. (N + 1)-bracket formulation of pseudo-Riemannian geometry
In the previous section, we introduced Σ as a submanifold of (M, η), embedded via
the coordinates x1, . . . , xm, and equipped with the induced metric g. Let us now
assume that there exists a (N + 1)-multilinear map
{·, . . . , ·} : C∞(Σ)× · · · × C∞(Σ)︸ ︷︷ ︸
N+1
→ C∞(Σ)
compatible with the usual associative product in the following way1
{f1, . . . , fkg, . . . , fN+1} = fk{f1, . . . , g, . . . , fN+1}+ g{f1, . . . , fN+1},
for k = 1, . . . , N + 1. Furthermore, we introduce multi-indices I = (i1i2 · · · iN ),
~a = (a1 · · · aN ) and set
{f, ~xI} = {f, xi1 , xi2 , . . . , xiN }
∂~a~x
I =
(
∂a1x
i1
)(
∂a2x
i2
) · · · (∂aNxiN )
ηIJ = ηi1j1ηi2j2 · · · ηiN jN
g~a~c = ga1c1ga2c2 · · · gaNcN ,
as well as
P iI = 1√
N !
{xi, ~xI}.
1Note that we have not assumed antisymmetry of the bracket; although our examples are of
this kind, it is not necessary to develop the theory.
3Since we seek to formulate the metric geometry of (Σ, g) with the help of the above
bracket, one needs to assume a relation to the metric g. Hence, we will in the
following assume that there exist 0 < γ ∈ C∞(Σ) and ǫ ∈ {−1, 1} such that
P iIPjJηIJ = ǫγ2gab(∂axi)(∂bxj),(3.1)
where gab are the components of the inverse of the metric g. Introducing a multi-
vector θ such that
{f, f1, . . . , fN} = θa~a(∂af)(∂a1f1) · · · (∂aN fN)
equation (3.1) can be written as
ǫγ2gac =
1
N !
θa~aθc~cg~a~c.(3.2)
(note that this kind of compatibility condition, and the relation to Riemannian
geometry has also been studied in the context of matrix models [BS10]). If desired,
relation (3.1) can be put in a slightly more algebraic form as
P iIηIJPjJηjkPk(f1, . . . , fN ) = ǫγ2P i(f1, . . . , fN )
for all f1, . . . , fN ∈ C∞(Σ), where
P i(f1, . . . , fN ) = 1√
N !
{xi, f1, . . . , fN}.
Although relation (3.1) might look unnatural at first sight, let us point out a number
of situations in which it holds true.
Example 3.1 (Pseudo-Riemannian manifolds). Let (Σ, g) be a pseudo-Riemannian
manifold of dimension n and set
{f1, . . . , fn} = 1
ρ
εa1···an(∂a1f1) · · · (∂anfn),
(giving N + 1 = n) where ρ is an arbitrary density. Then one computes
P iIPjJηIJ = 1
ρ2(n− 1)!ε
aa1···an−1εcc1···cn−1(∂ax
i)(∂cx
j)(∂a1x
i1 )ηi1j1(∂c1x
j1)
× · · · × (∂an−1xin−1)ηin−1jn−1(∂cn−1xjn−1)
=
1
ρ2(n− 1)!ε
aa1···an−1εcc1···cn−1(∂ax
i)(∂cx
j)ga1c1 · · · gan−1cn−1
=
g
ρ2
gac(∂ax
i)(∂cx
j),
since the next to last expression is simply the cofactor expansion of the matrix
corresponding to the inverse of the metric g. Thus, (3.1) is fulfilled with ǫ = sgn(g)
and γ =
√
|g|/ρ, where g denotes the determinant of the metric. In particular, one
may use a Poisson bracket to describe the geometry of a 2-dimensional manifold
of arbitrary signature. Note that the geometry of pseudo-Riemannian surfaces in
terms of Poisson brackets was worked out in [Hin11], following the work previously
done in [AHH10c].
Example 3.2 (Almost Ka¨hler manifolds). Let (Σ, g, J) be an almost Ka¨hler man-
ifold with the associated Ka¨hler form
ω(X,Y ) = g(X, J(Y )),
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and Poisson bivector θ as the inverse of ω (where J denotes the almost complex
structure). That is, in this setting one has N = 1, and
{f1, f2} = θab(∂af1)(∂bf2).
On an almost Ka¨hler manifold it holds that Jab = −θacgcb, and J2 = −1 gives
gab = θapθbqgpq,(3.3)
which implies that equation (3.2) is satisfied with ǫ = γ = 1.
Example 3.3 (Indefinite Ka¨hler manifolds). An indefinite (almost) Ka¨hler man-
ifold is an (almost) Ka¨hler manifold where the metric is not necessarily positive
definite. Since the complex structure preserves the causal type of vectors (spacelike,
timelike or null), any subspace of vectors of a fixed causality is left invariant by
the complex structure. Therefore, the index of g (i.e. the dimension of the largest
subspace on which g is negative definite) has to be an even integer; that is, the sig-
nature of g is of the form (2s, 2n− 2s) for 0 ≤ s ≤ n. In this case, equation (3.3)
still holds, which implies that (3.2) is satisfied with ǫ = γ = 1, as in the case of
ordinary Ka¨hler manifolds. (Please see [BR82] for more information on indefinite
Ka¨hler manifolds.)
Example 3.4 (Para-Ka¨hler manifolds). An almost para-hermitian manifold (Σ, g, J)
is a pseudo-Riemannian manifold (Σ, g) together with a map J : TΣ → TΣ such
that J2 = 1 and g(X,Y ) = −g(J(X), J(Y )). If the associated Ka¨hler form
ω(X,Y ) = g(X, JY ) is closed, then (Σ, g, J) is called an almost para-Ka¨hler mani-
fold. Since J is invertible and maps a vector of negative norm to a vector of positive
norm, the signature of g has to be of the form (n, n) (see e.g. [CFG96] for more de-
tails). In this case, one derives that the Poisson bivector θ is given by θab = Jacg
cb,
and J2 = 1 implies that
gab = −θapθbqgpq.
Thus, (3.2) is fulfilled with ǫ = −1 and γ = 1.
Example 3.5. In the above examples, we have considered (para-)Ka¨hler manifolds,
which implies that γ = 1. Let us note that manifolds fulfilling (3.2), with γ 6= 1,
are related to (para-)Ka¨hler manifolds by rescaling the metric. Namely, if (Σ, g) is
a Poisson manifold such that
ǫγ2gab = θapθbqgpq,
then Σ is a (para-)Ka¨hler manifold with respect to the rescaled metric g˜ = γ−1g
and the (para-)complex structure Jab = ǫγ
−1θacgcb.
Remark 3.6. Note that (3.2) provides a natural (at least in this context) general-
ization of Ka¨hler manifolds to (N+1)-brackets. Namely, just as (in the case γ = 1)
(3.3) expresses the fact that θacgcb squares to −δab , equation (3.2) tells us that the
”square” of the multivector θ fulfills
θa~aθb~a = δ
a
b ,
giving a relation between θ and the metric g on Σ.
5The right hand side of equation (3.1) is more or less the projection operator from
TM to TΣ. Therefore, one introduces
Dij = ǫ
γ2
P iIPjJηIJ = gab(∂axi)(∂bxj),
and sets D(X) = DijηjkXk∂i for X = X i∂i ∈ TM ; moreover, one notes that D is
symmetric, i.e. Dij = Dji. The factor ǫγ2 is not independent of the bracket, and
can be computed from it via
ǫ
n
P iIPjJηIJηij = ǫ
2γ2
n
gabgab = γ
2.(3.4)
Proposition 3.7. The map D : TM → TM is the orthogonal projection onto TΣ.
Proof. One easily sees that D is symmetric with respect to η (giving an orthogonal
projection); namely, one computes
η(X,D(Y )) = ηijX iDjkηklY l = ηklDkjηjiX iY l = η(D(X), Y )
since Djk = Dkj . Moreover, using equation (3.1) one computes that
(D2)ij = DikηklDlj = gab(∂axi)(∂bxk)ηklgpq(∂pxl)(∂qxj)
= gabgpqgbp(∂ax
i)(∂qx
j) = gaq(∂ax
i)(∂qx
j) = Dij ,
which shows that D is indeed projection operator. Now, let us choose X ∈ TΣ and
write X = Xa(∂ax
i)∂i. One then computes
D(X) = gab(∂axi)(∂bxj)ηjkXc(∂cxk)∂i = gabgbc(∂axi)Xc∂i = X,
showing that D is indeed the projection onto TΣ. 
It is also convenient to introduce the projection Π onto the complementary space
TΣ⊥; i.e we set Π = 1−D. Having the projection at hand, one immediately obtains
the Levi-Civita connection of Σ as
∇XY i = D
(∇¯XY )i = Dij(Xk∂k(Y j) + Γ¯jklXkY l)
for X,Y ∈ TΣ. However, the above formula has an explicit derivative appearing in
it, and can not be completely written in terms of (N +1)-brackets. Therefore, it is
convenient to introduce
∇ˆXY = ∇¯D(X)Y,
for which it holds that ∇ˆXY = ∇¯XY , whenever X ∈ TΣ, and
∇ˆjY i = Dj(Y i) +Dj lΓ¯ilkY k(3.5)
with
Di(f) = Dij(∂jf) = ǫ
γ2N !
{xi, ~xI}{f, ~xJ}ηIJ .
Note that equation (3.5) is written entirely in terms of (N + 1)-brackets:
∇ˆjY i = ǫ
γ2N !
{Y i, ~xI}{xj, ~xJ}ηIJ + ǫ
γ2N !
{xj , ~xI}{xl, ~xJ}ηIJ Γ¯ilkY k
Thus, the Levi-Civita connection on Σ may also be written in terms of (N + 1)-
brackets as
∇jY i = Dik∇ˆjY k.(3.6)
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Let us proceed to show that ∇ˆ is (not surprisingly) closely related to the curvature
of (M, η). To start with, let us collect a few computations related to the second
fundamental form in the following lemma:
Lemma 3.8. For X,Y, Z, V ∈ TΣ it holds that
α(X,Y )i = −(∇ˆjΠik)XjY k(3.7)
η
(
α(X,Y ), α(Z, V )
)
=
(∇ˆiΠmj)(∇ˆkΠml)X iY jZkV l.(3.8)
In particular, since α(X,Y ) = α(Y,X) it follows from (3.7) that
X iY j
(∇ˆiDjk − ∇ˆjDik) = 0.(3.9)
Proof. For X,Y ∈ TΣ, the second fundamental form is given by
α(X,Y )i = Π
(∇¯XY )i = Π(∇ˆXY )i = ΠikX l∇ˆlY k = −X lY k∇ˆlΠik
since Π(Y ) = 0. The second formula follows immediately from this result. The
last formula is proved by inserting Π = 1 − D into equation (3.7) and using that
α(X,Y ) = α(Y,X). 
The next results confirms that the commutator of ∇ˆi and ∇ˆi does indeed give the
curvature of (M, η):
Proposition 3.9. Let R¯ be the curvature tensor of (M, η). For X,Y ∈ TΣ and
U ∈ TM it holds that
X iY j
(∇ˆi∇ˆjUk − ∇ˆj∇ˆiUk) = R¯(X,Y )Uk
Proof. From the definition of ∇ˆ one obtains
X iY j
(∇ˆi∇ˆjUk − ∇ˆj∇ˆiUk) = X iY j(Dil∇¯l(Djm∇¯mUk)−Dj l∇¯l(Dim∇¯mUk))
= X iY j
(
[∇¯i, ∇¯j ]Uk + ∇ˆi(Djm)∇¯mUk − ∇ˆj(Dim)∇¯mUk
)
= X iY j [∇¯i, ∇¯j ]Uk = R¯(X,Y )Uk,
by using equation (3.9) in Lemma 3.8. 
By using Gauss’ equation (2.3) and Lemma 3.8, we proceed to show that the cur-
vature of (Σ, g) can be expressed in terms of ∇ˆ and the projection Π.
Proposition 3.10. Let R¯ and R be the curvature tensors of (M, η) and (Σ, g)
respectively. For X,Y, Z, V ∈ TΣ it holds that
R(X,Y, Z, V ) =
(
R¯ijkl + (∇ˆkΠmi)(∇ˆlΠmj)− (∇ˆkΠmj)(∇ˆlΠmi)
)
X iY jZkV l.
Proof. The formula for the curvature of (Σ, g) is obtained by inserting the expres-
sion for the second fundamental form, found in equation (3.7) in Lemma 3.8, into
Gauss’ equation (2.3). 
To derive formulas for the scalar and Ricci curvatures one notes that the trace of
T : TΣ× TΣ→ C∞(Σ) may be computed as
TrT = gabT (ea, eb) = g
abTij(ea)
i(eb)
j = gab(∂ax
i)(∂bx
j)Tij = DijTij .
Thus, when computing the trace over TΣ, one may effectively use Dij instead of
ηij (which corresponds to the trace in TM). In this way, one immediately obtains
formulas for the scalar and Ricci curvatures:
7Proposition 3.11. Let R¯ denote the curvature tensor of (M, η), and let Ric and
S denote the Ricci and scalar curvatures of (Σ, g), respectively. For X,Y ∈ TΣ it
holds that
Ric(X,Y ) =
(
DklR¯kilj + (∇ˆkΠkl)(∇ˆjΠil)− (∇ˆkΠli)(∇ˆjΠlk)
)
X iY j
S = DijDklR¯kilj + (∇ˆkΠkl)(∇ˆiΠil)− (∇ˆkΠil)(∇ˆiΠkl).
Gauss’ equation relates the curvature in the tangential direction (i.e. along the
submanifold) to the curvature of the ambient space. Let us now study curvature in
the normal directions; for this reason, we introduce
BijN = −∇ˆiN j = −
ǫ
γ2N !
{xi, ~xI}{N j, ~xJ}ηIJ − ǫ
γ2N !
{xi, ~xI}{xk, ~xJ}ηIJ Γ¯jklN l,
for any N = N i∂i ∈ TΣ⊥, and note that this is again an expression in terms of
(N + 1)-brackets. From this definition we induce a mapping BN : TM → TM by
setting BN(X) = BijNηjkXk∂i. It is clear from the definition that BN(X) ∈ TΣ
for any X ∈ TM and N ∈ TΣ⊥. Furthermore, it turns out that BN captures the
tangential and normal components of ∇¯XN in the following way:
Proposition 3.12. For X ∈ TΣ and N, N˜ ∈ TΣ⊥ it holds that
BN(X) = WN (X)(3.10)
η
(BN(N˜), X) = −η(DXN, N˜),(3.11)
where WN (X) and DXN denote the tangential and normal components of ∇¯XN
respectively (cp. equation (2.2)).
Proof. Let us first note that, due to the symmetry of α, it holds that
η
(
α(X,Y ), N
)
= η
(
α(Y,X), N
) ⇔ η(WN (X), Y ) = η(WN (Y ), X)
⇔ η(∇¯XN, Y ) = η(∇¯YN,X),
for X,Y ∈ TΣ and N ∈ TΣ⊥. Using this, one computes that
BN(X)i = −Dik(∇¯kN j)Xj = −gab(∂axi)(∂bxk)
(∇¯kN j)(∂cxl)ηjlXc
= −gab(∂axi)η
(∇¯ebN, ec)Xc = −gab(∂axi)η(∇¯ecN, eb)Xc
= −gab(∂axi)η
(∇¯XN, eb) = −D(∇¯XN)i = WN (X)i.
Moreover, for N, N˜ ∈ TΣ⊥ and X ∈ TΣ one obtains
η
(BN(N˜), X) = −Xi(∇ˆiN j)N˜j = −η(∇¯XN, N˜) = −η(DXN, N˜),
which proves formula (3.11). 
Note that since η(WN (X), Y ) = η(α(X,Y ), N) (Weingarten’s equation), it follows
from Proposition 3.12 that
η
(
α(X,Y ), N
)
= η
(BN (X), Y ).(3.12)
As a complement to Gauss’ equation, the Codazzi-Mainardi equations express the
normal component of the curvature in the ambient space. Due to the symmetries
of the curvature tensor, one can immediately write
η
(
R¯(X,Y )Z,N
)
= −η(R¯(X,Y )N,Z) = −X iY jZ l(∇ˆj∇ˆiNl − ∇ˆi∇ˆjNl),
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and from the definition of BijN one obtains
η
(
R¯(X,Y )Z,N
)
= XiYjZl
(∇ˆjBilN −∇iBjlN)
= η
(
(∇ˆY BN )(Z), X
)− η((∇ˆXBN)(Z), Y ).(3.13)
Let us point out that this way of writing the normal component of the curvature
has a close resemblance to an expression in terms of a connection in TΣ ⊕ TΣ⊥,
defined by combining DX and ∇X . Namely, by writing(∇˜Xα)(Y, Z) = DXα(Y, Z)− α(∇XY, Z)− α(Y,∇XZ)
the normal component of the curvature is (∇˜Xα)(Y, Z)−(∇˜Y α)(X,Z) (see [KN96b],
page 25). Let us verify directly that they are, in fact, the same. One computes
η
(
(∇ˆXBN )(Z), Y
)
= η
(
(∇¯XBN )(Z), Y
)
= η
(∇¯XBN (Z), Y )− η(BN (∇¯XZ), Y )
= η
(∇XBN(Z), Y )− η(BN(∇XZ), Y )− η(BNα(X,Z), Y )
= X · η(BN(Z), Y )− η(BN(Z),∇XY )− η(BN (∇XZ), Y )− η(BNα(X,Z), Y ),
and using Proposition 3.12 together with equation (3.12) one gets
η
(
(∇ˆXBN )(Z), Y
)
= X · η(α(Y, Z), N)− η(α(∇XY, Z), N)
− η(α(Y,∇XZ), N)+ η(DYN,α(X,Z))
= X · η(α(Y, Z), N)+ Y · η(α(X,Z), N)− η(DY α(X,Z), N)
− η(α(∇XY, Z), N)− η(α(Y,∇XZ), N),
which implies that
η
(
(∇ˆY BN )(Z), X
)− η((∇ˆXBN)(Z), Y ) = η((∇˜Xα)(Y, Z)− (∇˜Y α)(X,Z), N).
4. The Laplace operator
The gradient of a function f ∈ C∞(Σ) may be written as
Di(f)∂i = gab(∂af)(∂bxi)∂i = gab(∂af)eb = ∇f,
and the divergence of an element X ∈ TΣ as
∇ˆiX i = Dki∇¯kX i = gab(∂axk)(∂bxl)ηli∇¯kX i = gab(∂bxl)ηli(∇¯eaX)i
= gab(∂bx
l)ηli
(∇eaX + α(ea, X))i = gab(∂bxl)ηli(∇eaX)i
= gab(∂bx
l)ηli
(∇aX)c(∂cxi) = gabgbc∇aXc = ∇aXa = div(X).
Consequently, the Laplace-Beltrami operator on (Σ, g) may be computed as
∆(f) = div
(
grad(f)
)
= ∇ˆi∇ˆi(f),
where ∇ˆi(f) = Di(f). Let us now show that one may derive a simpler form of
the Laplace operator in certain special cases. Namely, let us first assume that the
multivector θ (defining the (N + 1)-bracket) is completely antisymmetric, which
implies that
{γM{f, ~xI}ηIJ , ~xJ} = 1
N !
θa~a∂a
(
γMθc~c(∂cf)(∂~c~x
I)ηIJ
)
(∂~a~x
J )
=
1
N !
θa~a∂a
(
γMθc~c(∂cf)(∂~c~x
I)(∂~a~x
J)ηIJ
)
=
1
N !
θa~a∂a
(
γMθc~c(∂cf)g~a~c
)
,
9since θa~a∂a(∂~a~x
J ) = 0 due to the antisymmetry of θ. Next, assuming that there
exists a function ρ ∈ C∞(Σ) such that ∂a(ρθa~a) = 0 one obtains
{γM{f, ~xI}ηIJ , ~xJ} = 1
ρN !
∂a
(
ργMθa~aθc~cg~a~c ∂cf
)
=
ǫ
ρ
∂a
(
ργM+2gac∂cf
)
,
by using (3.2). In the case of Example 3.1, θa~a = ρ−1εa~a, and it follows immediately
that θ is completely antisymmetric and that ∂a(ρθ
a~a) = 0. Therefore, one gets
{γM{f, ~xI}ηIJ , ~xJ} = ǫ
ρ
∂a
(
ργM+2gac∂cf
)
=
ǫ
ρ
∂a
(
ρ−M−1
√
|g|M+2gac∂cf
)
since γ =
√
|g|/ρ, and choosing M = −1 gives
∆(f) =
ε
γ
{γ−1{f, ~xI}ηIJ , ~xJ}.(4.1)
In Examples 3.2–3.4 the (N + 1)-bracket is a Poisson structure, and by setting
ρ = (
√
det θ)−1 it follows from the Jacobi identity that ∂a(ρθ
ab) = 0; namely, by
multiplying the Jacobi identity by ω, the inverse of θ (i.e. ωabθ
bc = δca), one obtains
ωab
(
θap∂pθ
bc + θbp∂pθ
ca + θcp∂pθ
ab
)
= 0 ⇔
∂aθ
ac =
1
2
ωab(∂pθ
ba)θpc =
1
det θ
(∂p det θ)θ
pc,
since ∂p det θ = (det θ)ωab∂pθ
ba, from which it follows that ∂a
(√
det θ
−1
θac
)
= 0
(cp. also [BS10]). These considerations imply that
{γM{f, ~xI}ηIJ , ~xJ} = ǫ
√
θ∂a
(√
det θ
−1
γM+2gac∂cf
)
.
Now, the determinant of the relation εγ2gab = θapθbqgpq, together with dimΣ being
even, implies that
√
det θ =
√
γn√
|g| .
Thus, by choosing M = (n− 4)/2, the Laplace operator may be written as
∆(f) =
ǫ√
γn
{
√
γn−4{f, ~xI}ηIJ , ~xJ},(4.2)
for almost (para-)Ka¨hler manifolds.
5. Explicit formulas when (M, η) = (Rm, δ)
In the course of rewriting geometry in terms of (N + 1)-brackets, we have devel-
oped a notation which makes the expressions for most quantities rather short and
concise. Of course, in the general case, writing out all the brackets and Christoffel
symbols will produce formulas that are quite lengthy. However, in the particular
situation when the ambient space is Rm equipped with the metric gab = δab explicit
expressions are considerably reduced in size. Apart from being simple, it is also an
interesting case since it is generic, in the sense that any manifold can be isometri-
cally embedded in some Euclidean space (Rm, δ) ([Nas56]), and many manifolds do
have a concrete presentation in such a way. Let us therefore, in this case, present
explicit formulas for some of the geometric objects for which we have developed an
(N +1)-bracket formulation. Note that for pseudo-Riemannian manifolds a similar
statement holds where one may always isometrically embed a pseudo-Riemannian
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manifold into pseudo-Euclidean space (see [Cla70] for details). The formulas given
below can easily be extended to this setting.
When (M, η) = (Rm, δ) there is no difference between upper and lower indices;
therefore, we shall leave all (multi)-indices in the upper position and assume that
all repeated (multi-)indices are summed over from 1 to m. Moreover, since (Rm, δ)
is flat, it holds that ∇ˆiXj = Di(Xj). The factor γ2 will be eliminated via
γ2 =
ǫ
n
P iIP iI = ǫ
nN !
{xi, ~xI}{xi, ~xI},
giving, for instance,
Dik = ǫ
γ2N !
{xi, ~xI}{xk, ~xI} = n {x
i, ~xI}{xk, ~xI}
{xj , ~xJ}{xj, ~xJ} .
In the same way, one derives the following expressions:
∇i(f) = n {f, ~x
I}{xi, ~xI}
{xj , ~xJ}{xj, ~xJ} div(X) = n
{X i, ~xI}{xi, ~xI}
{xj , ~xJ}{xj, ~xJ}
WN (X)
i = −n {N
j, ~xi}{xi, ~xI}
{xj , ~xJ}{xj , ~xJ}X
j ∆(f) = n2
{
{f,~xL}{xi,~xL}
{xk,~xK}{xk,~xK}
, ~xI
}
{xi, ~xI}
{xj , ~xJ}{xj , ~xJ}
∇XY i = n2X
k{xk, ~xJ}{Y j , ~xJ}{xj, ~xI}{xi, ~xI}({xl, ~xL}{xl, ~xL})2 .
The scalar curvature may be written as
S = n4
{xk, ~xI}
{
{xk,~xK}{xl,~xK}
{xj ,~xL}{xj ,~xL} , ~x
I
}
{xi, ~xJ}
{
{xi,~xA}{xl,~xA}
{xj′ ,~xB}{xj′ ,~xB}
, ~xJ
}
({xm, ~xM}{xm, ~xM})2
− n4
{xk, ~xI}
{
{xi,~xK}{xl,~xK}
{xj,~xL}{xj ,~xL} , ~x
I
}
{xi, ~xJ}
{
{xk,~xA}{xl,~xA}
{xj′ ,~xB}{xj′ ,~xB}
, ~xJ
}
({xm, ~xM}{xm, ~xM})2 ,
and the Codazzi-Mainardi equations become({{Nk, ~xK}{xj , ~xK}
{xl, ~xL}{xl, ~xL} , ~x
I
}
{xi, ~xI} −
{{Nk, ~xK}{xi, ~xK}
{xl, ~xL}{xl, ~xL} , ~x
I
}
{xj , ~xI}
)
X iY jZk = 0,
for all X,Y, Z ∈ TΣ and N ∈ TΣ⊥. For almost (para-)Ka¨hler manifolds, in which
case γ = 1 and N = 1, the formulas are even more compelling:
∇i(f) = ǫ{f, xj}{xi, xj} div(X) = ǫ{X i, xj}{xi, xj}
WN (X)
i = −ǫ{N j, xk}{xi, xk}Xj ∆(f) = {{f, xk}{xi, xk}, xj} {xi, xj}
∇XY i = Xk{xk, xl}{Y j , xl}{xj, xm}{xi, xm},
and the scalar curvature becomes
S ={xk, xi′}
{
{xk, xj}{xl, xj}, xi′
}
{xi, xl′}
{
{xi, xk′}{xl, xk′}, xl′
}
− {xk, xi′}
{
{xi, xj}{xl, xj}, xi′
}
{xi, xl′}
{
{xk, xk′}{xl, xk′}, xl′
}
.
Let us end this section by noting that, whenN = 1, the Codazzi-Mainardi equations
are actually Poisson algebraic identities once we assume that equation (3.1) holds.
Namely, multiplying (3.1) by Pjk gives DijPjk = P ik from which it follows that
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DijPj(f) = P i(f) and P ijDj(f) = P i(f) where P i(f) = {xi, f}. Then one readily
proves the following:
Lemma 5.1. If DijPjk = P ik then it holds that
[Di,Dj ](f)P ikPjl = 0
for k, l = 1, . . . ,m and f ∈ C∞(Σ).
Proof. One computes
[Di,Dj ](f)P ikPjl =
(
Di(Dj(f))−Dj(Di(f))
)
P ikPjl
= −Pk(Dj(f))Pjl + P l(Di(f))P ik
= −Pk(PjlDj(f))+ Pk(Pjl)Dj(f) + P l(P ikDi(f))− P l(P ik)Di(f)
= Pk(P l(f))− P l(Pk(f))+Di(f)(Pk(P il)− P l(P ik))
by using DijPjk = P ik and the fact that P i and Di are derivations. Using the
Jacobi identity in the last term yields
[Di,Dj ](f)P ikPjl = Pk(P l(f))− P l(Pk(f))+Di(f)P i(Pkl)
= Pk(P l(f))− P l(Pk(f))+ {f,Pkl}
= {xk, {xl, f}}+ {xl, {f, xk}}+ {f, {xk, xl}} = 0,
again by using the Jacobi identity. 
It follows from the above result that [Di,Dj ](f)X iY j = 0 for all X,Y ∈ TΣ and
f ∈ C∞(Σ), which implies that the Codazzi-Mainardi equations in (Rm, δ):
X iY jZk
(DiDj(Nk)−DjDi(Nk)) = 0,
are satisfied when assuming that (3.1) holds.
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