We prove that for any perfect field k of characteristic p > 0, any smooth variety X over k, and any overconvergent F -isocrystal E over X, the rigid cohomology spaces H i rig (X, E) are finite dimensional.
Introduction
We prove the following finiteness theorem in rigid cohomology. In the theorem statement and everywhere hereafter, "variety over k" will be used as shorthand for "irreducible, separated scheme of finite type over k." Theorem 1.1. Let E be an overconvergent F -isocrystal on a smooth variety X over a perfect field k of characteristic p > 0. Then the rigid cohomology spaces H i rig (X, E) are finite dimensional for all i.
We expect this theorem can be extended to the nonsmooth case, using Tsuzuki's theory of cohomological descent. (Thanks to Pierre Berthelot for pointing this out.)
Numerous special cases of Theorem 1.1 have been established previously, at least modulo suitable comparison theorems between rigid cohomology and previously existing p-adic cohomology theories (crystalline, Monsky-Washnitzer) . These special cases include:
• for E trivial and X proper, by Berthelot [Be1] ;
• for E trivial and X an affine curve, by Monsky [Mo] ;
• for E trivial and X affine, by Mebkhout [Me1] , using results of Christol and Mebkhout [CM] ;
• for E trivial, by Berthelot [Be4] and Grosse-Klönne [GK] ;
• for X a curve, conditionally by Crew [C] (see below);
• for E unit-root, by Tsuzuki [T2] .
(Note: Grosse-Klönne's proof does not require X to be smooth.) The finiteness result of Crew, for X a curve but E arbitrary, relies on the hypothesis that E is quasi-unipotent. The assertion that all overconvergent F -isocrystals are quasi-unipotent, a/k/a "Crew's conjecture", has recently been proved by Andre [A] , Mebkhout [Me2] , and the author [Ke2] . (In the unit-root case, it was proved by Tsuzuki [T3] , and served as a key ingredient in [T2] .) It is this happy circumstance which makes Crew's finiteness result unconditional, and which makes it possible now to prove Theorem 1.1 in general.
Indeed, the argument in this paper is a devissage using fibrations in curves and a relative version of Crew's theorem. More precisely, we show that under suitable circumstances, given an isocrystal on a family of curves, we can construct "pushforwards" whose cohomologies control the cohomology of the original isocrystal (by an explicit avatar of the Leray spectral sequence). Establishing finiteness in this construction requires formulating a variant of Crew's conjecture, in which p-adic differential equations are considered in which the p-adically complete field of coefficients is replaced by a dagger algebra, which is neither complete nor a field. The correctly formulated variant can be deduced from Crew's conjecture itself, using some arguments very loosely derived from [Ke2] .
Under ideal circumstances, the "pushforwards" mentioned above would be actual pushforwards in a suitable category. Unfortunately, the correct category of "sheaves" for p-adic cohomology has not yet been constructed; isocrystals represent only an analogue of locally free sheaves. The correct category seems to be the category of arithmetic D-modules (see for example [Be3] ), but many technical issues regarding this category remain to be resolved. Once the foundations of the D-module theory are solidified, it should become possible to recast the arguments of this paper in that language, yielding stronger results.
The structure of this paper is as follows. Section 2 consists of definitions and notations for the rest of the paper, including basic facts about dagger algebras. In Section 3, we relativize the p-adic local monodromy theorem by allowing coefficients in p-adically complete rings which are not fields. In Section 4, we use the relative p-adic local monodromy theorem to prove a relative version of Crew's finiteness theorem, concerning an overconvergent F -isocrystal for a family of curves, then relate the cohomology of this isocrystal and its pushforwards. Finally, in Section 5, we use induction on dimensionà la Berthelot to deduce the finiteness theorem.
2 Some "overconvergent" algebra For the rest of the paper, q will denote a fixed power of a prime p, and "Frobenius" will always mean the q-power Frobenius. Thus our notion of an F -isocrystal will coincide with what other authors call an F a -isocrystal, where a = log p q. Let k be a field of characteristic p > 0, and let O be a complete discrete valuation ring of characteristic 0 with residue field k; let π be a uniformizer of O. We will always assume chosen a ring endomorphism σ of O lifting the q-power Frobenius on k; this can always be achieved by replacing O with a finite extension.
One more global notational comment: the term "matrix" will always mean "square matrix", and all matrices in any given statement are to be taken of the same size. In particular, I will denote the identity matrix of any size.
Dagger algebras
For an n-tuple I = (i 1 , . . . , i n ), write x I for x and define the Washnitzer algebra W n = O x 1 , . . . , x n † as the direct limit of the T n (ρ) over all ρ > 0. An integral dagger algebra is a quotient W n /a, for some n ∈ N and some ideal a of W n , which is a smooth O-algebra. (The restriction of smoothness is not imposed by some authors, but will suffice for our purposes.) The ring W n is noetherian, so a is necessarily finitely generated. A dagger algebra is the result of tensoring an integral dagger algebra over O with K; if A is the dagger algebra, the corresponding integral dagger algebra will be denoted A int . For A a dagger algebra, the k-algebra X = A int /πA int is called the reduction of A, and the affine k-scheme Spec X is called the associated space of A. For any smooth affine variety V over k, there exists a dagger algebra with V as its associated space, unique up to noncanonical isomorphism: see for example [vdP, Theorem 2.4.4] . If A is a dagger algebra and B is a subring of A, we say A is the weak completion of B if every inclusion of B in a dagger algebra C extends (necessarily uniquely) to an inclusion of A in C. For example, K x 1 , . . . , x n † is the weak completion of K[x 1 , . . . , x n ]. Let A be a dagger algebra, and choose a presentation A int ∼ = W n /a. Since a is finitely generated and W n is the direct limit of the T n (ρ), there exists ρ > 0 such that a is generated by an ideal b of T n (ρ). For any such ρ > 0, the quotient S n (ρ)/(b ∩ S n (ρ)) is a subalgebra of A int . Any algebra that arises as such a subalgebra for some presentation A int ∼ = W n /a and some positive rational number ρ will be called an integral fringe algebra, and its tensor product with K will be called a fringe algebra. Note that an integral fringe algebra is always complete with respect to the maximal ideal S n (ρ) ∩ πA int , and is noetherian because of the restriction that ρ is rational (so that S n (ρ) is noetherian). It is not, however, complete with respect to the π-adic valuation.
The set of fringe algebras of a dagger algebra A forms a partially ordered set under inclusion: for any single presentation of A as W n /a, the algebras S n (ρ)/(a ∩ S n (ρ)) for ρ > 0 form a cofinal subset of the poset. That is, any fringe algebra is contained in S n (ρ)/(a∩S n (ρ)) for some ρ.
Since we are interested in dagger algebras mainly as a tool to understand the geometry of varieties over k, we adopt the following linguistic convention. For A, B dagger algebras with associated spaces X, Y , respectively, and A → B a morphism of dagger algebras, we get a corresponding morphism Y → X; we call this the associated morphism of A → B. If the associated morphism has a certain property (e.g., smooth) we say that A → B has that property "by association" (e.g., A → B is smooth by association if Y → X is smooth).
We will need a relative version of the Washnitzer algebra. For A a dagger algebra, define the relative Washnitzer algebra A x 1 , . . . , x n † as the direct limit of the algebras
over all fringe algebras B of A and all positive rational numbers ρ. In other words, A x 1 , . . . , x n † is the weak completion of the tensor product A ⊗ K K x 1 , . . . , x n † . If A is a p-adically complete algebra, a localization of A is any ring obtained as the p-adic completion of A[f −1 ] for some f such that v p (f ) = 0. We make the same definition for A a dagger algebra, except that we take the weak completion instead of the dagger completion. In other words, if
The module of continuous differentials Ω
1
A/K of a dagger algebra A is given as follows.
A/K be the free module on dx 1 , . . . , dx n , equipped with the derivation
and of course d(x i ) = dx i . For general A, choose a presentation A int ∼ = W n /a, and let Ω 1 A/K be the quotient of the above module by the submodule generated by the image of a under d. Verification that the result is independent of the choice of presentation is left to the reader. As usual, we write Ω 
Robba rings
Let B be a ring which is complete with respect to the nonarchimedean valuation v. For each r > 0, let R B,r denote the set of bidirectional power series x = n∈Z x n t n , with x n ∈ B, such that
this set forms a ring under the usual multiplication law for power series. For 0 < s ≤ r, we define the valuation w s on R B,r by the formula
then R B,r is Fréchet complete with respect to these valuations (that is, any sequence which is Cauchy with respect to each w s is convergent). The union R B = ∪ r>0 R B,r is called the Robba ring of B.
The Robba ring of B is usually only defined when the residue ring of B is actually a field, but we will need this more general definition. In fact, we will need to make some kind of definition that works for B a dagger algebra, which is not complete with respect to a valuation. This will require working on the level of fringe algebras.
Let B be a fringe algebra in a dagger algebra A and let A ∧ be the p-adic completion of A. Let B int be the integral fringe algebra contained in B; beware that B int = B ∩ A int . For any r > 0, we define R B,r to be the ring consisting of series x = n∈Z x n t n such that:
int . Then in analogy with w r , we can define the valuation w B,r on R B,r by the formula
Lemma 2.1. Let B be a fringe algebra in a dagger algebra A. If 0 < s < r, then for any x ∈ R B,r , there exists a fringe algebra B ′ containing B such that x ∈ R B ′ ,s .
Proof. Note that it suffices to consider x ∈ R + B,r : if x has only negative powers of t, then already x ∈ R B,s for any s ∈ (0, r).
For j ∈ Z, define totdeg j (z) for z ∈ W n as the maximum total degree of any monomial of z whose coefficient is not divisible by π j , or −∞ if there are no such monomials. By definition, z ∈ W n belongs to S n (ρ) if and only if totdeg j (z) ≤ ρj for all j ≥ 0.
Choose a presentation A int ∼ = W n /b, and choose ρ > 0 so that
Choose any s ′ ∈ (0, s); then we have π ⌊s ′ i⌋ x i ∈ B ∩ A int for all but finitely many i. We also have π ⌊ri⌋ x i ∈ B int for all but finitely many i.
reducing to x i in B, such that for all but finitely many i, π ⌊s ′ i⌋ y i ∈ W n and π ⌊ri⌋ y i ∈ S n (ρ).
for all but finitely many i. Now
is the product of two quantities that remain bounded above for i sufficiently large, so it is bounded above, say by τ . Then π ⌊si⌋ y i ∈ S n (τ ) for i sufficiently large, so
For A a dagger algebra, we define the Robba ring of A as R A = ∪ B,r R B,r , with r running over all positive rational numbers and B running over the fringe algebras of A. By the previous lemma, any finite set of elements of R A lie in R B,r for some fringe algebra A and some r > 0; thus R A really is a ring.
In any Robba ring, we use the superscript + to denote the subring consisting of power series with only nonnegative powers of t.
Proposition 2.2. For A a dagger algebra, the ring R int A is henselian with respect to the ideal generated by π.
Proof. By the standard equivalence among the definitions of the henselian property, it suffices to show that if
A such that c n−1 ≡ −1 (mod π) and c n−2 ≡ · · · ≡ c 0 ≡ 0 (mod π), then P (x) has a unique root over R int A congruent to 1 modulo π. In this case, choose a fringe algebra B and a positive rational r such that all of the c i lie in R B,r . Then one easily verifies that the Newton iteration
converges in R B,r to a root of P (x).
While our generalized construction of Robba rings retains much of the flavor of the original construction, there is one property that we have not been able to replicate so far. The Robba ring R K has the property that every finitely generated ideal is principal (i.e., it is a Bezout ring), which implies for instance that every finitely generated locally free module over R K is free. A natural analogue of this property for A a dagger algebra would be that every finitely generated ideal over R A becomes principal after replacing A by some localization. Unfortunately, we have been unable to determine whether this property actually holds, though we suspect it does not.
By definition, the module of continuous differentials Ω 1 R A /A is the free module of rank one generated by dt, equipped with the derivation d :
Factorizations
We will use a number of decomposition of Mittag-Leffler type in the subsequent; we have collected these results here.
For A = K, the following proposition is precisely [Ke2, Lemma 5 .1]; the general case follows by first replacing A with the p-adic completion of Frac A, then approximating the elementary matrices in the resulting product by matrices over R A ′ ,r for some enlargement A ′ of A. Note that the localization is really necessary, because we must approximate elements not just of A, but also of its fraction field.
Proposition 2.3. Let A be a dagger algebra. Choose rational numbers r, s with r > s > 0, and let U be a matrix over
We will need the following strengthening of the previous proposition.
Proposition 2.4. Let A be a dagger algebra. Choose rational numbers r, s with r > s > 0, and let U be a matrix over
, and apply the previous proposition to obtain an invertible matrix W over R A ′ , for some localization
Thus we can write X as the sum of a matrix Y over R We will also need the following matrix factorization lemma. For A = K, this is [Ke3, Lemma 5.2] , but the proof of that result goes through unchanged in the general case, as no divisions are needed (and hence no localization of A is necessary).
Lemma 2.5. Let A be a dagger algebra and B a fringe algebra of A. Let W be a matrix over R B,r such that w r (W − I) > 0. Then there exists a unique pair of n × n matrices U and V over R B,r of the form
Note that U is necessarily invertible. If W is invertible, then V is as well, since we can decompose the inverse transpose W −T of W in the same fashion to get U −T and V −T . Proof. Choose a fringe algebra B in A and a positive rational r such that U and its inverse have entries in R B,r . By Proposition 2.4, after suitable localization, we can find a product X of elementary matrices over R B,r such that w r (XU −I) > 0. By suitably approximating each matrix in the product, we can find such an X with entries in R B,r ∩ R 
Proof. By the previous corollary, we can factor off an invertible matrix over R + A on the right of U; thus we may reduce to the case where U and its inverse are defined over
]. By multiplying U by a suitable power of π, we may reduce to the case where U has entries in R int A , but U −1 does not. We induct on v p (det U); if this valuation is 0, then U −1 has entries in R int A and we are done. If not, then the reduction of U modulo π is a matrix over (A/πA)[t, t −1 ] with less than full rank. By the usual theory of elementary divisors over (Frac(A/πA))[t], we can find a sequence of elementary row operations on the reduction which will produce a zero row. Lifting these to a suitable localization of A, we get a sequence of elementary row operations which will produce a row divisible by π. Write down the elementary matrices over R + A corresponding to these operations, plus the division of the offending row by π; these give an invertible matrix over R + A whose product on the right with U has determinant of strictly smaller valuation. Thus the induction hypothesis can be used to complete the decomposition.
This last result is not a matrix factorization, just a scalar factorization, but it can be proved easily using the methods we have applied to matrices above.
Proposition 2.8 (Weierstrass preparation). Let A be a dagger algebra. Then for any nonzero
Proof. Embed B into the Robba ring R A by mapping
We may assume without loss of generality that v p (b) = 0; let n be the largest integer such that v p (b n ) = 0, and choose
n . Choose a fringe algebra B in A ′ and a rational number r > 0 such that bb −1 n u −n has entries in R B,r and w r (bb
Then by Lemma 2.5, there exists a factorization bb −1 n u −n = vw with v having only nonnegative powers of u and w having only nonpositive powers of u, and w r (v − 1) > 0 and w r (w − 1) > 0. In particular, v is a unit in A ′ u † , and bv −1 ∈ R + B,r has no power of u higher than u n . In other words, bv −1 is a polynomial in u, so we may take c = bv −1 and d = w to obtain the desired decomposition.
Frobenius lifts
A Frobenius lift on a dagger algebra A is a map σ : A → A which induces the chosen map σ on O and which acts on A int /πA int by the q-power Frobenius. Such a map always exists; again, see [vdP, Theorem 2.4.4] . Note that a Frobenius lift does not typically map a fringe algebra into itself, so a fringe algebra cannot be "σ-stable" in the most natural sense; we will give a suitable replacement definition shortly.
For P ∈ k[x 1 , . . . , x n ], let totdeg(P ) denote the maximum total degree of any monomial of P . Let C m be the set of polynomials P such that totdeg(P ) ≤ m.
Lemma 2.9. Let I be an ideal of k[x 1 , . . . , x n ], for k a perfect field of characteristic p > 0, and let τ denote the q-power Frobenius. Then there exists N > 0 such that for m ≥ N,
The proof uses basic properties of Gröbner bases; see the wonderful text of Eisenbud [E, Chapter 15] for an introduction to the topic.
Proof. Fix a term order on the monomials of k[x 1 , . . . , x n ] which extends the partial order by totdeg, compute the Gröbner basis of I for that term order, and let d be the maximum total degree of any element of the Gröbner basis.
For
, then its leading monomial λ has totdeg strictly greater than m ≥ qd. The monomial λ τ −1 has totdeg greater than d, so is a multiple of the leading monomial of some element of the Gröbner basis. That is, we can find a monomial µ and an element h of the Gröbner basis such that f − (µh) τ has a smaller leading monomial, in the chosen term order, than the leading monomial of f . We can then apply the same process to f − (µh) τ in place of f and so on. This process must eventually terminate, at which point we have written f as an element of I τ plus an element of C m . We can now verify the desired condition for m ≥ qd.
Proposition 2.10. Let A be a dagger algebra, σ a Frobenius lift on A and
Then for ρ sufficiently close to zero, the fringe algebra B with
int has the property that
We say B is σ-stable if it has the property given in the proposition. In particular, this property implies that
Proof. We first show that b = c + d σ for some c ∈ π n A ∧,int and d ∈ A ∧,int ; this only requires that b ∈ A ∧,int . For this step, we can use induction on n. For any given n, the induction hypothesis implies that
in which all terms are integral. Modulo π, σ acts as raising to the q-th power; if
, and we have X ∩ (Frac X) q = X q since X is a smooth k-algebra and hence integrally closed. Thus (b − d σ 0 )π n−1 is congruent modulo π to an element of (A ∧,int ) σ , which completes the induction. It remains to show that for ρ sufficiently large, any b ∈ B int of the form c + d σ for some c ∈ π n A ∧,int and d ∈ A ∧,int is also of that form for some c ∈ π n A ∧,int ∩ B int and d ∈ B int . Choose a Frobenius lift σ on W n lifting the chosen lift on A † (i.e., for i = 1, . . . , n, choose an element of W n which reduces to the image under σ of the reduction of x i , and set x σ i equal to that element).
For ρ sufficiently small, we will have that
Choose such a ρ which also satisfies ρ < 1/N, for some N satisfying the conclusion of Lemma 2.9 when applied to the reduction of a modulo π. We will now show that for this ρ, B is σ-stable.
Again, we induct on n.
; that means we can choose a lift f of it to W n which is divisible by π n−1 and which is in the image of σ modulo π n . In the notation of the previous lemma, modulo π, f /π n−1 belongs to
This completes the induction and the proof of the proposition.
We will also need to define Frobenius lifts on Robba rings. Again, let A be a dagger algebra and choose a Frobenius lift σ on A. Then a Frobenius lift on R A is any map R A → R A which maps R int A to itself, maps A to itself via the chosen σ and maps R 
To see that the result of this operation is actually an element of R A , choose a σ-stable fringe algebra B, and let C be a fringe algebra containing the image of B under σ; then the map defined above carries R B,r into R C,r/q .
A relative p-adic local monodromy theorem
In this section, we introduce the notion of a (σ, ∇)-module, and formulate the property of unipotence for such objects, stating the p-adic local monodromy theorem (Crew's conjecture). We then "relativize" the p-adic local monodromy theorem, by replacing the field of coefficients in Crew's conjecture by a dagger algebra, or rather by an unspecified localization of a given dagger algebra.
(σ, ∇)-modules
Let R be a dagger algebra or Robba ring equipped with a Frobenius lift σ, and let A be a σ-stable subring. We define a (σ, ∇)-module over R relative to A as a finite locally free module M over R equipped with:
Note that the integrability condition ∇ n+1 • ∇ n = 0 is redundant if R is a Robba ring over A, or if R/A is of relative dimension 1 by association. This definition needs to be modified slightly to suit our purposes if R is of the form R , which includes in particular dt/t. For R = R A , we will frequently want to view ∇ as an operator on M, rather than a map from M to a module of differentials. To do this we contract ∇ with the tangent vector t ∂ ∂t to get a map we notate t∇ dt
. In other words, we identify M with
Change of Frobenius
Over a dagger algebra, it is known that the category of (σ, ∇)-modules is canonically independent of the choice of Frobenius lift. We will need an analogous result for Robba rings, which we get by generalizing an argument of [Ke1] , which in turn follows an argument of Tsuzuki [T1, Theorem 3.4.10] .
Let A be a dagger algebra, and let θ denote the A-linear derivation t
on M, and put
Let N be the matrix via which T acts on a basis e 1 , . . . , e n . Suppose that w r (N) ≥ b for some positive integer b. Then for all m ∈ N,
.
Proof. For j = 1, . . . , b, the number of terms in the product
For the product m(m − 1) · · · 1 = m!, the same argument applies for all j, and "is at least" can be replaced by "is equal to". Thus
converges for any f ∈ R A to a limit f η ∈ R A , and the map f → f η is a ring homomorphism.
Proof. Choose a fringe algebra B and a positive rational r such that f ∈ R B,r , and write
also has coefficients in R B,r , and its w B,r is no less than that of f . Thus the series in question converges. To check that f → f η is a ring homomorphism, it suffices to verify the identity
whose proof is straightforward.
Proof. Choose a basis e 1 , . . . , e n of M. As in the previous lemma, one has
Since the maps v → η m m! T (m) v are additive, by Lemma 3.2, it suffices to prove that the sum converges for v = e i for some i.
Choose a fringe algebra B and a positive rational r such that the matrix N by which T acts on the e i has entries in R B,r , and such that t σ /t q and its inverse lie in R B,r . For j ≥ 0, the matrix by which ∇ acts on the basis e
For l ∈ [r/q j+1 , r/q j ], we have
By Lemma 3.1, for j sufficiently large and l ∈ [r/q j+1 , r/q j ],
, and thus for any v. Thus the terms of the series in question converge under w l for sufficiently small l. A similar argument shows that the terms of the series converge with respect to w B,r for a suitable choice of B and r, so the series converges in R A .
By assembling the previous propositions and noting that when 
gives a Frobenius map F 2 which makes M into a (σ 2 , ∇)-module.
Unipotence
Let A be a dagger algebra or a p-adically complete algebra. A free (σ, ∇)-module over a Robba ring R A is called unipotent if it admits a basis v 1 , . . . , v n for which the following conditions hold: Proof. Suppose v 1 , . . . , v n is a basis satisfying (a); we first check that this basis satisfies (b) assuming σ is standard. Let Φ and N be the matrices via which F and t∇ dt acts on this basis. Then the compatibility between F and ∇ implies the matrix equality
Write Φ = i Φ i t i ; then equating the powers of t i on both sides gives NΦ i + iΦ i = qΦ i N for i = 0. Since N is a nilpotent matrix, so is N σ , and so the linear transformation V → NV − qV N σ on matrices is also nilpotent. (In general, if X and Y are matrices with eigenvalues λ 1 , . . . , λ n and µ 1 , . . . , µ n , respectively, the linear transformation V → XV − V Y on matrices has eigenvalues λ i − µ j for 1 ≤ i, j ≤ n.) Thus the linear transformation V → iV + NV − qV N σ is invertible, and so Φ i = 0 for i = 0, proving (b). Next, suppose v 1 , . . . , v n satisfies (a) but σ is general. By the change of Frobenius formula, the A-span of F v 1 , . . . , F v i for each i does not depend on the choice of Frobenius. In particular, we may compute it using σ standard, in which case it is contained in the A-span of v 1 , . . . , v n . Thus (b) holds for this basis.
Finally, suppose v 1 , . . . , v n satisfies (b) for σ standard. Define matrices Φ and N as above, so that we again have
only this time it is Φ that is known to have entries in A. Write N = i N i t i ; then the right side has no powers of t which are not powers of t p . On the other hand, if i is not divisible by p, the coefficient of t i on the left side is N i Φ, and Φ is invertible. Thus N i = 0 for i not divisible by p. Repeating the argument, we deduce that N i = 0 for i not divisible by p 2 , p 3 and so on.
Thus N also has entries in A; it remains to check that it is nilpotent, i.e., that N n = 0. It suffices to check this after enlarging A; so we will replace A with its fraction field, taking the p-adic completion, replacing the completion with its maximal unramified extension, completing again, then adjoining π 1/(n!) . Having enlarged A, we now proceed by induction on n.
With A enlarged as above, the Dieudonné-Manin classification (see [Ka1] ) asserts that there exists a basis w 1 , . . . , w n such that F w i = λ i w i for some λ i ∈ A. Moreover, if F v = µv for some µ ∈ A, and some v nonzero, then v p (µ) = v p (λ i ) for some i. Suppose without loss of generality that λ 1 has the smallest p-adic valuation among any of the λ i . Then F ∇w i = λ i q ∇w i ; this is only possible if ∇w i = 0. Thus N has nonzero nullspace, and the nullspace is stable under F . By the induction hypothesis, N acting on the quotient by its nullspace is nilpotent; thus N is indeed nilpotent. That is, M admits a basis satisfying (a), as desired. With this definition in hand, we can now state the p-adic local monodromy theorem, a/k/a Crew's conjecture. This theorem has been proved independently by André [A] , Mebkhout [Me2] , and the author [Ke2] .
Theorem 3.7. Let M be a free (σ, ∇)-module over R K . Then there exists a polynomial P (t, u) over O with separable reduction such that M becomes unipotent over
Note that the ring R A [u]/(P (t, u)) is itself isomorphic to a Robba ring, though with a different series parameter.
The goal of this section is to salvage Theorem 3.7 in case K is replaced by a dagger algebra A. For starters, we can apply Theorem 3.7 with K replaced by the p-adic completion of the fraction field of A. (One might call the outcome of this application "generic quasiunipotence".) The resulting polynomial P (t, u) can be taken over A; it then remains to see to what extent unipotence can be "descended" to A. Our result will be the following.
Theorem 3.8. Let A be a dagger algebra, let L be the p-adic completion of Frac A, and let M be a (σ, ∇)-module over R A which becomes unipotent over R L . Then M is unipotent over R B for some localization B of A.
Descending unipotence
We now prove two results that will allow us to "descend" unipotence to a fringe algebra. The first result is reminiscent of [Ke2, Proposition 5.4 ], but with one key difference: rather than isolating the positive powers of t, which would entail repeatedly applying σ and thus necessitate p-adically completing the ring of coefficients, we isolate the negative powers of t. This allows us to apply σ −1 instead of σ, which keeps the coefficients within a single fringe algebra. (Another difference is that we may assume unipotence a priori here, which leads to some simplifications. However, the remaining analysis is still somewhat delicate.) Proof. Without loss of generality, we may assume σ is standard. Choose a basis e 1 , . . . , e n of M, and let Φ be the matrix via which F acts on the e i . By hypothesis, we may choose an invertible matrix U over R L such that D = U −1 ΦU σ has entries in L. After replacing A by a suitable localization, we can find a matrix ∆ over A such that
Choose r > 0 so that U has entries in R L,qr , and choose any r ′ < r. By Proposition 2.4, after replacing A by a suitable localization, we can find a matrix V over R A such that w l (V U − I) > d for r ′ ≤ l ≤ qr. By Lemma 2.5, there exists a unique pair of matrices P = i≥0 P i t i and
> 0 for all l > 0, and w l (P −σ − I) > 0 for any l ≥ r ′ /q. Choose a σ-stable fringe algebra B in A such that ∆ −1 V ΦV −σ has entries in R B,r and w B,r (∆ −1 V ΦV −σ − I) > 0. We will show N must have entries in R B,r . Suppose by way of contradiction that N does not have entries in R B,r . For each i < 0, choose a matrix
, otherwise W i = 0 would have been a better choice.) Set W = I + i<0 W i t i , set X = N −1 W , and write X = I + i<0 X i t i . Then X = I and
Since
That is, there is at least one j < 0 such that w s ′ (X σ j t qj ) < 0, where s ′ = s(q 2 −1)/q 2 . Choose the index j with this property that minimizes
, and Y qj has entries in B int . By the σ-stability of B, we conclude that there exists Z over
Having reached a contradiction, we conclude that indeed N has entries in R B,r . Changing basis in M by V −1 N, we obtain a basis on which F and t∇ dt act by matrices over R + A , as desired.
The second result we need is a variant of "Dwork's trick" [dJ3, Lemma 6.3] . Since the argument does not require forming an infinite sum, adapting it to work with coefficients in a fringe algebra is relatively straightforward. (Note: even in case A is a field, this is slightly stronger than [dJ3, Lemma 6.3], which assumes that M is defined over R Proof. Choose a fringe algebra B in A and a rational number s > 0 such that M is defined over R + B,s . Choose a basis e 1 , . . . , e n of M over R + B,s , and let Φ and N be the matrices via which F and t∇ dt act on e 1 , . . . , e n ; note that Φ will have entries not in B, but in some larger fringe algebra C. If we write N =
There exists a unique sequence {U i } ∞ i=0 of matrices over B satisfying U 0 = I and
, and ΦU σ = UD for some matrix D over C. From the recursion and the equation
we conclude that there exists r > 0 such that
Let S r denote the ring of matrices W = i≥0 W i t i for which inf i≥0 {v p (U i ) + ri} > −∞. We now verify that U has entries in R + A ∧ , by showing that U ∈ S r for all r > 0. Since we have shown this for one r (and thus for all sufficiently large r), it suffices to verify that U ∈ S r implies U ∈ S r/p . This follows from the identity U σ = Φ −1 UD; since the matrices on the right side are all in S r , we have U σ ∈ S r , and so U ∈ S r/p . We now have that U has entries in R + A ∧ ; moreover, U is invertible over R + A ∧ because we can obtain the inverse transpose of U by applying Dwork's trick to the dual of M. Since we also have inf i≥0 {v B (U i ) + ri} > −∞ for some r > 0, we conclude that U has entries in R 
Pushforwards in rigid cohomology

Cohomology of (σ, ∇)-modules
Let M be a (σ, ∇)-module over a ring R relative to A. Thanks to the integrability condition on ∇, the double composition
is zero for all i. Thus we have a complex, whose cohomology is the de Rham cohomology of M:
If R is a dagger algebra, f : R → S is a finite unramified extension, and M is a (σ, ∇)-module on S, we can also regard M as a (σ, ∇)-module on R. When doing so, we notate it as f * M and call it the pushforward of M along f . (This might look like the wrong terminology until you think on the level of geometry, in which case the arrow goes from the space associated to S to the space associated to R.) Proposition 4.1. Let R be a dagger algebra, let f : R → S be a finite unramified extension of R, and let M be a (σ, ∇)-module on S. Then there is a canonical isomorphism
Proof. In fact, there is a canonical isomorphism of the underlying de Rham complexes: for each i, one has a canonical isomorphism
and of course this remains an isomorphism after tensoring with M.
Near-isomorphisms
Let R be a noetherian ring. Then given a short exact sequence
of R-modules, B is finitely generated if and only if A and C are finitely generated. Thus within the abelian category of R-modules, the full subcategory of finitely generated modules is a Serre subcategory, and we can form the quotient category. (If R were not noetherian, we could replace "finitely generated" by "finitely presented"; but R will be noetherian in our cases.) We will denote properties of morphisms that hold in the quotient category by the prefix "near". That is, an R-module homomorphism f : A → B is a near-injection if ker(f ) is finitely generated, a near-surjection if coker(f ) is finitely generated, and a near-isomorphism if it is both near-injective and near-surjective. One can also speak of near-exactness of sequences of homomorphisms, but we won't need this notion. From the Serre construction, the following facts are evident. It is worth pointing out that our main goal will be showing that certain modules are finitely generated over a suitable ring, by exhibiting them as the kernels and cokernels of near-isomorphism. The Serre formalism allows to arrive at this point via transitions through intermediate maps which are not near-isomorphisms (e.g., an embedding of a Washnitzer algebra into a Robba ring). It also allows us to avoid resorting to an astronomical number of invocations of the snake lemma as we push around the property of finite generation.
Cohomology of a family of curves
It was shown directly by Monsky [Mo] that the rigid cohomology of an affine curve with constant coefficients is finite dimensional. In this subsection, we make an analogous deduction for a family of curves.
We will begin by considering a restricted geometric situation, which for convenience we formulate as a hypothesis. This hypothesis will remain in force throughout this subsection. Note that the extra conditions on Y are automatic in case X is a point. Also, without loss of generality we may assume that the image of s i under f i is the zero section of P 1 X . Let A ⊂ B be a corresponding inclusion of dagger algebras, so that in particular A ∼ = A int /πA int and B ∼ = B int /πB int . By Hypothesis 4.5, for each i we can present B as a finite extension of the dagger algebra A t † , via a map with associated morphism f i . In a number of results which follow, we will use the phrase "after suitable localization" to indicate that given the hypotheses, one must replace A by some localization A ′ and B by the weak completion of B ⊗ A A ′ in order for the conclusion to hold.
Proposition 4.6. Let M be a finitely generated module over B which is annihilated by some nonzero element of B. Then after suitable localization, M is finitely generated over A.
Proof. Since B is a finite extension of A t † , we may reduce to the case B = A t † . Also, by induction on the number of generators of M over B, one may reduce to considering M = B/bB. In this case, by Proposition 2.8, after suitable localization, we can write b as cd with c ∈ A[t] and d a unit. Thus B/bB ∼ = B/cB, and the latter is generated by 1, t, . . . , t deg(c)−1 . Thus M is finitely generated.
Corollary 4.7. If M → N is a homomorphism of finitely generated B-modules which induces an isomorphism after tensoring with Frac(B), then after suitable localization it becomes a near-isomorphism of A-modules.
Proof. Apply the previous proposition to the kernel and cokernel of M → N.
For each i, let R i be a copy of the Robba ring over A with series parameter t i . We can construct embeddings ρ i : B → R We will need several statements of the form that B is "approximately" ⊕ i R i /R + i ; the key to these statements is the following proposition. For C a fringe algebra of A and r > 0, let R i,C,r denote the copy of R C,r inside R i , put
Proposition 4.8. Let C be a fringe algebra of A. Then after suitable localization, for sufficiently small r > 0, the intersection
is surjective.
Proof. The second assertion implies the first, so we focus on it. View Y as a curve over the generic point of X and apply Riemann-Roch. This yields that after suitable localization, there exists b ∈ B int \ πB int such that
modulo π; since this condition only defines b modulo π, we may assume without loss of generality that b ∈ C.
Choose r small enough that the reduction of
is surjective modulo π n for any n ∈ N. Since the left side is π-adically complete, the map is actually surjective, as desired.
Proposition 4.9. The map
becomes a near-isomorphism of A-modules for any nonzero u, v ∈ B after suitable localization. More precisely, there exist choices of u and v for which the map is injective, and for which it is surjective.
Proof. First note that for any
Next, let C be a fringe algebra of A. By Proposition 4.8, we can choose v ∈ B int so that C,r . But every element of ⊕ i R i can be written as a negative power of π times an element of S i,C,r ; thus
We now have that B → ⊕ i R i /R i + is a near-isomorphism. For any u, v ∈ B, we may now precompose with the near-isomorphism uB → B, then factor the result through the nearisomorphism uB → 
becomes a near-isomorphism of A-modules after suitable localization.
Proof. Let u be any element of B \ A. Then by Corollary 4.7, the map
Choose w ∈ B such that
(as in the previous proof) yields b ∈ A. We deduce that
is a near-isomorphism of A-modules. We then precompose with the inclusion vΩ 
is a near-isomorphism, completing the proof. 
Proof. Three of the four arrows in the diagram
are near-isomorphisms, the horizontal arrows by the proposition, the right vertical arrow because it is injective and its cokernel is generated by dt i /t i for i = 1, . . . , n. Hence the left vertical arrow is also a near-isomorphism.
We next need a "multiplicative" analogue of Proposition 4.9.
Proposition 4.12. For any sequence U 1 , . . . , U n with U i an invertible matrix over R i , there exists a matrix V over Frac B such that U i V and its inverse have entries in R + i for i = 1, . . . , n.
We did not phrase the conclusion in terms of a localization on B because we are only permitting localization on A. (Geometrically speaking, we are permitting ourselves to shrink the base but not to otherwise shrink the total space.)
Proof. We may replace U i by Q i U i , where Q i is invertible over R + i , without affecting the final condition on V . In particular, by Corollary 2.7, we may reduce to the case where each U i is invertible over R int i . By Proposition 4.8, there exists a matrix W over Frac B such that for some r > 0, w r (U i W − I) > 0 for i = 1, . . . , n. (More precisely, the set of matrices W over ⊕ i R int i with the latter property contains a congruence class, modulo π and some powers of the t i ; Proposition 4.8 ensures that such a matrix can be constructed over Frac B.) For simplicity, we replace the U i by the U i W without loss of generality.
We are now reduced to the situation where w r (U i − I) > 0 for i = 1, . . . , n. Choose a fringe algebra C of A such that each of the U i has entries in R i,C,r . Proposition 4.8 allows us to then pick w ∈ B int \ πB int such that
We construct π-adically convergent sequences {V j } For starters, we may take V j = W i,j = I. Given V j and W i,j for some j, write 
Thus the sequence has the claimed properties, and the limit V of the V j satisfies the desired conclusion.
A pushforward construction
The notations of the previous subsection remain in force, including the phrase "after suitable localization". However, we no longer assume Hypothesis 4.5 except as specified. 
become finitely generated (free) A-modules.
The condition that M is free (not just locally free) over B is technical, and can probably be removed with a bit more work. (It would suffice to establish that any finitely generated ideal over R A becomes principal after suitable localization.) However, it will be fulfilled in the situation to which we will apply the theorem.
Proof. By the previous lemma, we can ensure that the kernel and cokernel are free by an additional enlargement once they are shown to be finitely generated for some enlargement. Thus we will focus on proving that the kernel and cokernel are finitely generated.
Put X = Spec A int /πA int and Y = Spec B int /πB int . We first prove the theorem under Hypothesis 4.5, plus the hypothesis that M is generically unipotent along each section s i . Choose a basis v 1 , . . . , v m of M. Pick u ∈ B \ A, and let N be the matrix over B via which ∇ du acts on v 1 , . . . , v m ; that is, Ne j = l N jl e l . Choose t i for i = 1, . . . , n and embed B into R i as in the previous subsection. By Theorem 3.8, after suitable localization, M becomes unipotent over each R i . That is, there is an invertible matrix U i over R i such that t i
is a nilpotent matrix with entries in A.
By Proposition 4.12, there exists a matrix V over Frac B such that W i = t i du dt i U i V and its inverse have entries in R + i for i = 1, . . . , n. Using V to change basis to w 1 , . . . , w m , we get a new basis on which for each i,
acts via a matrix whose entries map into R + i for each i. This gives a commuting diagram
for some u, v ∈ B, in which the left horizontal arrows are near-isomorphisms by Corollary 4.7, and the right horizontal arrows are near-isomorphisms by Propositions 4.9 and 4.10. Thus the vertical arrows are all near-isomorphisms if any one of them is; in particular, to show that ∇ v is an isomorphism, it suffices to show that
To accomplish this, we consider another diagram:
in which the rows are exact. By the snake lemma, if any two of the vertical arrows are near-isomorphisms, so is the third. Changing basis by W i in the middle column, we get a map which is given by a nilpotent matrix over A times dt i /t i . If this basis is w 1 , . . . , w n , then the kernel of A in this basis is contained in the A-span of the w i , and the cokernel is contained in the A-span of the w i dt i /t i . Thus both are finitely generated.
Next looking at the left column, it is clear its kernel is finitely generated, since it injects into the kernel of the middle column. As for its cokernel, given an element of (Ω m . Thus the cokernel of the left column is contained in the cokernel of the middle column, and so is finitely generated.
We conclude that the left and middle vertical arrows are near-isomorphisms of Amodules, and hence
m is a near-isomorphism. As noted earlier, this implies that ∇ v is a near-isomorphism. To recapitulate, we have proven the theorem under Hypothesis 4.5 plus the hypothesis that M is unipotent along each s i . We conclude by showing how to reduce the general case of the theorem to this special case. Note that we can make the following changes without loss of generality:
• replace A by a suitable localization and B by the weak completion of B ⊗ A A ′ ;
• replace A by a finite extension A ′ and B by B ⊗ A A ′ (which is its own weak completion);
• replace B by a finite extension.
These correspond geometrically to
• replacing X by a dense open subset and shrinking Y accordingly;
• replacing X by a finite cover and pulling Y back accordingly;
• replacing Y by a finite cover.
By shrinking X, we can ensure the existence of a smooth curve Y over X in which Y sits. The fact that Y − Y is a union of sections can be ensured by replacing X by a finite cover. The fact that these sections are disjoint can be ensured by shrinking X again. By Crew's conjecture, the unipotence of M along each section can be ensured by replacing Y by a finite cover, which we may as well take to be a normal variety. Since it may not be smooth, we need to remove the singular locus; since that locus has codimension 2, it projects onto a proper subvariety of X, which we can remove by shrinking X yet again. Finally, choose a finite morphism Y → P 1 X which is not branched along any of the s i ; its branch locus meets each s i in a proper subvariety, and we can shrink X once more to remove these intersections.
We thus obtain a new pair X ′ , Y ′ satisfying (*), and such that M is unipotent along each s i , and we have seen that the desired result in the original situation reduces to the desired result for this pair. Thus the theorem reduces to the situation already considered.
Note that this result gives an alternate proof of finiteness of rigid cohomology on a curve with coefficients in an overconvergent F -isocrystal, first proved by Crew [C, Theorem 9.5 and Proposition 10.2] using techniques of p-adic functional analysis.
A "Leray spectral sequence" construction
The value of the pushforward construction is that the cohomology of an overconvergent Fisocrystal can be controlled using the cohomology of its pushforwards. For our purposes, it will suffice to do this in a special situation.
Let A be a dagger algebra and put B = A t † . Let M be a free (σ, ∇)-module over B. Let P and Q be the kernel and cokernel of
respectively, and assume these are finite free A-modules. (By Theorem 4.14, this will be the case after replacing A by a suitable localization.) Then we have the following relationship between the cohomology of M and that of P and Q. 
Proof. Put C = K t † , so that B is the weak completion of A ⊗ K C. For each i, we have the Künneth decomposition 
Finite dimensionality
In this section, we prove Theorem 1.1, our main result. We will use various formal properties of rigid cohomology without further comment; in particular, we will not define overconvergent F -isocrystals or their rigid cohomology, except to point out that on a smooth affine variety X they coincide with the notions of (σ, ∇)-modules and de Rham cohomology of same, over a dagger algebra with X as its associated space. For an informal introduction to rigid cohomology, see [Be2] .
We give two proofs, a short proof using the formalism of rigid cohomology in a strong way, and a longer proof using it in a much weaker fashion. Both of our proofs will use the following geometric result, a higher dimensional analogue in characteristic p of the famous "Belyi trick". See [Ke4] for its proof. 
First proof of the main theorem
The gross outline of our first proof of finiteness follows that of the proof by Berthelot [Be4] in the constant coefficient case, with appropriate modifications suggested by Shiho [S] for the general case.
First proof of Theorem 1.1. We prove the following two assertions by induction on n:
is finite dimensional for any X smooth over k of dimension at most n, and any overconvergent F -isocrystal E on X;
is finite dimensional for any closed immersion Z ֒→ X of a scheme Z of finite type over k of dimension at most n into a scheme X smooth over k, and for any overconvergent F -isocrystal E on X.
For starters, (a) n is vacuous for n = 0 and (b) n is vacuous for n = −1. Now (b) n−1 and (a) n together imply (b) n as follows (the argument is taken verbatim from [S, Theorem 3.1.9] ). To prove (b) n , we may (using the excision exact sequence and (b) n−1 ) always reduce to the case where Z ֒→ X is a smooth pair admitting a lifting Z ֒→ X over O, such that Z, X are smooth over O and there exists anétale morphism X → Spec rig (Z, E| Z ), where c = dim X − dim Z. Thus (a) n implies (b) n , as desired. Now we prove that (b) n−1 implies (a) n . To prove finite dimensionality for an overconvergent F -isocrystal E on X, we may make the following replacements without loss of generality:
(i) replace (X, E) by (U, j * E) for any open immersion j : U ֒→ X with dense image;
(ii) replace (X, E), if X is affine, by (Y, f * E) for any finiteétale morphism f : X → Y .
The reduction (i) follows from (b) n−1 and the excision long exact sequence as above; the reduction (ii) follows from Proposition 4.1. For starters, (i) means we can replace X with an open dense affine subset V . By Proposition 5.1, there exists an open immersion j : U ֒→ V with dense image such that U admits anétale map f : U → A n . By (i) and (ii), to prove finiteness for (X, E), it suffices to prove finiteness for (A n , f * j * E). Now write A n as a product A 1 × A n−1 . By Weierstrass preparation (Proposition 2.8), f * j * E becomes free after restricting to A 1 × W for some open dense affine subvariety W ; by Theorem 4.14, after shrinking W suitably, the kernel F 0 and cokernel F 1 become overconvergent F -isocrystals on W .
By (a) n−1 , H i (W, F 0 ) and H i (W, F 1 ) are finite dimensional for all i; by Proposition 4.15, we conclude that H i (U, E) is finite dimensional for all i. Thus H i (X, E) is finite dimensional for all i, and the induction is complete.
Second proof of the main theorem
In this section, we give a longer but in some sense more elementary proof of Theorem 1.1. In particular, this proof can be carried out entirely in the category of affine varieties, to give a proof of finite dimensionality of Monsky-Washnitzer cohomology independent of the theory of rigid cohomology.
Second proof of Theorem 1.1. Again, we induct on n = dim X; the case n = 1 follows immediately from Theorem 4.14, so we assume n ≥ 2. Suppose by way of induction that H i (X, E) is known to be finite dimensional for all X of dimension n − 1. We now begin a secondary induction on i; so assume also that either i = 0, or H i−1 (X, E) is known to be finite dimensional for all X of dimension n.
We first prove finite dimensionality of H i (A n , E). Write A n as A n−1 × A 1 ; then using Theorem 4.14 and Proposition 4.15 as in the first proof, we deduce that there exists an open subset U of A n−1 such that H i (U ×A 1 , E) is finite dimensional for all i. Likewise, there exists an open subset V of A n−1 such that H i (A 1 × V, E) is finite dimensional. There is an exact sequence
. By the induction hypothesis on i, H i−1 (W, E) is finite dimensional. Thus H i (A n , E) is finite dimensional. More explicitly, if ω is a closed i-form on E over A n that can be written as ∇ρ 1 and ∇ρ 2 for ρ 1 over U × A 1 and ρ 2 over A 1 × V , then ρ 1 − ρ 2 is a closed (i − 1)-form on W . Given a large enough K-vector space of i-forms on E, some ω in the space will be of the form ∇ρ 1 and ∇ρ 2 , where ρ 1 − ρ 2 is actually exact on W (by finiteness of H i−1 (W, E)). If ρ 1 − ρ 2 = ∇σ, then (ρ 1 − ∇σ) = ρ 2 is an (i − 1)-form on all of A n , so ω is cohomologous to zero. By Proposition 4.1, we also have that H i (X, E) is finite dimensional whenever X is a finiteétale cover of A n . By Proposition 5.1, we can cover X by open affine subsets U 1 , . . . , U m , each of which is a finiteétale covers of A n . Then the rigid cohomology of X can be computed as the hypercohomology of the restrictions of E to the U j . From that construction, we have an exact sequence
The spaces H i (U j , E) are finite dimensional because each U j is an affine cover of A n ; the spaces H i−1 (U j ∩ U k , E) are finite dimensional by the induction hypothesis. Thus H i (X, E) is finite dimensional, as desired.
While the two halves of the proof are similar, there is one key difference: in the first half, the two open subsets used do not actually cover all of A n . What they cover is a subset of A n in which a codimension 2 subset has been removed; one can show generally that such a removal does not change the cohomology of an overconvergent F -isocrystal.
Comments
The second proof applies verbatim to locally free sheaves on the dagger spaces of GrosseKlönne [GK] , to prove finite dimensionality for them as well. In fact, by an excision argument, it should not be difficult to deduce from this case the finiteness of the cohomology of an arbitrary coherent sheaf on an arbitrary dagger space. One should also be able, by this method, to obtain similar results for arithmetic D-modules. We may address this in future work.
To conclude, we comment on the approach proposed by Shiho [S] to proving Theorem 1.1. Shiho attempts to imitate Berthelot's proof of finite dimensionality in the constant coefficient case; that proof reduces everything to finite dimensionality for smooth proper varieties, which follows from the corresponding finiteness in crystalline cohomology. A similar finiteness theorem holds for log-crystalline cohomology with coefficients; to use it, Shiho must assume that overconvergent F -isocrystals on arbitrary spaces extend to log-F -isocrystals after suitable alterations (in the sense of de Jong [dJ1] ). For isocrystals on a curve, this statement is de Jong's formulation of Crew's quasi-unipotence conjecture [dJ2] , which has been deduced from Crew's conjecture by the author [Ke3] . In higher dimension, it was proved for unit-root F -isocrystals by Tsuzuki [T3] , but in general is quite sutble. We hope to verify Shiho's hypothesis in a subsequent paper, as it has other applications (particularly in the theory of arithmetic D-modules), but the arguments required for its proof are highly technical.
