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Abstract
A proper total k-colouring of a graph G = (V,E) is an assignment c : V ∪E → {1, 2, . . . , k} of colours to the
edges and the vertices of G such that no two adjacent edges or vertices and no edge and its end-vertices are
associated with the same colour. A total neighbour sum distinguishing k-colouring, or tnsd k-colouring for
short, is a proper total k-colouring such that
∑
e∋u c(e) + c(u) 6=
∑
e∋v c(e) + c(v) for every edge uv of G.
We denote by χ′′Σ(G) the total neighbour sum distinguishing index of G, which is the least integer k such
that a tnsd edge k-colouring of G exists. It has been conjectured that χ′′Σ(G) ≤ ∆(G) + 3 for every graph
G. In this paper we confirm this conjecture for any graph G with mad(G) < 143 and ∆(G) ≥ 8.
Keywords: Total neighbour sum distinguishing index, maximum average degree, Combinatorial
Nullstellensatz, discharging method.
1. Introduction
A proper total k-colouring of a graph G = (V,E) is an assignment c of colours from the set {1, 2, . . . , k}
to the edges and the vertices of G such that adjacent edges and vertices are coloured differently and the
colour of every edge is distinct from those assigned to its end-vertices. A total neighbour sum distinguishing
k-colouring of G, or tnsd k-colouring for short, is its proper total k-colouring c such that for every edge
uv ∈ E, there is no conflict between u and v, i.e., s(u) 6= s(v), where s(w) is the sum of colours taken on
the edges incident with w and the colour of the vertex w for w ∈ V . In other words, for every vertex w ∈ V ,
s(w) =
∑
e∈Ew
c(e) + c(w), where Ew is the set of edges incident with w in G. We denote by χ
′′
Σ(G) the total
neighbour sum distinguishing index of G, which is the least integer k such that a tnsd k-colouring of G exists.
The roots of this branch of graph theory date back to the ’80s, and the papers [6, 7] on degree irregularities
in graphs (and multigraphs) and the parameter irregularity strength of a graph. For more details concerning
a motivation for investigating integer graph colourings and a few crucial results on the irregularity strength
see e.g. [1, 9, 11, 14, 15, 20, 21].
By definition and the requirement of properness of colourings investigated, the total neighbour sum
distinguishing index of every graph G is not smaller than ∆(G) + 1. The following conjecture was proposed
by Pil´sniak and Woz´niak in [22], where it was also verified for a few classical graph families, including, e.g.,
complete graphs, bipartite graphs and graphs with maximum degree at most three.
Conjecture 1 ([22]). For every graph G, χ′′Σ(G) ≤ ∆(G) + 3.
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Note that such postulated upper bound exceeds just by one the bound implied by the famous Total Colouring
Conjecture posed by Vizing [26] in 1968 and independently by Behzad [3] in 1965, and concerning proper
total colourings (without our additional requirement on sum distinction between adjacent vertices). The
both conjectures seem to be very challenging and are in general widely open. The best general result
concerning the latter one [18] confirms however the Total Colouring Conjecture up to a (large) additive
constant.
The best general upper bound concerning Conjecture 1 implies that χ′′Σ(G) ≤ (1+o(1))∆ for every graph
G with maximum degree ∆, see [19] and [23]. See also [16, 17, 22, 24] for partial results on this conjecture.
In particular Ding et al. first confirmed Conjecture 1 for planar graphs with sufficiently large maximum
degree:
Theorem 2 ([16]). Any planar graph G with ∆(G) ≥ 13 satisfies χ′′Σ(G) ≤ ∆(G) + 3.
This was then improved by Yang et al. in the following form.
Theorem 3 ([27]). Any planar graph G satisfies χ′′Σ(G) ≤ max{∆(G) + 2, 13}.
Let mad(G) = max
{
2|E(H)|
|V (H)| , H ⊆ G
}
be the maximum average degree of a graph G, where V (H) and
E(H) are the sets of vertices and edges of H , respectively. This is a conventional measure of sparseness of
an arbitrary graph (not necessary planar). For more details on this invariant see e.g. [8, 13]. Dong and
Wang first made the link between the maximum average degree and the total neighbour sum distinguishing
index. They proved the following result.
Theorem 4 ([10]). Any graph G with ∆(G) ≥ 5 and mad(G) < 3 satisfies χ′′Σ(G) ≤ ∆(G) + 2.
This subject was intensively studied afterwards, and the following improvement has been announced
recently (but no proof of such a supposed fact was published thus far).
Theorem 5 ([25]). Any graph G with ∆(G) ≥ 8 and mad(G) < 92 satisfies χ
′′
Σ(G) ≤ ∆(G) + 3.
In this paper, we prove a stronger statement than the above:
Theorem 6. Any graph G with ∆(G) ≥ 8 and mad(G) < 143 satisfies χ
′′
Σ(G) ≤ ∆(G) + 3.
Recall that the girth of a graph is the length of a shortest cycle in it. As every planar graph with girth
g satisfies mad(G) < 2g
g−2 , the following corollary can be easily derived from Theorem 6:
Corollary 7. Any triangle-free planar graph G with ∆(G) ≥ 8 satisfies χ′′Σ(G) ≤ ∆(G) + 3.
2. Proof of Theorem 6
2.1. Preliminaries
Fix an integer k ≥ 8. In the following, ni(G) denotes the number of vertices of degree i in a graph G
(and similarly for ni+(G) with “at least i” and for ni−(G) with “at most i”). We say a graph G is smaller
than a graph H , G ≺ H if |E(G)| + |V (G)| < |E(H)| + |V (H)|. We say a graph is minimal for a property
when no smaller graph verifies it. We shall also call any vertex of degree d (≥ d, ≤ d) in a given graph a
d-vertex (d+-vertex, d−-vertex, resp.) of this graph. The same nomenclature shall be used for neighbours
as well.
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2.2. Structural properties of H
Suppose that H is a minimal graph with maximum degree ∆ ≤ k, mad(H) < 143 and χ
′′
Σ(H) > k + 3
(hence H is connected and δ(H) ≥ 1). In the remaining part of the paper we argument that in fact H
cannot exist, i.e. that there exists a tnsd (k + 3)-colouring of H , and thus prove Theorem 6.
In this subsection we exhibit some structural properties of H .
The following lemma shall be very useful to this end. Its proof was inspired by the research from [5].
The same result but in the case of lists of integers can also be derived from [2].
Lemma 8 ([12]). For any finite sets L1, . . . , Lt of real numbers with |Li| ≥ t for i = 1, . . . , t, the set
{x1+ . . .+xt : x1 ∈ L1, . . . , xt ∈ Lt;xi 6= xj for i 6= j} contains at least
∑t
i=1 |Li|− t
2+1 distinct elements.
Observation 9. Every 3−-vertex v in H can be recoloured (or coloured if it has no colour assigned) so that
it has a different colour than its adjacent vertices and incident edges, and so that v is not in conflict with
any of its neighbours.
Proof. This follows directly by the fact we have k + 3 ≥ 11 colours available, while at most 9 of them
might be blocked by the requirements from the thesis.
Lemma 10. For every vertex v ∈ V (H), n4+(v) ≥ n2−(v) + 1 + n3−(v)× (k − d(v)).
Proof. Suppose on the contrary that v ∈ V (H) with d(v) = d ≥ 1 is adjacent to α 2−-vertices
u1, . . . , uα, β 3-vertices w1, . . . , wβ and to γ 4
+-vertices where γ < α + 1 + (α + β)(k − d), hence
α + β ≥ 1. Colour H ′ = H − {vu1, . . . , vuα, vw1, . . . , vwβ} by minimality (i.e. fix any tnsd (k + 3)-
colouring of H ′, which must exist due to the fact that H is our minimal counterexample, while H ′ ≺ H ,
∆(H ′) ≤ k and mad(H ′) < 143 ) and uncolour ui and wj for all i ∈ {1, . . . , α} and j ∈ {1, . . . , β}.
Let Li and L
′
j, with i ∈ {1, . . . , α} and j ∈ {1, . . . , β} be the sets of available colours respectively for
the edges vui and vwj (i.e. those colours in {1, . . . , k + 3} not used by their adjacent edges in H or
v). Note that |L1|, . . . , |Lα| ≥ α + β + 1 + k − d and |L
′
1|, . . . , |L
′
β| ≥ α + β + k − d. By Lemma 8,
we may extend this colouring to a (partial) proper colouring of H in different ways, obtaining at least
α(α+β)+α+α(k−d)+β(α+β)+β(k−d)− (α+β)2+1 = α+1+(α+β)(k−d) > γ distinct sums for v.
Thus we can do it in such a way that v is no in conflict with any of its 4+-neighbours. By Observation 9
we therefore obtain a contradiction. 
Corollary 11. For every vertex v ∈ V (H) with d(v) ≥ 7, n2−(v) ≤ d(v)− 5.
Proof. Suppose to the contrary that n2−(v) ≥ d(v) − 4 for some v ∈ V (H) with d(v) ≥ 7. By Lemma 10
we have: n4+(v) ≥ n2−(v) + 1 + n3−(v)× (k − d(v)) ≥ d(v) − 4 + 1 + n3−(v)× (k − d(v)) ≥ d(v)− 3.
Consequently, we have: d(v) ≥ n2−(v) + n4+(v) ≥ d(v) − 4 + d(v) − 3 = 2d(v) − 7. Hence, d(v) ≤ 7,
i.e. d(v) = 7. As k ≥ 8, then by Lemma 10 we thus obtain: n4+(v) ≥ n2−(v) + 1 + n3−(v) × (k − d(v)) ≥
4 + n3−(v)× (k − d(v)) ≥ d(v), a contradiction with the fact that n2−(v) ≥ d(v) − 4. 
Within the proof of the remaining structural properties of H , aggregated in Claim 1 below, we shall
apply several times the following algebraic tool due to Alon [2].
Theorem 12 (Combinatorial Nullstellensatz). Let F be an arbitrary field, and let P = P (x1, . . . , xn)
be a polynomial in F[x1, . . . , xn]. Suppose the coefficient of a monomial x
k1
1 . . . x
kn
n , where each ki is a non-
negative integer, is non-zero in P and the degree deg(P ) of P equals
∑n
i=1 ki. If moreover S1, . . . , Sn are any
subsets of F with |Si| > ki for i = 1, . . . , n, then there are s1 ∈ S1, . . . , sn ∈ Sn so that P (s1, . . . , sn) 6= 0.
Claim 1. The graph H does not contain any of:
(C1) a 2−-vertex v adjacent to a (k2 + 1)
−-vertex u;
(C2) a 4−-vertex v adjacent to a 4−-vertex u;
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(C3) a 3−-vertex v adjacent to a 5−-vertex u;
(C4) a 5-vertex v adjacent to three 4-vertices v1, v2, v3;
(C5) a 6-vertex v adjacent to a 3−-vertex u and to a 4−-vertex w;
(C6) a 7-vertex v adjacent to a 2−-vertex u, to a 3−-vertex w and to a 4−-vertex y.
(C7) a vertex v of degree d ≥ 8 adjacent to (d − 7) 2−-vertices v1, . . . , vd−7, to two 3
−-vertices u1, u2 and
to a 4−-vertex w;
(C8) a vertex v of degree d = ∆ ≥ 3 adjacent to (d− 2) 3−-vertices v1, . . . , vd−2 and to one 4
−-vertex u.
(
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Figure 1: Forbidden configurations in H
Proof. We shall argument ‘reducibility’ of each of these 8 configurations separately, following a similar
pattern of reasoning. I.e., we shall first suppose by contradiction that a given configuration exists in H .
Then we shall consider a graph H ′ smaller than H with ∆(H ′) ≤ k and mad(H ′) < 143 (usually guaranteing
these properties by constructing H ′ simply via deleting some edges or vertices from H), and colour it by
minimality, what shall mean from now on that we choose any tnsd (k+3)-colouring for H ′. Finally, in each
case, we shall obtain a contradiction by extending the colouring chosen to a tnsd (k + 3)-coloring of the
entire H . Whenever we analyze a partial colouring of a graph, the sum at a given vertex, s(v) is defined
as above, but every uncoloured edge and vertex contributes 0 to this sum. We write that u and v are
sum-distinguished, if s(u) 6= s(v).
1. Suppose there exists a 2−-vertex v adjacent to a (k2 + 1)
−-vertex u in H . Colour H ′ = H − {uv} by
minimality and uncolour v. In order to colour uv so that a (partial) (k + 3)-colouring of H obtained
4
is proper we have to avoid at most k2 + 2 colours, and possibly at most
k
2 more colours to ensure the
sum-distinction (of u from its neighbours other than v). Hence, we have at least one colour left to
extend the colouring, and thus obtain a tnsd (k + 3)-colouring of H via Observation 9 applied to v, a
contradiction.
2;3. Suppose there exists an edge uv with d(u), d(v) ≤ 4 or with d(u) ≤ 5 and d(v) ≤ 3 in H . Denote the
neighbours of u other than v by u1, . . . , uq, and denote the neighbours of v other than u by v1, . . . , vp
(hence d(u) = q + 1 and d(v) = p+ 1). By the minimality of H there exists a tnsd (k + 3)-colouring c
of H ′ = H − {uv}. Let us now undelete the edge uv and remove the colours from u and v. In order
to extend the current partial colouring of H to its proper total (k + 3)-colouring we may use at least
11 − 6 = 5 colours for u, at least 11 − 6 = 5 colours for uv and at least 11 − 6 = 5 colours for v if
d(u), d(v) ≤ 4, or otherwise: at least 3 colours for u, at least 5 colours for uv and at least 7 colours for
v. Denote the respective lists of available colours by Lu, Luv, Lv, the sum at ui by si and the sum at
vj by s
′
j for i = 1, . . . , q, j = 1, . . . , p. Consider a polynomial with real variables:
f(x0, x1, x2) = (x0 − x1)(x0 − x2)(x1 − x2)
(
x0 +
q∑
i=1
c(uui)− x2 −
p∑
i=1
c(vvi)
)
×
q∏
i=1

x0 + x1 + q∑
j=1
c(uuj)− si

 p∏
i=1

x2 + x1 + p∑
j=1
c(vvj)− s
′
i

 .
Note that in order to extend the colouring c to a tnsd (k + 3)-colouring of H it is now sufficient
to find a non-zero (i.e. with non-zero value of f) substitution for f such that x0 ∈ Lu, x1 ∈ Luv
and x2 ∈ Lv. It is thus the more sufficient to find a non-zero substitution from these list for the
polynomial g defined as g(x0, x1, x2) := f(x0, x1, x2) · (x0 + x1)
3−q(x2 + x1)
3−p if d(u), d(v) ≤ 4 or by
g(x0, x1, x2) := f(x0, x1, x2) · (x0 + x1)
4−q(x2 + x1)
2−p otherwise. In the first of these cases however,
the coefficient of the monomial x40x
3
1x
3
2 in g is the same as in
h1(x0, x1, x2) = (x0 − x1)(x0 − x2)
2(x1 − x2)(x0 + x1)
3(x2 + x1)
3,
and equals4: 2. Analogously, in the second case, the coefficient of the monomial x20x
3
1x
5
2 in g is the
same as in
h2(x0, x1, x2) = (x0 − x1)(x0 − x2)
2(x1 − x2)(x0 + x1)
4(x2 + x1)
2,
and equals also: 2. In the both cases we thus obtain a contradiction by the Combinatorial Nullstel-
lensatz.
4. Suppose there exists a 5-vertex v with N(v) = {v1, . . . , v5} such that d(v1) = d(v2) = d(v3) = 4 in H .
By the minimality of H there exists a tnsd (k + 3)-colouring c of H ′ = H − {vv1, vv2, vv3}. Delete
the colours of v, v1, v2, v3. We associate variables x0, x1, x2, x3, x4, x5, x6 with v, vv1, vv2, vv3, v1, v2, v3,
respectively. For these we denote the lists of their available colours by L0, . . . , L6 (obtained after
excluding from {1, . . . , k+3} the colours already used on their respective adjacent or incident vertices
and edges), respectively. Then |L0| ≥ 7, |L1|, |L2|, |L3| ≥ 6, |L4|, |L5|, |L6| ≥ 5. Let
f(x0, . . . , x6) = (x0 − x1)(x0 − x2)(x0 − x3)(x0 − x4)(x0 − x5)(x0 − x6)(x1 − x2)(x1 − x3)(x2 − x3)
× (x1 − x4)(x2 − x5)(x3 − x6)
3∏
i=1
(x0 + x1 + x2 + x3 + s(v) − xi − xi+3 − s(vi))
×
5∏
i=4
(x0 + x1 + x2 + x3 + s(v)− s(vi))
3∏
i=1
∏
u∈N(vi)r{v}
(xi + xi+3 + s(vi)− s(u))
4This and further computations were obtained by means of a computer program; one may verify these using e.g. Wolfram
Mathematica.
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(where s(w) refers to the contemporary partial sum for every vertex w in H). Note that the coefficient
of the monomial x60x
5
1x2x
5
3x
2
4x
3
5x
4
6 in f is the same as in the following polynomial:
g(x0, . . . , x6) = (x0 − x1)(x0 − x2)(x0 − x3)(x0 − x4)(x0 − x5)(x0 − x6)(x1 − x2)(x1 − x3)(x2 − x3)
× (x1 − x4)(x2 − x5)(x3 − x6)(x0 + x2 + x3 − x4)(x0 + x1 + x3 − x5)(x0 + x1 + x2 − x6)
× (x0 + x1 + x2 + x3)
2(x1 + x4)
3(x2 + x5)
3(x3 + x6)
3,
and equals 16. By the Combinatorial Nullstellensatz we thus may extend our colouring to a tnsd
(k + 3)-colouring of H , a contradiction.
5. Suppose there exists a 6-vertex v adjacent to a 3−-vertex u, to a 4−-vertex w and to vertices v1, v2, v3, v4
in H . By the minimality of H there exists a tnsd (k + 3)-colouring c of H ′ = H − {vu, vw}. Delete
the colours of u, v, w and associate variables x0, x1, x2, x3, x4 with v, vu, vw, u, w, respectively. Denote
the lists of available colours for these by L0, . . . , L4, resp., and note that |L0| ≥ 3, |L1| ≥ 5, |L2| ≥
4, |L3| ≥ 7, |L4| ≥ 5. Consider a polynomial:
f(x0, . . . , x4) = (x0 − x1)(x0 − x2)(x0 − x3)(x0 − x4)(x1 − x2)(x1 − x3)(x2 − x4)
× (x0 + x2 + s(v)− x3 − s(u))(x0 + x1 + s(v)− x4 − s(w))
×
4∏
i=1
(x0 + x1 + x2 + s(v) − s(vi))
×
∏
y∈N(u)r{v}
(x1 + x3 + s(u)− s(y))
∏
y∈N(w)r{v}
(x2 + x4 + s(w)− s(y))
and set g(x0, . . . , x4) = f(x0, . . . , x4) · (x1 + x3)
3−d(u)(x2 + x4)
4−d(w). Note that the coefficient of the
monomial x20x
4
1x
3
2x
5
3x
4
4 in g is the same as in:
h(x0, . . . , x4) = (x0 − x1)(x0 − x2)(x0 − x3)(x0 − x4)(x1 − x2)(x1 − x3)(x2 − x4)
× (x0 + x2 − x3)(x0 + x1 − x4)(x0 + x1 + x2)
4(x1 + x3)
2(x2 + x4)
3,
and equals −10. By the Combinatorial Nullstellensatz there exists a non-zero substitution for g, hence
the more for f , from the corresponding lists L0, . . . , L4, and thus we may extend our partial colouring
to a tnsd (k + 3)-colouring of H , a contradiction.
6. Suppose there exists a 7-vertex v adjacent to a 2−-vertex u, to a 3−-vertex w and to a 4−-vertex y
in H . Denote the remaining neighbours of v by z1, z2, z3, z4. By the minimality of H there exists
a tnsd (k + 3)-colouring c of H ′ = H − {vu, vw, vy}. Delete the colours of u,w, y and associate
variables x1, x2, x3, x4 with vu, vw, vy, y, respectively. Denote the lists of available colours for these
by L1, L2, L3, L4, resp., and note that |L1| ≥ 5, |L2| ≥ 4, |L3| ≥ 3, |L4| ≥ 4. Consider a polynomial
(and note that by Observation 9 we shall be able to colour properly vertices u and w at the end so
that these are sum distinguished from their neighbours, thus we omit the corresponding requirements
within the polynomial below):
f(x1, x2, x3, x4) = (x1 − x2)(x1 − x3)(x2 − x3)(x3 − x4)
4∏
i=1
(x1 + x2 + x3 + s(v)− s(zi))
× (x1 + x2 + s(v)− x4 − s(y))
∏
z∈N(y)r{v}
(x3 + x4 + s(y)− s(z)).
Let g(x1, x2, x3, x4) = f(x1, x2, x3, x4) · (x3 + x4)
4−d(y). Note that the coefficient of the monomial
x41x
3
2x
2
3x
3
4 in g is the same as in:
h(x1, x2, x3, x4) = (x1 − x2)(x1 − x3)(x2 − x3)(x3 − x4)(x1 + x2 + x3)
4(x1 + x2 − x4)(x3 + x4)
3,
and equals −6. Therefore, analogously as above we may extend our colouring, first to vu, vw, vy, y by
the Combinatorial Nullstellensatz, and then to u and w by Observation 9, to a tnsd (k + 3)-colouring
of H , a contradiction.
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7. Suppose there exists a vertex v of degree d ≥ 8 adjacent to (d − 7) 2−-vertices v1, . . . , vd−7,
to two 3−-vertices u1, u2 and to a 4
−-vertex w in H . The remaining neighbours of v we de-
note by y1, y2, y3, y4. By the minimality of H there exists a tnsd (k + 3)-colouring c of H
′ =
H − {vv1, vu1, vu2, vw}. Delete the colours of v, v1, . . . , vd−7, u1, u2, w and associate variables
x0, x1, x2, x3, x4, x5 with v, vv1, vu1, vu2, vw,w, respectively. Denote the lists of available colours for
these by L0, . . . , L5, resp., and note that |L0| ≥ 3, |L1| ≥ 6, |L2|, |L3| ≥ 5, |L4| ≥ 4, |L5| ≥ 5. Consider
a polynomial (the vertices v1, . . . , vd−7, u1, u2 shall be coloured at the end via Observation 9):
f(x0, . . . , x5) = (x0 − x1)(x0 − x2)(x0 − x3)(x0 − x4)(x0 − x5)(x1 − x2)(x1 − x3)(x1 − x4)
× (x2 − x3)(x2 − x4)(x3 − x4)(x4 − x5)
4∏
i=1
(x0 + x1 + x2 + x3 + x4 + s(v) − s(yi))
× (x0 + x1 + x2 + x3 + s(v)− x5 − s(w))
∏
z∈N(w)r{w}
(x4 + x5 + s(w) − s(z)).
Let g(x0, . . . , x5) = f(x0, . . . , x5) · (x4+x5)
4−d(w). Then the coefficient of the monomial x0x
5
1x
4
2x
3
3x
3
4x
4
5
in g is the same as in:
h(x0, . . . , x5) = (x0 − x1)(x0 − x2)(x0 − x3)(x0 − x4)(x0 − x5)(x1 − x2)(x1 − x3)(x1 − x4)
× (x2 − x3)(x2 − x4)(x3 − x4)(x4 − x5)(x0 + x1 + x2 + x3 + x4)
4
× (x0 + x1 + x2 + x3 − x5)(x4 + x5)
3.
and equals 5. By the Combinatorial Nullstellensatz and Observation 9 we may thus extend our partial
colouring to a tnsd (k + 3)-colouring of H , a contradiction.
8. Suppose v is a vertex of degree d = ∆ ≥ 3 adjacent to (d − 2) 3−-vertices v1, . . . , vd−2 and to one
4−-vertex u in H . Denote the remaining neighbour of v by w. By the minimality of H there exists
a tnsd (k + 3)-colouring c of H ′ = H − {vv1, . . . , vvd−2, vu}. Delete the colours of v, v1, . . . , vd−2, u.
First extend such a partial colouring of H by choosing a colour (in {1, . . . , k+3}) for v in the following
manner. If d(v1) = 3, denote the colours associated to the edges incident with v1 and different from
vv1 by a and b, and if c(vw) /∈ {a, b}, choose for v any colour in {a, b} r {c(w)}. In all other cases,
choose for v any colour distinct from c(vw) and c(w). Denote the colour of v by c(v). Then choose a
colour c(u) for u as small as possible (and note that as our total colouring must be proper, this implies
that either u or some of its incident edges other than uv has now colour at most 5). Next we choose
any colour c(uv) so that the obtained (partial) colouring of H is proper and u is sum distinguished
from its neighbours other than v (this is possible, as k+3 > 9). Then we subsequently choose greedily
colours for vv2, . . . , vvd−2 so that the obtained partial total colouring of H is proper. Finally we
choose a colour c(vv1) for vv1 distinct from the colours of its incident edges and the colour of v (by
our choice of c(v), this blocks at most ∆ + 1 choices) so that the sum at v is distinct from the sum
at w, and if ∆ ≤ k − 1, also distinct from the sum at u. We complete our colouring by choosing the
colours for v1, . . . , vd−2, u consistently with Observation 9. In order to see that the obtained colouring
of H is sum distinguishing it is sufficient to note that the sum at v is distinct from the sum at u
when ∆ = k. Indeed, the sum of colours incident with v except for the colour of uv equals at least
1+ . . .+ k = k(k+1)/2, while by our choice of the colour for u, the sum of its incident colours except
the one of uv is at most 5 + (k + 3) + (k + 2) + (k + 1) = 3k + 11 < k(k + 1)/2 (for k ≥ 8). Thus we
obtain a contradiction with the minimality of H . 
2.3. Discharging procedure
In this subsection we use the discharging technique exploiting the vertices of the graph H . For this aim
we first define the weight function ω : V (H)→ R by setting ω(x) = d(x)− 143 for every x ∈ V (H). Next we
shall apply so called Ghost vertices method, introduced earlier by Bonamy, Bousquet and Hocquard [4], and
based on the following observation (where given any subsets U,U ′ ⊆ V (H) and a vertex v, dU (v) denotes
the number of neighbours of v from U , while E(U,U ′) is the set of edges joining U and U ′ in the graph H).
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Observation 13. Let V1 ∪ V2 be a partition of V (H) where, say V1 is the set of vertices of degree at least
3 and V2 – the set of vertices of degree at most 2 in H;
• every vertex u in H has an initial weight w(u) = d(u)− 143 .
• If we can discharge the weights in H so that:
1. every vertex in V1 has a non-negative weight;
2. and every vertex u in V2 has a final weight of at least d(u)−
14
3 + dV1(u), then
for the new weight assignment ω′, we have
∑
v∈V2
(d(v)− 143 + dV1(v)) ≤
∑
v∈V2
ω′(v), as well as
∑
v∈V ω(v) =
∑
v∈V ω
′(v) and
∑
v∈V1
ω′(v) ≥ 0. Therefore,
∑
v∈V1
(
dV1(v)−
14
3
)
≥
∑
v∈V1
(
dV1(v) −
14
3
)
+
∑
v∈V2
(d(v) −
14
3
+ dV1(v)) −
∑
v∈V2
ω′(v)
≥
∑
v∈V1
(
dV1(v) −
14
3
)
+ |E(V1, V2)|+
∑
v∈V2
(
d(v) −
14
3
)
−
∑
v∈V2
ω′(v)
≥
∑
v∈V1
(
d(v) −
14
3
)
+
∑
v∈V2
(
d(v)−
14
3
)
−
∑
v∈V2
ω′(v)
≥
∑
v∈V
ω(v)−
∑
v∈V2
ω′(v)
≥
∑
v∈V1
ω′(v)
≥ 0.
Thus we can conclude that mad(H) ≥ mad(H [V1]) ≥
14
3 .
In other words, the vertices in V2 can be seen but, in a way, do not contribute to the sum analysis.
In order to finish the proof of Theorem 6, it suffices to obtain a contradiction, e.g. with the fact that
mad(H) < 143 , implying that in fact no counterexample to its thesis may exist. By Observation 13, it is
thus enough to redistribute the weight (defined by ω above) in H so that every vertex of degree at least 3
has a non-negative resulting weight, every vertex of degree 2 has weight at least 2− 143 +2 and every vertex
of degree 1 has weight at least 1− 143 + 1.
The discharging rules we shall use for this aim are defined as follows:
(R1) A vertex of degree d ≥ 6 gives 1 to every adjacent 1-vertex and to every adjacent 2-vertex.
(R2) A vertex of degree d ≥ 6 gives 59 to every adjacent 3-vertex.
(R3) A vertex of degree d ≥ 5 gives 16 to every adjacent 4-vertex.
Let v be a vertex in H . We consider different cases depending on the degree of v.
• Assume d(v) = 1. By (C1), v is adjacent to a vertex of degree at least 6. Thus, by (R1), v receives
1. So every vertex of degree 1 in H has an initial weight of − 113 , gives nothing according to our rules
and receives 1, hence has the final weight of − 83 .
• Assume d(v) = 2. By (C1), v is adjacent to two vertices of degree at least 6, and thus receives 2 × 1
by (R1) and gives away nothing according to the rules above. So every vertex of degree 2 in H has an
initial weight of − 83 and has the final weight of −
2
3 .
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• Assume d(v) = 3. By (C3), v is adjacent to three vertices of degree at least 6, and thus receives 3× 59
by (R2) and gives away nothing according to the rules above. So every vertex of degree 3 in H has
the final weight 0.
• Assume d(v) = 4. By (C2), v is adjacent to four vertices of degree at least 5, and thus receives 4× 16
by (R3) and gives away nothing according to the rules above. So every vertex of degree 4 in H has
the final weight 0.
• Assume d(v) = 5. By (C3), v is not adjacent to a vertex with degree at most 3, and by (C4),
v is adjacent to at most two vertices of degree 4, and thus gives at most 2 × 16 by (R3). Hence,
ω′(v) ≥ 5− 143 − 2×
1
6 = 0.
• Assume d(v) = 6. Then consider the following subcases:
– if v is adjacent to a 3−-vertex, then by (C5), v is adjacent to five vertices of degree at least 5.
Hence, by (R1) and (R2), ω′(v) ≥ 6− 143 − 1×max{1;
5
9} =
1
3 ≥ 0.
– if v is not adjacent to a 3−-vertex, then v is adjacent to at most six 4-vertices. Hence, by (R3),
ω′(v) ≥ 6− 143 − 6×
1
6 =
1
3 ≥ 0. In both cases v has a non-negative final weight.
• Assume d(v) ≥ 7. Recall that by Corollary 11, n2−(v) ≤ d(v) − 5. Then consider the following
subcases:
– If n2−(v) = d(v) − 5 then by (C6) and (C7), v is not adjacent to another 4
−-vertex. Hence, by
(R1), ω′(v) ≥ d(v)− 143 − (d(v) − 5)× 1 ≥ 0.
– If n2−(v) = d(v)− 6 then either v is adjacent to no 3-vertex or, by (C6) and (C7), to exactly one
3-vertex and to no 4-vertices. Hence, by (R1), (R2) and (R3), ω′(v) ≥ d(v) − 143 − (d(v) − 6)×
1−max{6× 16 ; 1×
5
9} ≥ 0.
– If n2−(v) = d(v) − 7 then v is adjacent to at most three 3-vertices; for d(v) ≥ 8 it follows by
(C7), while for d(v) = 7 by Lemma 10, which implies then that n4+(v) ≥ 1 + n3−(v)(k − d(v)) ≥
1+n3−(v). Hence, by (R1), (R2) and (R3), ω
′(v) ≥ d(v)− 143 − (d(v)− 7)× 1− 3×
5
9 − 4×
1
6 ≥ 0.
– If n2−(v) ≤ d(v)− 8 then by (C8):
∗ if v is not adjacent to any 4-vertex then v is adjacent to (d(v) − 8 − α) 2−-vertices and
to at most (α + 6) 3-vertices for some α ≥ 0. Hence, by (R1), (R2) and (R3), ω′(v) ≥
d(v) − 143 − (d(v) − 8− α)× 1− (α+ 6)×
5
9 =
4
9α ≥ 0.
∗ if v is adjacent to at least one 4-vertex then v is adjacent to (d(v) − 8 − α) 2−-vertices, to
(α+6−β) 3-vertices and to at most (β+2) 4-vertices for some α ≥ 0 and some β ≥ 1. Hence,
by (R1), (R2) and (R3), ω′(v) ≥ d(v)− 143 −(d(v)−8−α)×1−(α+6−β)×
5
9 −(β+2)×
1
6 =
4
9α+
7
18β −
1
3 ≥ 0.
In all cases v has a non-negative final weight.
This, by Observation 13, completes the proof of Theorem 6. 
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