The effect of drainage front morphology on gaseous diffusion through partially saturated porous media is analyzed using the lattice Boltzmann method ͑LBM͒. Flow regimes for immiscible displacement in porous media have been characterized as stable displacement, capillary fingering, and viscous fingering. The dominance of a flow regime is associated with the relative magnitudes of gravity, viscous, and capillary forces, quantifiable via the Bond number Bo, capillary number Ca, and their difference, Bo− Ca. Forced drainage from an initially saturated two-dimensional ͑2D͒ porous medium was simulated and the resulting flow patterns were analyzed and compared with theoretical predictions and experimental results. The LBM simulations reproduced expected flow morphologies for a range of drainage velocities and gravitational forces ͑i.e., a range of capillary and Bond numbers͒. Furthermore, measures of drainage front width as a function of the dimensionless difference Bo− Ca correspond well with scaling laws derived from percolation theory. Effects of flow morphology on residual fluid entrapment and gaseous diffusion were assessed by running LBM diffusion simulations through the partially saturated domain for a range of water contents. The effective diffusion coefficient as a function of water content was estimated for three regimes: stable drainage front, capillary fingering, and viscous fingering. Significant reductions in gaseous diffusion coefficient were found for viscous fingering relative to stable displacement, and to a lesser extent for capillary fingering, indicating that wetting phase distribution with a high degree of fingering in the 2D domain severely restricts connectivity of gas diffusion pathways through the medium. The study lends support for the use of LBM in design and management of fluids in porous media under variable gravity, and enhances the understanding of the role of dynamic fluid behavior on macroscopic transport properties of partially saturated porous media.
I. INTRODUCTION
The study of immiscible displacement in porous media is of considerable interest for many hydrological, industrial, and engineering applications, involving flow processes at scales ranging from pore to field scale. Analytical and numerical simulations of flow processes at the pore scale provide insights into the impact of dynamic flow conditions ͑e.g., displacement front configuration͒ on mesoscopic or macroscopic transport properties of the system in ways that would not be possible in a physical experiment such as a micromodel. In this study, we use the lattice Boltzmann method ͑LBM͒ to quantify the effects of displacement front morphology on a macroscopic transport process of the porous medium, namely the effective diffusion coefficient in the gas phase. Gas diffusion in porous media is wellunderstood for uniform liquid distribution, but the effects of nonuniform wetting such as that caused by fingering during immiscible displacement is unknown. The morphology of the displacement front reflects influences of various factors including displacement velocity, viscosity ratio of the fluids, pore size distribution, and gravity. In this work, we show that these factors have an indirect but important effect on gas diffusion as well, through their effects on the displacement front.
This work was motivated by questions concerning twophase flow in porous media under reduced gravity relevant to design and fluid management in plant-growth modules for use in microgravity conditions ͑i.e., aboard the International Space Station͒, and potentially to a broader class of related issues such as linking liquid behavior to gaseous fluxes in fuel cells and unsaturated soils.
Our study was conducted in two parts. We first simulated drainage in a two-dimensional porous medium using the LBM under a range of drainage velocities and gravitational accelerations, and quantified the resulting flow morphologies. We subsequently simulated gas diffusion through the drained medium and plotted the measured effective diffusion coefficient as a function of mean water content for three morphologies: stable displacement, capillary fingering, and viscous fingering. We show that flow morphology has a significant effect on the magnitude of gas diffusion that can occur through a porous medium. II A, followed by a discussion of gaseous diffusion in porous media in Sec. II B. Sec. II C contains a brief introduction to the lattice Boltzmann method.
A. Theory of immiscible flow in porous media
We focus on drainage in porous media, in which a wetting fluid ͑fluid 1, or the defending fluid͒ is displaced by a nonwetting fluid ͑fluid 2, or the invading fluid͒. Depending on the conditions of displacement, different flow regimes may be observed. Stable displacement occurs when the front between the two fluids is flat, or when the front width ͑distance between the most and least advanced portion of the front͒ is constant with time. Destabilizing influences such as large viscosity ratio, action of gravity, or rapid drainage velocities can cause the front width to grow without bound, resulting in instability and the onset of fingering.
Dimensionless numbers Ca and Bo
To quantify the relative importance of various driving forces in our flow domain, we employ the dimensionless capillary ͑Ca͒ and Bond ͑Bo͒ numbers, which summarize the relative importance of primary forces and properties that control two-phase flow in porous media and are given by where = is fluid dynamic viscosity, is kinematic viscosity, V is fluid velocity, is fluid density, is surface tension, is the intrinsic permeability of the porous medium, a is the average pore radius, ⌬ is the density difference between the two fluids, and g is the acceleration due to gravity. Ca quantifies the relative importance of viscous and capillary forces. The strength of capillary forces in a porous medium is dependent on the surface tension, which in turn depends on the contact angle formed at fluid contacts with the solid surfaces. The other factor defining the strength of capillary forces is the pore throat radius where the critical pressure for invasion of the wetting fluid filled pore by the nonwetting fluid is inversely proportional to the radius,
For CaӶ 1, capillary forces are dominant and local variations in pore throat size govern the flow path. The nonwetting phase advancing on several pore throats will invade the largest pore first where the critical pressure is lowest. Once that pore has been drained, a new set of pore throats presents itself to the invading front, and the process repeats. This process is well-described by the invasion percolation ͑IP͒ algorithm ͓1͔. For Caӷ 1, viscous forces are significant relative to capillary forces, and viscous fingering can occur. An analysis of forces in this regime is discussed in Sec. II A 2. At intermediate Ca, a crossover regime has been observed, exhibiting fluid behavior with characteristics of both regimes ͓2͔.
Bo quantifies the relative magnitude of gravitational and capillary forces. For BoӶ 1, capillary forces dominate and IP-like behavior can be expected. For Boӷ 1, gravity is the most significant force. In the case of vertical drainage in natural systems, gravity acts on the water phase and serves as a stabilizing force by flattening the interface and eliminating height differences caused by viscous instability or capillary fluctuations.
Mechanisms of viscous instability
Homsy ͓3͔ provides a definitive analysis of the mechanisms of viscous instability in porous media ͑attributed to Hill ͓4͔͒, as well as some illustrative examples. Assuming that flow in porous media satisfies Darcy's law, the pressure drop across an interface is given by
where the subscript 1 indicates a parameter of the defending fluid and 2 represents the invading fluid, U is the velocity of invasion ͑average interstitial fluid velocity͒, and k is intrinsic permeability. A positive value of ⌬p causes any perturbation of the invading front ͑due to nonuniformity of the medium͒ to grow, resulting in viscous instability. In the case of vertical drainage, where 1 − 2 Ͼ 0 and 2 − 1 Ͻ 0, gravity has a stabilizing influence and viscosity contrast has a destabilizing one. When g =0 ͑horizontal flow or microgravity conditions͒, viscosity contrast is the only destabilizing influence, and the invasion velocity controls the magnitude of the instability.
For the case of air invading a water-saturated medium horizontally or under microgravity, an intuitive explanation for the viscous fingering phenomenon is as follows: water is removed from the outlet of the saturated medium at a prescribed rate that induces advancement of the drainage front ͑air invasion͒ into the medium. In the absence of restraining gravity force and for high drainage velocities, the liquid is forced to evacuate the medium through the most conductive pathways available ͑largest pore spaces͒. Quick withdrawal limits opportunity time for interfacial reconfiguration ͑spreading induced by capillarity͒, resulting in a smaller liquid-gas interfacial area than with other displacement modes. This process creates the thin branching fingers described by studies of viscous fingering in porous media ͓2,5-7͔.
Flow regimes
Numerous studies have focused on identifying key factors governing flow morphology of immiscible displacement in porous media. A comprehensive review by Chen et al. ͓8͔ summarizes the conditions under which unstable fronts develop, including flow field orientation, fluid characteristics such as viscosity ratio and density, and characteristics of the porous medium such as permeability, heterogeneity, prewetted condition, and water repellency.
For immiscible displacement, three main flow regimes have been identified ͓2͔. The corresponding front morpholo-gies exhibit specific characteristics that are quantifiable via measurement of fractal dimension. Capillary fingering morphology is produced by a flow regime in which capillary forces are dominant ͑CaӶ 1͒; therefore, pores are filled by sequential invasion of the largest pore, regardless of primary flow direction. These conditions produce a wide front with trapping of the wetting phase at a range of scales ͓1,2͔. Viscous fingering results when viscous forces are significant ͑Caӷ 1͒ and exhibits thin loopless branched fingers that grow primarily in the flow direction ͓2,6͔.
Early work by Lenormand et al. ͓2͔ investigated the effects of Ca and viscosity ratio M = 1 / 2 on flow morphology using computer simulations and etched glass networks. Neglecting gravitational effects, they performed drainage experiments at several values of Ca and M, and produced a phase-space diagram delineating parameter domains for stable displacement, capillary, and viscous fingering. They also observed "crossover" behavior in intermediate regions of their phase-space diagram corresponding to flow morphologies with characteristics of more than one regime. The flow patterns in their study were identified "by eye" and were not based on quantitative analysis of the front morphology. Berkowitz 
Scaling of front widths for stable fronts
Meheust et al. ͓10͔ invoked arguments based on percolation theory to derive a scaling law quantifying the behavior of stable fronts ͑where Bo * Ͼ 0͒. Briefly, they developed an expression relating the capillary pressure in any pore in the wetting fluid as a function of the sum of the average pressure drop ͑hydrostatic and viscous pressure gradients͒ and a uniformly distributed pressure term related to the pore size distribution. They also defined a dimensionless "fluctuation number" F quantifying the ratio between the average pressure drop over pores and the capillary threshold pressure fluctuations in the porous medium. By estimating the frequency of the percolation capillary threshold pressure as 1/W t , where W t is the width of the normalized capillary threshold pressure distribution, they related the front width to W t and the generalized Bond number Bo * using the following expression:
where w is the width of the wetting front, is the surface tension, a is the average pore size, and is the percolation correlation length exponent, equal to 4 / 3 for 2D systems. This equation provides a theoretical prediction against which to measure the behavior of stable wetting fronts as a function of generalized Bond number. It predicts an exponential decrease in front width as Bo * increases ͑i.e., as gravity becomes more significant͒, with the value of the exponent equal to ͑−4/3͒͑1+4/3͒Ϸ−0.571.
Characterization of flow patterns for unstable fronts
A large body of literature focuses on the characterization of flow patterns in porous media using fractal geometry. The principle behind this approach is that many patterns in natural systems exhibit statistical self-similarity; that is, they have some property that is statistically invariant over a wide range of scales. Capillary fingering patterns, for example, exhibit clustering and phase trapping over a range of scales. The simplest and most intuitive way of calculating fractal dimension is the box-counting method, in which ͑in 2D space͒ the object of interest is covered by squares/boxes of varying sizes. A power-law relationship exists between the number of boxes necessary, N, and the side length L of the box. That is,
where D is defined as the fractal dimension. The fractal dimension is determined from the slope of a log͑L͒ − log͑N͒ plot. For a Euclidean object ͑e.g., a straight line or rectangle͒, the exponent obtained from such a plot would be an integer; a fractal object would exhibit a nonintegral exponent. The concept of fractal dimension has been employed in the study of flow in porous media to characterize and distinguish between different displacement regimes and front morphology. Several studies have drawn analogies between the flow patterns formed by capillary fingering in porous media and invasion percolation ͓1,11͔, and between viscous fingering and diffusion-limited aggregation ͑DLA͒ ͓5-7͔. The patterns generated by IP and DLA have specific fractal dimensions associated with them, which are consistent with measured fractal dimensions of the corresponding flow patterns in porous media. It is now commonly accepted that viscous fingering patterns in porous media are characterized by a typical fractal dimension D f ϳ 1.62 while capillary fingering patterns are characterized by D f ϳ 1.82.
B. Gas diffusion in porous media
Gas diffusion in an unsaturated porous medium takes place through the interconnected air-filled pore spaces of the medium. Quantification of this process is accomplished by measuring a macroscopic effective diffusion coefficient that varies with the porosity and degree of saturation. The effective diffusion coefficient through a soil sample is measured experimentally by fixing the concentration at each end of the sample ͑thereby prescribing the concentration gradient͒, and measuring the steady-state diffusive flux through the sample ͓12͔. A macroscopic application of Fick's law is then employed to determine the effective diffusion coefficient,
Several models have been developed to describe the dependence of the effective gaseous diffusion coefficient on water content in soils and other porous media. In a previous study ͓13͔, we provided a brief review of such models and used one to describe LBM experiments of gas diffusion at varying water contents, namely the Penman-MillingtonQuirk model ͓14͔,
where ⌽ is porosity, is air-filled porosity, and m is a fitting parameter. Moldrup et al. ͓14͔ tested this model for sieved, repacked soils and found m = 6 to give the best fit. Soil water contents were obtained by placing the soil samples in contact with water and allowing them to imbibe the desired liquid mass, thus ensuring that the water was uniformly distributed within the soil samples. It is important to note that uniform distribution is an important condition for the validity of macroscopic models like Eq. ͑7͒. Conditions of nonuniform wetting such as those investigated in this study introduce complexities not considered by such models.
C. Lattice Boltzmann method
The lattice Boltzmann method ͑LBM͒ is a wellestablished platform for studying fluid dynamics in a variety of contexts, and there is an extensive body of literature devoted to it. Therefore, we provide only a cursory description here and refer interested readers to ͓15,16͔ for a full exposition of the method, and to ͓13,17-21͔ for examples of applications for which it has been utilized.
LBM code development and testing
The LBM involves distributions of particles on a two-or three-dimensional lattice which undergo streaming ͑advec-tion toward neighboring grid locations͒ and collisions. The effect of collisions is that particle distributions relax at each time step toward equilibrium given by a Maxwellian distribution. Mesoscopic fluid parameters ͑density and velocity͒ are calculated from the particle distributions at each grid point at each time step.
Our two-component lattice Boltzmann code uses a square 2D lattice, and our implementation follows the method outlined by Shan and Chen ͓15͔. However, we have combined the Shan-Chen model with the gravity implementation derived by Luo ͓16͔, which to the best of our knowledge is a novel approach. This is an improvement over the Shan-Chen gravity implementation because g, the acceleration due to gravity, is incorporated into a rigorously derived external force term in the lattice Boltzmann equation. In contrast, the Shan-Chen method implements gravity as a modification to the fluid mesoscopic velocity. Luo's ͓16͔ implementation allows the value of g to be used directly in calculations of dimensionless numbers ͑Ca and Bo͒ and in the Poiseuille flow analysis described below.
We ran several preliminary tests of our LB code, both to verify that it adequately reproduced fluid dynamics and to determine numerical values for the fluid parameters of interest ͑surface tension and kinematic viscosity ͒. The surface tension value between the two fluids is typically determined using the Laplace law for 2D,
where R is the radius of a bubble of one fluid in the other, and ⌬P is the pressure difference between the inside and outside fluids ͑determined from the density difference ⌬ using the ideal-gas equation of state P = /3͒ ͓22͔. Plotting 1/R versus ⌬P and fitting a line to the data gives an estimate of ͓Fig. 1͑a͔͒. The LB fluid with relaxation parameter = 1 has a theoretical value of kinematic viscosity =1/6 lu 2 ts −1 ͓16͔. We verified this in our code by simulating Poiseuille flow between parallel plates and comparing the fully developed velocity profile to the analytical solution ͓23͔
where is the kinematic viscosity, is the fluid density, h is half the gap width, and dP / dx = g is the pressure gradient in the x direction ͑gravity-driven flow͒. Parameters h and g are prescribed in the code and V͑x͒ is an output. Therefore only is unknown, allowing for comparison with the theoretical value. The theoretical value of 1 / 6 results in a perfect match between observations and the analytical solution ͓Fig. 1͑b͔͒.
The difference between the velocity profiles of the wetting and nonwetting fluids in Fig. 1͑b͒ is a numerical effect due to a difference in apparent wall position for the two boundary implementations ͑the effective channel width is less for the wetting fluid͒. It is well known that simple bounce-back or "no-slip" boundary conditions result in an effective wall position of halfway between the fluid and solid nodes ͓24͔. Although other studies make reference to changes in effective wall position ͑e.g., in the presence of second-order velocity derivatives ͓25͔͒, none specifically mentions the contrast between the wetting and nonwetting fluid, which we present here. Our results show that implementation of fluid-solid interaction ͑wetting͒ results in a further reduction in the effective width of the channel by an additional 1 / 6 lu. This implies that for the same pressure drop, the wetting fluid would achieve a lower velocity in a given channel, which is similar to the effect that an increase in viscosity would have. Therefore, there is a slight ͑ϳ10% ͒ apparent viscosity contrast between our wetting and nonwetting fluids.
Testing of LBM fluid dynamics
Preliminary tests of the dynamics of the two-fluid system employed liquid slugs in capillary tubes falling under the influence of gravity. Several sources ͓10,26-28͔ suggest the presence of scaling laws between Ca and Bo of such a system. According to Podgorski et al. ͓26͔ , the Bond number of such a system should scale linearly with the capillary number above a critical value of the Bond number, Bo min , which represents the magnitude of capillary pinning force. ͑Bo min is the value below which the slug velocity is zero.͒ For slugs of varying lengths ͑10, 14, and 25 lattice units͒, we applied varying gravitational forces and measured the fall velocity. The result was three highly linear plots with positive Bo intercepts whose slopes increased with slug length L ͑only two plots are shown in Fig. 2 for clarity͒.
Next, we compared our simulation results to experimental data from Bico and Quere ͓28͔, Podgorski et al. ͓26͔ , and Or and Ghezzehei ͓27͔. The Or and Ghezzehei data were calculated from experimental results of Su et al. ͓29͔ , which examined the flow of slugs of water between parallel plates. Bico and Quere ͓28͔ performed experiments of slugs falling in round capillary tubes in order to quantify the maximum velocity as a function of slug length. We calculated Ca and Bo for each of their experiments using their published data. Podgorski et al. ͓26͔ measured the sliding velocity of liquid droplets on inclined planes, and reported much smaller Ca values than other studies, including this one ͑hence the seemingly flat line in Fig. 2͒ . The reason for the order-ofmagnitude difference in slope is their use of an alternate, and more generic, definition of the capillary number,
which does not include the geometry-specific permeability factor k, to be discussed further in the next paragraph. Some discussion of the slopes shown in Fig. 2 
using Ca and Bo as defined in Eqs. ͑1a͒ and ͑1b͒. The first factor in Eq. ͑12͒ quantifies the balance between viscous and gravitational forces, while the second is the inverse of a geometry-specific permeability parameter with units of length squared. The value of k is well known for some specific geometries: it equals b 2 / 12 for a fracture of aperture 2b, r 2 / 8 for a capillary tube of radius r, and so on. This permeability factor contributes to the different slopes observed in Fig. 2 . The different experimental geometries exhibit different permeabilities, reflecting the different mechanisms of viscous dissipation of energy as the liquid falls under gravity. However, our LBM results for different slug lengths show that permeability is not the sole determining factor of Ca − Bo slope; fall velocity variations resulting from dynamic contact angle effects ͓28͔ are also important. These effects may explain the scatter in the experimental results shown in Fig. 2 . The observed slopes of the Ca− Bo plots vary from experiment to experiment. Bo min , however, is a dimensionless parameter that identifies the crossover between liquid pinning by capillary forces and motion caused by gravity. This value should be relatively constant for all systems, and the LB data show very good agreement with experimental results.
III. SIMULATION METHODS

A. LBM drainage simulations
Drainage simulations were performed in a computergenerated 2D porous medium at a range of Bo * ͑=Bo− Ca͒ values. The domain was initially filled with a wetting fluid ͑visualized as blue͒, with a thin strip of nonwetting fluid ͑visualized as white͒ at the top. The properties of the fluids were identical, except that the wetting fluid had a contact angle of approximately 0°with the solid. Also, the apparent viscosities of the two fluids were different, as described in Sec. II C 1. Periodic ͑wrap-around͒ boundaries were applied at the sides of the domain. Ca was prescribed by setting the fluid velocity along the top and bottom boundaries of the simulation, in the range of 0.0005-0.02 lu/ ts ͑lattice units per time step͒. Bo was prescribed by setting the gravitational acceleration, in the range of 0 -0.002 lu/ ts 2 for the wetting fluid. In order to compensate for the identical densities of the wetting and nonwetting fluids, the gravitational acceleration applied to the nonwetting fluid was three orders of magnitude lower than that applied to the wetting fluid. Accordingly, Bo was defined as Bo = ⌬͑g͒a 2 , ͑13͒
in contrast to the standard definition given in Eq. ͑1a͒, which assumes that g is constant and that the density difference between the fluids determines the magnitude of the gravitational force.
B. Porous medium generation
The porous medium was generated by placing circles of varying radius in a 600ϫ 600 pixel domain. Each pixel corresponded to one lattice spacing in the LB code. Circle centers were chosen from a uniform distribution and circle radii from a normal distribution N͑8,2͒. A minimum spacing of two pixels was set so that the circles would not overlap. The porosity of the domain was n = 0.7. Lower porosities in the range of 0.55-0.65 were attempted, but these simulations resulted in numerical instabilities at high flow velocities. A high porosity is necessary to maintain connected flow paths between particles in this 2D representation of a porous medium; a 3D representation could sustain flow at a lower porosity because of the connectivity in the third dimension. Therefore, the high porosity is an artifact of the dimensionality of the system. Other ramifications of the 2D nature of the simulations will be discussed later in the text.
C. Image processing and calculation of fractal dimension
The LB fluid density data from each simulation were imaged using a blue color scale corresponding to the density of the wetting fluid ͓Fig. 3͑a͔͒. The images were then processed using a threshold density to produce an image in which gas nodes were pure white, liquid nodes were pure blue, and solid nodes were black ͓Fig. 3͑b͔͒. Then the points on the boundary between air and the other phases were extracted ͓Fig. 3͑c͔͒ and used to calculate the fractal dimension of the front.
A box-counting algorithm was employed to calculate the fractal dimension, following Lenormand and Zarcone ͓1͔. The origin for the boxes was located in the middle of the domain, except in instances where the front did not coincide with this point. Then the origin was moved closer to the front in order to avoid the anomalous results described by Lenormand and Zarcone ͑in which origins outside the radius of gyration produced different calculated fractal dimensions͒. Box length L and the resulting number of front points N inside the box were plotted on a log-log scale, with the fractal dimension given by the slope of the plot. That is, the fractal dimension D is given by the scaling law
The plots were linear for L Ͼ ϳ 10 lattice units. ͓See Fig. 4 for a typical log͑N͒ − log͑L͒ plot.͔
D. LBM gas diffusion simulations
In the second phase of our experiment, we used the results from the drainage simulations and converted each liquid node to a solidlike node, creating a new domain wherein both solids and liquids were impervious to gas diffusion ͓Fig. 3͑d͔͒, that is, D gas-solid = D gas-liquid = 0. We then simulated gas diffusion through the air-filled portion of the medium using a multicomponent lattice Boltzmann code in which the fluidfluid interaction parameter was set to zero ͑i.e., no fluid-fluid attraction or repulsion͒.
Gas diffusion experiments were run horizontally ͑in the direction transverse to gravity͒ through the converted domains using periodic ͑wrap-around͒ boundaries on the sides parallel to the diffusive flux and constant density ͑concentra-tion͒ boundaries on the sides of the domain perpendicular to the diffusive flux. The effective diffusion coefficients across the domain were calculated using Fick's law as described in Sec. II B. Our methodology is described in more detail by Chau et al. ͓13͔. In the context of plant growth modules for use in microgravity conditions, this experimental setup corresponds to the following physical scenario: a plant growth module is launched dry, then flushed with an aqueous solution and drained to a prescribed water content suitable for plants. In the management of the fluid, uniform wetting is assumed, and oxygen is allowed to diffuse through the root zone. Our   FIG. 3 . ͑Color online͒ Modification of LBM results for various purposes: ͑a͒ original bluescale image, ͑b͒ thresholded image for extraction of front points, ͑c͒ front points shown in red ͑used to calculate fractal dimension͒, ͑d͒ black/white image for diffusion simulation.
FIG. 4. ͑Color online͒ ͑a͒
Final image before breakthrough for simulation with Bo * = −0.12 ͑thresholded, trapped solids removed͒. ͑b͒ Box-counting plot for determination of fractal dimension according to Eq. ͑14͒, using all points bordering blue and white regions in ͑a͒.
simulations show that drainage conditions would have a significant effect on actual liquid configuration within the module, and that knowledge of the flow regime is very important in predicting the magnitude of the diffusive gas flux in such a system.
IV. RESULTS
A. Scaling of front behavior with Bo * Figure 5 shows time series of drainage simulations for all Bo * values. For Bo * Ͻ 0 ͑i.e., CaϽ Bo͒, all simulations exhibited fingering. As Bo * increased above zero, fronts became successively flatter ͑more stable͒. At low Bo * ͑Bo * ഛ −0.05͒, the fingers observed had similar characteristics to those attributed to viscous effects in other studies ͑thin loopless branched fingers that grow primarily in the flow direction͒ ͓2,6͔. Fractal dimensions of the fronts points ͓denoted by the red line in Fig. 3͑c͔͒ were consistent with the viscous fingering regime ͑1.65Ͻ D f Ͻ 1.7͒.
Fractal dimension of the front
For Bo * between ϳ−0.01 and 0, the evolution of the front was qualitatively similar to capillary fingering/IP behavior.
Sequential invasion of the largest pore spaces ͑independent of flow direction͒ and trapping of liquid clusters in smaller pore spaces were observed. Fingers were wider than those observed at low negative Bo * . When the fractal dimension of the front ͓red points in Fig. 3͑c͔͒ was calculated, it was lower than the characteristic value of 1.82 ͓1,11͔ for capillary fingering fronts ͑D f = 1.63͒. However, calculating the fractal dimension of the air-filled region ͓all white points above the red line in Fig. 3͑c͔͒ gave results in good agreement with the characteristic value ͑1.85Ͻ D f Ͻ 1.86͒.
The inconsistency in fractal dimension exhibited by the two types of fronts may be related to the 2D nature of the simulations. As mentioned earlier, particles in the porous medium had to be widely spaced to allow flow between them, resulting in thicker fingers than would be observed if the particles were more tightly packed. Viscous fingering morphologies in real porous media are characterized by thin branching fingers, of that the outlines of the LBM fingers are a good topological approximation. On the other hand, capillary fingering morphologies exhibit more consolidated fingers that are better approximated by the space-filling airinvaded region in our simulations. For both methods of calculation, the results for the capillary fingering and viscous fingering domains were different enough to be significant ͑at least 0.2 difference͒.
Simulation scale may also contribute to the inconsistency in calculated fractal dimension. Other studies of fingering behavior have used networks or micromodels with dimensions of 400-500 pore spaces/bonds ͓1,10͔. Due to the scale of the LBM simulations, the largest network that can be simulated in a reasonable amount of time is on the order of 100 pore sizes. Therefore, there is some difficulty in measuring the fractal dimension of the results with the same metric as is used for closer approximations of real porous media ͑e.g., glass beads͒.
Front width behavior
To further characterize the differences between the flow regimes, we analyzed the behavior of the front width, defined here as the vertical distance between the most and least advanced point on the front, for several simulations. The most advanced point on the front is denoted with vertical coordinate z max , the least advanced point has coordinate z min , and ⌬z = z max − z min . Front width evolution ͑⌬z versus time͒ for all simulations with Bo * Ͼ 0 are shown in Fig. 6͑a͒ . Simulations at different Bo * values within the viscous fingering regime had nearly identical front width evolution patterns, while a different pattern emerged for simulations in the capillary fingering and crossover regimes.
For the two viscous fingering simulations ͑Bo * = −0.12 and −0.06͒, ⌬z increased linearly with time. Remarkably, in spite of having different inlet fluxes, both simulations exhibited a slope of three times the inlet flux for the ⌬z versus time plot. Other simulations exhibited different "characteristic" slopes. This phenomenon has not, to our knowledge, been discussed in the literature, with the possible exception of Maher ͓6͔, who observed a power-law relationship between the dimensionless length of the mixing zone and dimensionless time. To explore the physical basis for these characteristic slopes, we plotted z max and z min separately ͓shown in Fig. 6͑b͒ for two limit cases-highest and lowest negative Bo * values͔. For the viscous fingering case, flow occurred mainly in the foremost finger while liquid configurations in other parts of the domain remained relatively stagnant. Z min did not move throughout the simulation, indicating that a portion of the front remained pinned at the inlet. The most advanced point on the front ͑the tip of one dominant finger͒ moved downward at almost exactly three times the prescribed flux rate of the system, indicating that flow was occurring there at the expense of the advancement of other portions of the front. Therefore, the slope of the ⌬z versus time plot was due solely to advancement of z max , and the behavior can be explained using a mass-conservation argument. The observed behavior indicates that approximately two-thirds of the domain width is stagnant ͑not conducting air͒, forcing the remaining third to compensate by moving three times faster. This preferential advancement of the foremost finger is predicted by the stability analysis given in Sec. II A 2, and has been observed in other viscous fingering studies ͓2,5͔.
For the capillary fingering simulations ͑Bo * = −0.006 and −0.008͒, ⌬z increased at the prescribed flux rate of the system on average, but with much more scatter than in the viscous fingering case. Z max increased relatively linearly at approximately twice the prescribed flux, while z min exhibited a stepwise increase. The fluid-fluid contact line periodically detached from clusters of liquid, trapping them behind the advancing front and creating discontinuous jumps in z min . In contrast to the viscous fingering simulations, in which the increase in z max was due to the growth of one dominant finger, the capillary fingering simulations featured the growth of two or more fingers at similar rates. This contributes to the decreased slope of the z max line relative to the prescribed flux; in this case, approximately half of the domain was conductive.
An alternative explanation for the observed front width evolution is based on a force-balance perspective. For the viscous fingering case, ⌬z͑t͒ is wholly determined by z max ͑t͒ since z min remains pinned at or near the inlet z min ͑0͒. Z max ͑t͒ is controlled by a combination of the characteristic fluid morphology ͑a few dominant, narrow fingers control the flow͒ and to a lesser extent the spatial distribution of pore sizes, which determines which portions of the domain are most conductive. For the capillary fingering case, ⌬z͑t͒ is affected by both z min and z max . Z max ͑t͒ behaves as in the viscous fingering case, but since the fingers are wider and more numerous, a larger fraction of the domain is conductive. Z min ͑t͒, however, is dependent only on the spatial distribution of pore sizes in the domain. Trailing portions of the front will advance when all other portions are pinned by small pore throats. Therefore, the behavior of ⌬z is a composite parameter that depends on both the flow regime and the porous medium under consideration. This suggests that the "characteristic" slopes shown in Fig. 6͑a͒ are likely to be dependent on the medium under consideration, and would vary based on spatial arrangement of pores and/or pore size distribution. This would be an interesting area for further study.
Front width scaling for stable fronts
We compared our results with the scaling prediction of Meheust et al. ͓10͔ ͓Eq. ͑4͔͒ by analyzing the behavior of the fronts for all simulations with Bo * Ͼ 0. We extracted the coordinates of the front points for each simulation from the thresholded image ͑see Fig. 3͒ , and calculated the standard deviation of the z coordinates. This provides a statistical description of the width of the front, which is a measure of the instability of the system. In general, we observe that front standard deviation increases as Bo * decreases toward zero. Specifically, Fig. 7 shows comparison of our data with Meheust et al.'s ͓10͔ prediction. Because the data showed excellent agreement with the exponent predicted by Eq. ͑4͒ ͓− / ͑1+͒ =−4/3 * ͑1+4/3͒ = −0.571͔, we used only the coefficient / W t a as a fitting parameter. The fitted value of the coefficient was higher but on the same order of magnitude as the predicted value ͑predicted 0.026, fitted 0.064͒.
B. Effective diffusion coefficient results
We obtained effective diffusion coefficient values using the LBM according to the methodology outlined in Sec. FIG. 6 . ͑a͒ Front width ͑z max − z min ͒ evolution for all simulations with unstable fronts ͑Bo * Ͻ 0͒. Different flow morphologies yield different characteristic slopes. ͑b͒ Dimensionless evolution of z min and z max for two limit cases ͑viscous fingering and capillary fingering͒. The CF and VF curves in part ͑a͒ are given by the difference between the z max and z min curves in part ͑b͒. Units are lu, lattice units ͑length͒; ts, time steps. III D. Three series of simulations were performed: one using fluid configurations from a viscous fingering drainage simulation ͓Bo * = −0.12, Fig. 5͑a͔͒ , one from a capillary fingering simulation ͓Bo * = −0.006, Fig. 5͑d͔͒ , and one from a stable drainage simulation ͓Bo * = 0.15, Fig. 5͑f͔͒ . Diffusion was simulated in domains from each series with liquid contents ranging from zero to full saturation ͑ = n = 0.7͒. The geometry of the diffusion simulations was as follows: constant concentration boundaries were fixed on the left and right sides of the medium, producing a gradient perpendicular to the flow direction of the drainage simulations ͓Fig. 3͑d͔͒. This allowed gas diffusion to occur across the continuous air-filled region of the domain. The degree of continuity of the air phase ͑or amount of trapping of the liquid phase͒ determined the resistance to diffusive gas flux and therefore the magnitude of the effective diffusion coefficient.
Relative diffusion coefficients as a function of water content for three representative series of simulations are shown in Fig. 8 . ͑The relative diffusion coefficient D rel is equal to the effective diffusion coefficient scaled by the value in open air.͒ For the stable drainage case, D rel decreases linearly with increasing volumetric liquid content. This is expected due to the regular geometry of the advancing front; each successive time step produces an almost perfectly rectangular air-filled region. Since the solid particles are uniformly distributed in the domain, the porosity of each region is the same, and therefore as the liquid content decreases, the diffusive flux increases linearly.
In contrast, for the viscous fingering case, even a small amount of residual liquid content has a large effect on D rel . As the water content drops below full saturation, the continuity of the air phase increases very little, since air invades in fingers and leaves large "antifingers" of liquid still in place. The antifingers persist throughout the drainage process, and remain in place even at low water content. This is the mechanism responsible for the large reduction in D rel relative to the stable displacement case observed in Fig. 8 . This effect is most important at intermediate liquid contents
and becomes negligible at zero and full saturation. In our 2D porous medium, a maximum reduction of 76% in D rel occurs at Ϸ 0.25.
The capillary fingering case gives results intermediate between viscous fingering and stable displacement. The lower drainage velocity gives rise to less instability than is observed in the viscous fingering simulation, and therefore the fingering effects on diffusion are not as pronounced. Also, as the least advanced portion of the front z min advances in a stepwise fashion as shown in Fig. 6͑b͒ , it leaves an open portion of the domain with no resistance to flow. The maximum measured reduction in D rel relative to the stable value occurs at = 0.31 with a reduction of 25%.
V. CONCLUSIONS
We have studied immiscible flow morphology in a twodimensional porous medium using the LBM. We found good agreement between the morphology exhibited in our smallscale simulations with that of published experimental results as a function of dimensionless parameter Bo * = Bo− Ca. Subsequent simulations of gaseous diffusion through the airfilled portion of the porous medium at varying water contents for two different flow morphologies showed significant reductions in the relative diffusion coefficient in the case of viscous fingering relative to the stable drainage case, and lesser reductions for capillary fingering relative to stable drainage.
The limited domain size and the 2D nature of the simulations are obvious limitations of this study, reflecting the balance between maintaining computational efficiency and capturing the essential physical behavior of the system. Relatively small computational domains increase the sensitivity of results to dominant geometrical features in the simulated porous medium, such as high-permeability zones. Simulations in 2D eliminate connectivity in the third dimension; hence liquid fingers present complete obstacles to gas diffusion. In a 3D system, gas flux could proceed behind or in front of a liquid finger, lessening the effect on the measured diffusion coefficient. Therefore, we would expect the observed reductions in diffusion coefficient in fingering domains to be less drastic in a real system than in our 2D simulations.
In the context of reduced-gravity plant growth modules, our findings point to the need for reliable information about liquid configuration, as this has a significant effect on the potential for development of hypoxic conditions in the root zone. In a reduced gravity environment with g Ϸ 0, flow systems would be operating at negative Bo * values resulting in instability of air-liquid interfaces. The minimization of fingering effects on macroscopic diffusive gas flux hinges on reducing instabilities, which implies reducing the capillary number of a flow system.
In conclusion, this work demonstrates that LBM accurately simulates flow processes in porous media under a range of flow conditions, and contributes to an enhanced understanding of the role of dynamic fluid behavior on diffusive transport in partially saturated porous media.
