The delay characteristics of small IP packets in cellular data networks is investigated through the analysis of the SR-ARQ mechanism. The delay of the radio link controller is taken as the primary delay in the radio access network and all core networking delays are neglected. Results indicate that the average delay may be a misleading measure of system performance for conversational traffic such as Voice over IP packets.
Introduction
The popularity of cellular data networks is continuing to grow, in particular the General Packet Radio Service (GPRS) was a milestone in this process. Moreover some new technologies, which offer even greater available bandwidth, like Enhanced GPRS(EGPRS) and Universal Mobile Telecommunications System (UMTS), are being deployed.
As the demands of the customers increase, it is expected that activities like browsing the web and sending e-mails will not fully satisfy future user needs. Instead, customers will expect to be offered interactive services, such as streaming and conversational applications. Hence, quality will become an issue, and some QoS mechanism will need to be deployed [8] , but any QoS strategy will require a knowledge of the delay characteristics of IP packets transported over these networks.
The transport of Voice over IP (VoIP) traffic over cellular data networks is a significant challenge due to the strict delay requirements. In terms of the radio access network, such traffic can be described as stream of small IP packets and it is chosen to be the load traffic for the work presented in this paper [5] .
To counteract the lossy nature of the radio channel, a technique called Selective Repeat-Automotive Repeat reQuest (SR-ARQ) was deployed in cellular systems to assure high reliability of the connection [1] , [7] , [6] . However, this technique also has a strong negative influence on the delay of the transmission. Hence, the SR-ARQ influence on the delay of IP packets is the core of this study. In particular, this work focuses on the distribution of the IP packet delays for different sizes of VoIP packets under different radio channel conditions and certain SR-ARQ design parameters.
Delay analysis in cellular networks

Traffic
There are four types of data traffic expected to be transported over cellular systems: background, interactive, streaming and conversational [3] , [4] . Although all these traffic classes have some delay requirements, the demands of conversational traffic is significantly more demanding than the others.
The number of radio blocks required to send an IP packet over the radio link depends on the chosen Modulation and Coding Scheme (MCS). A summary of the most common VoIP IP packet size and the size of radio block payloads is presented in Table 1 for the EGPRS system. This table will look different for UMTS or CDMA2000 but this shows an example of mapping the IP packet size from bits into the radio block domain.
It can be seen that the size of IP packet varies from one to eleven, but, assuming that the VoIP packets are going to be transport over a radio link, it seems natural to expect that a low bit rate VoIP codec is going to be used. This implies that we can focus mainly on the column which represents 120 bytes of average VoIP packet size. Therefore the small IP packets in our case are packets with size between one and six radio blocks.
MCS
VoIP packet size Number Payload
[ bytes ] -
[ bits ] 80 120 160 200 240  9  1184  1  1  2  2  2  8  1088  1  1  2  2  2  7  896  1  2  2  2  3  6  592  2  2  3  3  4  5 
Cellular system
Although there are many cellular standards, there are two subsystems which are always present: Medium Access Control (MAC) and Radio Link Control (RLC). These parts play a major role on the performance of cellular networks. The MAC deals with scheduling the access to the radio resources and controlling the user's effective bandwidth. Here, to analyse the effect of the RLC layer, the MAC is assumed to have assigned one traffic channel.
The RLC deals with assuring a good point to point connection: it choses the MCS that maximises throughput and minimises the error rate using a Link Quality Control (LQC) technique. This technique is the object of this research and we want to analyze the influence of the MCS on the IP packet delay. This has two effects: the effective payload and the BLock Erasure Rate (BLER). The effective payload indicates how many radio blocks are required to transport a particular IP packet, while BLER is how often a radio block is going to be corrupted. The relation is always the following: the bigger the effective payload, the bigger the BLER.
When an IP packet reaches the cellular network the following things usually happen. The IP packet is mapped into a Logical Link Control (LLC) frame at the LLC layer. Since this work is primarily aimed at small IP packets, it is assumed that the packet will not be fragmented and in the rest of the paper an IP packet will be equal to an LLC frame. In the next step the LLC frame is fragmented into a number of radio blocks denoted as Y. This number depends strongly on the radio channel conditions. If the Carrier to Interference ratio (C/I) represents a channel with a high Bit Error Rate (BER) then the RLC has to use strong coding redundancy in order to reduce the BLER and Y reaches its highest value. On the other hand, if the C/I represents a good radio channel condition then the coding redundancy can be smaller and fewer radio blocks are required to transport the same IP packet, yielding a smaller value for Y. The MAC layer then takes the radio blocks and assigns them to the relevant frequency and time slot and the Physical (PHY) layer transmits each radio block over the radio channel. The reverse procedure is applied at the receiver side. The whole process of transporting an IP packet over a cellular network is shown in Figure 1 .
Due to channel errors, the RLC may have to retransmit damaged radio blocks. Every retransmission is associated with an extra time necessary to detect the error in a particular radio block, send the request for retransmission and then perform the retransmission. In general this extra time does not have to be the same for the first and second retransmission of a particular radio block.
System model [2]
The RLC model proposed here contains two vectors of data . The first one represents the influence of the radio channel on the retransmission characteristic and it is called P . The second one reflects the design of the ARQ loop and it contains the values of Fragmentation of LLC frame into a number of radio blocks Introducing the coding (FEC) and ARQ (BEC) to the radio blocks Assigning radio blocks to relevant frequency and time-slot Sending a radio block, bit by bit, over a radio channel using a certain modulation scheme Figure 1 : Overview of IP packet transport over a cellular network the average additional time associated with each transmission attempt of a particular radio block this is called ∆. All vectors in this paper are expressed in the transposed form, for space reasons.
We assume that a single radio block can be transmitted over a radio link a maximum of three times, owning to the delay constraints of VoIP traffic. Thus the P vector has the following form:
, where p 1 indicates the percentage of radio blocks that will successfully reach the receiver at the first transmission attempt, p 2 and p 3 at the second and third transmission attempts, respectively. Additionally p e represents the probability of error after all three transmissions attempts have been performed.
The design of the ARQ loop is represented by a vector of delays, for each radio block's transmission attempts and the vector has the following form:
T . Where the δ e represents the possible extra delay experienced by an incorrectly received radio block after the third attempt. The limit of retransmissions is based on the fact that the real time traffic should not have too many retransmissions due to its delay performance constraints. The unit of delay used within the simulator is the time taken to transmit a radio block over a radio channel, so here this block period will be denoted δ S , and all other delays are an integer multiple of it.
The unconventional aspect of this methodology is that the model of the error process of radio blocks and the ARQ feedback loop mechanism use statistical descriptors. These descriptors are in the form of vectors, P and ∆, linking together a description of the distribution of radio block retransmission and the delay of feedback for each relevant retransmission.
The model is created using a general purpose discrete event simulator called SES/workbench 1 and its major parts are presented in Figure 2 .
Firstly a stream of IP packets of a certain size is generated and buffered before the ARQ loop (point A). The size of the IP packets is described by the number of radio blocks necessary to carry it, denoted Y. The first IP packet in the queue is segmented into Y radio blocks and each radio block is associated with the number of retransmissions it will experience, this has a value between zero and two. The number zero represents the situation when the radio channel condition is sufficiently good that the radio block is transmitted over the wireless part with success at the first attempt. The number one and two represent the situations when one or two retransmissions, respectively, are necessary for successful delivery. The number of retransmissions is allocated on a statistical basis to achieve the required retransmission vector P .
Next, the radio blocks are sent through the radio channel denoted as δ s , where each radio block waits the amount of time necessary to transmit a single radio block over the channel including the MAC layer delays. At point B, the decision about retransmission is taken, so that, if the number of previously defined retransmissions matches the number of retransmissions experienced then that block goes to the receiver buffer and waits for the rest of the radio blocks from that particular IP packet. If the numbers do not match, then the radio block is directed to a retransmission delay node and its retransmission counter is incremented. To model the retransmission process, the radio block is delayed at the retransmission delay nodes as specified in ∆ vector before it is sent to the service queue. The queuing policy is that priority is given to radio blocks with the highest number of retransmissions. When all radio blocks reach the receiver buffer, the IP packet is reassembled and leaves the ARQ loop. The delay of each IP packet is measured as the time between the first radio block from a particular IP packet leaving the queue of radio blocks and the time when all the radio blocks belonging to this IP packet successfully reach the receiver buffer. Since the processing time at the transmitter and receiver will be dependent on the hardware platform and the efficiency of the software implementation of these processes, these processing delays have been neglected here. The delay measured here, therefore, is the minimum expected delay of an IP packet between point A and point C shown in Figure 2. 
Results
The simulator described above was set up to examine the IP packet delay characteristics under three significantly different radio channel conditions. These represented relatively good , mediocre and poor channel quality, P 1 , P 2 and P 3 , respectively.
The values of there vectors are the following: The meaning of the P 1 is the following, we assume that 60 percent of radio blocks will reach the receiver at the first transmission attempt, 30 percent at the second attempt, and 10 percent at the third attempt. The last position is zero and it indicates that in this scenario there are no errors experienced by any of the radio blocks after the second retransmission. The other two examples follow the same pattern.
The delay vector, which represents the design of the SR-ARQ loop has the following values:
T This means that it is assumed that the delay is caused by the interaction between the ARQ system and lower level transmission delays. The zero means that the first transmission of a radio block experiences only the delay caused by queuing in the RLC layer and the transmission delay is one block period. The eight represents the time needed by the ARQ feedback loop for the first radio block retransmission and is composed of one block period for reception and decoding, five block periods as the average occupancy of the polling buffer at the receiver, another block period is required for the return of the ACK message and another block period for reception and processing at the transmitter. The thirteen represents the feedback delay at second retransmission which is similar to that of the first retransmission, except that this block was errored during the last polling period so that it will have been inserted at the head of the transmission queue. It will, therefore, be the third errored block in the polling buffer at the receiver, so that its polling buffer delay will be to equal two less than the full length of that queue, rather than its mean occupancy. Zero in the last position indicates that in this scenario there is no delay due to the error of radio block after the second retransmission. This representation of the ∆ vector yields the system shown in Figure2.
The size of IP packets varies from one to thirty radio blocks to allow the comparison of the behavior of small, medium and large size packets in terms of the delay characteristics. In order to assure good statistical accuracy of the results, 10000 transmissions were performed for every IP packet size. Thus the delay characteristics are based on these 10000 samples.
Figures 3, 4 and 5 show that the delay of IP packets has a very interesting characteristic for small IP packets. Rather than a standard single peak representing the mean value, three peaks are evident. The heights of these peaks are a direct result of the distribution of successful radio blocks transmission given by P vector, while the delays associated with the peaks are related to the ∆ vector. In fact, there is a lack of correlation between the mean and median values for small packets here. However, when the IP packet size is bigger, these peaks merge together due to the random nature of the queuing mechanisms and this creates a smoother distribution as shown on Figure 6 where the mean value is placed symmetrically in the distribution of the delay.
Another perspective of this phenomena is shown in Figure 7 . It represents the relationship between the IP packet's maximum acceptable delay at the wireless part of the connection and the loss caused by passing this maximum delay limit. Naturally large IP packets require a higher maximum delay in order to obtain a low loss rate and the decrease of loss is quite dramatic but it is linear in its nature. In contrast small IP packets can achieve the same loss rate with a much smaller delay bound. This non-linear characteristic causes the presence of ranges on the maximum delay axis where an increase of the maximum delay limit yields zero benefit in terms of loss decrease. The adaptation mechanisms placed usually at the application layer would work better if they know about the lack of linearity. 
Conclusion
The delay characteristics of IP packets transported over cellular data networks with SR-ARQ mechanisms has been studied. In particular, the nature of delay of small packets has been extensively analyzed. In EGPRS, small IP packets are considered to consist of between one and five radio blocks. For such IP packets, the shape of the delay distribution is not Gaussian, as it is closely related to the number of retransmissions experienced by each This implies that the analysis of the average delay of small IP packets can be misleading. while, the delay analysis of medium and large IP packets may be based on the average delay value, without significant degradation of the accuracy.
The characteristic of IP packet loss caused by late arrival has a non-linear shape for small packets. This nonlinearity may need to be known by other layers, as the application layer may try to adapt inappropriately or the MAC layer may need to make scheduling decisions to rectify QoS problems. For such cases it will be necessary to predict (or measure) the retransmission probabilities and then predict the delay that is expected some time into the future.
