A local relative trace formula for spherical varieties by Filip, Ioan
A local relative trace formula for spherical varieties
Ioan Filip
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy







A local relative trace formula for spherical varieties
Ioan Filip
Let F be a local non-Archimedean field of characteristic zero. We prove a Plancherel formula
for the symmetric space GL(2, F ) \ GL(2, E), where E/F is an unramified quadratic ex-
tension. Our method relies on intrinsic geometric and combinatorial properties of spherical
varieties and constitutes the local counterpart of the global computation of the Flicker-Rallis
period as a residue of periods against Eisenstein series. We also give a novel derivation of
the Plancherel formula for the strongly tempered variety T \ PGL(2) over F (with maxi-
mal split torus T ) using a canonical smooth asymptotics morphism and a contour shifting
method. In this rank one local setting, our proof is similar to Langlands’ proof over global
fields describing the spectrum of a reductive group in terms of residues of Eisenstein series.
Finally, using both L 2-decompositions, we develop a local relative trace formula and outline
a comparison result in the setting of the unitary rank one Gan-Gross-Prasad conjecture.
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Chapter 1
Introduction
Let F be a non-Archimedean local field of characteristic zero and E/F a quadratic extension.
Consider the group of two-by-two invertible matrices GL(2, E) with entries in E and the
quasi-split unitary group UE/F (2) associated to the extension. There are natural inclusions
GL(1, F )×GL(2, F ) ↪→ GL(1, E)×GL(2, E)
and
UdiagE/F (1) ↪→ UE/F (1)× UE/F (2),
the latter induced by the graph of an embedding E ⊂ V inside a two-dimensional Hermitian
space V . This thesis is about harmonic analysis on the quotients






UE/F (1)× UE/F (2)
regarded as locally compact totally disconnected spaces endowed with the topology induced
from F . More specifically, we establish two types of formulas: Plancherel formulas, which
give spectral decompositions of the associated L 2-spaces; and trace formulas, which provide
an identity between spectral and geometric data on these varieties.
Such results in harmonic analysis play a crucial role in several arithmetic problems
within the Langlands Program: the classification of distinguished representations and the
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local base change map; the restriction problem for smooth, admissible representations of
unitary groups in the setting of the Gan-Gross-Prasad conjectures ([Gan et al., 2009]); and
the property of non-vanishing of the central value for base change L-functions ([Zhang,
2014a]). In fact, the methods we employ throughout the thesis fit in a framework of a full-
scope relative Langlands Program developed by Sakellaridis and his collaborators based on
decades of work by Jacquet, D. Prasad and many others.
1.1 Plancherel formulas
From now on, we assume that E/F is an unramified extension and we let q be the size of
the residue field of F . Let X = PGL(2, F ) \ PGL(2, E). The main result of our thesis
(Theorem 4.1.5) proves the Plancherel formula for this homogeneous space under the action
of the group GE := PGL(2, E). Theorem 5.4.1 extends the result to GL(2, F ) \GL(2, E).
In this introductory section, we outline the key steps in deriving the Plancherel formula
for X. Note that X is a symmetric space because GF = PGL(2, F ) is the subgroup of
GE fixed by the non-trivial Galois involution in Gal(E/F ). Denote by ĜE the tempered
unitary dual of GE and let S(X) be the Schwartz space of smooth, compactly supported
functions on X. To write down a Plancherel formula for X, it suffices to specify a positive
measure µX on the unitary dual ĜE together with a measurable set of nonzero invariant
bilinear forms ΘXπ : S(X)⊗S(X) −→ C such that for almost all π, the forms factor through
π-coinvariants:













By definition, S(X)π denotes the largest quotient of S(X) through which GE acts by π.
The unitary structure on π identifies the contragredient π̃ of π with the complex conjugate
representation π.
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We specify a set of invariant forms ΘXπ for our Plancherel formula by defining their
adjoint morphisms
Mπ : π ⊗ π̃ −→ C∞(X ×X) (1.1.1)
so that
ΘXπ = tr ◦M∗π
where tr : π̃ ⊗ π −→ C denotes the canonical unitary GE-invariant pairing of matrix
coefficients. The adjoint maps Mπ define GF×GF -invariant functionals on π⊗π̃. In fact, we
show that Mπ is given by integration of matrix coefficients of π over GF when these integrals
converge absolutely. We do not have absolute convergence of these integrals, however, for
every representation in the support of Plancherel measure of our variety X; when absolute
convergence fails, we need different sources of GF -invariant functionals: regularized local
periods




and certain asymptotic invariant forms. See Definition 4.1.2 for the notion of a regularized
local period (it is the standard one). We proceed to describe now the aforementioned
asymptotic invariant forms appearing in the Plancherel formula for X.
From the work of Bernstein as re-interpreted by [Bezrukavnikov and Kazhdan, 2015]






(N(2, E) \GE ×N(2, E)− \GE)
is the so-called boundary degeneration of GE associated to the Borel subgroup BE = A(E)n
N(2, E). The anti-diagonal Aa−diag(E) ' E× acts on GE,∅ by left multiplication, and the
action commutes with the group action on the right. For any representation π of GE , denote
by
mπ : π ⊗ π̃ −→ C∞(GE), v ⊗ ṽ 7→ (g 7→ 〈π(g)v, ṽ〉) (1.1.2)
the standard matrix coefficient map for the group GE . The map (1.1.2) is GE × GE-
equivariant with respect to the action of GE×GE on C∞(GE) given by right multiplication
of the first copy of GE and left multiplication of the second copy.
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Assume π ' IndGEBE (χ) is a (normalized) induced representation for a regular character
χ of the Borel subgroup BE . Then the composition
e∗∅ ◦mπ : π ⊗ π̃ −→ C
∞(GE,∅)


















The notation in (1.1.3) indicates the smooth functions on the boundary degeneration GE,∅
which are equivariant with respect to the specified characters of the torus A(E) acting anti-
diagonally on GE,∅. Here, δBE (δE for short) denotes the modulus character of BE (viewed
above as a character of A(E) ⊂ BE) and δB−E the modulus character of the opposite Borel
B−E . If the character χ further satisfies the condition
χ|F× = 1,
then for any v ∈ π and ṽ ∈ π̃, we have:
e∗∅ ◦mπ(v ⊗ ṽ)|GF,∅ ∈ C
∞
(
A(F ) \GF,∅, δBF ⊗ δB−F
)⊕2
(1.1.4)
by restricting the function e∗∅ ◦mπ(v ⊗ ṽ) to the boundary degeneration of GF
GF,∅ ⊂ GE,∅
and using the equality δ
1/2
E = δF (using δF = δBF for short). The restriction of e
∗
∅◦mπ(v⊗ṽ)
in (1.1.4) therefore lies in the δF -invariant space of smooth functions on GF,∅ with respect
to the normalized action of F×. Note that the functional




defined by compact integration is GF -invariant with respect to the right action of GF . We
may identify A(F ) \GF,∅ ' BF \GF ×B−F \GF . Consequently,
X ×X 3 (x1, x2) 7→ ∫
KF×KF
e∗∅ ◦mπ (π(x̃1)v ⊗ π̃(x̃2)ṽ) (k1, k2)dk1dk2 ∈ C
∞(X ×X)
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gives a well-defined smooth function on X ×X, where x̃1 and x̃2 are any preimages in GE
of points of X under the quotient map GE −→ X = GF \ GE . We freely identify x̃ ∈ GE
with its image x ∈ X.
We now define the following morphisms:
• For a square-integrable representation π of GE , let
Mπ(v ⊗ ṽ)(x1, x2) =
∫
GF
〈π(g · x1)v, π̃(x2)ṽ〉 dg, (1.1.5)
for any x1, x2 in the GE ×GE-orbit of Xdiag (identified with X ×X).
• Let ω be a unitary character of E×, and write πω = IndGEBE (ω) for the normalized
induced representation. Put
Mω,cont(v ⊗ ṽ)(x1, x2) =
∫ reg
GF
〈πω(g · x1)v, π̃ω(x2)ṽ〉 dregg. (1.1.6)
• For regular characters χ of E× which are trivial on F× write πχ = IndGEBE (χ) and
define a morphism as above:






e∗∅ ◦mπχ (πχ(x1)v, π̃χ(x2)ṽ) (k1, k2) dk1dk2, (1.1.7)
Here, j(πχ) is the Harish-Chandra j-function defined (almost everywhere) as the scalar
by which T ∗w ◦ Tw acts on the irreducible representation πχ, where Tw is the standard
intertwining operator for the element w in the Weyl group of GE (see Definition 3.4.2).
Let µGE be a fixed Plancherel measure on the unitary dual ĜE . The group Plancherel
measure depends on choices of Haar measures and we fix such choices in a compatible way
(we refer to Section 3.2 for the details). We also define an invariant measure dx on X as
the quotient measure dgF \ dgE . We can now state the Plancherel formula for X:
Theorem (A). (See Theorem 4.1.5.) Let X = PGL(2, F )\PGL(2, E) and ψ1, ψ2 ∈ S(X).





ΘXπ (ψ1, ψ2)µGE (π)+
∑






where µGE (π) is the GE-Plancherel measure (formal degree) of square-integrable represen-
tations π inside Π2(GE) ⊂ ĜE. For such representations the dual morphism of ΘXπ is given
by the formula (1.1.5) with Mπ defined as in equation (1.1.1). Moreover, the second sum
runs over tempered components O of ĜE; for every character ω ∈ Ê× satisfying ω|U(1) = 1,








where, for every πω ∈ O, the adjoint morphism Mω,cont of ΘXω is explicitly given by the reg-
ularized period of a πω-matrix coefficient, namely by the formula (1.1.6). Here, we identify
the spaces of representations πω ⊗ π̃ω across the component O, and again µ(πω) denotes
the group Plancherel measure of πω. Finally, for every regular character χ of E
× which is
trivial on F×, write πχ = Ind
GE
BE
(χ). In this case, the adjoint morphism Mχ,disc of Θ
X
χ,disc
is given by (1.1.7).
In all cases, the adjoint maps Mπ,Mω,cont and Mχ,disc define GF ×GF -invariant forms
on π ⊗ π̃, πω ⊗ π̃ω and πχ ⊗ π̃χ respectively.
Theorem (A) is proved in an analogous manner to the technique used in the global
setting. Our method of proof is the main innovation; a similar result appears in [Feigon,
2012]. To achieve the claim, we introduce an auxiliary variety
Y := N(2, F )
∖
PGL(2, E)
and its affine closure Y endowed with an action by F× × PGL(2, E). There are canonical
morphisms
p : Y → X and i : X ↪→ Y
inducing surjections
p! : S(Y ) −→ S(X) and i∗ : S(Y ) −→ S(X).
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The Plancherel measure for Y is absolutely continuous with respect the group Plancherel
measure since Y is a strongly tempered variety : integrals over stabilizers of matrix coef-
ficients converge absolutely. We then obtain the Plancherel formula for X by a residue
calculation: for φ1 ∈ S(Y ) and φ2 ∈ S(Y ),
〈p!φ1, i∗φ2〉X = log q ·Ress=− 1
2
〈φ1, −s, φ2, s〉s ,
where φ1, −s ∈ S(Y )δ−sF and φ2, s ∈ S(Y )δsF are holomorphic sections of the coinvariant
spaces S(Y )δ−sF and S(Y )δsF respectively under the normalized F
×-action on the test func-
tions, and furthermore
〈 , 〉s : S(Y )δ−sF ⊗ S(Y )δsF −→ C
denotes the natural pairing between the corresponding spaces of δsF -coinvariants with respect
to the multiplicative left-action of F× (here, δF = δBF is the modulus character of BF ).
Our method is the local counterpart of the global computation of the Flicker-Rallis period
as a residue of periods against Eisenstein series (for the global case, see [Flicker, 1988],
[Gelbart et al., 2001] and also [Zhang, 2014a, §3] for a summary).
1.2 Local relative trace formulas
This second introductory section illustrates how Plancherel formulas are used to establish
local relative trace formulas (LRTF ) in the setting of spherical varieties in Chapter 5. A
spherical variety for a group G over F is defined as a normal variety which admits an open
Borel orbit over F . There is a rich theory of spherical varieties ([Knop, 1991]) due to their
beautiful combinatorial properties. The homogeneous space X = PGL(2, F ) \ PGL(2, E)
is one such example, and any reductive group H is itself an example of a spherical variety
for the group H ×H.
We begin with an overview of trace formulas for the group case, namely: X = H, with
H a group over F , and G = H × H acting on X by left and right multiplication. In
this setting, the local trace formula has been studied by Arthur [Arthur, 1991] when H is
reductive. If H is furthermore a compact group, then the local trace formula is an identity
between Hconj×Hconj-invariant distributions on H×H obtained from the Weyl integration
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tr(π∗(f1)) · tr(π(f2)), (1.2.1)
for any f1⊗f2 ∈ S(H×H), where dγ is a natural measure on the adjoint quotient of H, and
the summation on the right-hand side of (1.2.1) runs over the irreducible representations π





−1γh)dh, i = 1, 2.
Feigon [Feigon, 2012] has studied a local Kuznetsov trace formula for the unitary group
in rank one, comparing it to a local relative trace formula on PGL(2, E) involving local
Whittaker periods. To our knowledge, Feigon’s work [loc. cit.] was the first instance where
a formula analogous to Jacquet’s relative trace formula (RTF ) in the automorphic setting
was developed over a local field.
We give another formulation of the LRTF which is suited to the theory of [Sakellaridis
and Venkatesh, 2012]. Let X1 and X2 be spherical varieties for a reductive group G.
As before, S(X1) and S(X2) denote the Schwartz spaces of smooth, compactly supported
functions on X1 and X2 respectively. Denote by G
diag the diagonal action of G on the
product space X1 × X2 and also the induced action on S(X1 × X2) ' S(X1) ⊗ S(X2).
Consider test functions φ1 ⊗ φ′1 ∈ S(X1 ×X1) and φ2 ⊗ φ′2 in S(X2 ×X2). For i = 1, 2 we
define Xi-matrix coefficients as the following functions Fi(g) on G:
g 7→ F1(g) =
〈
φ1, g · φ′1
〉
X
, g 7→ F2(g) =
〈









for any φ, ψ ∈ S(X).
The LRTF for X1×X2 is a Gdiag×Gdiag-invariant pairing (with each copy of G acting
on a copy of S(X1 ×X2))
S(X1 ×X2)⊗ S(X1 ×X2) −→ C
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defined, at least formally, as an inner product between X1- and X2-matrix coefficients:
LRTFX1×X2/G(φ1 ⊗ φ
′













We can recover the usual Arthur local trace formula for the group, namely the case
X1 = X2 = H, G = H ×H, and Equation (1.2.1) in particular, by choosing f1 = φ1 ? φ∨2




and by identifying Gdiag-orbits on X × X – that is, H × H-orbits on
H ×H – with Hconj-orbits on H under the conjugation action of the group H. Here, ? is




2 are all in S(H).
Before stating our result in the case X1 = X2 = X, we define the orbital integrals
O(x1,x2)(φ1 ⊗ φ2) =
∫
G
φ1(x1 · g)φ2(x2 · g)dg,
and O(x1,x2)(φ
′
1 ⊗ φ′2) similarly. We obtain the following:
Theorem (B). (See Theorem 5.3.3.) Let X be a strongly tempered affine spherical variety
(see Definition 3.5.1) for a reductive group G. For any φ1 ⊗ φ′1, φ2 ⊗ φ′2 ∈ S(X ×X), we
have:∫
(X×X/G)reg
O(x1,x2)(φ1 ⊗ φ2)O(x1,x2)(φ′1 ⊗ φ′2)d(x1, x2) = ∫
Ĝ
tr(π∗(F1)π(F2))µG(π),
where (X ×X/G)reg denotes the regular points of the affine quotient, identified as the closed
G-orbits on the product X × X with stabilizers of minimal dimension. We assume that
generic stabilizers are trivial. Furthermore, d(x1, x2) is a canonical measure on the quotient
space X ×X/G determined by the choice of Haar measure on G and the invariant measure
on X. On the spectral side, π(Fi) denotes the usual operator on L 2(G) and µG is the fixed
group Plancherel measure on G (with respect to compatible choices of Haar measures on the
group and its Levi subgroups).
The technical result underlying Theorem (B) is that for φ, ψ ∈ S(X), the X-matrix
coefficient g 7→ 〈φ, g · ψ〉X belongs to the Harish-Chandra Schwartz space C (G) of G. While
such a function is smooth but not compactly supported, its additional regularity allows us
to write the spectral side in the LRTF identity above.
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As a corollary of this geometric-spectral formalism in the context of spherical varieties,
we obtain a new LRTF which is applicable to the arithmetic problem in the unitary case
of the Gan-Gross-Prasad (GGP ) conjecture (c.f. [Gan et al., 2009] and [Zhang, 2014a])
mentioned at the beginning. Throughout, we indicate in bold letters the groups and varieties
which appear in the statement of the GGP conjecture.
Let
G1 := GL(1, E)×GL(2, E)
and set
X := GL(1, F )×GL(2, F )
∖
G1 , Z := GL(1, E)diag
∖
G1 .
First, the main formula of Theorem (A) can be extended to include the action of the
center of GL(2, E). Second, the variety Z is strongly tempered for G1. Now, Theorem
(A) establishes (after taking into account the central action) that the X-relative matrix
coefficient is a tempered function on G1. By definition, the space of tempered functions is
dual to C (G1) (the space of Harish-Chandra Schwartz functions on G1) with respect to the
inner product on G1. Consequently, LRTFX×Z/G1 converges, and we obtain:
Theorem (C). (See Theorem 5.5.3.) Let X and Z be the varieties above. Fix characters χ
and η of E× such that χ|F× = 1 and η|F× = ηE/F is the quadratic character associated to
the extension E/F . For any Ψ1,Ψ2 ∈ S(X, χ⊗η) and Φ1,Φ2 ∈ S(Z), we have the following
identity:
LRTFX×Z/G1(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) =∫
(X×Z/G1)reg
O(x,z)(Ψ1 ⊗ Φ1)O(x,z)(Ψ2 ⊗ Φ2)d(x, z) =∫
χ⊗π∈Ĝ1
Iχ⊗π(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) µX(χ⊗ π),
where, on the geometric side, (X×Z/G)reg is an open dense subset of closed G-orbits with
trivial stabilizer and d(x, z) is the canonical quotient measure on the space of orbits. On
the spectral side, the local spherical characters Iχ⊗π are determined as follows:
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F2(g) = 〈Φ1,g · Φ2〉Z
and ΘXχ⊗π are relative local characters normalized by a Plancherel formula for X which is
analogous to Theorem (A) – see Theorem 5.4.4. The measure µX is described explicitly
in Section 5.4.1; its support supp(µX) ⊂ Ĝ1 is identified with the irreducible tempered
representations χ⊗ π of G1 which are (1⊗ η)-distinguished.
We end the introduction with one potential application: the local relative trace formulas
we obtain in this thesis can be used to prove a local comparison theorem in the unitary
rank one GGP conjecture. At the end of Chapter 5 we outline how one could obtain such
a spectral identity (Theorem 5.6.3) by matching the geometric side of the LRTF from
Theorem (B) – applied to the pair
X = UdiagE/F (1) \ UE/F (1)× UE/F (2) and G = UE/F (1)× UE/F (2),
with the geometric side from Theorem (C).
1.3 Chapter summaries
Chapter 2 introduces the framework of spherical varieties by first describing the combi-
natorial data associated to them and collecting some general purpose results. Section 2.2
discusses canonical asymptotic morphisms on spherical varieties following [Sakellaridis and
Venkatesh, 2012]: Theorems 2.2.2 and 2.2.3. These morphisms are featured prominently in
subsequent sections. The chapter ends with several explicit low-rank examples.
Chapter 3 first recalls the Plancherel formula for a general reductive group due to Harish-
Chandra, following [Waldspurger, 2003]. Next, Proposition 3.5.2 establishes the Plancherel
formula for a strongly tempered spherical variety X, as in [Sakellaridis and Venkatesh,
2012]. The main contribution is Section 3.7 where a new proof of the Plancherel formula
for X = T \ PGL(2) over F is given using the canonical asymptotics morphism together
with a method of contour shifting (see Theorem 3.7.15). The derivation is analogous to
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the global method in [Langlands, 1976] and [Moeglin and Waldspurger, 2008] by residues
of Eisenstein series.
Chapter 4 establishes the Plancherel formula for PGL(2, F ) \PGL(2, E), with E/F an
unramified quadratic extension of local fields. The result is stated as Theorem 4.1.5. A
detailed outline of the proof is given in Section 4.2, while the rest of the chapter is devoted
to completing the argument. This is the main part of the thesis.
Chapter 5 develops a local relative trace formula (LRTF ) in the setting of spherical
varieties over local fields. The first two sections are formal. Section 5.3 deals with the
strongly tempered case, 5.4 extends the Plancherel formula from Chapter 4 to include
central characters and 5.5 develops the LRTF on the general linear side (Theorem 5.5.3).
In Section 5.6 we outline a comparison between the LRTF on the general linear side on the
one hand, and the LRTF on the unitary side on the other hand: Theorem 5.6.3.
1.4 Notation
F local non-Archimedean field, non-zero characteristic and residue-field size q
E unramified quadratic extension of F
$ = $F = $E a choice of uniformizer in F and in E
G reductive group over F , also denotes the group of F -points G(F )
GE reductive group defined over E, also denotes the group of E-points G(E)
B ' AN (for rank-one group) standard Borel, with torus A and unipotent radical N
A+(F ) dominant elements in the torus A defined over F
PΘ ' LΘNΘ (for arbitrary rank groups) parabolic subgroup associated to subset Θ of
fundamental roots, and a factorization into Levi and unipotent parts
X a spherical G-variety
Z(X) center of variety X, isomorphic to the connected component of AutG(X)
X◦ a fixed open Borel orbit of X
XΘ boundary degeneration of X in the Θ∞-direction, for Θ ⊆ ∆X
X∅ boundary degeneration of X in the unique asymptotic direction when X has rank one
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Spherical invariants:
X (X) = {χ ∈ X (B) : ∃f ∈ F (X)× s.t. f(b · x) = χ(b)f(x) ∀b ∈ B}
F (X)(B) multiplicative group of B-eigenfunctions in F (X)×
ΛX = HomZ(X (X),Z)
Q = ΛX ⊗Z Q
V cone generated by G-invariant valuations on F (X) which are trivial on F×
GX reductive group associated to spherical variety X
A∨X dual torus of X
G∨X dual group of X for X split (in general, Langlands dual of X:
LGX)
∆X fundamental roots of X
WX relative Weyl group of X, a finite reflection group with fundamental domain V
Function spaces:
S(X) smooth, compactly supported functions on X (also C∞c (X) in the literature)
C∞(X) smooth functions on X
C (X) Harish-Chandra Schwartz space of X
L 2(X) square-integrable functions on X
Representation-theoretic data:
Ĝ unitary dual of a reductive group G
ĜX unitary dual of GX (for X spherical variety)
Ĝtemp unitary, tempered dual of G (temp usually subsumed with unitary dual notation)
Ĝdisc discrete spectrum of G
S(X)π space of π-coinvariants of S(X), isomorphic to HomG(S(X), π)∗ ⊗ π
C∞(X)π space of π-invariants of C∞(X), a subrepresentation of C∞(X)
H(G, J) Hecke algebra of J-biinvariant compactly supported functions on G
z(H) Bernstein center of a reductive group H
zπ central character of a representation π




Throughout our thesis, F denotes a local non-Archimedean local field of characteristic zero
and residue field size q. We consider split and quasi-split reductive groups G over F with
a fixed choice of standard Borel subgroup B ⊂ G. Subsequent chapters focus on low-rank
cases where, up to center, G is either GL(2, F ), GL(2, E) with E/F an unramified quadratic
extension, or UE/F (2), the quasi-split unitary group defined by
UE/F (2) :=
{






 and g 7→ tgσ denotes the action of the non-trivial element σ of the
Galois group Gal(E/F ) composed with matrix transposition.
In this chapter, we overview a fundamental class of spaces endowed with a G-action:
spherical varieties. The foundation of the theory was established by Krämer, Luna, Vust,
Brion et. al (see [Knop, 1991], [Brion et al., 1986]) and of particular interest are homo-
geneous spaces G0 \ G with G0 a subgroup of G. In this context, we have Matsushima’s
criterion:
Theorem 2.1.1. Let G be a reductive group over an algebraically closed field F of charac-
teristic zero and let G0 ⊂ G be a closed subgroup. Then the homogeneous space G0 \ G is
an affine variety over F if and only if G0 is reductive.
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Proof. See [Luna, 1973, Section I.2].

The theory of spherical varieties is equally well applicable to non-homogeneous spaces.
Spherical varieties provide, in fact, a generalization to the following setting, henceforth
referred to as the group case:
G = H ×H  H
with H a reductive group over F considered as a space with an action of left and right
multiplication by two copies of H.
In this thesis, we always take G to act on the right on a variety X, and if X is a
homogeneous space, then X is presented as a quotient of G by a subgroup on the left. For
instance, in the group case, g ∈ G, g = (h1, h2) acts on x ∈ X = H as follows:
x · (h1, h2) := h−11 xh2.
Moreover, X ' Hdiag \G, with Hdiag = {(h, h) : h ∈ H}.
In the next few paragraphs F can be any field and G a connected linear algebraic group.
We start with a fundamental result: Nagata’s compactification theorem asserts that any
separated algebraic variety X can be embedded as an open subset of a complete one, that
is, X admits a compactification X ([Nagata, 1962]). What will be an important foundation
for our work is the following result, due to [Sumihiro, 1974, Theorem 3]:
Theorem 2.1.2. Let X be a normal variety with G-action (where G may not be connected)1.
Then X admits a G-equivariant completion X, namely a complete G-variety which respects
the action of G on X ⊂ X. Such an X is called an equivariant completion of X.
In the remainder of the section, we will restrict our study to spherical varieties.
1Let G be a connected linear algebraic group. Then the action of G on a normal variety X can be
described by glueing finitely many normal quasi-projective varieties Xi each of which is endowed with a
linear action, i.e. an action by a projective representation of G on a projective embedding of Xi. If G is a
torus, then one can glue actions on affine varieties Xi (see [Sumihiro, 1974, Introduction]).
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2.1.1 Definition and examples
Definition 2.1.3. A spherical variety for a reductive group G over F is a normal variety
X with a G-action such that over F a Borel subgroup B ⊂ G acts with a dense orbit2.
As we noted already, many spherical varieties of interest are homogeneous spaces G0\G.
Observe in this case that G0 \G has an open B-orbit is equivalent to the property that the
flag variety G/B has an open G0-orbit.
Remark 2.1.4. Throughout this dissertation, whenever we consider a spherical variety X
over a field F (whether affine, quasi-affine or projective), we always endow X(F ), the set
of F -points of X, with the topology inherited from F . When no confusion arises, we also
write simply X for the space of F -points X(F ).
In particular, when F is a local non-Archimedean field, X(F ) has the locally compact
totally disconnected topology induced from such field F . As an algebraic variety, X can
be covered by open sets U isomorphic to spectra of rings R which are finitely generated
algebras over F . The topology on the F -points on each such open is described explicitly as
the compact-open topology on the space of morphisms
U(F ) = HomF (R,F )
with ring R having the discrete topology and F the standard one.
The following second remark is an important one differentiating between F -points of
the variety G0 \G and the quotient space G0(F ) \G(F ). The two may not be the same:
Remark 2.1.5. Let G0 ⊂ G be a reductive pair defined over F . In general G(F ) may
not surject onto the F -points of the variety G0 \ G. Indeed, the set of G(F )-orbits on
(G0 \G) (F ) is in bijection with the kernel
ker(H1(F,G0)→ H1(F,G)), (2.1.1)
and (2.1.1) is not necessarily trivial.
2Because we are assuming G is quasi-split throughout, the open B-orbit on X is in fact defined over the
base field F since it stable under the Galois Gal(F/F )-action.
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In the two main cases of interest in our thesis, namely X = T \ PGL(2) with T a
split diagonal torus, and X = GL(2) \ ResE/FGL(2) (with E/F an unramified quadratic
extension and ResE/F denoting the Weil restriction of scalars), the F -points of X may be
identified with the corresponding quotients of F -points because
H1(F, T ) = 1 and H1(F,GL(2)) = 1.
Here, H1 denotes the first cohomology of the Galois group of the separable closure of F .
Homogeneous varieties arise naturally when we consider the problem of classifying distin-
guished representations of a group G (assumed reductive) with respect to a closed subgroup
G0 (also reductive). This classification problem is the main objective of our work. Below,
we identify the groups G0 and G with their F -points G(F ) and G0(F ).
Recall that an irreducible admissible representation π of G is G0-distinguished if
dimC HomG0(π,C) 6= 0.




or equivalently, to the existence of an equivariant map
∃ : π −→ C∞(G0 \G). (2.1.2)
Hence, considering distinguished representations of G, we are naturally led to the study of
the spectral decomposition of X, more specifically to the Plancherel formula for L 2(X)
with X = G0(F ) \ G(F ). This argument provides one justification for the point of view
of varieties adopted in our thesis where we study algebraic and analytic criteria for the
Property (2.1.2) to hold.
We now list several key examples of spherical varieties (following [Pasquier, 2009]),
thereby illustrating the importance of such a definition:
Toric varieties Over C: (C×)n acts with an open orbit isomorphic to itself. Examples
include Cn and Pn. Affine toric varieties are of the form
X = Spec C[xχ11 . . . x
χn
n : (χ1, . . . , χn) ∈ C∨ ∩ Zn],
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where C∨ = {v ∈ Rn : 〈v, u〉 ≥ 0 ∀u ∈ C} is the dual of the strictly convex, rational, finitely
generated cone C ⊂ Rn (finite rank free abelian group). More general toric varieties are
described by a fan (see [Fulton, 1993]).





where WI is the subgroup of the Weyl group of (G,T ) generated by the simple reflections
of elements not belonging to I, a subset I ⊂ ∆ of the set of simple roots of G.
Horospherical varieties These are G-varieties with the property that stabilizers of
generic points contain a maximal unipotent subgroup of G. In particular, homogeneous
horospherical varieties of the form G/G0 satisfy the condition that G0 contains the unipo-
tent radical of a Borel subgroup of G. Homogeneous horospherical varieties can be realized
as torus bundles over flag varieties G/P for some parabolic subgroup P ⊂ G. As an example,
consider the fibration
C2 \ {0} ' SL2/U → SL2/B ' P1.
Symmetric varieties Pairs (G0, G) where G0 is the set of fixed points of a involution σ
of G. A simple example is
G 
 ∆ // G×G,
with involution given by σ(g1, g2) = (g2, g1). Another example of a symmetric variety is
given by the pair (G0, ResE/FG) with E/F a quadratic extension and G0 the fixed points
of the non-trivial Galois involution in Gal(E/F ). We return below to the specific case of
symmetric variety
X = PGL(2, F ) \ PGL(2, E)
when we study meromorphic continuations of certain Eisenstein series related to the Plancherel
formula on X.
A key property of spherical varieties is the following ‘multiplicity one’ result due to
Vinberg and Kimel’feld, [Vinberg and Kimelfeld, 1978] (see also [Knop, 1991]):
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Proposition 2.1.6. In the category of algebraic representations, the ring of functions F [X]
of an affine variety X is multiplicity-free if and only if X is spherical.
Such a property is of great interest to arithmetic and automorphic applications and to
the Langlands program. A pair G0 ⊂ G where the analogous multiplicity one property
holds in the category of smooth representations over a locally compact field is known in the
literature as a Gelfand pair.
Although we do not need the following the statement for our main result (Theorem 4.1.5,
which essentially concerns the particular case of n = 2), we include it here for reference:
Theorem 2.1.7. Let E/F be a quadratic extension of local non-Archimedean fields and π
a smooth, irreducible representation of GL(n,E). Then
dimC HomGL(n,F )(π,C) ≤ 1.
Moreover, when the space of GL(n, F )-invariant linear forms on π is non-zero,
πσ = π̃,
where π̃ denotes the contragredient representation of π and πσ is the representation defined
by πσ(g) = π(gσ). Here, σ ∈ Gal(E/F ) denotes the nontrivial Galois conjugation acting
on g ∈ GL(n,E) and on the representation π.
Proof. See [Flicker, 1991] and [Hakim, 1991].

2.1.2 Combinatorial data
The following data can be defined in general for arbitrary fields, but we are interested
in local and global fields of characteristic zero. This generalizes the combinatorial data
associated to toric varieties, and the theory has been developed by Luna, Vust, Brion et
al. (see [Knop, 1991], [Brion et al., 1986], [Pasquier, 2009]). The key idea, is to associate a
dual group G∨X → G∨ (later we will associate an extra parameter, analogous to the Arthur
parameter of automorphic representations) to control the representation theory on X.
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Let G be a split reductive group, B a fixed Borel subgroup and let X be a spherical
variety with G-action (in many cases, we also take X to be homogeneous). Consider
X (X) = {χ ∈ χ(B) : ∃f ∈ F (X)× such that f(b.x) = χ(b)f(x) ∀b ∈ B}.
Terminology: X (X) is called the group ofB-eigencharacters and we use the symbol F (X)(B),
called the group of B-eigenfunctions on F (X), for the subgroup of F (X)× satisfying the
above condition f(b.x) = χ(b)f(x) for some χ ∈ X (X). Put ΛX = X (X)∗ = HomZ(X (X),Z)
and Q = ΛX ⊗Q and note that we have the following inclusion
V ⊂ Q
of the cone generated by the G-invariant valuations on F (X) which are trivial on F×. Such
valuations v ∈ V are elements of ΛX in the natural way: for any χ ∈ X (X), v(χ) := v(fχ)
where fχ is the corresponding B-eigenfunction for χ (which is unique up to scalars). The
cone of G-invariant valuations V is also generating as a Q-vector space. We have an exact
sequence:
0→ F× → F (X)(B) → X (X)→ 0.
A key idea in what follows is that the geometry at infinity of X should be studied through
the valuations of its function field. We may introduce a dual torus A∨X → A∨ to the torus
AX associated to X. The torus AX associated to X is defined as the quotient of A ⊂ G
through which A acts on X◦/U , where X◦ denotes the Borel open orbit. In a diagram:




dual to Bx \B/U
for x ∈ X◦ with Bx = Stab(x), in the usual notation. Let now
V⊥ = {χ ∈ Q : 〈χ, ν〉 ≤ 0 ∀ν ∈ V}
and define the spherical roots, denoted by ∆X , to be intersection of the extremal rays of
V⊥ with X (X). This gives a set of simple roots with Weyl group WX , called the little Weyl
group of X, which is the finite reflection group having V as a fundamental domain.
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Having defined X (X) as a lattice of characters of AX and relative roots ∆X , we now
define the relative group GX of the variety X as the connected reductive algebraic group
over F corresponding to the root datum (X (X),∆X ,X (X)∗,∆∨X). The relative dual group
G∨X of the variety X is roughly
3 defined as the reductive group over C associated with the
dual root datum (X (X)∗,∆∨X ,X (X),∆X).
Some examples from the literature
1. Toric varieties: X 	 T ' (C×)n = B = G, then G∨X = T∨ and V = Q as well.
2. X = B \G or flag variety, then Q = V = 0.
3. For horospherical varieties H \G, similarly it can be shown that V = Q .
4. G = GLn, H = On, X is the symmetric space of non-degenerate quadratic forms and
G∨X = GLn(C).
5. For the symmetric space GL2n/GLn ×GLn, G∨X = Sp2n(C).
Of principal interest in this article will be the cases of homogeneous spherical varieties
X = G0 \ G from the Gan-Gross-Prasad conjectures (over a p-adic field and over a global
field), where:
1. G = GL(n) × GL(n + 1), G0 = GL(n)diag (i.e. the graph of embedding GL(n) ↪→
GL(n+ 1) induced by inclusion of linear spaces);
2. G = SO(n) × SO(n + 1), G0 = SO(n)diag (graph of the embedding SOn ↪→ SOn+1
induced by inclusion of orthogonal spaces);
3. with E/F a quadratic extension, quasi-split forms G = UE/F (n) × UE/F (n + 1),
H = UE/F (n)
diag (embedding induced by inclusion of Hermitian spaces).
3There is a different normalization of the simple spherical roots in [Sakellaridis and Venkatesh, 2012,
Section 2.2] which appears in the definition of G∨X ; we do not make this normalization precise in full
generality here.
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In all of the above three cases, it is known4 that
G∨X ' G∨.
For example, specializing to n = 2 in the orthogonal group case, we can consider the variety
X = SO2 \ SO3 ' T \ PGL2.
In this case, we have that G∨X ' SL2. Indeed, for x =
 1 0
1 1
, we have that stab(x) = a 0
a− 1 1
 and hence Bx \ B/U ' T . Geometrically, we can realize X as the quadric
cut out by the equation z2 − x2 − y2 = 1. The variety X is homogeneous under the action
of G = SO(z2 − x2 − y2) and it admits a compactification X ⊂ P3 such that X −X ' P1.
The next paragraph explains how one may calculate the combinatorial invariants of X.
It may be skipped on a first reading, as the method outlined is not needed for the main
results of the following Chapters.
Calculating spherical invariants First, to verify that G0\G is spherical, one can show:
g = g0 + b
for some Borel subalgebra b ⊂ g, or equivalently that G0B is open in G for some Borel





, dimB2n+1 = n
2 + n, dimB2n = n
2.
In this case, the condition reduces to dimSO2n+1 ≤ dimB2n×B2n+1, which gives n(2n+1) =
n(2n+ 1).
Next, in order to compute these invariants in practice, we consider the parabolic sub-
group
P (X) = {g ∈ G : X◦ · g = X◦},
4We could not find a good reference for this fact, although it can be verified by direct calculation.
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and choose an appropriate Levi subgroup L(X) ⊂ P (X) such that
[L(X), L(X)] ⊂ Bx ⊂ L(X).
The rank of a B-orbit Y ⊂ X is defined as the rank of the abelian group X (Y ) with Y
viewed as a B-variety. Then WG acts on the set





For any root α, we can compute
X◦ · Pα/R(Pα) ' G̃0 \ PGL2,
for some spherical subgroup G̃0 of PGL2. There are three possibilities for G̃0:
1. T or N(T ) ⇒ wα ∈WX ;
2. PGL2 ⇒ wα ∈WL(X);
3. U ⊂ G̃0 ⊂ B ⇒ wα /∈WX nWL(X).
Thus for a homogeneous spherical variety X = G0 \G, computing the invariants reduces in
part to calculating G0 ∩ Pα for a set simple of roots for G. This calculation gives the Weyl
group action on the maximal open Borel orbit of X, but it is not sufficient to poinpoint the
dual group of X. We refer to [Sakellaridis and Venkatesh, 2012, Section 2.2] for a complete
description of the dual group and in particular for the proper normalization of the spherical
roots.
2.1.3 Inductive structure
We now use the combinatorial structure introduced above to study the variety X in terms
of its geometry at infinity, i.e., in terms of the geometry of stable divisors in various com-
pactifications of X. This asymptotic behavior is, in fact, described by other G-varieties
which are simpler, in the sense that they admit simpler dual groups with extra symmetries
by tori. Such a description allows for an ‘induction process’ in many arguments about X.
This inductive process, which is based on the combinatorial properties of spherical varieties,
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provides a useful tool in the development of the relative Langlands program carried out it
[Sakellaridis and Venkatesh, 2012].
First, we state the following:
Theorem 2.1.8. (See [Brion and Pauer, 1987].) The association X 7→ C(X) gives a
bijection of isomorphism classes
{simple, toroidal compactifications X} ←→
{strictly convex, finitely generated cones C(X) ⊂ V}.
(Here, simple means with a unique closed G-orbit and toroidal means that no B-stable
divisor in X contains a G-orbit in the closure).
Moreover, from [Brion and Pauer, 1987] we can see that for a homogeneous space X =
G0 \ G, a particularly useful and canonical complete embedding X of X exists and is
described by C(X) = V when the cone V is strictly convex. Such compactification is toroidal
and simple. In fact, an equivalent condition for its existence is that the automorphism group
AutG(X) ' N(G0)/G0 is finite.
Definition 2.1.9. A wonderful compactification (or embedding) X ⊂ X is a simple,
smooth, complete toroidal embedding of X.
A wonderful compactification satisfies the following: under the extended G-action, there
are finitely many G-orbits on X, the closure of each such orbit is smooth and X is minimal






Remark 2.1.10. The authors in [Sakellaridis and Venkatesh, 2012] also designate by ‘won-
derful’ the canonical embedding of X when AutG(X) is finite, even though such a completion
is not necessarily smooth. According to [Brion and Pauer, 1987],
X/AutG(X)
admits a smooth wonderful embedding. In the remainder of this section, we follow the
convention in [Sakellaridis and Venkatesh, 2012].
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Examples. Consider the group case X = H = PGL(n) whose center is trivial, and
G = H ×H acting as usual by left and right multiplication on X. For n = 2, the wonderful
compactification of PGL(2) is
PGL(2) ⊂ PGL(2) ' P(Mat(2, 2)) ' P3
given by the projectivisation of the affine space of two by two matrices. For general n,
an in-depth study of the wonderful embedding is contained in [Thaddeus, 1999] and more
recently in [Martens and Thaddeus, 2016] (where the general split reductive group case for
H is analyzed in terms of moduli stacks of bundles). One can realize it in several ways, one
of which is: the locus
M0,n (Gr(n, 2n))
of genus 0, degree n stable maps to the Grassmanian Gr(n, 2n) (of n-dimensional hyper-
planes in 2n-dimensional affine space) passing through two general points.
Note that in the case X = SL(n), the wonderful compactification SL(n) of X for
n ≥ 3 is not smooth due to the existence of a non-trivial center (according to the previous
Remark). However, it does admit only finite quotient singularities and hence, in algebraic-
geometric terms, it can be described as the variety underlying an orbifold (c.f. [Martens
and Thaddeus, 2016]).
Consider now a general spherical variety X admitting a smooth wonderful embedding
X. Then to each G-orbit Z in X, one can associate a G-spherical variety: NXZ, the normal
bundle to Z. The orbit Z, in turn, is parameterized by an intersection of some Dj ’s and
it corresponds to a face F of the cone V as follows: the interior of F consists of those
valuations D whose center is the closure Z of Z (in the sense of algebraic geometry, i.e. the
valuation ring of D dominates the local ring of Z). Faces F ⊂ V correspond furthermore
to subsets Θ ⊂ ∆X of the spherical roots: to a face F , we associate the subset of the roots
which are orthogonal F . Thus we may denote by XΘ the open G-orbit of NXZ; such a XΘ
is called a boundary degeneration of X in the Θ∞-direction. It is worth summarizing this
construction into:
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Definition 2.1.11. The boundary degeneration XΘ of a spherical variety X (in the Θ∞-
direction) is the open G-orbit of the normal bundle NXZ. Here, Z is the G-orbit in the
wonderful compactification X of X corresponding to the subset of spherical roots Θ ⊂ ∆X .
The following properties illustrate the ‘inductive structure’ of spherical varieties:
1. AX ' AXΘ .
2. G∨XΘ is isomorphic to the Levi subgroup of G
∨
X with simple roots Θ
∨ corresponding,
as coroots, to Θ.
3. ∃ a canonical action of the torus G∆X\Θm on XΘ by G-automorphism such that the
quotient is isomorphic to the G-orbit Z corresponding to Θ.
4. ∃ a B-equivariant isomorphism X◦Θ ' X◦ between open B-orbits inducing the identity
on normal bundles.
Furthermore, by [Sakellaridis and Venkatesh, 2012, Section 2.7], there exists a Levi variety
XLΘ for the action of the Levi subgroup LΘ ⊂ PΘ = LΘNΘ of the parabolic subgroup of G






where P−Θ denotes the opposite parabolic to PΘ containing LΘ. In fact, this LΘ-variety can
be realized as
XLΘ ' X◦PΘ/NΘ,
where X◦ denotes the open Borel orbit of X.
We now introduce some terminology which will become useful in the following sections:
Definition 2.1.12. At the level of F -points, we call a neighborhood of Θ-infinity in X
the intersection of X with a neighborhood of Z in X (in the topology induced from F ). We
call a neighborhood of Θ-infinity in XΘ the intersection of XΘ with a neighborhood of Z
in NXZ.
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We refer to [Knop and van Steirteghem, 2006] and [Brion, 2009] for a classification of
spherical varieties which, because of the rigidity of the combinatorial data associated to
them, are amenable to such results.
Another important characteristic of spherical varieties which will be assumed below (and
which holds in the particular cases of interest for our main results):
Definition 2.1.13. Wavefront varieties are those for which V equals the image of the
negative Weyl chamber under the natural quotient map of the Cartan subalgebras
a  aX
(c.f. [Sakellaridis and Venkatesh, 2012, Section 2.1]).
Example 1. The Gross-Prasad cases above (in particular for G = SOn × SOn+1, G0 =
SOn) are wavefront; also G
∨
X ' G∨ in these cases.
Example 2. For a flag variety P \G, Q = V = 0.
2.1.4 Conjectural framework
Following [Sakellaridis and Venkatesh, 2012], we further associate to X a natural map,
called a distinguished morphism
δX : G
∨
X × SL2(C) −→ G∨,
inducing a map from the set of tempered L-parameters ofGX to the set of Arthur parameters
of G.
Example In the Gross-Prasad cases above, one can verify that δX is the trivial morphism
on SL2(C), and that it is the inclusion G∨X ⊂ G∨ on the first factor.
The main idea is that such a morphism should give rise to a pushforward map
(δX)∗ : ĜX −→ Ĝ,
of unitary duals (see [Gan and Gomez, 2011] for several instances where this is actually
a theorem). This allows us to state a conjecture on the X-distinguished spectrum of G
CHAPTER 2. SPHERICAL VARIETIES 28
(referred to as the ‘weak form’ of the local conjecture in [Sakellaridis and Venkatesh, 2012],
16.2.2): (assuming X is an F -split variety) there exists a direct integral decomposition




Here, [ψ] varies over G∨X -conjugacy classes of X-distinguished Arthur parameters. These









where LF is the Langlands group of F (a locally compact group whose image in R>0 under
the natural map through the Weil group of F takes values in qZ) and φ is a tempered
Langlands parameter into G∨X . Moreover, µ(ψ) is a natural measure on the space of such
parameters modulo conjugation, and Hψ is isomorphic to a direct sum (possibly zero) of
irreducible representations belonging to the Arthur packet associated with the image of ψ
in G∨.
We obtain a direct integral decomposition of L 2(X(F )) in Sections 4.1 (without cen-
ter) and 5.4 for the quasi-split homogeneous space over F given as the quotient X =
GL(2, F )\GL(2, E) for an unramified quadratic extension E/F . In fact, our explicit results
on Plancherel formulas suggest the following: in accordance with the conjectural framework
for the spectrum of spherical varieties presented in this section, the dual Langlands group
LGX of X ought to satisfy
LGX ' LUE/F (2), and that the distinguished morphism δX in
this case ought to be precisely the (unstable) base-change map
BC : LUE/F (2) −→ LResE/F (GL(2)) ' GL(2,C)×GL(2,C) oGal(E/F ).
Our results are also compatible with the Flicker-Rallis conjecture (see [Flicker, 1991]), which
states that for any n: an irreducible, admissible representation π of GL(n,E) with n odd
(n even) is GL(n, F )-distinguished if and only if it lies in the image of the stable (unstable)
base-change map from UE/F (n).
For n = 1, this conjecture is a special case of Hilbert 90. This is easy to see (and also
covered in [Flicker, 1991]). For n = 2 this conjecture was already proved by Flicker in
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[Flicker, 1982] (see also [Flicker, 1988]). For n = 3 and π supercuspidal, it is proved in
[Anandavardhanan and Rajan, 2005] using the Langlands-Shahidi method.
We note5 that a necessary condition for π to be in the image of the base-change map




Here, zπ denotes the central character of π and σ the nontrivial element of Gal(E/F ) acting
on the representation space of π via πσ(g) = π(gσ).
In [Kable, 2004], for π square-integrable it is shown that the last two conditions imply
π is distinguished (or ηE/F -distinguished with ηE/F the quadratic character associated to
the extension E/F ) with respect to GL(n, F ) according as n is odd (or even).
2.2 Asymptotics
In this section, we return to the setting of a wavefront spherical G-variety X with G re-
ductive. We discuss the most important property of boundary degenerations XΘ of the
spherical variety X: namely the approximation of test functions on X in a neighborhood
of Θ∞. We follow [Sakellaridis and Venkatesh, 2012]. We assume X is wavefront : under
the assumption that Z(LΘ) → AX,Θ = AutG(XΘ) is surjective, the wavefront property is
characterized by the fact that A+X ⊂ AX (the positive subset of AX defined by |λ(a)| ≤ 1,
∀λ ∈ ∆X) can be covered with finitely many orbits of A+. In fact, all varieties of interest
in this paper are wavefront.
Let X be a smooth spherical G-variety and fix a G-invariant measure6 dx on X. Let X
be the wonderful compactification of X.
5This observation is borrowed from [Anandavardhanan and Rajan, 2005, Remark 4.2].
6For homogeneous varieties of the form X = G0 \G with G0 reductive, we shall take dx to be the quotient
measure for a fixed choice of Haar measures on G and G0.
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Definition 2.2.1. We define the Schwartz space of X, denoted by S(X), as the set of all
smooth compactly supported functions on X.
The space of square integrable functions (with respect to the fixed measure dx) on X is
denoted by L 2(X). We have the following inclusion
S(X) ⊂ L 2(X),
and both spaces are G-representations endowed with the right-regular action. Furthermore,
L 2(X) is a unitary representation. The dual space to S(X) is the set of all smooth functions
on X, which is denoted by C∞(X).
The main theorems on asymptotics used in this work are the two results below, which
leverage the following crucial fact: for any open compact subgroup J ⊂ G, there is a
bijection between J-orbits of X on the one hand and J-orbits of XΘ on the other hand in
suitable neighborhoods (depending on J) of Θ∞. (See [Sakellaridis and Venkatesh, 2012]
for general proofs when X is wavefront.)
Theorem 2.2.2. For every Θ ⊂ ∆X , let Z ⊂ X be the divisor corresponding to Θ and
write NZX for the normal bundle of Z. Then there exists a unique G-equivariant map
eΘ : S(XΘ)→ S(X)
such that for any open compact subgroup J ⊂ G and every p-adic analytic map
φ : NZX → X
which induces the identity on the normal bundles to Z and respects G-orbits, there exist
J-stable neighborhoods U and U ′ of Z in X and XΘ respectively such that
eΘ = φ∗
on S(U)J ⊂ S(XΘ)J .
Moreover, the dual morphism of eΘ,
e∗Θ : C∞(X)→ C∞(XΘ),
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is H(G, J)-equivariant, in the following sense: for any Hecke element h ∈ H(G, J), there
exist (possibly smaller than U , U ′) open J-stable subsets of Z in X and XΘ such that for
any smooth f supported on these neighborhoods
eΘ(h ? f) = h ? eΘ(f).
An equivalent theorem about the dual morphism is also very useful for the purposes of
this write-up:
Theorem 2.2.3. For every Θ ⊂ ∆X , there exists a unique G-morphism
e∗Θ : C∞(X)→ C∞(XΘ)
f 7→ fΘ
such that f and fΘ coincide in neighborhoods of Θ-infinity whose J-orbits are identified with
each other under any representative of the canonical germ of locally p-adic analytic maps
expΘ,J ∈MorZ/J(NZX/J,X/J)
of [Sakellaridis and Venkatesh, 2012, Proposition 4.3.1] (which are characterized by the
property that they induce the identity on the normal bundles to Z and respect G-orbits as
in Theorem 2.2.2).
Example. The theory of Θ-asymptotics for spherical varieties as presented here gener-
alizes the theory of asymptotics of matrix coefficients in the group case for representations
induced from parabolic subgroups of the form PΘ. Here, X = H is a quasi-split, reductive
group with action by G = H ×H and
XΘ ' LdiagΘ \
(
NΘ \H ×N−Θ \H
)
.
Let τ be a supercuspidal representation of the Levi subgroup LΘ ⊂ PΘ and consider the
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where the vertical map on the left is the quotient map to the corresponding Jacquet modules
(which are LΘ-representations, using the · notation in this section to indicate the action of
LΘ) with unipotent subgroups NΘ and its opposite N
−
Θ defined on pure tensors by
v ⊗ ṽ 7→ vNΘ ⊗ ṽN−Θ .












→ C∞(LΘ)→ C∞(XΘ) ' IndPΘ×P−Θ C
∞(LΘ),
where the first arrow above is defined using the canonical pairing 〈 , 〉NΘ between the oppo-




given in [Casselman, 1995, Proposition
4.2.3]:
LΘ 3 a 7→
〈
a · vNΘ , ṽN−Θ
〉
NΘ





We introduce more terminology: we call τ regular if τw 6' τ for every w in the set7
{w ∈WH : w · L = L}/WL − {1}.
We can now further refine the diagram (2.2.1) for regular representations τ , as follows. To
simplify notation, for the purpose of this extended example, we write P = PΘ, N = NΘ and
L = LΘ. Recall also that in the group case example we have that X = H. The composition
IP (τ)⊗ IP (τ̃)→ C∞(H)
e∗Θ−→ C∞
(
Ldiag \ (N \H ×N− \H)
)




Kw : IP (τ)⊗ IP (τ̃)→ C∞
(
Ldiag \ (N \H ×N− \H)
)
= IP×P−C∞(L)
7The class of τw is well-defined here, c.f. [Waldspurger, 2003, page 276].
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is the operator
Tw ⊗ Tw0w−1 : IP (τ)⊗ IP (τ̃)→ IP (τ
w)⊗ IP−(τ̃w)
(here, w0 is the Weyl element mapping P to its opposite P
−) composed with the natural
morphism
IP×P−(τ
w ⊗ τ̃w)→ IP×P−C∞(L)
which is obtained by the functoriality property of induction from the matrix coefficient map
τw ⊗ τ̃w → C∞(L).
The refined decomposition of the operator e∗Θ given by 2.2.2 is a restatement of [Wald-
spurger, 2003, Proposition V.1.1]. This decomposition is in fact crucial for our main result,
Theorem 4.1.5, but we only need the theory of asymptotics in the rank one group case –
which we explicate in the proofs of Proposition 4.7.11 and Lemma 4.7.19.
2.3 Examples
In this section, we discuss several explicit examples explicating the asymptotic map eΘ and
its dual e∗Θ beyond the group case. These examples are peripheral to the main thread of
the thesis and may be skipped on a first reading.
2.3.1 Unramified exponential map
Let X = T \ PGL(2). It is a rank-one variety for G = PGL(2) over the local non-
Archimedean field F with residue field of size q. Here, T denotes the split torus of G, which
is isomorphic to F× and is embedded in G via
F× 3 a 7→ diag(a, 1).
The variety X has a single boundary degeneration corresponding to ∅ ⊂ ∆X = ∆G, namely
X∅ = N \G,
where N is the subgroup of unipotent upper triangular matrices in G.
Let $ be a uniformizer of F and let K = G(OF ) be the maximal hyperspecial compact
subgroup of G. We consider the spaces of K-orbits on X and X∅. First, the K-orbits on X
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are in bijection with N
X/K ←→ N,
realized by the following choice of coset representatives of the double quotient T\PGL(2)/K: 1 $−n
1
 7→ n ∈ N (for n ≥ 0).
Second, we have
X∅/K ←→ Z
realized by the mapping  $n
1
 7→ n ∈ Z.
We can see explicitly in this case that K-orbits on both sides can be identified8 for n ≥ 0.
Furthermore, bases for the spaces of functions S(X)K ' C[N] and S(X∅)K ' C[Z] are
given by characteristic functions supported on orbits corresponding to the natural numbers
or to the integers accordingly. We denote these bases for the two spaces of invariant functions
by [n]X (for n ≥ 0) and by [n]X∅ (for n ∈ Z).
We can then fully describe the unramified asymptotic morphism
e∅ : S(X∅)K → S(X)K
by taking into account the convolution action (denoted by ?) of the unramified Hecke algebra
H(G,K) on the two Schwartz spaces. The action is defined as follows: for h ∈ H(G,K)
and φ ∈ S(X) (or in S(X∅)), we have










8Compare this orbit identification with the following geometric statement: over an algebraic closure F ,
X ' Spec
(
F [x, y, z]/(x2 − y2 − z2 − 1)
)
, and the single boundary degeneration of the hyperboloid X is the
cone X∅ ' Spec
(
F [x, y, z]/(x2 − y2 − z2)
)
.
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be the characteristic function of the K × K double coset above. It is the generator of
H(G,K). Using [Bump, 1998, Proposition 4.6.4], we verify the following identities:
h$ ? [n]X∅ = q · [n− 1]X∅ + [n+ 1]X∅ , n ∈ Z,
h$ ? [n]X = q · [n− 1]X + [n+ 1]X , for n > 0,
and also
h$ ? [0]X = q · [0]X + [1]X .
Using these identities, we obtain a recursion for all n ∈ Z which we solve using the fact that




















q−n−1 [−n− 1]X , for n < −1.
(2.3.1)
[Sakellaridis, 2014b, Theorem 7.7] gives an explicit formula generalizing (2.3.1) to wavefront
spherical varieties.
2.3.2 Spectral decomposition of the asymptotics morphism
For this second example, we consider the following space: X = T \ SL(2), which is also a
rank-one variety over F for the group G = SL(2). We write O = OF for the valuation ring














We consider the open subset U of X given by the equation c 6= 0. We can parameterize
U ' A2 as the space of coset representatives of G modulo T given by x xy − 1
1 y
 7→ (x, y) ∈ A2






 αx βx+ α−1(xy − 1)
α β + α−1y
 ,
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 = (α2x, α−1β + α−2y).
We fix a point x0 = (1, 0) ∈ U whose orbit under the action of the Borel subgroup B is
x0 ·B =
{
(α2, α−1β) : α ∈ F×, β ∈ F
}
.
Let 1X(O) ∈ S(X) be the characteristic function of integral points on X given by morphisms




Appealing to [Bezrukavnikov and Kazhdan, 2015, Proposition 7.2], we know that the sup-
port of the image function is bounded, i.e. that it has compact closure in the affine closure
of X∅. Furthermore, by [Sakellaridis and Venkatesh, 2012, Proposition 15.4.3] the function
(2.3.2) is of moderate growth. As such, we have a point-wise decomposition:












where e∗∅,χ are equivariant morphisms





mapping to the (normalized) induced representation space IndGB(χ) lying in the space of
χ-invariants of C∞(X∅). Here, χ denotes a character of the torus T ⊂ B. In Section 3.7, we
use the morphism (2.3.3) to give a new derivation of the Plancherel formula for the space
T \ PGL(2). For this example, we use the procedure in [Sakellaridis, 2013, Section 3] to
realize (2.3.3) explicitly as the composition






denotes the inverse of the standard intertwining operator (see Section 3.4 for a full descrip-
tion), and S◦χ−1 is the morphism
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given by integration over the open B-orbit of X. Applied to our particular test function,











(b)χ(b)db ∈ IndGB(χ−1), (2.3.5)
with the measure on BF normalized to give BF (O) volume one and δBF denoting the
modulus character of the Borel BF . Because x0B ⊂ U , the conditions for x0 · b to lie inside
X(O) are given by
α ∈ O and α−1β ∈ O.
We may assume now that the character χ is unramified so that its values are determined














Comparing with [Sakellaridis, 2013, Theorem 7.2.1] and using exponential notation for
characters of tori, our last expression may also be written as
Q−1
(1− q−1)−1










where α̌ is the only non-trivial dominant coroot of X, which is also the non-trivial dominant














for any χ satisfying <(χ) > 0 (where the real part of the character χ means, by definition,
<(logχ)).
In Section 3.7, we generalize the expression (2.3.6) and derive the Plancherel formula
for T \ PGL(2) in terms of the canonical asymptotics morphisms e∗∅,χ.
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Chapter 3
Plancherel formulas: Part 1
3.1 Compact group case
In this chapter and the next we describe our main results on spectral decompositions of
certain unitary representations of square-integrable functions on spherical G-varieties. Our
results can be seen as generalizations of the following classical theorem of Fritz Peter and
Hermann Weyl.





as unitary H × H-representations. Here, π denotes the unitary dual representation of π,
and the direct sum closure on the left-hand side runs over the set of isomorphism classes of
irreducible unitary representations of H.
Note that representations appearing in the above decomposition are finite-dimensional,
so dim(π) is well-defined.
When passing to a non-compact group (and later on to an arbitrary variety X with an
action by a reductive group G), irreducible unitary representations appearing in the anal-
ogous L 2-decomposition are not necessarily finite dimensional. For such representations
which are also square-integrable, there is a notion of formal degree, a scalar quantity which
generalizes dimensionality. This scalar is featured in the Plancherel for the group in the non-
compact case, and also in the Plancherel formula for the variety X = GL(2, F ) \GL(2, E).
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In order to define the formal degree, consider two irreducible square-integrable represen-
tations of a group G: π1 and π2. Let v1, v
′
1 ∈ π1 and v2, v′2 ∈ π2. Assume that the central














If π1 6' π2, then I(v1, v′1, v2, v′2) = 0 for every v1, v′1, v2, v′2 as above. On the other hand, if








〈v1, v2〉 〈v′1, v′2〉.
Definition 3.1.2. Let π be an irreducible, square-integrable representation of G. The pos-
itive real deg(π) defined above is called the formal degree of π.
As defined, deg(π) depends on the choice of Haar measure on G, so we may call it the
formal degree relative to the choice of dg. For a compact G, there is a normalization of the
measure giving G volume one. Under this normalization, deg(π) = dim(π).
Next, to generalize the Plancherel decomposition theorem to arbitrary quasi-split re-
ductive groups over the local field F , we need to define a larger space of test functions,
namely the Harish-Chandra Schwartz space. We introduce the latter in Section 3.3. Before
continuing, we need to be more precise about our choices of measures.
3.2 Normalization of measures
We have already seen that the formal degree of a square-integrable representation depends
on the choice of Haar measure on G. In this section, we specify how we pick measures on
the group G, G-invariant measures on a variety X and Plancherel measures as well in a
compatible way. In this dissertation, the main results are about rank one groups H and
varieties X.
First, let X = H be a split connected reductive group under the G = H × H action.
We normalize the Haar measure on H using the Iwasawa decomposition: H = BFKF with
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for every f ∈ S(H). The maximal compact KF is normalized to have total volume one
and the left-invariant measure on BF = LN is the product of measures on the Levi and
unipotent parts. In rank one, the measure on L ' A is obtained from the multiplicative
Haar measure of F× normalized such that O×F has volume one, and the measure on N is
taken to be the additive measure on F , normalized so that vol(OF ) = 1 as well.






f(k1ak2) · vol(KaK, dg) d×adk1dk2.
In rank one, the volume factor is given by
vol(KaK, dg) =

1, when δBF (a) = 1;
(1 + q−1)δ−1BF (a), otherwise
for a dominant element a ∈ A+(F ). Here, q is the size of the residue field of F .
When H is not split over F but splits over a quadratic extension E/F , we may consider
H as a split group over E and consider its F -points by restriction. This is what we do in
Chapter 4 for the group GE = PGL(2, E).
In higher rank, the Plancherel measure on G depends on the Plancherel measures of
all Levis LΘ of parabolic subgroups PΘ = LΘNΘ (with Levi subgroup LΘ and unipotent
radical NΘ) of H for all subsets Θ ⊂ ∆G. The Plancherel measures on the unitary duals L̂Θ
depend in turn on the chosen Haar measures on LΘ. In general, there is a systematic choice
of measures on the group and its boundary degenerations which are compatible under the
exponential map expΘ,J (see Theorem 2.2.3). Compatibility is achieved as follows.
First, the measures d(n−), dl and dn on N−Θ , LΘ and NΘ respectively are chosen so that
the measure of the open cell N−ΘLΘNΘ equals the measure of H. Next, the compatibility
condition for the measure on the boundary degeneration in the Θ-direction
LdiagΘ \
(
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is obtained by integrating the measure dl over PΘ \H ×P−Θ \H endowed with the measure
d(n−)× dn, in the sense that for any vector f ∈ IndHPΘ(δPΘ) and ḣ ∈ PΘ \H, we have∫
PΘ\H




and likewise for P−Θ \H.
Next, the Plancherel measure on the discrete part of L̂Θ is taken as the counting measure
on the set of representations normalized by their formal degrees with respect to the specified
Haar measure on LΘ. Finally, the measure of the continuous part of L̂Θ (which is a compact
real variety) is normalized to have total volume one.
Furthermore, the G-varieties X which appear in this thesis are always assumed to have a
right G-action. We also choose right-invariant measures on these varieties X, provided such
measures exist1. In fact, we are implicitly assuming the existence of an invariant measure
whenever we write that the space of smooth functions C∞(X) is dual to the Schwartz space
S(X).
The two main spaces we work with in this thesis, namely T \ PGL(2) (with T a split
diagonal torus of PGL(2)) and GL(2, F ) \GL(2, E) (with E an unramified quadratic field
over F ), are homogeneous and indeed admit right-invariant measures. These measures are
taken as the natural quotient measures on these spaces. In both cases, we have X = G0 \G
for a reductive subgroup G0 ⊂ G equipped with a measure dg0 (with the same normalization
conventions as for dg above) and we set dx := dg0 \ dg such that the following integration








with g = g0x.
Our varieties X also admit boundary degenerations XΘ for Θ ⊂ ∆X and we fix compati-
ble choices of measures on them as well. Again, the main results of Chapters 4 and 5 involve
only spaces of rank one, and so we need only consider a single boundary degeneration in
the ∅∞-direction.
1We can also consider eigenmeasures on aG-variety. They are top degree forms onX which are equivariant
with respect to the group action.
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3.3 The Harish-Chandra Schwartz space
For this section, we follow the presentation in [Bernstein, 1988]. We first introduce the
property of polynomial growth on a variety X endowed with a scale function, and then we
define the Harish-Chandra Schwartz space C (X). Several examples are provided as well.
First, let us clarify the notion of scale function. In fact, the terminology in [loc. cit.] is
that of a space with large scale structure defined by an equivalence class of radial functions
r : X −→ R+. In many contexts, there are natural choices of such radial functions (see
definition and examples below) and by abuse of language we refer to them simply as scale
functions in this section to evoke the scale structure they induce on X. For completeness,
we recall the following:
Definition 3.3.1. ([Bernstein, 1988, §4.2]) Let G be a locally compact group. A radial
function on G is a locally bounded function r : G −→ R+ satisfying:
1. r(g) = r(g−1) ≥ 0
2. r(g1g2) ≤ r(g1) + r(g2)
for every g, g1, g2 ∈ G.
Two radial functions r1 and r2 are said to be equivalent if there exists a constant c > 0
such that
c−1(1 + r1) ≤ (1 + r2) ≤ c(1 + r1).
An equivalence class of radial functions on G endows G with a large scale structure. Fur-




for any fixed point x0 ∈ X. A scale function r on X satisfies the following useful property:
for every ball B ⊂ G, there exists a constant C > 0 such that
|r(x · g)− r(x)| < C
for every x ∈ X and g ∈ B (see [loc. cit., Section 3.5]).
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Examples. Real, p-adic and adelic Lie groups admit a natural scale function r : G→ R+.
For example, for a linear group G ⊂ GL(n, F ), one can define
r(g) := max
(
log ‖g‖, log ‖g−1‖
)
,
where ‖ • ‖ denotes the usual operator norm (with respect to some norm on Fn). In
particular, for non-Archimedean fields we can take ‖g‖ = maxij |gij |, the maximum among
p-adic norms of all entries of g.
Definition 3.3.2. Let X be a variety endowed with a scale function r : X −→ R+. We
say that X has polynomial growth if for some compact neighborhood J of the identity in
G, there exist constants d ≥ 0, C > 0 such that for every R > 0 the ball
B(R) = {x ∈ X : r(x) ≤ R}
can be covered with at most C(1 + R)d J-balls of the form J · x, for x ∈ X. The infimum
of such d’s is called the rank of X.
Examples continued. One can check that for G = SL(2,R) = KAN , K = SO(2), with
A a split torus and N the set of unipotent matrices, X1 = K \ G has polynomial growth,
rank 1 and r1(x) is the hyperbolic distance to a K-invariant point x0. For X2 = G/N , a
scale function may be taken as
r2(x) = | log(y)|,
for x = k · diag(y, y−1) and k ∈ K.
More generally, by a generalized version of the Cartan decomposition (see [Sakellaridis
and Venkatesh, 2012, Section 11.2]) every wavefront spherical variety X has polynomial
growth.
We now define the Harish-Chandra Schwartz space, a space of functions on a G-variety
X which plays an important role in the remainder of the thesis.
Definition 3.3.3. The Harish-Chandra Schwartz space of X, denoted by C (X), is the





where L 2(X, d) = L 2(X, (1 + r)dµX) and r the scale function of X.
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The natural inclusion S(X) ⊂ C (X) has dense image. Furthermore, the inclusion
C (X) ⊂ L 2(X) is a Hilbert-Schmidt morphism and thus it satisfies the Gelfand-Kostyuchenko
condition (cf. [Bernstein, 1988]). Hence the representations π ∈ Ĝ which contribute to
L 2(X), called X-tempered representations, must admit a morphism
βπ : π −→ C∞(X)
such that for every d > rank (X)
β(v)(1 + r(x))−d/2 ∈ L 2(X)
for all v ∈ π. The latter property is called “the analytic necessary condition” in [loc. cit.].
We end this section by introducing another natural space of functions on X: the space
of tempered functions T (X). It will play an important role in our results on the LRTF in
Chapter 5.
Definition 3.3.4. Let X be a spherical variety. The space T (X) ⊂ C∞(X) of tempered
functions on X is the smooth dual of the Harish-Chandra space C (X):




The condition for temperedness of the function f in the definition is equivalent to the
following requirement (see [Bernstein, 1988]): ∃d > 0 such that
(1 + r)−df ∈ L 2(X,µX),
where r denotes the scale function on X and µX an invariant measure, as above.
3.4 Reductive group case à la Waldspurger
Let F be a non-Archimedean local field of finite residue characteristic and let G be a
connected reductive group defined over F . We recall the Plancherel formula for G developed
in [Waldspurger, 2003] following the work of Harish-Chandra. It expresses a Harish-Chandra
function f ∈ C (G) in terms of its action π(f) on tempered representations π ∈ Ĝtemp.
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This section recalls an explicit normalization of the Plancherel measure from [loc. cit.]
and is faithful to the notation used in that paper. We do not need the full statements given
below for our main results in rank one. However, Harish-Chandra’s j-function (Definition
3.4.2) does play a major role in the Plancherel of Chapter 4.
Let P = LN be a parabolic subgroup of G, with Levi subgroup L and unipotent radical
N . We denote by X (L)unr the group of unramified unitary characters of L, which acts on
Π2(L), the set of irreducible, square-integrable representations L. Let Ω be an orbit of this
action. X (L)unr is isomorphic as a real analytic subgroup of (C×)r= rank L to a product
(S1)r, and Ω is a compact real analytic variety isomorphic to the quotient of (S1)r by a
finite subgroup (specifically, the subgroup of X (L)unr which stabilizes any base point of Ω
under the twisting action).
For ω ∈ Ω, we define the representations πω ' IndGP (ω) and πω ⊗ π̃ω of G and G ×
G respectively. Furthermore, as in [loc. cit., page 236] we collect the spaces of these
representations as ω varies over Ω into the smooth fibrations2:
{πω}ω∈Ω −→ Ω
and
{πω ⊗ π̃ω}ω∈Ω −→ Ω.
Next, we define the Harish-Chandra function µ on Ω. First, we need to recall the
standard intertwining operators:
Definition 3.4.1. For ω regular, we define an intertwining operator TP ′|P (ω) for any pair
of parabolic subgroups P, P ′:
TP ′|P (ω) : Ind
G
P (ω) −→ IndGP ′(ω)
by the integral formula




2To make sense of {πω}ω∈Ω as a fibration with base Ω, we need to fix non-canonical identifications between
πω and πw·ω for w ∈WL (the Weyl group of L) as the parameter ω varies in Ω. However, {πω ⊗ π̃ω}ω∈Ω −→ Ω
does define a fibration canonically.
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which converges in a cone of ΩC. Formula (3.4.1) defines, in fact, a rational operator over
all of ΩC (by [Waldspurger, 2003, Theorem IV.1.1]). Here, we choose measures on the
unipotent radicals of P and P ′ compatibly, as described in Section 3.2.
In particular, for any parabolic P , we have defined operators
TP |P (ω) : Ind
G
P (ω) −→ IndGP (ω)
and
TP |P (ω) : Ind
G
P
(ω) −→ IndGP (ω),
where P denotes the opposite parabolic of P .
Definition 3.4.2. When ω is a regular point and πω is irreducible, then the composition of
the two operators TP |P (ω) and TP |P (ω) is an endomorphism of πω:
TP |P (ω) ◦ TP |P (ω) ∈ End(πω).
By Schur’s Lemma, TP |P (ω) ◦ TP |P (ω) acts by a scalar on IndGP (ω), and we define the
j-function as follows:
jP (ω) := TP |P (ω) ◦ TP |P (ω).
As written, jP depends on the choice of parabolic P . One can show the definition is inde-
pendent of the choice of conjugacy class of parabolic subgroups P with a fixed Levi subgroup
L = L(P ). Furthermore, jP (ω) is defined as the explicit scalar above only for a Zariski
dense subset of ΩC. One can extend jP rationally to the whole ΩC. We refer to [Wald-
spurger, 2003], Section IV.3, for a detailed analysis.
The Harish-Chandra function µ is then defined as the product of j−1P (ω) by an explicit con-
stant (which is identified below Theorem 3.4.4 following [Waldspurger, 2003]). In fact, we
can extend µ to a smooth function: µ ∈ C∞(Ω).
Remark 3.4.3. When considering the j-function with minimal parabolic P∅ = B, we omit
the symbol for the Borel subgroup from the notation. In this paper, we are mostly concerned
with rank one groups and varieties, and hence only jB is relevant. In this case, we may
indicate the j-function as jG to emphasize the group Plancherel measure.
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Finally, to any smooth section ω 7→ ψω ∈ πω ⊗ π̃ω, and a fixed g ∈ G, tracing to C gives
a smooth function on Ω as follows:









with vi ∈ πω, ṽi ∈ π̃ω and 〈 , 〉 the natural pairing between dual representations πω and π̃ω.





naturally belongs to πω ⊗ π̃ω ↪→ End(πω) since πω is a tempered representation. The
Plancherel formula for the group G can be summarized in the following:
Theorem 3.4.4. Let G be a connected reductive group, P ⊂ G a parabolic subgroup with
Levi L and let f ∈ C (G) with notation as above. Let Ω be an orbit of Π2(L) under the
twisting action of X (L)unr. Consider the following fibration associated to P , L and Ω:




whose total space is denoted by E (Ω) and whose fiber is isomorphic to the G×G represen-
tation space πω ⊗ π̃ω over ω ∈ Ω.
1. Let d(ω) be the formal degree of ω. Then ω 7→ d(ω) · πω(f) is a smooth section of
fibration (3.4.2).





µ(ω) ·MP (ψw) (g)dω
belongs to C (G). Here, dω is the Haar measure which gives the compact space Ω
volume one.
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3. There are finitely many conjugacy classes of pairs (P,Ω) for which πω(f) 6= 0. More-







µ(ω) ·MP (πω(f)) d(ω)
where c(P ) is an explicit constant depending on the associate class of the parabolic
subgroup P .
Proof. This is [Waldspurger, 2003, Theorem VIII.1.1].

In order to explicitly identify the constants c(P ) in the previous theorem, we write down










where πω = Ind
G
Pω, Lg denotes the left-action of g ∈ G and f∨(g) := f(g−1). Here, the











where for α ∈ Σred(P ) Aα denotes the connected component of ker(α) in AL, and Lα is the
centralizer of Aα in G. Here Nα is the unipotent radical associated to α, δP is the modulus
character of the parabolic P and mP (g) ∈ L for some choice g = nP (g)mP (g)kP (g) coming
from the Iwasawa decomposition relative to P : G = PK.
Moreover, in Equation (3.4.3) d(ω) is the formal degree of ω, a square-integrable rep-
resentation of semi-standard Levi L, dω is a canonical Haar measure on Ω. The exterior
summation is over ∼-equivalence classes of pairs (Ω, P = LN) where P is a semi-standard
parabolic and Ω is as usual an orbit of the space of square-integrable representations of L
CHAPTER 3. PLANCHEREL FORMULAS: PART 1 49
under the action of X ur(L). Two pairs (Ω, P = LN) and (Ω′, P ′ = L′N ′) are equivalent
under ∼ if there is an element w ∈WG in the Weyl group of G such that
w · L = L′ and w · Ω = Ω′.
stab(Ω, L) is defined as the set
stab(Ω, L) = {w ∈WG : w · Ω = Ω}/WL,





We end this section by giving yet another equivalent but more transparent statement
of the Plancherel formula in the group case in terms of Plancherel formulas of smaller Levi
subgroups, up to discrete measures ([Sakellaridis and Venkatesh, 2012, Theorem 15.7.2]).
To keep in line with the notation for the group as a spherical variety, we let X = H a split
reductive with action by H ×H. Boundary degenerations of H are spaces
L \
(
N \H ×N− \H
)
' L×P×P− (H ×H)
where, P = LU is a parabolic subgroup of H with Levi L and unipotent radical U .
The measures are normalized compatibly as in Section 3.2. Then, he Plancherel formula





which is a direct sum over conjugacy classes of Levi subgroups of H of the projections
L 2(H)L. The latter direct summands can be defined in terms of the following spectral







where W (L,L) is defined as the set {w ∈WG : w ·L = L}/WL. Here, ‖φ‖IndHP (τ) denotes the
Hilbert-Schmidt norm of φ viewed as an operator on IndHP (τ) by the action of convolution,
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µL(τ) is the Plancherel measure for L
2(L) relative to the measure dl chosen as above, and
c(τ) is a function proportional to Harish-Chandra’s j-function (where the proportionality











· c(τ) // C
(3.4.5)
Remark 3.4.5. The case of interest in Chapter 4 is that of the group PGL(2) and the
restriction problem from PGL(2, E) to PGL(2, F ). Namely, we are interested in induced
representations of PGL(2, E) as in (3.4.5) and computing the asymptotic behavior of their
matrix coefficients restricted to the subgroup PGL(2, F ).
Remark 3.4.6. For a rank one group, the formula (3.4.4) involves a discrete sum and a
single Levi contribution, written as an integral over unitary characters τ modulo the action







tr (Ind(τ)∗(φ)Ind(τ)(φ)) j−1 (Ind(τ)) dτ,
where j is the j-function as defined above for the P = B, a choice of Borel subgroup of G.
3.5 Strongly tempered varieties
There is an important class of spherical G-varieties X whose Plancherel formulas we can
write down explicitly as soon as we have a spectral formula for the group G: the strongly
tempered varieties.
Definition 3.5.1. Let X be a G-variety over F which admits an invariant measure. The
variety X is called strongly tempered if for any x ∈ X(F ), and any G-tempered represen-
tation π, the restriction of any π-matrix coefficient to the stabilizer H ⊂ G(F ) of x is in
L 1(H): ∫
H
|〈π(h)v, ṽ〉| dh <∞,∀v ∈ π, ṽ ∈ π̃.
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When X only admits an equivariant measure (i.e., because G is assumed to be reductive,
when the subgroup H is not unimodular), the integrability condition is replaced by integration
against a square-root δ
1/2
H of the modulus character δH of H instead.
Note that strong temperedness is equivalent to integrability condition
Ξ|H ∈ L 1(H),
where Ξ(g) is Harish-Chandra spherical function of G, namely matrix coefficient of the
tempered representation IndGP∅1 (we are always considering normalized induction).
Examples. The following families of pairs H ⊂ G satisfy the property that the cor-
responding homogeneous spaces H \ G are strongly tempered. These spaces are of great
arithmetic interest as they appear in the [Gan et al., 2009] conjectures:
1. G = GL(n) × GL(n + 1), H = GL(n)diag (i.e. the graph of embedding GL(n) ↪→
GL(n + 1) induced by inclusion of linear spaces) – strong temperedness proved in
[Ichino and Ikeda, 2010];
2. G = SO(n) × SO(n + 1), H = SO(n)diag (graph of the embedding SOn ↪→ SOn+1
induced by inclusion of orthogonal spaces);
3. with E/F a quadratic extension, quasi-split forms G = UE/F (n) × UE/F (n + 1),
H = UE/F (n)
diag (embedding induced by inclusion of Hermitian spaces)– proved in
[Harris, 2011].
Non-example. A related family, G = GL(n,E), H = GL(n, F ) for E/F quadratic does
not satisfy the same property: G(F )/G(E) is not strongly tempered. We consider the case
of n = 1 in detail in the next chapter.
Example. While GL(2, F ) \ GL(2, E) is not strongly tempered as we stated above, a
related space
N(2, F ) \GL(2, E)
is, for the action of the group Gm(F ) × GL(2, E). For the general rank case, we can also
verify that the quotient
[M(n, F ),M(n, F )] \GL(n,E)
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is strongly tempered, but for the action of the group Gm(F ) × GL(n,E). Here, M(n, F )
denotes the mirabolic subgroup of GL(n).
Because of the L 1-condition on tempered matrix coefficients, for a strongly tempered
variety X, we may at once write down its own Plancherel decomposition as follows. We
express the desired L 2-decomposition by describing a spectral decomposition of the inner-
product 〈 , 〉X on X restricted to Schwartz test functions (recall Definition 2.2.1).
Proposition 3.5.2. Let φ1, φ2 ∈ S(X) and assume X is a strongly tempered G-variety.
Let Ĝtemp denote the tempered unitary dual of G and let µ(π) be the Plancherel measure on
Ĝ normalized compatibly with the choice of Haar measure dg on G such that Theorem 3.4.4








ΘXπ (φ1, φ2) µ(π), (3.5.1)
where the morphisms
ΘXπ : S(X ×X)→ π̃ ⊗ π → C
for tempered unitary representations π ∈ Ĝ are characterized by identifying their dual mor-
phisms
MXπ : π ⊗ π̃ → C∞(X ×X)
as integrals over stabilizers Hx ⊂ G of points x ∈ X(F ):
(






The Plancherel measure of X is absolutely continuous with respect to the group Plancherel
measure µ(π).
Proof. Observe first that the integrals of matrix coefficients defining MXπ are absolutely
convergent by assumption. Next, the claim can be checked by direct manipulation of inte-
grals using Fubini’s theorem. We refer to [Sakellaridis and Venkatesh, 2012], Section 6 and
Theorem 6.2.1.

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Remark 3.5.3. In particular, because Plancherel measure on X is absolutely continuous
with respect to the group Plancherel measure, this proposition indicates that for strongly
tempered X, we expect that the Langlands relative dual group of X satisfies: G∨X = G
∨, in
accordance with the conjectural framework described in Subsection 2.1.4.
The morphisms
ΘXπ : S(X ×X)→ π̃ ⊗ π → C
of Proposition 3.5.2, factor through the spaces of coinvariants:
S(X ×X)π̃⊗π ' S(X)π̃ ⊗ S(X)π
under the G × G-action. We remind the reader of the following important definition. We
need it in order to state the Plancherel formula for an arbitrary spherical variety.
Definition 3.5.4. Let X be a spherical G-variety and π an irreducible representation of
G. The space of π-coinvariants of S(X) with respect to the G-action on S(X) is defined
as the quotient of S(X) by the intersection of the kernels of all morphisms S(X) → π.
The space of π-coinvariants is denoted by S(X)π. Moreover, under the finite multiplicities
assumption3 we have:
S(X)π ' (HomG(S(X), π))∗ ⊗ π.
The dual space of S(X)π is naturally identified with the space of π̃-invariants of C∞(X),
which is a subrepresentation of C∞(X) denoted by C∞(X)π̃.
There are analogously defined spaces of invariants and coinvariants for all boundary degen-
erations XΘ.
3.6 Bernstein center
We recall a useful algebraic structure from [Bernstein and Deligne, 1984]: the Bernstein
center of a reductive group H over a local non-Archimedean field F .
Denoted by z(H), the Bernstein center of H is defined as the center of the category of
smooth representations of H, that is, the algebra of natural transformations of the identity
3i.e. dimHomG(S(X), π) <∞ for π irreducible, c.f. [Sakellaridis and Venkatesh, 2012, Section 6.1]
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functor id of this category. The canonical morphism
z(H)→ EndH×H (S(H))
is an isomorphism. (This statement is proved in [Delorme et al., 2014].) The action of z(H)
on S(H) via the embedding
H
id×1−→ H ×H
splits the H ×H-representation S(H) into so-called Bernstein components.
In this paper, we are mainly interested in the following application of the Bernstein
center (see [Bernstein and Deligne, 1984]):
Let T be a Levi subgroup of a parabolic subgroup P ⊂ H, and τ a supercuspidal
representation of T . Then the set of unramified characters χ of T modulo the stabilizer of
τ under the twisting action τ 7→ τ ⊗ χ forms a complex algebraic variety we denote by Ω′
for the moment. The normalizer NW (T ) in the Weyl group of H acts on this variety. Using






We may then conclude that there exists a basis of open compact neighborhoods J ⊂ H with
the property that for every polynomial α ∈ C[ΩC], there exists an element f ∈ H(G, J) in
the Hecke algebra of J-biinvariant compactly supported functions on H such that:
f ? v = α(χ) · v
for every v ∈ IndGP (τ ⊗ χ)J and every χ ∈ Ω, while f acts as 0 on the J-invariant spaces
πJ of representations π belonging to Bernstein components different from Ω.
This corollary is used directly in the proof of the Plancherel formula given in the next
section for the space X = T \ PGL(2), with T the split torus of PGL(2).
3.7 Formula for T \ PGL(2): a new proof
Let X = T \ PGL(2), a spherical variety for G = PGL(2) over a non-archimedean local
field F (with residue field size q). T denotes here the split diagonal torus of PGL(2).
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Although X is a strongly tempered PGL(2, F )-variety whose Plancherel formula can be
deduced directly from the work of [Sakellaridis and Venkatesh, 2012], in this section we give
an alternate proof of the L 2-decomposition using the canonical asymptotics morphism on
X. Our main contribution consists in adapting the main argument of [Langlands, 1976]
and [Moeglin and Waldspurger, 2008] to the local setting. We believe that the technique
we use, namely shifting a contour of integration, can be generalized to higher rank varieties
as well.
3.7.1 Setup
Fix a point x0 ∈ X such that x0 ·B is open for the standard Borel subgroup B ⊂ PGL(2)
consisting of upper-triangular matrices. Denote by N− ⊂ B− the unipotent subgroup of
the opposite Borel. There is a single boundary degeneration to consider: XΘ = X∅ =
N− \ PGL(2), which is also a spherical G-variety with y0 ·B open dense for some y0 ∈ X∅.
Following [Moeglin and Waldspurger, 2008], we provide a spectral decomposition (cf. the
notation in [Sakellaridis and Venkatesh, 2012])
L 2(X) = L 2(X)disc ⊕L 2(X)Θ,
into discrete and continuous parts by means of the canonical morphism
eΘ : S(XΘ) −→ S(X).
Let φ ∈ S(X). Then e∗Θφ ∈ C∞(XΘ) and moreover its support has compact closure
in the affine closure of XΘ (this result is stated in very general setting in [Sakellaridis and
Venkatesh, 2012], Proposition 5.4.5, and is based on [Bezrukavnikov and Kazhdan, 2015],
Proposition 7.1, in the group case). We can describe the affine closure of XΘ explicitly.
Over an algebraic closure F , PGL(2) ' PSL(2). Since N− \ SL(2) ' A2 − {0}, we can
identify N−\PSL(2) with the quotient {±}\(A2−{0}). Hence the ring of regular functions
on the affine closure of XΘ with Θ = ∅ can be realized as the invariant polynomials
F [x, y]{±} ' F [x2, y2, xy]
in affine coordinates x, y.
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We identify the spaces of functions IndGB−(χ) as χ varies over the real variety Ω of unitary
characters of the torus T modulo the action of the Weyl group of G. We then consider the
fiber bundle over Ω whose fiber over the point χ ∈ Ω is isomorphic to IndGB−(χ).
As in the special case covered in Section 2.3.2, the function e∗Θφ is furthermore of
moderate growth (see [Sakellaridis and Venkatesh, 2012, Section 15.4.3] for the terminology
and proof). It follows that we have the point-wise decomposition (c.f. [loc. cit., Section
15.4.4]):




where e∗Θ,χ are equivariant morphisms





mapping to the (normalized) induced representation space IndGB−(χ) with χ a unitary
character of the torus T ⊂ B−. Here, we are using the exponential notation for the character
χ, and the real part of χ means, by definition, <(logχ).










(χ) ' HomG(IndGB−(χ), C
∞(XΘ))⊗ IndGB−(χ). (3.7.3)
We can be more specific here: since the decomposition (3.7.1) arises from Mellin inversion
on the torus AX,Θ ' T (F ) ' F× under its action on C∞(XΘ), the image of e∗Θ,χ lies, in
fact, in the subspace




consisting of smooth functions on XΘ which are χ-equivariant under the action of AX,Θ.
Notational convention. We use this notation for the image of the morphism e∗Θ,χ in the
remainder of this section.
As defined in (3.7.3), invariants (and likewise coinvariants) are meaningful only for
irreducible representations. When the induced representation is irreducible, we realize
IndGB−(χ) as a subspace of C
∞(XΘ) in the following way (c.f. unramified case in Sec-
tion 2.3.2): take y0 = N
− · 1, and thus for any y ∈ XΘ, we can write y = N−g for some
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where δB− denotes the modulus character of the Borel B
−. Thus, e∗Θ,χφ ∈ IndGB−(χ).
Explicitly, we have the following factorization (recall here Θ = ∅):
e∗Θ,χ = T
−1
w ◦ S◦χ−1 . (3.7.4)
These are the adjoint normalized integrals from [Sakellaridis and Venkatesh, 2012, Section





denotes the inverse of the standard intertwining operator (see Section 3.4 for a full descrip-
tion) for the opposite Borel subgroup B−, and S◦χ−1 is the morphism











φ(x0 · bg)δ−1/2B− (b)χ(b)db,
thereby realizing S◦χ−1φ ∈ Ind
G
B−(χ
−1). Next, applying the morphism T−1w realizes e
∗
Θ,χφ ∈
IndGB−(χ) (normalized induction), as stated.





for χ unitary. However, multiplicity-one does hold for X:
dimHomG(π, C∞(X)) = 1
for every irreducible G-representation π. (This setting of T \PGL(2) is essentially the rank
one case of the (local) GGP conjecture and multiplicity one for X follows from the work of
[Waldspurger, 2009] and [Beuzart-Plessis, 2012] who have proved the explicit multiplicity
conjectures for orthogonal, unitary and symplectic groups in arbitrary rank.)
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Likewise, for any F ∈ S(XΘ) ⊂ L 2(XΘ), we have the point-wise decomposition




with Fχ ∈ IndGB−(χ
−1) ⊂ C∞(AX,Θ \XΘ, χ−1), a χ−1-invariant element of C∞(XΘ). More-
over, for each y ∈ XΘ χ 7→ Fχ(y) is entire as a function of χ ∈ C. On the other hand, for
φ ∈ S(X) and y ∈ XΘ, the map
χ 7→ e∗Θ,χφ(y)
is not entire as χ varies in C. It is defined by (3.7.4) in a half-plane and it admits a
meromorphic continuation to the entire complex plane4.
We have previously defined Ω as the real variety of unitary characters of the torus T
modulo the action of the Weyl groupW ⊂ G (in Section 3.4). It consists (non-canonically, by
fixing a uniformizer of F×) of a countable union of circles S1 parameterized by the discrete
dual group T̂ (OF ), and it is isomorphic to the space of equivalence classes of unramified
unitary characters of T modulo W . We consider each circle S1 as lying in a complex plane
S1 ↪→ C× ⊂ C (3.7.6)
of non-unitary characters. By abuse of notation, when we write η ∈ C for a (not necessarily
unitary) character of T , we implicitly fix one member of the countable union above and
identify η with a complex number as in (3.7.6).
Definition 3.7.2. We call a character η ∈ C a pole of the morphism eΘ if there exists
φ ∈ S(X) and a point y ∈ XΘ (given the identification (3.7.2)) for which the meromorphic
function of χ
χ 7→ e∗Θ,χφ(y)
has a pole at η. Without loss of generality, we can specialize to y = 1 (the coset of the identity
element in XΘ) by the equivariance of e
∗
Θ,χ and the fact that XΘ is a G-homogeneous space
5.
4The rationality of χ 7→ e∗Θ,χφ(y) for any y ∈ XΘ and φ ∈ S(X) can be seen by direct calculation in
our rank one setting, as in Section 2.3.2. In fact, rationality holds in greater generality and follows from
[Delorme et al., 2014, §7].
5Indeed, if e∗Θ,χφ(y) is unbounded at some point y, then it is unbounded at any other point y
′ ∈ XΘ.
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Symbolically, we write:
e∗Θ,ηφ(1) =∞.
By Definition 3.7.2, the morphism eΘ may admit poles η on either side of the unitary
line (equivalently described by the equation <(χ) = 0). For the purposes of obtaining the
Plancherel formula for X (see Theorem 3.7.15), we only need to consider the poles to the
“right” of the unitary line (which satisfy <(χ) > 0). Accordingly, we write Sing∅ for the
following set:
Sing∅ := {η : η a pole of eΘ and <(η) > 0} ∪ {T̂}.
We endow Sing∅ with an arbitrary total order, denoted by <, which satisfies the following
criterion: η < T̂ for every pole η of eΘ. Here, the symbol T̂ ∈ Sing∅ denotes the unitary
dual of the torus T , considered as a single element of the set Sing∅. (Below, we see that
the contribution of T̂ to the Plancherel formula of X consists of the whole continuous part
of the spectrum of X.)
Notational convention. We proceed with the arguments below applied uniformly to the
union of twists by Ô×F of the unramified unitary dual of T , where O
×
F ⊂ F× is the compact
subgroup of units of F . But we simplify the notation by referring to a single S1-copy
corresponding to the unramified dual of T (instead of always keeping track of individual
members of the countable union in Ω). The unramified dual of the rank one torus T is
identified as the unitary circle
iR/πi log q ' S1
inside the space ΩC of continuous complex-valued characters of T . The identification is via
s 7→ δs, where δ is the modulus character of B−.
For instance, in the summation of the expression (3.7.7) below, we are implicitly includ-
ing a direct sum over characters τ ∈ Ô×F in order to obtain the whole spectrum associated
to cuspidal data from T = T (F ). But we omit this from our notation.
For each η ∈ Sing∅, we identify below (see Definition 3.7.3) a subspace L 2η (X) ⊂ L 2(X)
such that ⊕
{η: a pole of eΘ with <(η)>0}
L 2η (X) ⊂ L 2(X)disc, (3.7.7)




(X) = L 2(X)Θ. (3.7.8)
We clarify the notation here (c.f. [Delorme et al., 2014, Section 5]): L 2(X)disc is a subspace
which admits a Plancherel decomposition in terms of discrete morphisms π → C∞(X)
for irreducible G-representations π, and L 2(X)Θ is its orthogonal complement L
2(X)cont
(since there is a single Θ = ∅ to consider in our rank one setting).
Following the terminology in [Sakellaridis and Venkatesh, 2012], henceforth we fix a
family of “good” open compact subgroups {Jn}n∈N of K = G(OF )
K = J0 ⊃ J1 ⊃ J2 ⊃ J3 ⊃ . . .
We may take Jn := {g ∈ G(OF ) : g ≡ Id mod $nOF }.
Consider the subsets SingJn∅ of Sing∅ defined by
SingJn∅ := {η ∈ Sing∅ : e
∗
Θ,ηφ(1) =∞ for some φ ∈ S(X)Jn} ∪ {T̂}.
For n > m, S(X)Jn ⊃ S(X)Jm therefore SingJn∅ ⊃ Sing
Jm
∅ and thus {Sing
Jn
∅ }n∈N is a
filtration of Sing∅. The Hecke algebra H(G, Jn) acts on S(X)Jn and on IndGB−(χ)
Jn , and
the asymptotic morphism
e∗Θ,χ : S(X)Jn −→ IndGB−(χ)
Jn
restricted to Jn-invariants is H(G, Jn)-equivariant. By [Aizenbud et al., 2012, Theorem
2.19] and [Sakellaridis and Venkatesh, 2012, Remark 5.1.7] we know that S(X)Jn is finitely
generated as a H(G, Jn)-module. As consequence of this fact, the filtration of Sing∅ given
above is by finite subsets. We now follow [Moeglin and Waldspurger, 2008, Definition V.3.3]:




Jn := closure of {eΘF ∈ S(X)Jn : Fχ vanishes to high order at all ξ ∈ SingJn∅
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3. L 2η (X)













Several remarks are now in order:
Remark 3.7.4. In the definition of L 2≥η(X)
Jn, we may assume that the test functions
F ∈ S(XΘ) whose images under eΘ generate this Hilbert space are themselves Jn-invariant:
since we require that eΘF ∈ S(X)Jn, we may indeed replace F by 1Jn ?F without modifying
its vanishing properties at χ ∈ C, and then take eΘ (1Jn ? F ) = vol(Jn) · eΘF as a generator
instead.
Remark 3.7.5. In the definition of L 2≥η(X)
Jn we use refer to a “high order of vanishing”
of the function
χ 7→ Fχ
at a pole ξ ∈ SingJn∅ of the morphism eΘ. We need not be explicit about the precise order of
vanishing for this definition to make sense and for it to be useful, in fact. It suffices to take







for any φ ∈ S(X). In our specific case, that is when X = T (F ) \ PGL(2, F ), given the
factorization of the morphism e∗Θ,χ of Equation (3.7.4), we may take the order of vanishing
in question to be equal to 2. Indeed, e∗Θ,χ can be written as the composition of two morphisms
whose analytic continuations have simples poles at the irregular characters, and hence it
admits at most double poles.
Remark 3.7.6. Below, whenever we refer to a generator of L 2≥η(X)
Jn we mean a function
of the form eΘF such that χ 7→ Fχ vanishes to a high order as in the definition. Likewise,
when we write “vanishing conditions” without further indication we mean the high order of
vanishing of a generator of L 2≥η(X)
Jn of the form eΘF .
The starting point for deducing Theorem 3.7.15 is Equation (3.7.1), which is a spectral
decomposition to the far right of the unitary line (i.e., with <(χ)  0). The Plancherel
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formula for X is then obtained by a performing a contour shift of the line of integration all
the way to the unitary line, picking up the specified poles of eΘ which lie to the right of the
unitary line.





2(X)Jn → L 2η (X)Jn .














2(X)Jn ⊕ projJn<ηL 2(X)Jn , (3.7.9)
where the first summation is over the set of poles in SingJn∅ .
3.7.2 Main Result
Let eΘ,χ be the morphism adjoint to e
∗
Θ,χ:
eΘ,χ : S(XΘ)χ−1 → C∞(X).
The domain of eΘ,χ is the smooth dual of the space of χ-invariants of XΘ:
S(XΘ)χ−1 ' C∞ (AX,Θ \XΘ, χ)∼ , (3.7.10)




Recall that the space AX,Θ \XΘ is compact, and this property allows us to write (3.7.10).
For irreducible representations, we have an isomorphism
S(XΘ)IndG
B−





The latter tensor product is non-canonically a direct sum of copies of the principal series
representation IndGB−(χ
−1).
The next result is analogous to [Moeglin and Waldspurger, 2008, Statement V.3.2] (albeit
in a simpler setting here):
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Proposition 3.7.8. Let n ∈ N and η ∈ SingJn∅ . For any F ∈ S(XΘ), we have following
point-wise expressions:













(x) = Resχ=η (eΘ,χFχ(x)).





Proof. The proof of the first part works by descending induction on SingJn∅ , while the
second part follows from the first. We start by establishing the formula 1. in the base case.
Base case: η = T̂
For clarity, we recall that
L 2
T̂
(X)Jn = closure of{
eΘF ∈ S(X)Jn : Fχ vanishes to high order at all ξ ∈ SingJn∅ with ξ < T̂
}
. (3.7.12)
We now consider two cases.
Case 1: Assume F2 ∈ S(XΘ) with eΘF2 ∈ S(X)Jn such that F2 vanishes to high order
at all ξ ∈ SingJn∅ with ξ 6= T̂ (i.e. it vanishes at all poles at the n-th step of the filtration
of Sing∅). Let F1 be an arbitrary function in S(XΘ) with eΘF1 ∈ S(X)Jn and such that










because we have assumed here that F2 vanishes with high order so that eΘF2 is by definition




≡ Id (the identity operator) on test functions
satisfying the vanishing conditions of Case 1.
Fix a Plancherel formula on XΘ (which is equivalent to fixing a Haar measure on T̂ ).
Denote by 〈 , 〉χ the natural pairing determined by the fixed choice of Plancherel measure:
〈 , 〉χ : C
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By Equation (3.7.1) we have:
















The last equality follows from shifting the contour of integration from <(χ) 0 to <(χ) = 0:
the condition of high vanishing order of F2 at all poles in Sing
Jn
∅ ensures that all the residues
vanish. Using the adjoint dual morphism, we re-write the last integral as∫
<(χ)=0





























is orthogonal to the subspace of L 2(X) generated by Schwartz functions of the form eΘF1.
Note that (3.7.14) is clearly also orthogonal to the cuspidal part S(X)cusp generated by
embeddings π ↪→ S(X) of irreducible unitary representations π of G. Thus, for F2 with the








Case 2: Assume now that χ 7→ F2,χ is an arbitrary section such that eΘF2 ∈ S(X)Jn .























by the definition of the projection operator for the first equality and the result from Case
1 for the second. Once again, we may interchange the inner product with integration since
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the domain of integration is compact and for every χ, the pairing 〈eΘF2, eΘ,χF1,χ〉X yields
a finite sum (pairing a smooth function with a compactly supported function on X). Thus,








Write W for the Weyl group of G; it is isomorphic to Z/2Z. Note that the last integral












because S1 is unimodular (so dwχ = dχ−1 = dχ for the nontrivial element w ∈W ).
To continue the proof, we need the following:
Lemma 3.7.9. The invariant forms
λχ : S(XΘ)⊗ S(XΘ) −→ C
defined by










and restricted to Jn-invariants are Hermitian for unitary χ. I.e. for all functions F, F
′ ∈
S(XΘ)Jn and imaginary χ ∈ C,
λχ(F
′, F ) = λχ(F, F ′).
Remark 3.7.10. Without averaging over the Weyl group W , the pairing defined by







would not be Hermitian. This is related to the failure of multiplicity-one for XΘ, and more
subtly to the smooth scattering maps6
sw : S(XΘ) −→ C∞(XΘ)
6There is a phenomenon in harmonic analysis on varieties with symmetries by group actions which
is analogous to the scattering of waves in a medium due to the presence of an obstacle. For a general
introduction to the physics of scattering and the scattering of automorphic functions see references [Lax
and Phillips, 1989] and [Lax and Phillips, 1976]. The booklet [Melrose, 1995] provides a quick overview of
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and the decomposition (c.f. smooth scattering and Theorem 9.2 in [Delorme et al., 2014])




Proof of Lemma 3.7.9. Let
Λ(χ)(F, F ′) := λχ(F
′, F )− λχ(F, F ′).
Note that Λ(χ) is W -invariant.

















































































Λ(χ)(F, F ′) dχ = 0.
By H(G, Jn)-equivariance of e∗Θ,χ, for all h ∈ H(G, Jn) we also have∫
<(χ)=0
(〈













scattering theory from the point of view of differential geometry. In that context, scattering theory provides
a parametrization of the continuous spectrum of an elliptic operator on a complete manifold with uniform
structure at infinity.
In our setting of a spherical G-variety X, instead of obstacle we have intrinsic geometry. Scattering is
observed for test functions supported close to boundary degenerations XΘ.
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or succinctly: ∫
<(χ)=0
Λ(χ)(F, h ? F ′) dχ = 0. (3.7.15)
It follows that ∫
<(χ)=0
Ph(χ) · Λ(χ)(F, F ′) dχ = 0 (3.7.16)




by multiplication by Ph(χ). The theory of the Bernstein center (see Section 3.6) ensures the
above is valid for every polynomial Ph(χ) ∈ C[Ω] (these are W -invariant polynomials). By
the Stone-Weierstrass theorem and the W -invariance of the integrand, Λ(χ)(F, F ′) is iden-
tically zero almost everywhere. Recall that F and F ′ are assumed to satisfy the high-order
vanishing conditions at all the singularities of e∗Θ,χ; in particular, the function Λ(χ)(F, F
′)
is continuous and thus Λ(χ)(F, F ′) is the zero function identically, or
λχ(F
′, F ) = λχ(F, F ′)
which is what we wanted.
Next, we remove the vanishing assumptions on F ′. Let F ′ ∈ S(XΘ)Jn be arbitrary and
fix any χ0 ∈ T̂ . We may find a polynomial p(χ) ∈ C[Ω] such that p(χ0) = 1 (which is non-
zero in particular) and such that p(χ)·F ′ vanishes to high order at all points η ∈ SingJn∅ with
η 6= T̂ (we can achieve this since there are finitely many conditions to satisfy). The theory
of Bernstein center shows there exists h′ ∈ Z (H(G, Jn)) such that (h′ ? F ′)χ = p(χ)F ′χ for
every χ ∈ C. Then for any F with vanishing conditions (see Remark 3.7.6), we obtain
Λ(χ0)(F, F
′) = Λ(χ0)(h
′∗ ? F, h′ ? F ′) = 0.
The last equality follows from the first case. Hence Λ(χ)(F, F ′) = 0 with F ′ arbitrary for
every χ ∈ T̂ . The same argument applied to the test function F completes the Lemma.

Remark 3.7.11. We observe that the action of the Bernstein center has allowed us to
extend the conjugate-invariant symmetry of λχ to arbitrary χ-invariant sections from the
knowledge of conjugate-invariance of λχ only at those sections vanishing at finitely many
points outside the unitary line.
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Before returning to the proof of the base case of Proposition 3.7.8, we need to introduce
some new notation. First, let Eχ denote the subset of C∞(X) spanned by functions of the
form eΘ,χFχ as F varies in S(XΘ). Second, having introduced the Hermitian forms λχ in
Lemma 3.7.9, we follow the procedure in [Moeglin and Waldspurger, 2008, Section V.3.11]
to define the Hilbert space HJn
T̂
of measurable functions
T̂ 3 χ 7→ F(χ)
on the unitary dual T̂ satisfying the following two properties:
1. F(χ) ∈ Eχ ⊂ C∞(X) for almost every χ;
2.
∫
<(χ)=0 〈F(χ),F(χ)〉Eχ dχ <∞.
The inner product on HJn
T̂
is given by property (2), where
〈F(χ),F(χ)〉Eχ := λχ(F, F )
for F ∈ S(XΘ) such that F(χ) = eΘ,χFχ (such an F exits by the definition of Eχ). It is






〈 , 〉Eχ dχ
)
defines a Hilbert space. Now HJn
T̂
allows us to give a more explicit description of L 2
T̂
(X)Jn :
for any F ∈ S(XΘ) satisfying the high-order vanishing conditions (see Remark 3.7.6), we
can consider the following element, denoted by FF , of HJn
T̂
defined by
FF (χ) := eΘ,χFχ ∀χ ∈ T̂ .











for every F ∈ S(XΘ) satisfying the high-order vanishing conditions from Definition 3.7.3(1).
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Proof. We roughly follow the argument in [Moeglin and Waldspurger, 2008, Section
V.3.11]. Consider the space
HJn,0
T̂
:= {FF : F ∈ S(XΘ) satisfying the vanishing conditions of Definition 3.7.3(1)}.




by using the action of the Bernstein
center (see Remark 3.7.11). Indeed, suppose that F0 is orthogonal to every F = FF ∈ HJn,0
T̂
.
By definition, we have ∫
<(χ)=0
〈F0(χ),FF (χ)〉Eχ dχ
for every F ∈ S(XΘ) with the above vanishing conditions. We can now separate the points
χ ∈ T̂ as in the proof of Lemma 3.7.9, equations (3.7.15) and (3.7.16), to deduce that for
almost every χ
〈F0(χ),FF (χ)〉Eχ = 0
for every F ∈ S(XΘ) as above. This implies that F0(χ) = 0 almost everywhere on T̂ , or
that F0(χ) = 0 in HJn
T̂
, which is what we wanted.
Now the mapping (3.7.17) clearly identifies HJn,0
T̂
with the generating set of functions
{eΘF ∈ S(X)Jn : Fχ vanishes to high order at all ξ ∈ SingJn∅ such that ξ < η}
from the definition of L 2
T̂
(X)Jn . Since L 2
T̂
(X)Jn is defined as the closure of this set, by the
first part of the argument we can conclude that (3.7.17) extends to an isometry of Hilbert
spaces, as claimed.

We now complete the proof of the base case of Proposition 3.7.8. Recall that as in
Remark 3.7.4, we may assume without loss of generality that F1 and F2 are Jn-invariant.



















































pairs to zero against every generator of L 2
T̂
(X)Jn of the form eΘF1. Hence the function
(3.7.18) is identically zero in the image of projJn
T̂
(c.f. [Moeglin and Waldspurger, 2008,
Proof V.3.7]). Now, the function
χ 7→ eΘ,χF2,χ
can be easily verified to lie in HJn
T̂
(as defined above), and by Lemma 3.7.12 the function∫
<(χ)=0
eΘ,χF2,χ dχ







for an arbitrary section χ 7→ F2,χ. This completes the base case of Proposition 3.7.8.
Induction hypothesis: We establish formula 2. of the Proposition.
Assume the formula holds for all η′ > η. We must show for every F2 ∈ S(XΘ)Jn , that
projJnη eΘF2 = Resχ=ηeΘ,χF2,χ.
Case 1: Assume first that F2 ∈ S(XΘ)J2 such that F2 vanishes to high order at all




Definition 3.7.3 and Remark 3.7.6). Let F1 ∈ S(XΘ)Jn be an arbitrary function satisfying
the same vanishing conditions as F2.
Observe that for η1 < η2 in Sing
Jn









This follows by definition: projJnη1 projects onto the subspace of L
2
≥η1(X)
Jn which is or-
thogonal to L 2>η1(X)
Jn , while projη2 projects onto a subspace of L
2
≥η2(X)
Jn , and clearly
L 2η2(X)
Jn ⊂ L 2>η1(X)
Jn .
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On the other hand, by the point-wise decomposition formula (3.7.1), we obtain the



































By the induction hypothesis, we can match terms for ξ > η in the two expressions for






















First, by the vanishing assumption on F2,χ to high order at all singular points ξ < η, the







Second, by the vanishing assumption on F1, for every ξ < η we also have that
projJn<ηeΘF2⊥eΘF1
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because the image of projJn<η is a subspace of L
2(X)Jn which is orthogonal, in particular,
to functions eΘF for which F vanishes to high order at all singular points ξ < η. Indeed,












= 〈eΘF1, Resχ=ηeΘ,χF2,χ〉X .




Case 2: Assume now that χ 7→ F2,χ is arbitrary such that eΘF2 ∈ S(X)Jn (without any
vanishing condition). We claim the same formula holds, namely
projηeΘF2 = Resχ=ηeΘ,χF2,χ.
Let F1 ∈ S(XΘ)Jn such that eΘF1 is a generator of the Hilbert space L 2η (X)Jn . Once again,




























for every F1 satisfying the vanishing conditions of Definition 3.7.3(1). Hence, the function
projJnη eΘF2 −Resχ=ηeΘ,χF2,χ (3.7.20)
is zero in the image of the projection operator projJnη . Though the present setting is simpler
(for η < T̂ ), we can proceed as in the base case (η = T̂ ) to show that L 2η (X)
Jn is isometric
to the Hilbert space HJnη of all functions of the form Resχ=ηeΘ,χFχ as F varies in S(XΘ)
(see Lemma 3.7.12). Therefore, the function (3.7.20) is identically zero, giving the desired
formula for the projection operator.
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















Proof. For sections F, F ′ satisfying vanishing conditions to high order at singular points
ξ < η, the result follows from Case 1 of the Induction hypothesis and the Hermitian property
of 〈 , 〉X . Removing the vanishing assumptions of one of the test functions, we can proceed
by applying the action of the Bernstein center and the H(G, Jn)-equivariance of














as in Lemma 3.7.9 to conclude the result (see also Section 3.6). For concreteness, assume
now that F ′ is arbitrary, while F still satisfies the vanishing conditions in this setting (i.e.
F vanishes to high order at all poles ξ < η).
We may now find h ∈ Z (H(G, Jn)) such that:
1. h ? F ′ vanishes to the required order at all poles ξ < η;





′) = Ph(χ) · e∗Θ,χeΘF ′ by equivariance of these
morphisms;
3. Ph(η) 6= 0.
Because both F and h?F ′ satisfy the vanishing condition to high orders (see Remark 3.7.6),
we can apply the argument in the first paragraph of this proof to obtain
Λ′(η)(F, h ? F ′) = 0.
We compute:
















= Ph(η) · Λ′(η)(F, F ′).
Hence Λ′(η)(F, F ′) = 0 for arbitrary Jn-invariant test functions on XΘ.

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Finally, we complete the second part of Proposition 3.7.8. Indeed, since the induction
is complete and we have reached the last pole of eΘ to the right of the line <(χ) = 0, the
formula (3.7.11) now follows from the first part of the Proposition and a direct application
of the Cauchy residue formula: starting with the point-wise decomposition (3.7.1), we shift




Following [Sakellaridis and Venkatesh, 2012], recall that by definition a Plancherel formula





as unitary representations of G. Here, Ĝ is the unitary dual of G, µ is a Plancherel mea-
sure for L 2(X) and Hπ is the π-isotypic Hilbert space which can be identified with the
‖ • ‖π-completion of the space of π-coinvariants S(X)π. Therefore, to give a Plancherel
decomposition for X = T \ PGL(2), it suffices to define a positive measure ν on ̂PGL(2)
and a family of Hermitian inner products π 7→ Θπ(•, •) on the spaces S(X ×X)π⊗π so that












As for any spherical variety X, the continuous spectrum is obtained by induction from the
discrete spectra of the Levi varieties XLΘ associated to the boundary degenerations XΘ. For
the variety T \ PGL(2), there is a single boundary degeneration to consider, namely X∅,
and XL∅ ' T . Hence, the integral over T̂ /W in (3.7.21) represents the continuous spectrum
of X. (Here, W denotes the Weyl group of PGL(2).) Furthermore, π discrete in (3.7.21)
mens the relatively discrete spectrum of X.
Remark 3.7.14. Note that positive semi-definiteness of the norms Θπ follows automatically
in this case by Lemma 6.1.1 in [loc. cit.].
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A priori, the Plancherel measure for X could be supported on the whole unitary dual
of G. We know, in fact, that X is a strongly tempered G-variety. As such, the Plancherel
formula for X is already accessible by Proposition 3.5.2, and follows directly from the
Plancherel formula for the group (Theorem 3.4.4). In rank one, the formula for the group
is given in Remark 3.4.6.
In the statement below, we express the Plancherel formula for X in terms of the smooth
asymptotics map following the method of contour shifting from the previous section. Indeed,




unitary G-representation of finite length except for η = T̂ ∈ Sing∅. Hence the space L 2(X)
decomposes as a direct sum of unitary G-representations which contribute discretely to the
spectrum of X and a direct integral of representations which occur continuously.









the Hermitian inner product on the spaces of coinvariants corresponding the aforementioned




















These equivariant forms give the desired morphisms for the Plancherel formula for X. By
[Delorme et al., 2014, Proposition 14.1] applied to the rank one variety X, we have the
decomposition:
S(X) = S(X)cusp ⊕ S(X)Θ.
We may now conclude the following:
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where the X-cuspidal representations, denoted by X-cusp, are the unitary representations
π which admit an embedding in S(X)cusp ⊂ S(X). Furthermore, we specify the counting
measure on Sing∅ and on the X-cuspidal spectrum, and a fixed Haar measure dχ on T̂
giving volume one to the unitary circle. Finally, the equivariant forms Θη for η ∈ Sing∅
are given by (3.7.22), (3.7.23) and (3.7.24).
Remark 3.7.16. Having fixed a Plancherel formula on XΘ, we also obtain a canonical
pairing between the smooth duals to the χ and χ−1-invariants of C∞(XΘ) respectively:
S(XΘ)χ ⊗ S(XΘ)χ−1 −→ C,
where
S(XΘ)χ ' C∞ (AX,Θ \XΘ, χ)∼ .
This allows us to identify, for almost every χ
C∞(XΘ)χ ' S(XΘ)χ ' IndGB−(χ)
with respect to the fixed Plancherel measure on XΘ.
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Chapter 4
Plancherel formulas: Part 2
4.1 Formula for X = PGL(2, F ) \ PGL(2, E): statement
Let E/F be a quadratic unramified extension, with uniformizer $F = $E , |$|F = q−1. Let
σ be the non-trivial element in Gal(E/F ). Let GE = PGL(2, E), and KE = G(OE) the
hyperspecial maximal compact subgroup of GE . We also denote by BE the standard Borel
subgroup of GE consisting of upper triangular matrices with entries in E modulo center.
We fix Haar measures on F and F× normalized so that d(OF ) = 1 and d×(O×F ) = 1. Thus,
d×a = (1− q−1)−1da/|a|F for a ∈ F×. We also fix Haar measures on E and E× giving OE
and O×E respectively volume one.
Consider the variety
X = PGL(2, F ) \ PGL(2, E),
with invariant volume form dx equal to the quotient measure dgF \ dgE . X is a symmetric
GE-space endowed with the locally compact, totally disconnected topology induced from
F and PGL(2, F ) = GσE is the subgroup of GE fixed by the non-trivial Galois involution σ
acting on GE . We denote PGL(2, F ) by GF .
Remark 4.1.1. In this Chapter we deal exclusively with the quotient space PGL(2, F ) \
PGL(2, E). By definition, PGL(2, E) is ResE/FPGL(2)(F ), where ResE/F denotes the
Weil restriction of scalars. Note, however, that PGL(2, E) does not surject onto the F -
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points of the quotient variety
X̃ := PGL(2) \ResE/FPGL(2)
because
ker(H1(F, PGL(2))→ H1(F,ResE/FPGL(2)))
is non-trivial. See Remark 2.1.5. In fact, PGL(2, E)-orbits on X̃(F ) are parameterized by
elements of this kernel, namely the 2-torsion elements of the Brauer group of F which split
over E. Since there exits a unique non-split quaternion algebra over F which is split by
every quadratic field extension, there exist two PGL(2, E)-orbits on X̃(F ). Our interest (in
Chapter 5) lies with the variety GL(2) \ResE/FGL(2), however, whose F -points are given




be the tempered unitary dual of GE : as a set, it consists of three types of
representations.
1. supercuspidal representations;
2. twists of Steinberg, which are discrete representations realized as subrepresentations
of reducible principal series IndGB(χ⊗ δ
1/2
BE
) with χ a character of the Borel subgroup
BE ⊂ GE satisfying χ2 = 1;
3. unitarily induced characters of BE twisted by unramified characters.
See [Bump, 1998] and [Goldfeld, 2011] for the classification of irreducible, admissible rep-
resentations for rank two matrix groups. [Bernstein and Zelevinsky, 1977] and [Zelevinsky,
1980] provide a classification of representations for an arbitrary reductive group.
Let S(X) be the Schwartz space of smooth, compactly supported functions on X. In
order to state our main result, we revisit the formulation of a Plancherel L 2-decomposition.
To write down a Plancherel formula for X, it suffices to specify a positive (scalar-
valued) measure µ on the unitary dual ĜE and a measurable set of Hermitian forms Θ
X
π :
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S(X)⊗ S(X) −→ C such that for almost all π, the forms factor through π-coinvariants:













By definition, S(X)π denotes the largest quotient of S(X) through which GE acts by π.
The unitary structure on π identifies the contragredient π̃ of π with the complex conjugate
representation π. It is convenient to consider morphisms ΘXπ : S(X) ⊗ S(X) −→ C as
invariant bilinear forms instead, factoring through S(X)π̃ ⊗S(X)π for µ-a.e. π. From now
on, we use bilinear instead of Hermitian forms. Pre-composing with complex conjugation





which (after L 2-completion) holds for every ψ ∈ L 2(X).
In order to specify forms ΘXπ appearing in the Plancherel formula, it suffices to define
adjoint maps
Mπ : π ⊗ π̃ −→ C∞(X ×X).
In this case,
ΘXπ = tr ◦M∗π
where tr : π̃ ⊗ π −→ C denotes the canonical pairing of matrix coefficients. In the strongly
tempered case setting, the adjoint maps Mπ are given by integrals of matrix coefficients
(see Section 3.5, Proposition 3.5.2). Since X is not strongly tempered as a GE-variety,
the Plancherel formula for X stated as Theorem 4.1.5 below is obtained by other means:
regularized local periods and a certain asymptotic invariant form (as in [Feigon, 2012]). In
general, we need to take into account the action of the center; in the case at hand, the
center is trivial: Z(GE) = 1. This provides a convenient simplification. We deal with the
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more general setting where the group is GL(2, E) separately, in Section 5.4 (see Theorem
5.4.1).
We introduce additional notation. We write A(E) ' E× for the maximal split torus of
GE by fixing the isomorphism




We define the dominant elements of A(E), denoted henceforth by the “+′′ symbol as in
A+(E), by the following property: a ∈ A+(E) if and only if δBE (a) ≤ 1, where δBE is
the modulus character of the Borel subgroup BE . The Cartan decomposition of GE reads:
GE ' KEA+(E)KE . Let
H : GE −→ qZ≤0
be the function mapping g ∈ GE to the dominant element in A(E) modulo KE × KE ,
composed with the $-adic norm map. For any real number τ < 1, consider the characteristic
function of compact support defined by
g ∈ GE 7→ U(τ, g) := 1{h∈G:H(h)≥τ}(g).
We have already seen that Hermitian forms on Schwartz functions on X are essentially
equivalent to GF -invariant functionals on unitary GE-representations. Regularized local
periods defined below provide one source of such functionals. The following definition is
also given by [Feigon, 2012, Definition 4.4], and in a global setting it is due to [Jacquet et
al., 1999].
Definition 4.1.2. Let χ be a character of E× and π ' IndGEBE (χ) an induced tempered
representation of GE. Let v ∈ π, ṽ ∈ π̃. Whenever defined, set∫ reg
GF
〈π(g)v, ṽ〉 dregg :=
∫
GF




δs−1BF (a(g)) 〈π(g)v, ṽ〉 · (1− U(τ, g)) dg, (4.1.2)
where Es=0 denotes the analytic continuation at s = 0 of the given function of s (which is
absolutely convergent1 for <s > 0) and g = k1a(g)k2 with k1, k2 ∈ KF and a(g) ∈ A+(F )
1The justification is given below, see Lemma 4.7.7.
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under the Cartan decomposition of GF . This definition is independent of τ  1. Moreover,
if the function does not admit analytic continuation to s = 0, we set the value of the
regularized integral to be infinity.
Proposition 4.1.3. As defined above with χ ∈ Ê× and π ' IndGEBE (χ), the integral∫ reg
GF
〈π(g)v, ṽ〉 dregg is independent of the choice of τ , provided τ  1. Moreover, the
analytic continuation of∫
GF
δs−1BF (a(g)) 〈π(g)v, ṽ〉 · (1− U(τ, g)) dg,
for any τ  1 is a rational function in qs. It is regular at s = 0 if and only if χ|F× 6= 1.
Here, g = k1a(g)k2 with k1, k2 ∈ KF and a(g) ∈ A+(F ) under the Cartan decomposition of
GF .
Proof. This result is stated as a remark in [Feigon, 2012], §4.2.

Remark 4.1.4. The regularized period given above is not defined whenever the meromorphic
continuation of the truncated integral has a pole. We can be more specific about the order of
the pole at s = 0: it is simple when χ|F× = 1 unless χ = χw, where w ∈W is the non-trivial
element in the Weyl group of GE which acts here by inversion χ
w = χ−1. Characters of E×
satisfying χ 6= χw are called regular. Otherwise, if χ = χw, χ is called an irregular character
and the pole of the meromorphically continued truncated integral is double at s = 0. We do
not prove these claims here; they follow from Lemma 4.7.8 below on the asymptotic behavior
of tempered matrix coefficients.







N(2, E) \GE ×N(2, E)− \GE
)
is the boundary degeneration of GE associated to the empty subset of fundamental roots of
GE , associated in turn to the Borel subgroup BE . Note that the anti-diagonal A
a−diag(E) '
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E× acts on GE,∅. For any representation π of GE , let
mπ : π ⊗ π̃ −→ C∞(GE), v ⊗ ṽ 7→ (g 7→ 〈π(g)v, ṽ〉)
denote the standard matrix coefficient map for the group GE .
Assume π ' IndGEBE (χ) for some regular character χ of the one-dimensional torus A(E) ⊂
BE (i.e. χ
−1 6= χ). Then the composition
e∗∅ ◦mπ : π ⊗ π̃ −→ C
∞(GE,∅)


















with respect to the specified characters of the Borel subgroup and its opposite B−E . The
notation here indicates the smooth functions on the boundary degeneration GE,∅ which are
equivariant with respect to the specified characters of the torus A(E) acting anti-diagonally
on GE,∅.
Now, if the character χ further satisfies the condition
χ|A(F ) = 1,
then for any v ∈ π and ṽ ∈ π̃, we have:
e∗∅◦mπ(v⊗ ṽ)|GF,∅ ∈ C
∞
(




A(F ) \GF,∅, δBF ⊗ δB−F
)
(4.1.4)
by restricting e∗∅ ◦mπ(v ⊗ ṽ) ∈ C
∞(GE,∅) to the unique boundary degeneration of GF
GF,∅ ⊂ GE,∅
and using the equality δ
1/2
BE
= δBF . Here,
GF,∅ ' A(F )diag \
(
NF \GF ×N−F \GF
)
.
The restriction of e∗∅◦mπ(v⊗ ṽ) in (4.1.4) lies in the δBF -invariant space of smooth functions
on GF,∅ with respect to the un-normalized action of A(F ) ' F× acting by left-multiplication
anti-diagonally on GF,∅. Furthermore, the functional
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defined by compact integration is GF -invariant with respect to the right action of GF . We
may identify A(F ) \GF,∅ ' BF \GF ×B−F \GF . Consequently,(
X ×X 3 (x1, x2) 7→
∫
KF×KF
e∗∅ ◦mπ (π(x1)v ⊗ π̃(x2)ṽ) (k1, k2)dk1dk2
)
∈ C∞(X ×X)
gives a well-defined smooth function on X × X, where x1, x2 denote (by a slight abuse
of notation) any preimages in GE of the given points of X. Here, recall that the Haar
measure on GE decomposes as dgE = dbEdkE as given by the Iwasawa decomposition, dkE
is normalized so that vol(KE) = 1 and the Haar measure dgF on GF ⊂ GE is chosen
compatibly as in Section 3.2.
Define the following morphisms (already stated in the Introduction):
• For a square-integrable representation π of GE , let
Mπ(v ⊗ ṽ)(x1, x2) =
∫
GF
〈π(g · x1)v, π̃(x2)ṽ〉 dg,
for any x1, x2 in X ×X.
• Let ω be a unitary character of E×, and write πω = IndGEBE (ω) for the normalized
induced representation. According to Definition 4.1.2, put
Mω,cont(v ⊗ ṽ)(x1, x2) =
∫ reg
GF
〈πω(g · x1)v, π̃ω(x2)ṽ〉 dregg.
• For regular characters χ of E× which are trivial on F×, write πχ = IndGEBE (χ) and
define a morphism as above:






e∗∅ ◦mπχ (πχ(x1)v, π̃χ(x2)ṽ) (k1, k2) dk1dk2,
Here, j(πω) is the Harish-Chandra j-function defined (almost everywhere) as the scalar
by which T ∗w ◦ Tw acts on the irreducible representation πω, where Tw is the standard
intertwining operator with w in the Weyl group of GE (see Section 3.4).
Let µGE be the Plancherel measure on the unitary dual ĜE . It depends on a choice of
Haar measure on GE , and we fix it so that it is compatible with the invariant measure dx
on X defined as the quotient measure dgF \ dgE . The Plancherel formula for X is:
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ΘXπ (ψ1, ψ2)µGE (π)+
∑




χ∈Ê×: χ|F×=1, χ2 6=1
} ΘXχ,disc(ψ1, ψ2), (4.1.5)
where µGE (π) is the GE-Plancherel measure (formal degree) of square-integrable represen-
tations π inside Π2(GE) ⊂ ĜE. For such representations the dual morphism of ΘXπ is given
by Mπ as above. Moreover, the second sum is over tempered components O of ĜE, which
are parameterized by unitary characters of E× modulo the action of the Weyl group of GE.





where, for every πω ∈ O, the dual morphism of ΘXω is explicitly given by the regularized
period of a πω-matrix coefficient, namely Mω,cont defined before the Theorem statement.
Here, we identify the spaces of representations πω ⊗ π̃ω across the component O, and again
µ(πω) denotes the group Plancherel measure of πω. Finally, for every regular character χ
of E× which is trivial on F×, write πχ = Ind
GE
BE
(χ). In this case, the adjoint morphism of
ΘXχ,disc is given by Mχ,disc.
In all cases, the adjoint maps Mπ,Mω,cont and Mχ,disc define GF ×GF -invariant forms
on π ⊗ π̃, πω ⊗ π̃ω and πχ ⊗ π̃χ respectively.
Remark 4.1.6. We have defined invariant the forms ΘXπ by giving explicit formulas for
their dual maps. Therefore, if θXπ denotes the morphism to the representation space obtained
before composing with the trace operator to C
θXπ : S(X)⊗ S(X) −→ π̃ ⊗ π,
then for any ψ1, ψ2 ∈ S(X), we have:










ψ1 ⊗ ψ2,Mπ(v ⊗ ṽ)
〉
X×X
for any choice of orthonormal basis ON(π) of π. In the line above, HS denotes the Hilbert-
Schmidt inner product of operators. Using the morphisms Mπ of the Theorem, to compute
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contributions to the Plancherel formula for X we may expand in any choice of basis:




























e∗∅ ◦mπχ (πχ(x1)v, π̃χ(x2)ṽ) (k1, k2) dk1dk2
)
dx1dx2.









which are the compositions of the asymptotic morphism with the projection operator on

















indexed by the Weyl group of GE , WGE = {1, w}. As before, ω is a character of E× under





























have simple poles when ω is the trivial character of E× (we explain this in the proof of










converges for all unitary characters ω.
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4.2 Formula for X: proof outline
Theorem 4.1.5 is proved in several steps. We provide a detailed outline here with references
to the individual sub-claims.
Setup: Let Y be the homogeneous variety N(2, F ) \ GE , and Y its affine closure (see
Section 4.3). The space of Y is realized as a bundle over X whose fibers over points in X
are isomorphic to N(2, F ) \ GF . The affine closure of Y is, in turn, realized as a bundle
with X embedded “horizontally” as a section of Y across the fiber closures of Y −→ X. Let
S(X), S(Y ) and S(Y ) be the Schwartz spaces of Y and Y respectively. We have natural
maps:
i : X ↪→ Y and p : Y → X,
inducing surjective (Lemma 4.3.2) morphisms
p! : S(Y ) −→ S(X) and i∗ : S(Y ) −→ S(X).
Consider the left action of Gm(F ) on Y and on S(Y ). We introduce a twist by an unramified
character of F×, extended to the modulus character δsBF of the Borel subgroup BF ⊂ GE .
s is a complex parameter satisfying <(s) > −1/2. Then consider spaces of coinvariants
S(Y )δ−sF and S(Y )δsF with respect to these characters.
The first step in obtaining the Plancherel formula for X is to establish that, for any
ψ1, ψ2 ∈ S(X):







where φ1, φ2 are test functions on Y and Y respectively satisfying p!(φ1) = ψ1 and i
∗(φ2) =








Equality (4.2.1) is proved in Proposition 4.3.9 by a geometric argument. This method of
proof is essentially the local counterpart of the global computation of the Flicker-Rallis
period as a residue of periods against Eisenstein series.
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The second step in establishing Theorem 4.1.5 consists in proving a spectral decom-
position of the pairing 〈 , 〉s as s varies in the range <(s) > −1/2: Equation (4.4.3) of
Proposition 4.4.2. We deduce this result from an explicit Plancherel formula for Y which
we write down using the property that Y is a strongly tempered variety for the action of
Gm(F )×GE (see Proposition 4.3.1).
The third step is to use the classification of irreducible, admissible unitary tempered
representations of GE in order to separate the residue calculation into cases, according to
the type of connected component in ĜE . We recall the classification here, which involves
three types of representations: supercuspidal ones, Steinberg-type and unitary principal
series. (We review the classification below Proposition 4.4.2).
For any fixed choice of ψ1, ψ2 ∈ S(X), only finitely many such components of ĜEcontribute
to the spectral decomposition of the inner product 〈ψ1, ψ2〉X . By additivity of the residue,
we can split the problem into two main cases (Corollary 4.4.3): the discrete contributions
and their orthogonal complement (consisting of irreducible principal series), which we treat
separately at step four as follows:
The first case is covered in Section 4.5. Because integrals of matrix coefficients of super-
cuspidal representations and also of Steinberg-type representations are integrable over the
stabilizers of points in Y , the residue calculation at s = −1/2 is straightforward. It yields
invariant forms ΘXπ on S(X ×X) whose dual morphisms are given by integration of matrix
coefficients over stabilizers of points in X. Proposition 4.5.2 deals with the supercuspidal
case and Proposition 4.5.3 with Steinberg-type representations.
The second case is the most subtle part of the proof. It produces the contributions
towards the spectral decomposition of the inner product on X coming from continuous
tempered components in ĜE . The precise statements are given in Section 4.6.2: Theorems
4.6.4 and 4.6.5. We provide an overview of the argument:
To calculate the contribution of a tempered component O parameterized by unramified
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σs(g) 〈πω(g)v, ṽ〉 dg,
where σ−s is a matrix coefficient of Ind
GF
BF
(δ−sF ) with <(s) > −1/2, and vectors v ∈ πω, ṽ ∈
π̃ω are chosen to lie in a flat section of the family of representations πω. Here, the repre-
sentation spaces πω are identified across the component O ⊂ ĜE and flatness refers to the
following property of the vectors vω ∈ πω: their restrictions to KE are independent of ω.
To simplify notation, we write v for vω throughout.
To perform the computation of (4.2.2), we appeal to the theory of asymptotics of matrix
coefficients: Lemma 4.7.8. It gives a decomposition





for dominant torus elements a ∈ A+(F ). The analytic properties of I(s, ω) are proved in
Proposition 4.7.12. These analytic properties of I(s, ω), namely the location of its polar
divisor and its behavior at s = −1/2, are used to derive the desired spectral contributions.
The end result yields the following dichotomy: a continuous contribution expressed in terms
of regularized period integrals on the one hand (Proposition 4.7.16 relates regularization
to evaluation of I(s, ω) at s = −1/2); and a residual discrete contribution (defined in
Lemma 4.7.26) on the other hand. The latter residual discrete contribution is expressed as
a compact integral of the above c-functions; it has an equivalent description in terms of the
canonical asymptotic morphism e∗∅ for the group GE (see Equation (4.7.73) in Corollary
4.7.34).
In fact, to calculate (4.2.2), we first consider an integral of regularized periods which is,
a priori, a principal value integral due to the possible existence of poles of I(−1/2, ω) at
unitary characters ω. Next, we derive the remaining residual discrete contributions listed
above by subtracting this principal value integral from (4.2.2). This complex-analytic ar-
gument is carried out in Proposition 4.7.28; it is similar to contour shifting.
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In a separate argument, we deduce certain vanishing properties for the above discrete
and continuous contributions by appealing to the representation-theoretic criteria listed
in [Jacquet et al., 1999, Proposition 22] applied to our rank one group (Proposition 4.7.30).
In light of these vanishing results, we conclude in particular that the integrals of regularized
periods defining the continuous contributions are in fact non-singular, thereby eliminating
the need for principal values (Proposition 4.7.33).
Finally, as a special case we state the unramified Plancherel formula for X (Proposition
4.6.1) and give a formula for the volume of X(OF ) (Corollary 4.8.1 in Section 4.8).
The penultimate step in establishing the Plancherel formula for X is the combination






at s = −1
2
.
Indeed, Propositions 4.5.2, 4.5.3 and Theorems 4.6.4 and 4.6.5 define a positive measure µX
on ĜE supported on a subset ĜX of the unitary dual of GE , together with a measurable
set of symmetric forms on S(X) such that for almost every representation π, these forms
factor through the π-coinvariants of S(X). In particular, for the cuspidal and Steinberg
representations the measure defined by Propositions 4.5.2 and 4.5.3 respectively is the dis-
crete group Plancherel measure µGE . For the principal series representation πω belonging
to a continuous tempered component O of ĜE with ω|U(1) = 1, the measure obtained in
Theorem 4.6.5 is also the group Plancherel measure µGE (πω). A new feature of the measure
µX is that it is not absolutely continuous with respect to the group Plancherel measure
µGE (πω). In fact, there are discrete residual contributions to the Plancherel formula for
X arising from the principal series representations πω ∈ O for a regular character ω of
E× satisfying ω|F× = 1. For such representations, µX is the discrete (counting) measure
normalized by the value j−1(πω), where j denotes here the Harish-Chandra j-function of
the group GE . Corollary 4.4.3 then shows that the explicit invariant forms we obtain allow
us to decompose ‖ψ‖2 for every ψ ∈ S(X).
The final step is to appeal to Lemma 6.1.1 from [Sakellaridis and Venkatesh, 2012] in
order to establish positivity of the above invariant forms for almost every π ∈ ĜX ⊂ ĜE .
Hence, we obtain the desired Plancherel formula for X.
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4.3 Variety Y
In order to establish Theorem 4.1.5, we first introduce
Y := N(2, F ) \GE ,
a quasi-affine variety for the group T (F ) × GE , with T (F ) ' Gm(F ) by the diagonal
embedding a 7→ diag(a, 1). The variety Y admits the natural GE-invariant quotient measure
dy := dnF \ dgE , where dnF is an additive measure on the unipotent subgroup N(2, F ) and
dgE a Haar measure on GE – both of which are normalized as in Section 3.2. The group
T (F )×GE acts on Y ; as such, we might expect that the tempered unitary representations
contributing to a decomposition of L 2(Y ) belong to T̂ (F )× ĜE .
In fact, the spectrum of Y can be identified with Ĝ , where
G := Gm(F )×GE
because Y is a strongly tempered variety (see Definition 3.5.1) for the action of G = Gm×GE
where the multiplicative group action is by diag(a, 1), with a ∈ F×, acting on the left.
Proposition 4.3.1. Variety Y is strongly tempered for the action of G .
Proof. The stabilizer stabG (y0) of a generic point y0 ∈ Y is isomorphic to
T (F )diag ×N(2, F ) ' Gm(F )×N(2, F )








 , a ∈ F×, n ∈ F.
To show strong temperedness it suffices to prove integrability of matrix coefficients of the
normalized induced representation IndGGm×BE (1) ∈ Ĝ over stab(y0):∫
Gm(F )×N(2,F )
∣∣∣δ1/2F (a)〈IndGEBE (1)(an)v, ṽ〉∣∣∣ d×adn <∞, (4.3.1)
for any v, ṽ ∈ IndGEBE (1). In fact, it suffices to take spherical vectors v, ṽ invariant under the
maximal compact subgroup KE . Convergence of this integral can be shown by examining
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the asymptotic behavior of the integrand. First, since the chosen vectors are KE-invariant









Set ∆0 := 1BF δ
1/2
F , viewed as a distribution on GE supported on BF ' Gm(F )N(2, F ).


















where v′ and v′′ are spherical vectors in the unitary normalizes principal series IndGFBF (1).
Matrix coefficents of IndGFBF (1) are known in the literature as Harish-Chandra’s spherical
functions. They are typically denoted by the symbol Ξ. We use ΞF and ΞE to specify the







for a ∈ A(F ), and similarly for ΞE .
The claim now follows from the asymptotic behavior of these matrix coefficients in the
dominant A+(F )-direction under the Cartan decomposition of GF ' KFA+(F )KF . By




F (a) ≤ ΞF (a) ≤ C2δ
1/2





E (a) ≤ ΞE(a) ≤ C2δ
1/2
E (a)(1 + log δE(a))
d
for any a ∈ A+(F ). Since the volume of KFaKF grows proportionally to δ−1F (a) for a ∈
A+(F ) (the proportionality constant is not important for the purposes of this argument),






E (a)(1 + 2 log δF (a))
d d×a. (4.3.2)
This now follows by an easy series computation.
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
Denote by Y the affine closure of Y . The variety Y is a bundle over X whose fibers over





Using this identification, we realize X as the zero-section of the affine closure of Y .
Let S(Y ) and S(Y ) be the Schwartz spaces of Y and Y respectively. We have natural
maps:
i : X ↪→ Y and p : Y → X,
given by the zero-section inclusion and projection respectively. These maps induce mor-
phisms
p! : S(Y ) −→ S(X) and i∗ : S(Y ) −→ S(X).
Lemma 4.3.2. p! and i
∗ are surjective.
Proof. X,Y and Y are all locally compact totally disconnected spaces over F so it
suffices to prove the claim for characteristic functions of open compact subsets of X. Fix
one such U . First, since p is continuous, p−1(U) can be covered by open compact subsets
{Vi}i∈I in Y . Moreover, p is a projection from a fiber bundle over X onto X, and hence it
is an open morphism. Therefore, a finite subset I0 ⊂ I suffices for {p(Vi)}i∈I0 to cover U .








maps to 1U under p!.
Second, the topology on X is induced from the topology on Y under the inclusion
X ⊂ Y . Hence open compact subset U in X is an intersection V ∩X for some open V ⊂ Y .
If V is not compact in Y , we can find a cover of V by open compact subsets, of which
finitely many suffice to cover U by restricting to X. Thus i∗ is also surjective.

Fix a right GE-invariant measure dy = dnF \ dgE on Y and consider the Hermitian
pairing
〈 , 〉 : S(Y )⊗ S(Y ) −→ C
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In what follows, δF is shorthand for δBF the modulus character of BF , so that δF (a) =
δE(a)
1/2 for a ∈ F× embedded as a diagonal element in the torus T (F ) ⊂ T (E) via




Notational convention. Unless stated otherwise, when writing a ∈ T (F ) we always mean
the image of a in T (F ) under the above inclusion.
The measure dy is not left F×-invariant under the action of the torus T (F ) as above.
It fact, it is an eigenmeasure for the left action of F× as follows:
d(ay) = δ−1F (a)dy, a ∈ F
×. (4.3.3)
Here, under our identification T (F ) ' F×, we have
δ−1(a) = |a|−1F ,
where | • |F denotes the usual p-adic norm on F×.




−1)φ(ay), y ∈ Y, a ∈ F×
making the above pairing on Y T (F )diag-invariant. We verify that:
Lemma 4.3.3. For any a ∈ T (F )
〈Laφ1, Laφ2〉 = 〈φ1, φ2〉 .







and substituting y′ = ay, we get dy = d(a−1y′) = δ−1F (a
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
In what follows, we omit the field F from the notation of the modulus character δF , so
δ = δF . Let s ∈ C with <s = 0 and consider the morphism to the δs-invariants of C∞(Y )
which are compactly supported modulo Gm:










Gm \ Y , δs
)
⊂ C∞(Y )






(see Definition 3.5.4 for the notion of invariants).
Identify the unramified unitary characters of F× with the unit circle S1 and let ds be a
measure on S1 of total volume 1. We parameterize S1 by s ∈ C/2πi log q with <s = 0.
Definition 4.3.4. There is a natural pairing 〈 , 〉s between coinvariants2:





δs(a) 〈Laφ1, φ2〉 d×a, (4.3.5)





to indicate the how the pairing factorizes.
We have the following natural exact sequence:
0→ S(Y )→ S(Y ) i
∗
→ S(X)→ 0.
The second arrow on the left (which denotes extension by zero) induces a natural map of
δs-coinvariants
S(Y )δs → S(Y )δs .
2In this thesis, we work both with spaces of invariants and coinvariants on Y , Y and X alike. Although we
have an isomorphism S(Y )δs → S (Gm \ Y, δs), we do not make such an identification throughout; instead,
we work with the appropriate notion as needed.
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We use the same symbol, namely 〈 , 〉s, to denote the extension of the pairing of coinvariants
to the affine closure of Y
S(Y )δ−s ⊗ S(Y )δs −→ C (4.3.6)
by applying definition (4.3.5) with φ2 ∈ S(Y ).
Remark 4.3.5. Note that we also have a canonical pairing
S
(
Gm \ Y, δ−s
)
⊗ S (Gm \ Y, δs) −→ C







×a \ dy, (4.3.7)




2 dy (seen as a measure on Y ) satisfies the following














2 are not functions on the quotient Gm \ Y ; rather, they are smooth
sections of the line bundles on Gm \ Y associated to the characters δ−s and δs respectively
(using the normalized action here). The integral over Gm \ Y is therefore well-defined, and
this quotient is isomorphic to a P1F -bundle over X. Fixing a local trivialization of Gm \ Y




2 is supported on an open set where the bundle is trivial, we may












where 〈 , 〉χ denotes the projection onto the χ⊗χ-coinvariants of S(Y ×Y ) with respect to
the Gm(F )-action on Y .
Proof. This is a direct application of the Plancherel formula for F× ⊂ T (F ).

CHAPTER 4. PLANCHEREL FORMULAS: PART 2 96
Next, we decompose the Plancherel formula for Y along the left multiplicative Gm(F )-
action on the space of test functions on Y . Below, we obtain the Plancherel formula for X
by a residue calculation after a contour shift in the s-parameter.
Lemma 4.3.7. For any fixed φ1 ∈ S(Y ), φ2 ∈ S(Y ) consider the coinvariants φ1,δ−s and
φ2,δs as s varies over C. Then the function






is well-defined for <s > −12 by the integration formula (4.3.5). Moreover, it can be extended
analytically to the whole complex plane as a meromorphic function with a simple pole at
s = −12 .









where we have interchanged the order of integration over F× and over Y . This manipulation
is justified by the fact that
(a, y) 7→ φ1(y)φ2(ay)
is compactly supported in F ×Y . The condition <(s) > −1/2 ensures absolute convergence
of the double integral over F× × Y .
The pairing Pφ1,φ2(s) manifestly factors through δ
−s-coinvariants of S(Y ) and by the






is an entire function of s ∈ C.




Now, by the compact support of φ2 in Y , for every fixed y ∈ Y evaluating this integral
yields a meromorphic function of s with a simple pole at s = −1/2. The integral (4.3.10)
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is reminiscent of the local ζ-integral in [Tate, 1950, Section 2.4] and has the same analytic




(i∗φ2)(x) + f(s), (4.3.11)
for some integer N with f(s) a polynomial function in qs and q−s (which depends on φ2)
and such that y maps to x ∈ X modulo the left action of F× on Y .
By the smoothness of φ1 and φ2, the pairing defined by Pφ1,φ2 can be written therefore
as a finite sum of such integrals. Hence Pφ1,φ2 admits a simple pole at s = −1/2 and it can
be meromorphically continued to the entire complex plane, as claimed.

As explained, the residue of Pφ1,φ2(s) in Lemma 4.3.7 occurs at s = −12 .
Remark 4.3.8. We note that since Pφ1,φ2(s) is a rational function in q
s (a fact we can
deduce from expression (4.3.11)), in calculating its residue at s = −1/2 we pick up a factor
of log q. We keep track of this factor throughout the current Chapter.
We then obtain the following factorization of the pairing of coinvariants on Y :
P•,•(s) : S(Y )δ−s
p!







P•,•(s) : S(X) ⊗ S(X)
;; (4.3.12)
where the vertical maps in the diagram are given by integration along fibers and restriction
respectively. Recall our normalization of measures from Section (3.2). In particular, the
choice of volume of KF (implicit in the definition of p!) is compatible with the measures
on Y and X as in Diagram 4.3.12. Namely: at s = −1/2, the pushforward map to Y of
compactly supported measures on S(GE) (which is given by integration over GF ) factors
through S(Y )δ1/2 :
S(GE) −→ S(Y ) −→ S(Y )δ1/2
p!−→ S(X).
Notational convention. By abuse of notation, we use the same symbol here, p!, for the
map S(Y )δ1/2 −→ S(X) which factors the fiber-wise integration S(Y ) −→ S(X) (with
respect to our choice of measures).
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Proposition 4.3.9. Let 〈 , 〉X : S(X) ⊗ S(X) −→ C be the following Hermitian product
on X





〈ψ1, ψ2〉X = log q ·Ress=− 1
2
Pφ1,φ2(s),
where φ1, φ2 are any test functions on Y and Y respectively satisfying p!(φ1) = ψ1 and
i∗(φ2) = ψ2.
Proof. Let φ1 ∈ S(Y ) and φ2 ∈ S(Y ). As a function of s, Pφ1,φ2 has a pole at s = −1/2










where φ′2 ∈ S(Y ) satisfies the following property: for every s in the range <(s) > −1/2,
φ′2,δs ∈ S(Y )δs while at s = −1/2:
φ′





F ) ⊂ S(Y )δ−1/2 .
Here, C denotes the one-dimensional trivial GF -representation. More precisely, φ′2 is chosen
so that at s = −1/2, for every y in the support of φ′2 (denoted by supp(φ′2)) with y = a ·k ·x
such that a ∈ T (F ) and k ∈ P1 ' (T (F )×N(2, F ))\GF identified with the fiber of T (F )\Y
as a bundle over X, we have:
φ′2(a · k · x) = i∗φ2(x).
Here, recall that i∗φ2 ∈ S(X). In other words, φ′2 is any Schwartz function on Y whose
value at a point y ∈ Y only depends on the projection of y to x under the left F× action
on Y .
Since supp(φ1) and supp(φ
′
2) are compact in Y , we may evaluate the limit (4.3.13) by
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as a function of a ∈ F× is
compact. Taking into account the decomposition of measures in Diagram 4.3.12, we obtain
the expression on the right.

4.4 Spectral decomposition
The following result allows us to write an explicit form of the Plancherel formula for Y
starting with an inner product which pairs Schwartz functions on Y with functions that are
compactly supported on Y .
Lemma 4.4.1. We have an inclusion
S(Y ) ⊂ C (Y )
of test functions on Y into the Harish-Chandra Schwartz space of Y .
Proof. See Definition 3.3.3 for the Harish-Chandra Schwartz space of a variety. To prove
the claim, let φ2 ∈ S(Y ) and consider the more general case of Y = N(2, F ) \ GL(2, E)
instead. Correspondingly: X = GL(2, F ) \ GL(2, E) and GE = GL(2, E) for the purpose
of the present statement.
In this more general context, it suffices to show that for every d > 0,
φ2 ∈ L2(Y, (1 + r)ddy),
where r(y) is the scale function Y . From [Bernstein, 1988], r(y) may be computed as follows:
r(y) = inf
{g∈GE :g·y0=y}
max(log(max |gij |E), log(max |(g−1)ij |E))
for any choice of base point y0. We take y0 as the image of the identity matrix under the
quotient map GE → Y and consider the Iwasawa decomposition for GE : g = z ·nE · aE · kE
with z ∈ Z(GE) ' E×, nE ∈ N(2, E), aE = diag(a, a−1) for a ∈ E× of norm |a|E ≤ 1 and
kE ∈ GE(O). Then, a scale function on Y is given by
r(y) = log |z · a|E .
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Next, by assumption φ2 is smooth on Y and its support has compact closure in Y . We
identify Y with a bundle over the symmetric space X whose fiber over a point in X is
isomorphic to the affine closure of N(2, F ) \ GL(2, F ). Over an algebraic closure F , this
fiber is isomorphic to Gm×N(2) \ SL(2) ' Gm×A2 as a topological space. The picture is
as follows: since φ2 has compact support, there exists a compact subset U ⊂ X such that
for every point x ∈ U , the restriction of supp(φ2) to the fiber over x (under the previously
stated identification) is contained in the direct product of a compact subset of F
×
by a
neighborhood of the origin of the affine plane A2. Descending to the setting over F , the
compact support of φ2 ensures that for every y ∈ Y , there exists a constant cy such that
φ2(a · y) = 0 whenever |a| > cy. By smoothness, there exists a uniform constant c such that
φ2(z · diag(a, a−1) · y0) = 0 whenever |a| > c and z in a compact subset of E×. Hence, for
every d > 0 we can find constants C1 and C2 depending on φ2 and d such that:∫
Y
|φ2|2(y)(1 + r(y))ddy < C1 + C2
∫
{|a|<c}
(1 + log |a|E)dδF (a)d×a <∞.
The last integral converges because the volume of a · V near the zero section of Y with
|a|F  1 and V
open
⊂ Y decays as δF (a) · vol(V )→ 0 (recall here the notational convention
that δF (a) = |a|2F ). This decay is indeed faster than the growth of any polynomial in
log |a|E . Thus φ2 ∈ C (Y ).

According to the main result of [Waldspurger, 2003], Théorème VIII.1.1 (reproduced in
our paper as Theorem 3.4.4), the formulas which define the distributions appearing in the
Plancherel formula for the group3 in fact also hold for Harish-Chandra Schwartz functions
on the group. The implication of Lemma 4.4.1, together with the fact that Y is a strongly





Θπ⊗ν(φ1, φ2)dνdπ, φ1 ∈ S(Y ), φ2 ∈ S(Y ) (4.4.1)
3The formulas in question are given in Theorem 3.4.4 and they are expressed as the trace of certain
Hilbert-Schmidt operators. These formulas are initially only defined explicitly for Schwartz functions on the
group.
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in terms of relative characters
Θπ⊗ν : S(Y )⊗ S(Y ) −→ (π̃ ⊗ ν̃)⊗ (π ⊗ ν)
tr−→ C













Formula (4.4.2) will be useful to explicitly identify the distributions which appear at
the residue of Pφ1,φ2(s) at s = −1/2. The following result is not deep but it yields a
spectral formula for Pφ1,φ2(s) in terms of the relative characters for Y (in the range of









Θπ⊗δs−1/2(φ1, φ2) dπ, (4.4.3)
for <s > −12 .
Proof. Recall that the stabilizer of a generic point y0 is
T (F )diag ×N(2, F ) ' Gm(F )×N(2, F )








 , a ∈ F×, n ∈ F.
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Writing out the left-action La and substituting y
′









































The integral over Ĝm(F ) is a compact integral over finitely connected components iso-
morphic to S1 for each fixed φ1, φ2. We interchange integrals over F
× and Ĝm(F ) (also
renaming y′1 as y1), and re-write the previous expression as∫
Ĝm(F )
F℘s(ν)dν (4.4.7)



















Once again, since only finitely many tempered (compact) components of ĜE contribute to
the above integral for fixed φ1 and φ2, we can interchange integration over F
× and over
ĜE . Next, by compactness of the supports of φ1 and φ2 in Y and Y respectively ℘s(b)
is defined as an absolutely convergent expression when <(s) > −1/2. Comparing with





It follows that ℘s(b) ∈ L 1(F×): integrating ℘s(b) over F×, we recover the spectral ex-
pansion of the inner product Pφ1,φ2(s) decomposed only with respect to the right action of
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GE on test functions on Y × Y . Clearly ℘s(b) is continuous at b = 1. Furthermore, the
transform F℘s is absolutely integrable over Ĝm(F ) in the range <(s) > −1/2.
Therefore, we may apply the point-wise Fourier inversion formula at b = 1 and simplify the
integral over Ĝm(F )×F× in the expression (4.4.7). The simplified expression we obtain is:











π(a−1 · ny1)v, π̃(y2)ṽ
〉
d×bdndy1dy2 dπ, (4.4.9)
which gives the claim.

The next step is to review the classification of tempered, unitary representations of GE
in order to proceed afterward with the residue calculation by case analysis according to
representation type.
4.4.1 Classification of representations and normalisation of measures
The classification of admissible irreducible tempered representations of GE can be described
as follows (following [Bump, 1998] and [Goldfeld, 2011]):
1. ĜE
cusp
is the set of supercuspidal representations of GE . These are characterised by
the property that their matrix coefficients are compactly supported on GE modulo
the center Z(GE) (in the case at hand, the center is trivial).
2. For χ ∈ Â(E) ' Ê× such that χ2 = 1, call St(χ) ⊂ IndGEBE (χ ⊗ δ
1/2
BE
) twists of the
Steinberg representation of GE . Such representations are square-integrable modulo
center.
3. Consider a tempered component O of ĜE . Such a component consists of twists of a
fixed unitary character ω0 by unramified unitary characters δ
t
BE
with t ∈ C such that




(ω) the irreducible principal series representation induced unitarily from
ω = δtBE ⊗ ω0 extended to a character of BE . Matrix coefficients of πω are tempered
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functions on GE .
Notational convention. The parameter space of O ⊂ ĜE is denoted by Õ ⊂ Ê×; it
consists of unramified unitary characters of E× acting on a fixed base point ω0 ∈ Ê×.
We have
O ' Õ/W, (4.4.10)






We may also fix an isomorphism of O with the circle S1 by taking t ∈ [0, iπ/ log q] with
endpoints identified. Such an isomorphism necessitates the choice of a base character
to identify with t = 0 ∈ S1. Unless specified, we do not make such an identification
explicitly.
In the remainder of the thesis, we refer to O as a continuous tempered component of
ĜE . We also consider the fiber bundle E (O) −→ O whose fiber over ω ∈ O is the
GE ×GE-representation space πω ⊗ π̃ω (see Section 3.4 for a description of the vector
bundle structure on E (O)).
The choice of Haar measure on Y and GE identifies dπ = µGE (π) as the formal degree
of π ∈ Π2(GE) for square-integrable representations (modulo center). Representations of
type (1) and (2) as above belong to Π2(GE). Furthermore,
µGE (πω) = j
−1(πω)dω, (4.4.12)
where j denotes the Harish-Chandra j-function (see Definition 3.4.2 in Section 3.4), and
dω is a measure on the circle S1 of total volume one, chosen to be compatible with the
multiplicative Haar measure on the Levi subgroup A(E) of GE giving A(OE) ' O×E volume
one as well (c.f the compatibility of measures discussed in Section 3.2). Note that the left-
hand side of Equation (4.4.12) is a measure on O while the right-hand side is a measure
on Õ. We identify the two via the pull-back of the quotient maps (4.4.10) or (4.4.11)
depending on whether W stabilizes Õ. This identification is justified since we are invoking
the Plancherel measure for the group GE here (see Theorem 3.4.4).
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We denote by ĜE
temp
the subset of connected tempered components of the unitary dual
ĜE of the third kind as described in the above classification. In light of this classification,
we obtain the following:
Corollary 4.4.3. Let ψ1, ψ2 ∈ S(X) and φ1, φ2 any test functions on Y and Y respectively
satisfying p!(φ1) = ψ1 and i
∗(φ2) = ψ2. Then
〈ψ1, ψ2〉X = log q
∑
π∈Π2(GE)































(a) 〈πω(a · ny1)v, π̃ω(y2)ṽ〉 d×adndy1dy2
)
. (4.4.13)
Proof. First, recall that the integrals appearing in the statement converge for <(s) >
−1/2. The conclusion follows from Proposition 4.3.9 and the structure of the unitary
tempered dual of GE . Indeed, for each φ1, φ2, only finitely many square-integrable repre-
sentations appear in the above sum and only finitely many tempered components O ⊂ ĜE
contribute. Moreover, each individual summand is itself rational in qs. The additivity of
residue gives the claim.

Remark 4.4.4. What is not clear from the above calculations is whether for each tempered
component of GE, the corresponding function of s ∈ C (which appears as a summand in
Equation (4.4.13)) has only a simple pole at s = −1/2. This fact holds and it will be shown
in the course of computing the Plancherel formula for X (see Corollary 4.7.24).
To achieve a useful form of the Plancherel formula forX, we proceed below by calculating
the residues in Corollary 4.4.3 according to the type of the representation π.
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4.5 Discrete spectrum
For every π ∈ ĜE
cusp
, we have the natural morphism
Θπ⊗δs−1/2 : S(Y )π⊗δ−s ⊗ S(Y )π⊗δs −→ C
of π-coinvariants on Y and Y obtained by the integral formula (4.4.2). To emphasize that
this morphism is in fact an inner product between the coinvariant spaces, we also denote it
by 〈 , 〉π,s.
Lemma 4.5.1. For π ∈ ĜE
cusp
and any φ1 and φ2 in S(Y ) and S(Y ) respectively
s 7→ 〈φ1, φ2〉π,s ∈ C
is meromorphic in s with single pole at s = −12 .








δ−s+1/2(a) 〈π(a · ny1)v, π̃(y2)ṽ〉 d×adndy1dy2 µGE (π).




δ−s+1/2(a) 〈π(an · y1)v, π̃(y2)ṽ〉 d×adn
is holomorphic in s. Since φ1 is compactly supported, the section
s 7→ φ1,δ−s(y1)
is also holomorphic in s, while
s 7→ φ2,δs(y2)
has a simple pole at s = −1/2. By the smoothness of sections φ1, φ2, the pairing is computed
as a finite sum over v ∈ π with fixed level depending only on φ1 and φ2; hence it also admits
a single pole at s = −1/2.

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Proposition 4.5.2. Take π, φ1 and φ2 as in Lemma 4.5.1. Then







〈π(k · a · n · x1)v, π̃(x2)ṽ〉 dkd×adn dx1dx2
 .
Proof. The pairing 〈φ1, φ2〉π,s factors through S(Y )δ−s⊗S(Y )δs and is a finite sum over






δ−s+1/2(a) 〈π(a · ny1)v, π̃(y2)ṽ〉 d×adndy1dy2.
In order to evaluate this residue explicitly, we use the analysis in the proof of Lemma 4.3.7,
and Equation (4.3.11) in particular. The latter shows, by a local Tate integral calculation,
that log q ·Ress=−1/2φ2,δs(y) is precisely equal to i∗φ2(x), where y projects to x modulo the















π(k−12 an · k1x1)v, π̃(x2)ṽ
〉
d×adndk1dk2dx1dx2,
where x1 denotes here the point in X lying below y1 ∈ Y in the fibration p : Y → X and x2
is a point in supp(φ2) modulo the left F
× action on Y . Moreover, φ′2 ∈ S(Y ) in the formula
above is a Schwartz function on Y (as in the proof of Proposition 4.3.9) whose value at a
point y ∈ Y only depends on the projection of y to x under the left F× action on Y . The
function φ′2 also satisfies by definition
φ′2(a · k · x) = i∗φ2(x).
Next, the Iwasawa decomposition of GF ' P1×F××N(2, F ) ' KF ·BF gives dgF = dkdRb
and we identify δF (a)d
×adn as the right Haar measure dRb on the Borel subgroup BF with
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φ1,δ1/2(k1 · x1)dk1(i∗φ2)(x2) ·
∫
K×F××N(2,F )





〈π(g · x1)v, π̃(x2)ṽ〉 dgFdx1dx2,
where, by abuse of notation, gF = k · a · n and dgF = dkd×adn. This is what we wanted.










at the residue s = −12 . (In the diagram, we use symbol p! to denote composition of the
push-forward map with projection to π-coinvariants of S(Y ).)

Next, we turn to representations of type 2 in our classification, namely twists of the
Steinberg representation. Such representations also belong to the discrete spectrum of GE ,
though not to ĜE
cusp
. From the discussion below, however, we see that we need not treat
this case as separate from the cuspidal case for the integrals defining the corresponding
relative characters of twists of the Steinberg are also convergent.
To fix notation, let χ ∈ Â(E) such that χ2 = 1, and consider the Steinberg representation
St(χ) ⊂ IndGEBE (χ ⊗ δ
1/2
E ). We obtain a similar result in this case. When considering the
action of the full center of GL(2, E) (as we do in Theorem 5.4.1, Section 5.4 to setup an
application of local relative trace formulas comparisons in Section 5.6), St(χ) is GL(2, F )-
distinguished only if its central character is trivial on F×. Such χ already satisfies this
condition because in particular χ2|F = 1 in this case. We have
Proposition 4.5.3. Let φ1 ∈ S(Y ), φ2 ∈ S(Y ). Then for χ ∈ Ê× such that χ2 = 1
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for any orthonormal basis ON(St(χ)).
Proof. For a ∈ F× with |a|  1 embedded into T (F ) via a 7→ diag(a, a−1) (and writing
a for its image as a diagonal matrix), a matrix coefficient of St(χ) decays as
〈St(χ)(a)v, ṽ〉 ∼ δE(a),




St(χ)(g · x1)v, S̃t(χ)(x2)ṽ
〉
dg
converges absolutely modulo center, and the claim follows by the same argument as in the
supercuspidal case.

4.6 Continuous and residual discrete contributions: state-
ments
4.6.1 Example: unramified Plancherel formula
In this section, we consider a special case of the continuous tempered spectrum, namely the
unramified principal series. This special case yields in particular a Plancherel formula for
spherical functions on X. The proofs are completed below, the general case dealt with with
first.





the representation spaces πt for all t. By this we mean the following.
As before, vectors in πt can be realized as smooth functions on GE which are δ
it
E-equivariant
with respect to action of BE on the left. Hence vectors in πt are completely specified by their
values on KE . The unramified tempered component of GE therefore forms a fiber bundle
over the parameter space O consisting of unramified unitary characters of E× modulo the
action of W , the Weyl group of GE . Identifying representation spaces means precisely fixing
a trivialization of this associated bundle.
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Now choose a flat section v⊗ ṽ = vt⊗ ṽt ∈ πt⊗π̃t in the space of representations End(πt)
as t varies over the interval [0, π/ log q] with end-points identified, and normalized so that
〈vt, ṽt〉 = 1 for all t and vt, ṽt are KE-invariant. (Simplify notation here by removing the





E) is a measure on the component of unramified characters of E
×
of total volume 1. Our choices are consistent in fact with [Feigon, 2012] and [Arthur, 1991].
Recall the definition of the regularized period (Definition 4.1.2). The unramified Plancherel
formula states:












〈πt(g · x1)v, π̃t(x2)ṽ〉 dreggF dx1dx2 µ(πt), (4.6.1)
where dx is defined to be the quotient measure dgF \ dgE and
µ(πt) =
(1− q−2it)(1− q2it)
(1− q−1 · q−2it)(1− q−1 · q2it)
· i log q
π
dt
is the GE-Plancherel measure (relative to dgE) of the unramified component of ĜE.
As a corollary of the Proposition, with ψ1 = ψ2 = 1X(OF ), we obtain a formula for the
volume of X(OF ):
Corollary 4.6.2.




where the constant Q is:
Q = 1 + q−2
(c.f. [Casselman, 1980, Theorem 4.2]).
Proof. Formula (4.6.1) is a special case of the Plancherel formula of Theorem 4.1.5, and
it is verified as Corollary 4.8.1 in Section 4.8.

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4.6.2 General case
We summarize the main results on the contributions towards the Plancherel formula for
spherical variety X = GF \ GE coming from the continuous spectrum of GE . To achieve
this, we first define a measure on ĜE as follows. We choose a suggestive name for it: µX .
For discrete GE-representations: µX({π}) = µGE ({π}) provided the GF -invariant func-
tional on π given by integration of matrix coefficients over GF is non-zero (c.f. Section 4.5);
and µX({π}) = 0 otherwise.
Let πω = Ind
GE
BE
(ω) denote the induced unitary representation of GE with character
ω ∈ Ê×. For such induced representations µX is determined by:




/W is a tempered component of ĜE (here, W is the Weyl group of
GE – see Section 4.4.1) which satisfies ω|UE/F (1) = 1 for every ω ∈W · Õ, then
µX |O = µGE |O,
where UE/F (1) is the unitary group in one variable (which is isomorphic to group the
norm-one elements of E×);





where j(ω) is the Harish-Chandra j-function (see Definition 3.4.2). Recall that in this
case, the GE-Plancherel measure factors as
µGE (πω) = j
−1(ω)dω,
where dω is the Plancherel measure on Ê× relative to our fixed choice of Haar measure
on E× (which, in turn, is chosen compatibly with the measure on GE).
Note that Cases 1. and 2. above are disjoint. Furthermore, the measure µX is defined to
be zero on the complement of this set of GE-representations.
Next, we define the morphisms
Mω : πω ⊗ π̃ω → C∞(X ×X)
in the following cases:
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1. if ω|U(1) = 1,
Mω(v, ṽ)(g1, g2) :=
∫ reg
GF
〈πω(g · g1)v, π̃ω(g2)ṽ〉 dregg,
for any coset representatives g1, g2 ∈ GE modulo GF (which is well defined, and
descends to a smooth function on X ×X);
2. if ω2 6= 1 and ω|F× = 1,
Mω(v, ṽ)(g1, g2) :=
∫
KF×KF
e∗∅ ◦mπω (πω(g1)v, π̃ω(g2)ṽ) (k1, k2)dk1dk2,
for any representatives g1, g2 ∈ GE modulo GF (also well defined, and descends to a
smooth function on X×X). Here, mπω denotes the canonical pairing between πω and
π̃ω and the composition e
∗
∅ ◦mπω is a smooth function on the boundary degeneration
G∅,E ' A(E) \
(
NE \GE ×N−E \GE
)
.
(The integral for Mω(v, ṽ)(g1, g2) can be expressed equivalently as an integral over
N− ×N .)
Remark 4.6.3. One can verify that in both cases above, the product
Mω · µX(πω)
is inverse proportional to the choice of normalization of the quotient measure on X, as
should be expected.
With our given normalization of measures (see Section 3.2), µX , in fact, determines a
Plancherel measure for X according to the following theorem:
Theorem 4.6.4. Let GE = PGL(2, E) and consider its unitary tempered dual ĜE
temp
with
Plancherel measure µGE . Let O be an arbitrary continuous tempered component of ĜE
temp
parameterized by unitary characters ω of E× modulo the action of W (the Weyl group of
GE). Let πω = Ind
GE
BE
(ω) denote the normalized induced representation as before.
Then: for any pair ψ1 ⊗ ψ2 ∈ S(X) ⊗ S(X) of Schwartz functions on X which are
orthogonal to the discrete spectrum of GE (refer to Section 4.5) with respect to the natural
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ψ1(x1)ψ2(x2) ·Mω(v, ṽ)(x1, x2) dx1dx2 µX(πω),
where the outer sum runs over the connected components of the continuous spectrum of GE
(each component being parameterized by an orbit in Ê× under the twisting action of the
group of unramified characters of E×, and modulo the action of W ), and the inner sum is
over any orthogonal basis of πω ⊗ π̃ω. Note that both sums in the formula are finite sums
given a fixed choice of test functions.
This Theorem identifies the Plancherel formula for X in the sense that the morphisms
dual to Mω
ΘXω := trace ◦M∗ω,
determine invariant forms
ΘXω : S(X)⊗ S(X)→ π̃ω ⊗ πω
trace−→ C
as described in the abstract Plancherel formula (see Sections 3.4 and 4.1 to recall definitions
and properties).
Furthermore, Theorem 4.6.4 provides a preliminary classification of those tempered
unitary representations of GE outside the cuspidal and Steinberg spectrum which contribute
to the Plancherel formula for X. A more precise result is the following. Its proof is also
given in this section using key results of Waldspurger (which are explained and reproduced
below) and a case analysis stemming from the classification of admissible representations
of GE .
Theorem 4.6.5. Consider the same setup as in Theorem 4.6.4. Let O ⊂ ĜE
temp
be a
continuous tempered component parameterized by characters ω ∈ Ê×. If ω|UE/F (1) 6= 1 for
every πω ∈ O, then
Mω(v, ṽ)(g1, g2) ≡ 0,∀v ⊗ ṽ ∈ πω ⊗ π̃ω.
Moreover, in case both conditions ω|F× = 1 and also ω|UE/F (1) = 1 are satisfied, then ω is
an irregular character of E× because it satisfies ω2 = 1. In this case, we also have
Mω(v, ṽ)(g1, g2) ≡ 0,∀v ⊗ ṽ ∈ πω ⊗ π̃ω.
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The formula for 〈 , 〉X projected onto the orthogonal complement, in L 2(X), of the discrete
spectrum of GE is given by:
ψ1, ψ2 ∈ S(X) 7→ 〈ψ1, ψ2〉X = ∑






ψ1(x1)ψ2(x2) ·Mω(v, ṽ)(x1, x2) dx1dx2 µX(πω)+
∑








ψ1(x1)ψ2(x2) ·Mω(v, ṽ)(x1, x2) dx1dx2.
The proofs of these theorems are presented in Section 4.7.
Remark 4.6.6. The criteria we obtain in Theorems 4.6.4, 4.6.5 and in Section 4.5 for
GE-tempered representations to be GF -distinguished – or, equivalently, for them to belong
to L 2(X) – are compatible with the results of Flicker on the base change for UE/F (2): see
the following subsection.
4.6.3 Flicker’s results
We recall from [Flicker, 1991] the following notation. Let WE/F = E
× oGal(E/F ) be the
relative Weil group. The L-group of UE/F (2) (the quasi-split form) is then identified as
LUE/F (2) = GL(2,C) oWE/F ,
where WE/F acts by the projection to Z/2Z on g ∈ GL(2,C) via
σg = J(tg−1)J−1
where Jij = (−1)iδi,3−j (i, j = 1, 2). On the other hand, the L-group of the Weil restriction
of scalars for GL(2) is
L(ResE/FGL(2)) = (GL(2,C)×GL(2,C)) oWE/F ,
with
σ(g1, g2) = (σg2, σg1)
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(with the action of σ on g ∈ GL(2,C) as before). The stable base change map is given by
the diagonal embedding
BC : LUE/F (2) −→ L(ResE/FGL(2)), (g, w) 7→ (g, σg, w),
whereas the unstable base change map BCη depends on a character η of E
×/NE/FE
× which
is non-trivial on F×, and is defined by
BCη(g) = (g, σg), g ∈ GL(2,C)
BCη(σ) = (id,−id) o σ, σ ∈ Gal(E/F )
and
BCη(z) = (η(z), η(z
σ)) o z, z ∈ E×,
where σ is the non-trivial element of Gal(E/F ). We have the following result:
Theorem 4.6.7. ([Flicker, 1991, Theorem 7]) An infinite GL(2, E)-representation π′ is
GL(2, F )-distinguished if and only if it is the unstable base change image (via BCη) of
some representation π of UE/F (2).
From [Flicker, 1982], it is also known thatGL(2, E)-representations are
(
GL(2, F ), ηE/F
)
-
distinguished (where ηE/F is the character of F
× associated to the extension E/F ) if and
only if they are in the image of the stable base change map from UE/F (2). For characters,
we know that χ′ ∈ Ê× is F×-distinguished if and only χ′|F× = 1.





, a character of E× which
is trivial on F×. [Flicker, 1991, Local Theory Section, page 25] determines the following
properties of the base change map:
Theorem 4.6.8. Let η be a unitary character of E×/NE/FE
× which is non-trivial on F×.
Then:
1. If χ is the central character of a UE/F (2)-representation π, then the central character
of the base change GL(2, E)-representation BCη(π) is χ
′η′.
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2. Let µ be a character of E×, identified as the maximal torus of UE/F (2) inside a
maximal Borel subgroup B′ defined over F via















where BE is the standard Borel subgroup of GL(2, E). Here, Ind
UE/F (2)
B′ (µ) is the





3. Let St(χ) denote the twist of Steinberg representation of UE/F (2). Then
BCη (St(χ)) = St(χ
′η, χ′η).
4. The induced representation Ind
GL(2,E)
BE
(µ1, µ2) of GL(2, E) for characters µ1, µ2 of E
×
which are trivial on F× and satisfy
µ1 6= µ2
is the unstable base change lift of a packet consisting of two supercuspidal representa-
tions of UE/F (2).
Flicker establishes Theorems 4.6.7 and 4.6.8 in [Flicker, 1982] using a global argument
and a comparison between the trace formula on U(2) and a twisted trace formula on GL(2).
In order to clarify Remark 4.6.6 about the compatibility of our results with those of
Flicker, we note that we can realize the representations of PGL(2) as those representations
of GL(2) with trivial central character. Indeed, the representations which contribute to
the spectral decomposition of L 2(X), with X = PGL(2, F ) \ PGL(2, E), are necessarily
PGL(2, F )-distinguished. In effect, Theorems 4.6.4 and 4.6.5 also determine criteria for the
distinction problem which agree with those obtained by Flicker when the central characters
are trivial and the representations are tempered.
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Accordingly, we may identify GX as PUE/F (2) ' PGL(2, F ) and thus also identify ĜX
as the image of ̂PUE/F (2) under the unstable base change map
LPUE/F (2) −→ LPGL(2, E)
obtained by restriction from BCη (as defined above). Moreover, we also obtain an induced
map
̂PUE/F (2) −→ ̂PGL(2, E)
whose image precisely constitutes the support of µX , the Plancherel measure for X (c.f. the
conjectural framework discussed in Section 2.1.4).
4.7 Continuous and residual discrete contributions: proofs
The goal is to prove Theorems 4.6.4 and 4.6.5. We first recall the setup of the problem and
introduce slightly more flexible notation. The general approach is to use dual morphisms to
the invariant forms on S(Y ), which are expressed in terms of matrix coefficient integration.
This equivalent formulation elucidates the derivation of the Plancherel formula for X (at
least contributions from the continuous spectrum).
In the course of computation, we also show in Subsection 4.7.1.1 that the asymptotic
tools from spherical varieties – specifically the canonical asymptotics morphism e∗∅ – can
be efficiently used to express our results in a language which should generalize to other
varieties beyond the group and the symmetric case.
Setup: G = PGL(2), E/F unramified quadratic extension with uniformizer $F = $E ,
|$|F = q. As before, we write GE = PGL(2, E) and GF = PGL(2, F ). Let O be an
arbitrary (non-discrete) tempered component of ĜE with parameter ω ∈ Ê× (a unitary
character modulo the action of W , the Weyl group of GE). Let πω be the normalized





where b = a ·n ∈ BE and δE is the modulus character of BE = A(E)nN(E). Next, identify
the representation spaces πω into a flat family as ω varies over the orbit in Ê× under the
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twisting action by unitary unramified characters. This orbit is denoted by Õ and it may be
identified with the circle S1. We do not fix such an identification unless specified otherwise
in the course of computation. Again: explicitly, the flatness condition here means that the
restriction to the maximal compact subgroup KE ⊂ GE of vectors ω 7→ vω ∈ πω, seen





/W where W denotes the Weyl group of GE – see Section 4.4.1, case 3. We
often omit the dependence on ω from the notation, although this is implicit whenever we
write v ∈ πω.
Now let J ⊂ G(OE) be a compact open subgroup and pick vectors v ∈ πJω , ṽ ∈ π̃ω
J
in the flat family over O. We introduce a complex parameter s with <(s) > −1/2 and




F ) where δF is the modulus character




 ∈ A(F ),
of F× into the split torus of GF . Note, in particular, that at s = −1/2, the trivial repre-
sentation is a subspace of σ−1/2:
C ↪→ σ−1/2.
We define vectors
















F (b)1K(bg)dLb ∈ σ̃−s
K ' σKs , (4.7.2)
where dLb denotes the left Haar measure on BF . By definition, the right Haar measure dRb
on BF satisfies
dRb = δF (b)dLb.
Since we work with a fixed normalization of Haar measures, we shall have to keep track of
the volume of open compact subgroup J in (4.7.1).
Next, we identify the spaces of representations σs in a neighborhood of s = −1/2
such that <(s) > −1/2 (in fact, we can identify the spaces for all s) and suppress the s-
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dependence in the notation for the vector f . Likewise for the contragredient representation
spaces and vector f̃K .
Notational convention. In the rest of this Section, whenever we write the pairing 〈v, ṽ〉
between v ∈ π and ṽ ∈ π̃, for induced representations of GE or GF we always mean (unless
otherwise specified) the natural integration of the product vṽ (with vectors realized in the
space of smooth functions on the group) over KE or KF respectively.
Definition 4.7.1. For v ∈ πω, ṽ ∈ π̃ω and vectors f, f̃K defined as above (which only







〈πω(g)v, ṽ〉 dg (4.7.3)
for −1/2 < <(s) < 1/2.
Remark 4.7.2. In Definition (4.7.1), the vectors f and f̃K are determined by the level
J of v and ṽ according to the expressions (4.7.1) and (4.7.2). It suffices for our purposes
to consider fixed choices for these data. By letting vectors f and f̃ vary freely in σ−s and






I•,•(s, ω) : σ−s ⊗ σ̃−s ⊗ πω ⊗ π̃ω −→ C,
for every s in the range of convergence, where the first copy of GF acts diagonally on the
pair of vectors f ⊗ v ∈ σ−s ⊗ πω, and the second copy on the pair f̃K ⊗ ṽ. This observation
about the GdiagF ×G
diag
F -equivariance of I•,•(s, ω) is not used in the sequel.
Having introduced the integral Iv,ṽ(s, ω) here, we mention the following facts: the inte-
gral converges absolutely for −1/2 < <(s) < 1/2, it is rational in qs and ω and it admits
a polar divisor [D(O)] which can be described in terms of the exponents of the represen-
tations σs and πω for ω ∈ Õ. These facts are proved in Section 4.7.1 where we study in
detail the complex-analytic properties of Iv,ṽ(s, ω). The representation-theoretic properties
of Iv,ṽ(s, ω) are covered in Section 4.7.3.
First, we use the integral Iv,ṽ(s, ω) to obtain a useful simplification towards the proof
of Theorem 4.6.4 in Lemma 4.7.6.
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In fact, we prove Theorem 4.6.4 by expressing the residue formula for each continuous
tempered component O ⊂ ĜE
temp
appearing as a summand in the statement of Corollary
4.4.3 in terms of the morphisms Mω. Here ω ∈ Õ and Õ is the parameter space in Ê× of
O.
Let us remind the reader of the expression from Corollary 4.4.3 whose residue at s =

















We also defined morphisms Θπ⊗δs−1/2 in Section 4.4 (Equation 4.4.2). The dual morphism
Θ∗
πω⊗δs−1/2 : πω ⊗ π̃ω → C
∞(Y × Y )δ−s⊗δs
to Θπω⊗δs−1/2 is therefore given by the following integration formula for <(s) > −1/2:
Θ∗





F (b) 〈πω(b)πω(y1)v, π̃(y2)ṽ〉 dLb (4.7.5)
where y1, y2 are any coset representatives in GE of points in Y .












πω⊗δs−1/2(v, ṽ)(x1, k · x2)dk µ(πω)
 dx1dx2, (4.7.6)
where x1 and x2 are any lifts in GE of points in X. The expression inside the brackets in
(4.7.6) defines a smooth function on X ×X at s = −1/2.
Remark 4.7.4. We clarify the notation in the statement above. There is no left-action of
KF on X. The statement must be interpreted as follows: for any choice of lift in GE of the
point x2 ∈ X, we consider the product k ·x2 ∈ GE and then we integrate over KF . The claim
is that the functional obtained in this way does not depend on the choice of representative
in GE for the right coset GFx2.
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φ1(y1)φ2(y2) ·Θ∗πω⊗δs−1/2(v, ṽ)(y1, y2)dy1dy2
 . (4.7.7)
Since only finitely many vectors v and ṽ contribute to the sum for a given φ1 and φ2, we
may assume for simplicity that there is a single vector in ON(πω) for every ω. Also, the
integral over O is compact, so we may interchange integration over the tempered component
of ĜE with the integral over Y ×Y . Next, we use the explicit knowledge about the complex-
analytic behavior of the integral over O provided by Corollary 4.7.24, namely: for every






is regular at s = −1/2. Using this fact, we can now replace the residue calculation by a limit
as s → −1/2 as in the proof of Proposition 4.5.2. Indeed, the residue (4.7.7) is computed
by








πω⊗δs−1/2(v, ṽ)(y1, y2)µ(πω)dy1dy2 (4.7.8)
where φ′2 ∈ S(Y ) is a Schwartz function on Y whose value at a point y ∈ Y only depends on




2(a · k · x) = i∗φ2(x)
for every a ∈ A(F ), k ∈ KF and x ∈ X (viewed as a right GF coset in GE) such that the









πω⊗δs−1/2(v, ṽ)(x1, k · x2)dkµ(πω)dx1dx2
(4.7.9)
which is what we wanted.
Below, we revisit the argument showing the reduction from (4.7.7) to (4.7.8) in more
detail.
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We have the two fiber bundles over X
p : Y −→ X and p : Y −→ X
with fibers over x identified as
p−1(x) ' A2 − {0} and p−1(x) ' A2F
up to a finite quotient. We may ignore the finite quotient here because modulo the left-
action by Gm(F ) on the fibers, the fiber quotients become isomorphic to
P1F ' F× \ (A2 − {0}).
We further identify elements of these fiber quotients modulo Gm(F ) with some lifts lying the
hyperspecial maximal compact subgroup KF . The latter are well-defined modulo BF (OF )
but since vol(B(OF )) = 1, we can decompose the fiber in Y over a point x ∈ X into the
product F×KF .
Since φ1 ∈ S(Y ) and φ2 ∈ S(Y ), we can then decompose the integral in (4.7.10) over
(y1, y2) ∈ Y × Y as an integral over the product
(a1 · k1 · x1, a2 · k2 · x2) ∈ (A(F )KF ×X)× (A+(F )KF ×X)
because the two fiber bundles over X can be trivialized over neighborhoods of X contain-
ing the projections of the supports supp(φ1) and supp(φ2) under the morphisms p and p
respectively. We can further assume without loss of generality that the functions φ1 and
φ2 are constant and hence it suffices to restrict the analysis a single fiber. Note that the
invariant form on Y given by Θ∗
πω⊗δs−1/2
entails an integral against the character δ
−s+1/2
F
and thus, when we decompose the integral over Y × Y as above and restrict to the single
fiber in Y × Y over (x1, x2) ∈ X ×X, the function of s from (4.7.10) whose residue we are







































Once again, since φ1 ∈ S(Y ), the function s 7→ φ1,δs(k1) is holomorphic in s for every k1,
while the function s 7→ φ2,δ−s(k2) is meromorphic and admits a pole of order at most one









for some holomorphic function fk2(s). By the definition of φ2, we have
φ2|p−1(x)(0) = i∗φ2(x) (4.7.14)




is also regular at s = −1/2 for every k1, k2 ∈ F× \ (A2−{0}), we can replace the residue of









We can also re-write the integrals over the fiber quotients F× \ (A2 − {0}) as integrals over
KF . This completes the argument.
We also see explicitly here how to choose the function φ′2 ∈ S(Y ) invoked in the proof of
this Lemma so that the residue from (4.7.10) is given instead by the limit expression (4.7.8).




(k · x) = i∗φ2(x)
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for any k · x ∈ F× \ Y and x ∈ p(supp(φ2)).
Finally, the statement that







πω⊗δs−1/2(v, ṽ)(x1, k2 · x2)dk2 µ(πω)
defines a smooth function on X ×X is equivalent to the statement that







πω⊗δs−1/2(v, ṽ)(1, k2)dk2 µ(πω) (4.7.15)
is a GF ×GF -invariant functional. Here, we consider v ⊗ ṽ as a flat section
ω 7→ v ⊗ ṽ = vω ⊗ ṽω
of the fiber bundle E (O) −→ O whose fiber over ω ∈ O is the space the GE × GE-
representation πω⊗ π̃ω. The invariance of (4.7.15) with respect to the action of KF ×NF is
automatic from the derivation above, while the invariance under the action of an element
b′ in the Levi subgroup A(F ) on v follows from the fact that δ
−s−1/2
F (b
′) factors out of the







In Proposition 4.7.28, we show that the integral over O in (4.7.15) can be separated into
a sum consisting of a direct integral of functionals plus a discrete part. The GF × GF -
invariance property is established for each functional appearing in the latter decomposition:
in Proposition 4.7.17 for the continuous part, and in Lemma 4.7.26 for the discrete part.
This provides an alternate way of seeing the GF ×GF -invariance of (4.7.15).

Remark 4.7.5. Note that we cannot simply interchange the limit as s → −1/2 with in-
tegration over O in Equation (4.7.6) because we do not have absolute convergence of the
integrand at s = −1/2. The rest of this Chapter is devoted to unraveling this formula and
explaining what new discrete contributions arise from interchanging the limit with the inte-
gral. Subsection 4.7.1 explicates the complex-analytic properties of the integrand appearing
in (4.7.6) and also completes the conditional result of the previous Lemma, while Subsec-
tion 4.7.3 interprets the limit calculation in terms of representation theory and the desired
Plancherel formula for X.
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The following result provides a useful simplification towards the proof of Theorem 4.6.4
because it enables us to make use of the symmetric formulation of Iv,ṽ(s, ω) as an inner
product over GF of two matrix coefficients of σ−s and of πω. (This idea was already
used in the proof of strong temperedness of the variety Y with respect to the action of
G = Gm(F )×GE , see Proposition 4.3.1).
Lemma 4.7.6. For −1/2 < <(s) < 1/2, ω ∈ Õ (with Õ identified as the parameter space





πω⊗δs−1/2(v, ṽ)(1, k)dk, (4.7.16)
where Iv,ṽ(s, ω) is the integral of Definition 4.7.1 and Θ
∗
πω⊗δs−1/2
(v, ṽ)(y1, y2), which is a
smooth function on Y × Y , is evaluated at points of the form (1, k) ∈ Y × Y identified as
the identity coset of NF in the first variable and the elements in the fiber in Y lying over
the identity coset of GF in the second variable.




F (b) 〈π(b)v, π̃ω(k)ṽ〉 dLbdk. (4.7.17)




∆s(g) 〈π(g)v, π̃ω(k)ṽ〉 dgdk, (4.7.18)
where ∆s(g) = 1{b∈B}δ
−s+1/2
F (g) as a distribution supported on BF with ∆s(g) = 0 if







∆s(kgj)dkdj 〈πω(g)v, ṽ〉 dg.
To verify the stated claim, it suffices now to check that∫
KF×J
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after changing from right to left Haar measure on Kg−1J∩B and changing variables j 7→ j−1
in the compact integral over the unimodular subgroup J . This is what we claimed. The
condition −1/2 < <(s) < 1/2 on the range of s-values ensures absolute convergence of the
integral defining Iv,ṽ(s, ω).

In view of Lemma 4.7.3 and Lemma 4.7.6, we reduce the proof of Theorem 4.6.4 to
establishing a precise relationship between Iv,ṽ(s, ω) and the morphisms Mω. Before we
can achieve the latter, we continue with a study of the complex-analytic and also the
representation-theoretic properties of Iv,ṽ(s, ω) in the subsequent paragraphs.
In fact, since all the formulas are finite sums over vectors v and ṽ in orthonormal bases
of πω and π̃ω respectively, it suffices to fix a particular choice of vectors and assume without
loss of generality that the bases of πω (at fixed level) are singletons.
Notational convention. Below, we omit v, ṽ from the notation for I(s, ω) and assume a
fixed choice of vectors v, ṽ.
Notational convention. Moreover, we write simply µ(ω) for the GE-Plancherel measure
µGE (πω) of πω (normalized as in Section 3.4).
4.7.1 Complex-analytic properties of I(s, ω)
A good handle on the analytic properties of I(s, ω) is necessary in order to deduce the contri-
butions towards the Plancherel formula for X coming for continuous tempered components
of ĜE . We start with the following convergence result:
Lemma 4.7.7. I(s, ω) is an absolutely convergent integral for −1/2 < <(s) < 1/2 and
ω ∈ Ê×.
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Proof. Follows from Lemma 4.7.6 and the argument showing that Y is strongly tempered
for the action of G = Gm ×GE (Proposition 4.3.1).
In the proof of Proposition 4.3.1, we show that the integral expression for the morphism
Θ∗
πω⊗δs−1/2
(v, ṽ)(y1, y2) is absolutely convergent for s = 0. From equation (4.3.2), in fact,
we can easily deduce convergence in the range −1/2 < <(s) < 1/2 and ω unitary by the
same argument which is presented there.
Now we can invoke Lemma 4.7.6: integration over K, which relates I(s, ω) to Θ∗
πω⊗δs−1/2
,
does not affect the domain of convergence, and hence we obtain the desired conclusion for
I(s, ω) as well.

To study the analytic properties of I(s, ω) further, we recall the following basic result
on the asymptotic expansion of tempered matrix coefficients of the group GE . We denote
the Weyl group of GE by W . The non-trivial element w ∈W of order two acts as inversion
on the characters of BE .
Lemma 4.7.8. Fix a continuous tempered component O ⊂ ĜE. Then there exists a constant
0 < τ0 < 1 depending only on a compact open J ⊂ GE (for which πJω 6= 0) such that for all
πω ∈ O with ω ∈ Ê× and all vectors v ∈ πJω , ṽ ∈ π̃ω
J there exist constants c1(ω, v, ṽ) and
c2(ω, v, ṽ) such that for all a ∈ A+(E) with |a|E < τ0, we have:





if ω is a regular character (i.e. ω2 6= 1 as a character of E×). If ω is an irregular character
(i.e. ω2 = 1), there exist constants c̃1 and c̃2 depending on v, ṽ such that:




Proof. This is covered in [Casselman, 1995, Theorem 4.3.3] for a general split reductive
group. For GL(2, F ), this result appears in [Goldfeld, 2011, Theorem 8.10.13] and the
irregular case is covered by [Bump, 1998, Theorem 4.7.2].

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Next, we can separate the integral defining I(s, ω) into a compact part and its comple-
ment, referred to from now on as the ‘asymptotic’ part:








〈πω(g)v, ṽ〉 · 1U (g)dg, (4.7.22)
with U ⊂ GF any compact subset of GF . The compact and asymptotic parts as defined
here clearly depend on the choice of set U .
Lemma 4.7.9. Let O ⊂ ĜE be a continuous tempered component. If ω|O×F 6= 1 for every
ω ∈ Õ ⊂ Ê× (identified as the parameter space of O), then there exists an open compact




KF · ai ·KF
with ai ∈ A+(F ) and n ∈ N, such that
Iasy(s, ω) = 0.
Here, Iasy(s, ω) denotes the asymptotic part in the decomposition of I(s, ω) given in (4.7.21)
with respect to the compact subset K.
Proof. We prove this Lemma by invoking the theory of asymptotics of matrix coefficients
for the groups GE and GF stated explicitly for tempered representations in Lemma 4.7.8.
Using the latter result, there exists a subset K ⊂ GF with Cartan decomposition given by
the product KF ·A′(F ) ·KF , where
A′(F ) = {a ∈ F× : |a|  1}.
Therefore, by expanding the πω and σ−s-matrix coefficients using Equation (4.7.19) or




C(s, ω; v, ṽ)(a) vol(K · a ·K)d×a, (4.7.23)
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with δE = δ
2
F . The irregular case yields a similar linear combination of generalized charac-
ters of A(F ).
The precise bound implied by the definition of A′(F ) is not important here. To deduce








by multiplication. Each coefficient appearing in the linear combination C(s, ω; v, ṽ)(a) is
KF ×KF -invariant with respect to the action by translation on v ⊗ ṽ. On the other hand,
the expression (4.7.23) shows that the action of O×F on A′(F ) in the asymptotic integral
factors through ω (as δF |O×F = 1).
Hence, Iasy(s, ω) = 0 unless ω|O×F = 1.

In light of Lemma 4.7.9, we can immediately deduce the following:
Corollary 4.7.10. If the continuous tempered component O ⊂ ĜE satisfies ω|O×F 6= 1 for









Proof. If the characters ω which parameterize the component O are ramified when
restricted to F×, then by Lemma 4.7.9, I(s, ω) = Icomp(s, ω) for some open compact subset
of GF . Then the limit can be interchanged with the integral overO since I(s, ω) is absolutely
convergent at s = −1/2.

This result has a direct consequence on the Plancherel formula for X. In particular, it
allows for the following simplification.
Simplification: For the rest of this Section, we may assume that ω|O×F = 1 for every
ω ∈ Õ. Otherwise, we could proceed as in Section 4.5 to derive the contributions to the
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Plancherel formula for X. Indeed, if ω|O×F 6= 1 the local period integrals given by I(s, ω)
would be compactly supported for every s (c.f. Remark 4.7.5).
Notational convention. Let α = ω($) ∈ C× where $ = $F is any choice of uniformizer
of F (and of E, since E is unramified over F ). Since ω|O×F = 1, α does not depend on the








as a function of two complex variables: s and α with α = ω($).
In order to obtain a useful description of the behavior of I(s, ω) as a function of two
variables, we proceed with a known result about the analytic properties of c1(ω, v, ṽ) and
c2(ω, v, ṽ) introduced in Lemma 4.7.8. These properties (see also Lemma 4.7.19 below)
may be deduced from [Waldspurger, 2003, Proposition V.1.1] where they are proved for any
reductive group. In this Section, we reproduce all the details in the rank one case following
[Bump, 1998] and [Goldfeld, 2011].














In fact, Tw = T
∗
w. We normalize the measures on NE and on N
−
E as the standard additive
Haar measures giving the respective maximal compact subgroups volume one. Likewise for
the Haar measure d×a on the Levi subgroup A(E). Given these measure normalizations,
we have:
vol(KE , dnd
×adn−) = 1 + |κE |−1 (4.7.25)
where κE denotes the residue field of E and |κE | its size. In our setting, E is an unramified
quadratic extension of F so |κE | = q2. In the result stated below, E is taken to be any
non-Archimedean local field of characteristic zero. The constant given by (4.7.25) is also
equal to the volume of IwI with respect to the normalized Haar measure dgE , where I
denotes the Iwahori subgroup of KE and w the non-trivial element of the Weyl group of
GE . We call this constant Q.
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Proposition 4.7.11. Fix a flat section
ω 7→ v ⊗ ṽ = vω ⊗ ṽω
of the fiber bundle E (O) −→ O over the tempered component O parameterized by ω ∈ Õ
whose fiber over ω is the space of the GE × GE-representation πω ⊗ π̃ω. Consider the
functions
k1, k2 ∈ KE 7→ c1(ω;πω(k1)v, π̃ω(k2)ṽ) (4.7.26)
and
k1, k2 7→ c2(ω;πω(k1)v, π̃ω(k2)ṽ) (4.7.27)
with c1 and c2 given by the asymptotics formula (4.7.19). For any k1, k2 ∈ KE, we view
(4.7.26) and (4.7.27) as functions of ω. Then
ω ∈ Õ 7→ ci(ω;πω(k1)v, π̃ω(k2)ṽ)
for i = 1, 2 are rational in ω with simple poles at the irregular characters ω−1 = ω. More-
over, we have:
c1(ω; v, ṽ) = Q
−1 · v (1)T ∗w(ṽ′) (1) , (4.7.28)
and
c2(ω; v, ṽ) = Q
−1 · ṽ′ (1)Tw(v) (1) . (4.7.29)





The constant Q = 1 + |κE |−1 as above, where |κE | is the size of the residue field of E.
Proof. The proof is carried out in two steps: first, we show how the two functions defined
above are related to the standard intertwining operator; next, we show the existence of a
unique simple pole of the intertwining operator on GE at the irregular character.
We first reproduce an argument from [Goldfeld, 2011, Theorem 8.10.13] which deals
with the group GL(2), adapted here to GE = PGL(2, E). We start with the asymptotic
behavior of a matrix coefficient
〈πω(g)v, ṽ〉Bruhat
CHAPTER 4. PLANCHEREL FORMULAS: PART 2 132
where ω is a unitary character of the split torus in GE , πω = Ind
G
B(ω) and v ∈ πω, ṽ ∈ πω
as before. By abuse of notation, we realize the vector v as a function v : GE → C satisfying
v(bg) = ωδ
1/2
E (b)v(g) ∀b ∈ BE , g ∈ GE ,
and likewise for ṽ ∈ π̃ω ' πω−1 . Here, the pairing 〈 , 〉Bruhat : πω ⊗ π̃ω → C is normalized








 and n ∈ N is the unipotent subgroup of the Borel subgroup BE . Here,
we recall that the measure dn is the standard additive Haar measure on N = N(2, E) ' E
and likewise for dn−. As before, KE denotes the maximal compact subgroup G(OE).
Given our normalization of the Haar measure dg of GE as dg = dLbdk with vol(KE) = 1,
the Bruhat pairing satisfies




as explained before the statement of this Lemma, where Q = vol(K, dbdn−) = 1 + |κE |−1
and |κE | is the size of the residue field κE of E. (This constant can be deduced directly
by comparing [Casselman, 1980, Theorems 3.1 and 4.2] with [Goldfeld, 2011, Theorem
8.10.13].)
The statement of [Goldfeld, 2011, Theorem 8.10.13] is as follows: there exist constants










for all a ∈ E× with |a|E ≤ ε. Moreover, if |ω($E)| < 1 (for any choice of uniformizer $E





























Furthermore, if St ⊂ πω, then v ∈ St if and only if c2 = 0. Likewise, if the trivial
representation C ⊂ π̃ω, then ṽ ∈ C if and only if c1 = 04.
In order to relate functions c1(ω; v, ṽ) and c2(ω; v, ṽ) of Equation (4.7.19) with the
standard intertwining operators on GE , we compare expressions (4.7.19) and (4.7.30) above.
We have an isomorphism
IndGEBE (ω̃) ' Ind
GE
B−E

























with Q = 1 + |κE |−1. Moreover, using the self-adjointness property of the intertwining op-
erator T ∗w = Tw, where T
∗
w is defined on the opposite Borel subgroup using the isomorphism
(4.7.31)















4These two statements are corollaries of the integral formulas for c1 and c2 given here. Indeed, St ⊂ πω
if and only if C ⊂ π̃ω and for these representations ω satisfies |ω($E)| < 1. To deduce the claims about the
vanishing of c1 or c2, we directly apply the formulas with the choices for v or ṽ and use the fact that St
is in the orthogonal complement of the trivial representation C with respect to the canonical inner product
〈 , 〉 : πω ⊗ π̃ω → C.
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which is what we wanted.
Observe that the stated condition |ω($E)| < 1 which ensures absolute convergence of the









from converging – thus requiring the integral formula given for c1.
For a fixed induced representation πω, and vectors v, ṽ c1 and c2 can be realized as functions
on the product KE ×KE as follows:
(k1, k2) 7→ ci(ω;πw(k1)v, π̃ω(k2)ṽ),
for i = 1, w. Indeed, let mω denote the natural matrix coefficient map:
ω ⊗ ω−1 mω−→ C∞(AE).
Then c1 is given by the composition mω ◦ IndGE×GEBE×B−E
as follows:












and c2 by mω−1 ◦ Ind
GE×GE
BE×B−E
. For completeness, we clarify that these are the explicit
rank one special cases of the operators cP ′|P defined in Section 3.4 and more generally in
[Waldspurger, 2003, page 289].
To be precise, c1 has image in C∞
(
A×E \G∅,E
)ω⊗δ1/2E , and c2 in C∞ (A×E \G∅,E)ω−1⊗δ1/2E .
Here, G∅,E is the usual notation for the ∅-boundary degeneration of GE introduced in
Section 2.2.
Second, and to complete the proof about the analytic behavior of the functions c1(ω; v, ṽ)
and c2(ω; v, ṽ), we now show the existence of a unique simple pole of the classical intertwin-
ing operators Tω. This argument is adapted from [Bump, 1998, Proposition 4.5.7].
We consider a flat section ω 7→ vω = v as ω varies in Õ (i.e. the parameter space of O),
and compute Twv using its integral form in the region of absolute convergence (namely for
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Thus we can write Integral 4.7.32 as a sum over compact set {x : |x| < |κE |N} ⊂ E and its
complement {x : |x| ≥ |κE |N+1} for every N ∈ N and each g ∈ GE . Pick N such that for














whenever |x| > |κE |N+1. Now, to locate the poles of Tw it suffices to consider the integral∫
|x|>|κE |N+1
ω(−x−2)|x−1|dx
because the other term is a compact integral. If ωO×E
6= 1, this integral is zero identically.









We write α2 = ω($E)





which admits a meromorphic continuation to C with simple poles when α2 = 1. This
corresponds to the equality ω2 = 1 and this ω2 is the trivial character of E×; i.e. the pole
of the intertwining operator Tω(ω) occurs at the irregular characters ω.
Altogether, we conclude that the functions
c1(ω;πω(k1)v, π̃ω(k2)ṽ) and c2(ω;πω(k1)v, π̃ω(k2)ṽ)
have simple poles at the characters of E× satisfying ω = ω−1.
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
Given the properties of the functions c1(ω; v, ṽ) and c2(ω; v, ṽ) from Proposition 4.7.11,
we can now establish the following result on two key properties of I(s, ω): the location of its
polar divisor and its behavior at s = −1/2. Further analysis of the polar divisor of I(s, ω)
is carried out in Proposition 4.7.20.
Since we need to invoke the asymptotic expansions of matrix coefficients of both repre-
sentations σ−s and πω, in order to improve clarity we make the following:
Notational convention. We annotate with the symbol ′ the functions c1 and c2 appearing
in the asymptotic expansion of σ−s-matrix coefficients (according to the notation in Lemma
4.7.8).
Proposition 4.7.12. The function I(s, ω) defined by (4.7.3) for −1/2 < <(s) < 1/2 (with
α = ω($F ) for ω ∈ Ê× satisfying ω|O×F = 1) is rational in q
s and α. Moreover, its
meromorphic continuation to s, α ∈ C has poles of order at most one along each of the four
divisors q±s+1/2 · α±1 = 1. At the irregular characters ω0 of Ê× satisfying ω0|F× = 1, the
function ω 7→ I(−1/2, ω) has poles of order at most two.
Proof. Rationality follows from the general theory of p-adic integrals over locally com-
pact totally disconnected spaces of smooth functions which are asymptotically generalized
eigencharacters for the action of a torus (see [Waldspurger, 2003, Theorem IV.1.1]). The
poles of I(s, ω) can be calculated by evaluating the asymptotic part of the integral which













〈πω(k1ak2)v, ṽ〉 dk1dk2 · vol(KFaKF )d×a
with a fixed choice of vectors v, ṽ, f and f̃K . We appeal to Lemma 4.7.8 and proceed by
case analysis:
Assume first that ω is a regular character for every ω ∈ Õ, that is ω2 6= 1. By Equation
(4.7.19), recall that there exist smooth functions c1(ω;πω(k1)v, π̃ω(k2)ṽ), c2(ω;πω(k1)v, π̃ω(k2)ṽ)
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on KF ×KF which are holomorphic at the point ω = ω0 satisfying ω0|F× = 1 such that


















F , a ∈ A
+(F ).






















which yields rational functions with the given poles of order one as claimed. Recall the
volume growth
vol(K$nK) = c · |$n|−1F ,
for a constant c depending only on the normalization of Haar measures on GF , KF and
A(F ).
Next, we consider the irregular case, that is when ω0 = ω
−1
0 . Here, the matrix coeffi-
cient 〈πω(k1ak2)v, ṽ〉 is asymptotically a generalized eigencharacter of F×. We can use the
expansion from (4.7.20) and write
〈πω(k1ak2)v, ṽ〉 = c̃1(πω(k1)v, π̃ω(k2)ṽ)ω(a) + c̃2(πω(k1)v, π̃ω(k2)ṽ)ω(a) log |a|2F
at α = 1. We use the dot · notation here for the action on v and ṽ to simplify the notation.





c̃1(k1 · v, k2 · ṽ)αnδs+1/2F ($




5grouping terms with the δ
s+1/2
F factor only; the sum of the terms with the δ
−s+1/2
F factor from the
asymptotic expansion of I(s, ω) – c.f. Equation (4.7.33) – converges at s = −1/2 and α = 1
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yields a pole of order two when α = 1 for the meromorphic continuation I(−1/2, ω) at
s = −1/2 (which lies beyond the domain of absolute convergence of the integral formula for
I(s, ω)). This establishes the second part of our claim on the order of the polar divisor of
I(s, ω) in the irregular case.
Alternatively, the order of pole being two at α = 1 in the irregular case also follows
directly from analytic properties of the coefficient functions c2i (ω; •, •) for i = 1, 2: namely
the fact that these coefficient functions have simple poles at ω = ω−1. The latter result is
proved explicitly in Proposition 4.7.11 using the theory of intertwining operators in rank
one.
Note that the characters ω0 with trivial restriction to O×F and which satisfy α = −1 also
contribute poles of order at most two at s = −1/2 + πi/ log q by the same argument.

For α 6= 1, we defined the rational function I(−1/2, ω) by evaluation at s = −1/2 of the
meromorphic continuation of the integral I(s, ω) above:
I(−1/2, ω) := lim
s=−1/2, <(s)>−1/2
I(s, ω).
This is a well-defined rational function of α. From the proof of Proposition 4.7.12, we also
obtain the following:
Corollary 4.7.13. The function ω 7→ I(−1/2, ω) has a pole of order at most one at the
regular characters ω ∈ Ê× satisfying ω|F× = 1.
In Section 4.7.1.2 below, we develop further complex-analytic properties of I(s, ω). In
particular, we show how evaluation at s = −1/2 of I(s, ω) and regularization are related,
and how the regularized period integrals appear in the Plancherel formula for X.
Before continuing with these claims, we first restate our problem by expressing the
integral I(s, ω) in terms of the canonical asymptotics morphism e∗∅ on the group GF =
PGL(2, F ). The language of spherical varieties is necessary to prove our main theorem
as stated (Theorem 4.6.4). Furthermore, it provides us with a useful perspective which
simplifies our proofs in the following paragraphs.
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4.7.1.1 Interlude: translation to the language of spherical varieties
Recall the notation of the ∅∞-boundary degeneration of a variety X from Section 2.1.3. In
this Chapter, we are only interested in the (rank one) group case, so X is either GF or GE .
We designate the boundary degeneration of GF by G∅ (when we want to emphasize the
field of definition, by G∅,F ) and that of GE by G∅,E . We have:
G∅ = A(F )
diag \
(
N \GF × N− \GF
)
. (4.7.34)
Recall also the notation for the asymptotics morphism e∅ from Section 2.2, and Theorem
2.2.3 in particular.
Lemma 4.7.14. Let G∅ be the ∅-boundary degeneration of a rank one group G over F and
consider the canonical morphism
e∅ : S(G∅(F )) −→ S(G(F )).
Let F ∈ L 1(G) be an integrable function which is bi-J-invariant for some open compact
subgroup J ⊂ G. Assume F is asymptotically a sum of eigencharacters for the action of
F×, that is it satisfies




for any x ∈ G∅, a ∈ F× and linearly independent characters χi of F×, with i = 1 . . . n.
Here, a ·x denotes the left action of G×G-automorphism group of G∅, AutG×G (G∅) ' F×.
Then there exist neighborhoods N∅ ⊂ G∅ and N ′∅ ⊂ G, and a section Υ : F
× \G∅ → N∅ of

















where du is a canonical measure on the subspace Υ(F× \ G∅) of N∅ which decomposes the
invariant measure dg∅ on G∅ into dg∅ = d
×adu.
Proof. Since there is a single asymptotic direction in rank one, namely ∅∞, the main
characterizing property of the asymptotics morphism (Theorem 2.2.3) ensures the existence
of neighborhoods N∅ and N
′
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To get the second equality, we use the H(G×G, J×J)-equivariance of e∗∅ assuming without
loss of generality (by shrinking J if necessary) that the neighborhoods N∅ and N
′
∅ are J×J-





F(g)vol(J × J) =
∑
N∅/J×J




We are using here the fact that the asymptotics morphism is also measure preserving.
The monoid
A+(F ) = {a ∈ F× : |a| ≤ 1}
acts on N∅ and we may identify a set of representatives of the quotient under this action
as follows. Since the boundary degeneration G∅ is given by (4.7.34) the neighborhood (of
∅-infinity) N∅ ⊂ G∅ is isomorphic to





for some fixed τ < 1 by applying the Iwasawa decomposition GF ' BFKF to each copy of
GF on the right-hand side of (4.7.34). We then take a set of representatives of the quotient
under A+(F ) to be





for some representative element satisfying |a0| = τ . This subset, equipped with the natural
invariant measure du decomposing dg∅, gives the desired section Υ : F
× \G∅ → N∅ as
Υ(k1, k2) = k1a0k2,
where (k1, k2) ∈ G×G denotes any lift of an element in the quotient F×\G∅, and the bar on
the left-hand side denotes image in the space of (4.7.36). Moreover, every point g∅ ∈ N∅ can
be uniquely written as g∅ = a ·x, where the action of a ∈ A+(F ) is the canonical left-action
of AutG×G(G∅) on x ∈ Υ(F× \G∅). Finally, from the asymptotic character decomposition
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Remark 4.7.15. In the case that F is a matrix coefficient of an admissible GE-representation,
then it is bi-J-invariant for some subgroup J , it is asymptotically a sum of eigencharacters
under the action of F× and so Lemma 4.7.14 may be applied with G = GF up to two modifi-
cations: 1) we have to allow for generalized eigencharacters and 2) since F is not absolutely
integrable over GF , we need to consider regularized integration over GF instead. Note that




If χi|O×F = 1 for every i, then we can assume that the image of the section s can be identified
with
KF ×
 $− logq τ
1
×KF ,
with − logq τ ∈ N, as the volume of O×F is normalized to 1. Then, the last summation in the












for s ∈ C in some vertical strip (depending on the representation), where pi are polynomials
(also depending on the representation), du is the canonical Haar measure on KF ×KF and
the factor (1 + q−1) arises from the measure normalization:
vol (KF · a ·KF , dg) = (1 + q−1)δ−1F (a)
for a ∈ A+(F ).
Notational convention. In light of Remark 4.7.15 and comparing with Proposition 4.7.11
and Proposition 4.7.12, we have two sets of notations essentially for the same asymptotic





c′1(s; k1 · f, k2 · f̃)δ
−s+1/2
F (a) + c
′
2(s; k1 · f, k2 · f̃)δ
s+1/2
F (a)









for πω. There are always two such asymptotic functions for rank one groups because the
order of the Weyl group W is equal to two. On the other hand, in terms of the asymptotics




and F2,ω(g) = 〈πω(g)v, ṽ〉, then we write
more succinctly:










e∗∅(F2,ω)(a · u) = c1(ω, u)ωδ
1/2








and Υ : F× \ G∅,F −→ G∅,F is some choice of section of the
quotient map.
In the hope that they will not cause the reader any confusion, we use both sets of
notations in the remainder to highlight the two slightly different points of view: matrix
coefficient asymptotics in the classical sense and matrix coefficient asymptotics realized as
functions living on the boundary degeneration in the direction of ∅∞ in the group case.
4.7.1.2 More complex-analytic properties
Proposition 4.7.16 below expresses the evaluation at s = −1/2 of I(s, ω) in terms of regu-
larized local periods; the latter appear in Theorem 4.6.4 as part of the continuous spectrum
of X. Recall that in this section the character ω ∈ Ê× satisfies ω|O×F = 1 and ω($F ) = α.
Notational convention. Below, we simplify the limit notation by writing ‘lim’ to mean
the limit in the s-parameter as s approaches −1/2 while satisfying <(s) > −1/2.
Let us recall the notion of regularized period integral from Definition 4.1.2: let m ∈
C∞(G(E)) be a tempered function which is asymptotically a generalized eigencharacter of
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(1 + q−1)δs−1F (a)m(k1ak2) · (1− U(τ, a)) dk1dadk2,
for any τ  1, where U(τ, g) is the standard truncation function, K = G(OF ) and symbol
Es=0 denotes meromorphic continuation and evaluation at s = 0 of the expression following
it.
Proposition 4.7.16. For α 6= 1, I(−1/2, ω) =
∫ reg
G(F ) 〈πω(g)v, ṽ〉 d
regg.




(with f̃K a K-invariant vector) and F2,ω(g) =
〈πω(g)v, ṽ〉 with ω ∈ Ê× satisfying ω|O×F = 1 and α = ω($F ). For any τ  1, by definition
we have:








F1,s(g)F2,ω(g)U(τ, g)dg + lim
∫
GF
F1,s(g)F2,ω(g)(1− U(τ, g))dg, (4.7.37)
where U(τ, g) is, as above, the characteristic function 1{h∈G:H(h)≥τ}(g) and H(h) is the
function which maps g ∈ GE to the dominant element in AE modulo KE ×KE composed
with the $-adic norm map.














〈πω(g)v, ṽ〉U(τ, g)dg (4.7.38)
because σ̃1/2 acts as the trivial representation on the K-invariant vector f̃K .
Let G∅ be the ∅-boundary degeneration of GF and consider the morphism e∅ : S(G∅)→
S(GF ). The function F = F1,s · F2,ω is integrable in the specified range <(s) > −1/2
and <(α) = 0 and Lemma 4.7.14 can be applied to this product because it satisfies the
bi-invariance condition and is asymptotically a sum of eigencharacters of F×. We can
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fix any τ in the above truncation argument so that the asymptotic integral runs over the
neighborhood N∅ ⊂ G∅ of ∅-infinity specified by the Lemma.















where Υ(F× \G∅) is the image of a section of G∅ −→ F× \G∅ and
A+(F ) = {a ∈ F× : |a| ≤ 1},
with decomposition of the asymptotic integral over N∅ as in Lemma 4.7.14. For any u ∈
Υ(F× \G∅) and a ∈ A+(F ), we have:









by the theory of exponents. The functions c′1(s, u) and c
′
2(s, u) are rational in q
s and
they admit meromorphic continuations to s ∈ C (see Proposition 4.7.12 and the notational
convention preceding Subsection 4.7.1.2).
Since e∗∅(F1,−1/2) has only the trivial exponent δ
0
F in the asymptotic expansion as f̃K ∈
C ⊂ σ−1/2, by the continuity of c′1 and c′2 in the s-parameter in a neighborhood of s = −1/2
(and in particular away from <(s) = 0) we must have that for every u:
lim
s→−1/2, <(s)>−1/2
c′1(s, u) = c
′
1(−1/2, u) = 0. (4.7.39)
(Note that this fact also follows from a corollary of [Goldfeld, 2011, Theorem 8.10.13] which
we stated in the proof of Proposition 4.7.11.)
Moreover, the continuity argument also yields:
lim
s→−1/2, <(s)>−1/2
c′2(s, u) = c
′
































F (a) · e
∗
∅(F2,ω)(a · u)d
×a du = 0. (4.7.41)






where g∅ = a · u with a ∈ F× and u ∈ Υ(F× \ G∅) (recall the normalization of measures
from Section 3.2).
This claim on the vanishing of the limit in (4.7.41) can be deduced as follows: first, the
integration over the compact set Υ(F× \ G∅) can be interchanged with the outer limit at
the outset. Next, as integration over A+(F ) converges for −1/2 < <(s) < 1/2, the integral
of left-hand side of (4.7.41) may be written as follows6:∫
Υ(F×\G∅)
c′1(s, u)τ(s, α, u)du,
where





is continuous in u and holomorphic in qs and α, for s near s = −1/2 and α 6= 1. Indeed,
since the exponents of e∗∅(F2,ω) are δ
1/2
E ω and δ
1/2
E ω
−1, the series expression for τ(s, α, u)
shows that its poles occur only along the divisors 1− qs−1/2α and 1− qs−1/2α−1. To deduce
vanishing statement (4.7.41), we appeal to (4.7.39) and the fact that τ(s, α, u) is regular
when s = −1/2 and ω is unitary:
lim c′1(s, u)τ(s, α, u) = lim c
′
1(−1/2, u)τ(−1/2, α, u) = 0,
for every u ∈ Υ(F× \G∅).
Next, we note that e∗∅(F1,−1/2)(1) = F1,−1/2(1) because the asymptotic expansion of
matrix coefficients of σ1/2 is valid with N∅ = G∅ (this fact can be deduced from the Mac-
donald formula in [Casselman, 1980, Theorem 4.2], which we recall in detail in Section 4.8).




= 1, under the normalization of the
vector f by vol(J, dk) – see the definition of f , expression (4.7.1).
6This expression can be deduced directly from the proof of Proposition 4.7.12, Equation 4.7.33.
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Now we set ε = s + 1/2 > 0 for <(s) > −1/2 and we rewrite the integral over Υ(F× \





(1 + q−1)δε−1F (a)F2,ω(k1ak2)(1− U(τ, a))dk1d
×adk2, (4.7.42)
for τ  1 (see Remark 4.7.15 about the (1 + q−1) normalization which appears here). By
adding up the compact and the asymptotic terms (4.7.38) and (4.7.42) we recover precisely
the regularized integral from Definition 4.1.2.

Proposition 4.7.17. The functional
πω ⊗ π̃ω −→ C, v ⊗ ṽ 7→ I(−1/2, ω),
which is defined for ω|F× 6= 1, is GF × GF -invariant. (At the point ω = ω0 satisfying
ω0|F× = 1 this functional admits a pole, as in Corollary 4.7.13.)
Proof. First of all, the statement of this proposition needs some clarification. Let
v ∈ πJω and ṽ ∈ π̃ω
J , with J ⊂ GE open compact. For clarity, we include labels for v, ṽ in
the notation for I(s, ω) as in Definition 4.7.1: Iv,ṽ(s, ω). Now, the integral Iv,ṽ(s, ω) a priori


















F (b)1J(bg)db ∈ σ
J
−s.
Replacing fJ with fJ ′ does not affect the value of Iv,ṽ(s, ω), however, provided J
′ ⊂ J . This
fact can be clearly seen from the integral representation of Iv,ṽ(s, ω) from Equation (4.7.16)





πω⊗δs−1/2(v, ṽ)(y1, k · y2)dk,
where y1 and y2 are any representatives in GE of the identity coset in N(2, F )\GE . Indeed,
this integral has no dependence on J , so a posteriori the integral Iv,ṽ(s, ω) is also independent
of the choice of J .
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To say that I•,•(−1/2, ω) is invariant is to say that the functional:






is invariant with respect to the GF ×GF action on v ⊗ ṽ.
Explicitly, what we have to show is the following: let h1, h2 ∈ GF . Then, for w 6= 1,
Ih1·v,h2·ṽ(−1/2, ω) = Iv,ṽ(−1/2, ω)
with any choice of open compact J and vectors f = fJ and f̃K such that both h1 · v and v
are in πJω , and likewise both ṽ and h2 · ṽ are in π̃ω
J .
Given the elements h1, h2 as above, we fix such a choice for J . Recall that Ih1·v,h2·ṽ(s, ω)
and Iv,ṽ(s, ω) converge absolutely for −1/2 < <(s) < 1/2 by Lemma 4.7.7.
We calculate (using the dot notation to indicate the group action here):






g · f, f̃K
〉





g · f, f̃K
〉 (〈
(h−12 gh1) · v, ṽ
〉













g · f, f̃K
〉)
〈g · v, ṽ〉 dg. (4.7.43)











, F2,ω(g) = 〈πω(g)v, ṽ〉












F2,ω(g)(1− U(τ, g))dg. (4.7.44)
for any τ  1.
First, the limit at s = −1/2 of the truncated integral in (4.7.44) is equal to 0 because
we can interchange the limit with the compact integration here and F [1,−1/2(g) = F1,−1/2(g)
as σ̃−s acts through the trivial representation at s = −1/2.
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Second, for the asymptotic part, we make use of the following observation: for g∅ ∈ G∅
with g∅ = a · u (where a ∈ A+(F ) and u ∈ Υ(F× \G∅) for some section Υ : F× \G∅ → G∅
of the quotient of G∅ by the left F
×-action), we have
∀u ∈ Υ(F× \G∅) :
∃a0 ∈ A+(F ), ∃u0 = u0(u) ∈ Υ(F× \G∅) such that e∗∅(F
[
1,s)(a · u) = e∗∅(F1,s)(aa0 · u0),
provided |a|  1. Here, a0 = a0(u) only depends on u ∈ Υ(F× \G∅) and the given h1, h2.
Furthermore, we clarify the notation |a|  1: as written, a is an element of the rank one
torus A(F ) but we identify A(F ) ' F× such that the dominant direction A+(F ), which is
characterized by the condition that δF (a) ≤ 1, becomes |a| ≤ 1 under this identification of
the torus with the multiplicative group F×.
In terms of the Cartan decomposition of G, the above observation follows from the
following basic property of the Iwahori subgroup. Writing D(g) for the dominant element
in A+(F ) of g ∈ G modulo K×K, and I for the Iwahori subgroup of G, we have: if k0 ∈ I,
then there exist k′1, k
′










As in the proof of Proposition 4.7.16, we can write









and thus for a ∈ A+(F ) such that |a|  1, we have
e∗∅(F
[
1,s)(a · u) = c′1(s, u0)δ
−s+1/2





We calculate the limit of the asymptotic integral of (4.7.44) by passing to the boundary
CHAPTER 4. PLANCHEREL FORMULAS: PART 2 149





















































We can assume without loss of generality that property (4.7.46) holds for all a ∈ A+(F ).
By the same argument as in Proposition 4.7.16, it suffices to consider the second limit of
(4.7.47) because the first term tends to 0 since c′1(s, u) does as s → −1/2 (using, once
again, that σ̃−s acts by the trivial representation at s = −1/2). For the integral involving


















since the compact integration over Υ(F×\G∅) can be interchanged with the limit operation.














We can integrate (4.7.49) over A+(F ); the resulting series in the variable α admits an
analytic continuation at s = −1/2 and α unitary, as long as α 6= 1. Since lim c′2(s, u) = 1



















Remark 4.7.18. We can also deduce the GF ×GF -invariance of Iv,ṽ(−1/2, ω) from Propo-
sition 4.7.16 and by appealing to [Feigon, 2012, Proposition 4.6], which gives a direct proof
that the regularized period integral defines a GF ×GF -invariant functional.
CHAPTER 4. PLANCHEREL FORMULAS: PART 2 150
We have already introduced the notion of the asymptotic integral Iasy(s, ω) at the start
of Section 4.7.1. The notion depends on a compact subset of G, or equivalently on the choice
of neighborhoods N ′∅ in G and N∅ in G∅ whose J × J-orbits can be identified according to
the theory of asymptotics (recall Section 2.2). We fix such a choice for N∅ in what follows.
In view of Lemma 4.7.14 and Remark 4.7.15, we can rephrase this integral in terms of







where N∅ is our fixed choice of neighborhood of ∅∞ satisfying the conditions of Lemma
4.7.14 applied to F1,sF2,ω.
Proposition 4.7.20 in the following subsection gives a precise description of the poles of
Iasy(s, ω)j−1(ω)α−1, where α = ω($) as before. This result will allow us to make further
progress towards the proof of Theorem 4.6.4.
4.7.2 Polar divisor
Recall the j-function j(ω) which appears in the Plancherel measure for the group GE (see
Definition 3.4.2 and Remark 3.4.3) and the asymptotic functions (see Lemma 4.7.8)
c1(ω; v, ṽ), c2(ω; v, ṽ)
for ω ∈ Õ such that ω|O×F = 1 and α = ω($). We consider these as functions of the complex
variable α. We start with:
Lemma 4.7.19. The products c1(ω; v, ṽ)j
−1(ω) and c2(ω; v, ṽ)j
−1(ω) are holomorphic as
functions of α for all unitary characters ω. When ω is irregular, these products vanish.
Moreover, c1(ω; v, ṽ)j
−1(ω) admits at most a simple pole at α = q (for some vectors v, ṽ)
while c2(ω; v, ṽ)j
−1(ω) admits at most a simple at α = q−1.
Proof. The proof of holomorphy follows from [Waldspurger, 2003, Corollary V.2.3]. Our
statement is a special case of Harish-Chandra’s result in rank one. To deduce the other
claims about our setting in rank one, we appeal to Proposition 4.7.11. First, we view
c1(ω; v, ṽ) and c2(ω; v, ṽ) respectively as operators




N \G × N− \G
))
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composed with the evaluation map ev(1,1) at the identity coset (1, 1) ∈ C∞(G∅). Then,
according to the formulas (4.7.28) and (4.7.29), we have:
c1(ω; •, •) = id⊗ T ∗w
and
c2(ω; •, •) = Tw ⊗ id
where id is the identity operator and Tw = T
∗
w is the standard intertwining operator associ-
ated to the non-trivial Weyl element. In terms of the asymptotics operator e∗∅, we can write









Now, by definition, the j-function j = j(ω) from the Plancherel measure for GE is defined
as the scalar through which the composition T ∗w ◦ Tw acts on the representation space πω
whenever πω is irreducible. By the adjointness property of Tw, we can write:
j(ω) =





for any vectors v, ṽ. Hence, j(ω) can be equivalently described as the factor by which Tw⊗Tw
scales the norm 〈v, ṽ〉 for v ∈ πω and ṽ ∈ π̃ω with πω irreducible (see also Diagram (3.4.5)
from Section 3.4 on the Plancherel formula in the group case). Therefore, the products
c1(ω; v, ṽ)j
−1(ω) and c2(ω; v, ṽ)j
−1(ω) respectively can be realized as the operators
id⊗ T ∗w ◦ (T−1w ⊗ T−1w ) = T−1w ⊗ id
and
Tw ⊗ id ◦ (T−1w ⊗ T−1w ) = id⊗ T−1w
composed with the evaluation map ev(1,1). The claims of this Lemma follow at once from
the properties of the intertwining operator. Indeed, when ω is irregular Tw has a simple pole
(by the proof of Proposition 4.7.11) and the products c1(ω; v, ṽ)j
−1(ω) and c2(ω; v, ṽ)j
−1(ω)
vanish. Moreover, since we also know the location of the zeroes of the operator Tw at
α = q−1 and at α = q where α = ω($), we deduce the stated claim about the poles of the
two products.
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
Henceforth, according to Proposition 4.7.20 below, we shall denote by [D(O)] the divisor
associated to the greatest common divisor of the denominators of all the rational functions




for vectors v ∈ πω, ṽ ∈ π̃ω for ω ∈ Õ. Recall that the tempered component O ⊂ ĜE is
parameterized by characters in Ê× modulo W , the Weyl group of GE (see Section 4.4.1).
We also consider the fibration over O whose fibers over ω ∈ Õ consists of the representation
space of πω.




with α = ω($) generate a fractional ideal IO of C[q±s, α±1]. We have:






such that Di can be written as α− di(qs) for i = 1, . . . , 7 as follows:
D1 = α− q−s−1/2, D2 = α− qs−1/2, D3 = α− q−s+1/2, D4 = α− qs+1/2,
and
D5 = α− q−1, D6 = α− q,D7 = α.
The divisor defined by the vanishing locus of D(O) is denoted by [D(O)].
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with v ∈ πJω and ṽ ∈ π̃ω
J . We have an action of the Hecke algebra H(G, J) on πJω and on
π̃ω
J . Therefore we can endow the set IJO of integrals of the form (4.7.52) with a C[q±s, α±1]-
module structure (as described in Section 3.6). By Proposition 4.7.12, IJO ⊂ C (qs, α) and
since IJO is finitely generated as a C[q±s, α±1]-module, IJO is a fractional ideal of C[q±s, α±1].
To identify a minimal polynomial D(O) in the variables qs, q−s, α and α−1 for which we
have
D(O) · IJO ⊂ C[q±s, α±1],
we recall the following conclusion from the proof of Proposition 4.7.12 and Equation (4.7.33).
Namely, that the function Iasyv,ṽ (s, ω)
j−1(ω)
α
may be expanded as a compact integral over
KF ×KF of terms of the form




























for a fixed integer N coming from the choice of neighborhood N∅ (which counts the number
of KF ×KF -orbits of G which cannot be identified with KF ×KF -orbits on G∅ under e∅).
Moreover, the compact integrals over KF × KF may be replaced by finite sums of term
(which are indexed by orbits of KF ×KF /J × J). This gives the irreducible components
[D1], . . . , [D4] of [D(O)] from the Proposition statement.
Now there are two cases to consider: either the irregular character ω ∈ Õ or ω /∈ Õ. By
Lemma 4.7.19 and its proof, the products
c1(ω; k1 · v, k2 · ṽ)j−1(ω) (4.7.54)
and
c2(ω; k1 · v, k2 · ṽ)j−1(ω) (4.7.55)
have poles only at the zeroes of c22(ω; •, •) and c21(ω; •, •) respectively when ω is irregular.
This gives the irreducible components [D5] and [D6] of [D(O)] from the statement of the
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Proposition. Otherwise, when the irregular character ω /∈ Õ, the products (4.7.54) and
(4.7.55) are holomorphic for all α.
The irreducible component [D7] can be read off as well from the Plancherel measure for
the group, which appears in the expression for the asymptotic integral. Note that we need
not consider the poles of
c′1(s; k1 · f, k2 · f̃K), c′2(s; k1 · f, k2 · f̃K)
(which occur at s = 0), for these functions only arise in the decomposition of the asymptotics




∅(F1,s) is regular for all s ∈ C.
Clearly, every component [D1] through [D7] of [D(O)] appears with multiplicity one.
Finally, the argument presented here establishes the fact that the greatest common
divisor of the denominators (in lowest terms) of elements in IJ is independent of J , provided
ω ∈ Õ satisfies the condition that πJω 6= 0. We can therefore speak of the divisor [D(O)]
associated to the tempered component O.

We introduce the following notation:
Definition 4.7.21. Let f(z, α) be a meromorphic function and suppose that
D := α− d(z)
defines an irreducible component of the polar divisor of f with d = d(z) holomorphic. We
define the following residue function of f along the component [D]:
z0 7→ Resα=d(z0)f(z0, α),
where the residue on the right-hand side is understood in the usual sense of residue of the
one-variable function f(z0, α) at the point α = d(z0).
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with mi ∈ N. Fix a point (z0, α0) ∈ C2 and let S ⊂ {1, . . . , n} be the subset of indices









is continuous at z0.
Remark 4.7.23. This Lemma addresses the situation where we have several irreducible
components of a polar divisor of a meromorphic function in two variables meeting at a
point (z0, α0) ∈ C2. The statement is that the sum of the residue functions (as defined
in 4.7.21) along each of the components meeting at (z0, α0) is a continuous function of z.
Of particular interest is the case when the point of intersection (z0, α0) is such that its α-
coordinate lies on the unitary circle in |α| = 1. This setting is relevant to our problem with
(z0, α0) = (q
−1, 1), and we treat it in Proposition 4.7.28.
Proof of Lemma 4.7.22. Since every function di(z) is holomorphic, we can find a ball
B0(ρ) ⊂ C2 of radius ρ > 0 centered at (z0, α0) such that B0(ρ) ∩ {α = di(z)} 6= ∅ exactly
for the indices i ∈ S. Moreover, since only the singularities along divisors given by the
di’s accumulate at (z0, α0), by shrinking ρ if necessary, we can also ensure that the finite





(counted with multiplicity) is constant for all ρ′ < 0. For every ε ∈ C we can define the
contour Cε := ∂B0(ρ) ∩ {z = z0 + ε}.
Now let {εn} be any sequence with εn → 0 as n→∞ such that for every n Cεn encloses
all the points (z0 + εn, αεn) of the form αεn = ds(z0 + εn) for s ∈ S. By our choice of ρ, no






f(z0 + εn, α)






f(z0 + εn, α)
D(z0 + εn, α)
)
. (4.7.56)







f(z0 + εn, α)
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because for any sequence zn → z0, we can find a sequence εn → 0 (by taking εn = zn − z0
for n 0) and contours Cεn enclosing all the singularities {(zn, ds(zn)) : s ∈ S} as above.

Using the knowledge about D(O) we can deduce the following result, which is used in
simplifying the derivation of the Plancherel formula for X in Lemma 4.7.3 (see also Remark
4.4.4).
Corollary 4.7.24. Let O be a continuous tempered component of ĜE and consider the
integral I(s, ω) given by (4.7.3) for ω ∈ Õ and −1/2 < <(s) < 1/2 (see Definition 4.7.1).












has a well-defined limit at s = −1/2.
Proof. We can decompose I(s, ω) into Icomp(s, ω) + Iasy(s, ω). The first term is holo-
morphic in q±s and α±1 and because the poles of the j−1-function do not depend on s,
it suffices to consider the integral of the asymptotic part over O. By Proposition 4.7.20,
the polar divisor [D(O)] of Iasy(s, ω)j
−1(ω)
α
satisfies the conditions of Lemma 4.7.22 with
mi = 1 for all i = 1, . . . , 7 and di all linear in q
s or q−s. Since the integral over O can
be written as an integral in the variable α over the unit circle S1 (defined by the equation























by the Residue Theorem (as only the components [D1], [D2], [D5] and [D7] of the divisor
[D(O)] contribute a singularity at a point α ∈ C of norm less than one, and moreover none of
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the components of [D(O)] intersect the unit circle |α| = 1 as s varies in the specified range).
By Lemma 4.7.22, the limit of the expression (4.7.57) as s→ −1/2 with <(s) > −1/2 differs























(using the convention of Definition 4.7.21). The expression (4.7.58) is well-defined since it
is a sum of residues of a meromorphically continued function. The fact that (4.7.59) is also
well-defined in the limit as s → −1/2 follows from Proposition 4.7.20 and its proof: the
residue function along [D4] is a meromorphic function in q
s and q−s which is holomorphic
at s = −1/2. The holomorphy of the residue function along [D4] is deduced from expression
(4.7.53).







is regular at s = −1/2. This statement is different from that of Corollary 4.7.24 by a





πω⊗δs−1/2(v, ṽ)(y1, k · y2)dk.
But the statement for Θ∗
πω⊗δs−1/2
(v, ṽ) follows by the same argument as above since the
asymptotic expansions are the same in both cases. The asymptotic expansions determine
the divisor [D(O)], which is the only input for the proof of Corollary 4.7.24.
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• ω ∈ Õ is a parameter for the tempered component O ⊂ ĜE with ω|O×F = 1 and
α = ω($) (for any choice of uniformizer $ of F and therefore of E since E is assumed
to be unramified throughout);
• F2,ω is a πω-matrix coefficient g ∈ GE 7→ 〈πω(g)v, ṽ〉;
• F1,s is a IndGFBF (δ
−s
F )-matrix coefficient; and
• N∅ is a suitable neighborhood in the asymptotic ∅∞-direction of
G∅,F ' (F×)diag \
(
N \GF ×N− \GF
)
.
We have seen (Lemma 4.7.14) that Iasy(s, ω) may be decomposed as an integral over the
direct product N∅ ' Υ(F× \G∞)×A+(F ) of
A+(F ) = {a ∈ F× : |a| ≤ 1}
by a section Υ : F× \G∅ → N∅ endowed with a canonical measure du such that
dg∅ = dud
×a.
Moreover, e∗∅(F2,ω) ∈ C
∞(G∅) and more specifically
e∗∅(F2,ω)(u) = c1(ω, u) + c2(ω, u), u ∈ Υ(F
× \G∅),
with c1(ω, u) ∈ C∞ (F× \G∅)
ωδ
1/2




We have the isomorphism
Υ(F× \G∅) '
(
B(OF ) \KF × B−(OF ) \KF
)
.
Moreover, du is δ−1F -equivariant under the F
×-action on G∅ and at α = 1 (i.e. when ω = ω0
with ω0 satisfying ω0|F× = 1), we have
e∗∅(F2,ω0) ∈ C
∞ (F× \G∅)δ1/2E .
Since δ
1/2
E |F× = δF , the integral ∫
Υ(F×\G∅)
e∗∅(F2,ω0)(u)du (4.7.60)
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is well-defined and independent of the choice of section Υ. By identifying points as above
between neighborhoods in the asymptotic ∅∞-direction of G∅,F and GF respectively, we
may regard the variable u on G∅ as a pair (k1, k2) of coset representatives in KE ×KE of
the quotients NF \GE and N−F \GE . Hence may write the integral (4.7.60) equivalently as∫
KF×KF
e∗∅(F2,ω0)(k1, k2)dk1dk2,
where e∗∅(F2,ω0)(k1, k2) = c1(ω0; k1 · v, k2 · ṽ) + c2(ω0; k1 · v, k2 · ṽ) (for the fixed vectors v, ṽ)
with c-functions as defined in Lemma 4.7.8.
When the character ω of E× is trivial on the restriction to F×, we obtain the following
invariance property of the functional on πω ⊗ π̃ω obtained by integrating the asymptotics
morphism e∗∅ over the compact KF ×KF -orbits of G∅,E :
Lemma 4.7.26. Let ω ∈ Õ ⊂ Ê× and set πω = IndGEBE (ω) as before. Let Fω(v, ṽ) denote
the matrix coefficient
πω ⊗ π̃ω −→ C
given by v ⊗ ṽ 7→ 〈πω(g)v, ṽ〉. If ω = ω0 with ω0 satisfying ω0|F× = 1, then the morphism
πω0 ⊗ π̃ω0 −→ C
defined by
v ⊗ ṽ 7→
∫
KF×KF
e∗∅ (Fω0(v, ṽ)) (k1, k2)dk1dk2 (4.7.61)
is GF ×GF -invariant.





)diag \ (N(2, E) \GE ×N−(2, E) \GE) .
Since ω0|F× = 1, the integrand in expression (4.7.61) is BF ×B−F -invariant and integration
over
(BF (OF ) \KF )×
(
B−F (OF ) \KF
)




is well-defined and yields the stated GF ×GF -equivariance. Since we normalize the volume
of O×F to be equal to one and ω0|O×F = 1 by assumption, we may take the integral over
KF ×KF as in the statement of this Lemma.
CHAPTER 4. PLANCHEREL FORMULAS: PART 2 160

In order to deduce the complete Plancherel formula for the space X = G(F ) \ G(E)
(and in particular Case 2 of Theorem 4.6.4 which deals with the residual discrete spectrum
of X) we need one final complex-analytic argument.
By Corollary 4.7.13, we know that the function I(−1/2, ω) has at most a simple pole
at α = 1, and this is potentially problematic since we would like to write down the integral
of I(−1/2, ω) over the unit circle |α| = 1 which parameterizes the component O ⊂ ĜE .
Our motivation is, once again, the Plancherel formula for X: by Proposition 4.7.16, we
know that for α 6= 1, I(−1/2, ω) gives a GF ×GF -invariant functional on the representation









is regular at s = −1/2 by Corollary 4.7.24. Expression (4.7.62) is not of immediate use to-
wards a Plancherel formula for X since it only gives information about the entire component
O without distinguishing between the induced representations πω of which O is composed.
Proposition 4.7.28 relates (4.7.62) to an integral of I(−1/2, ω) over the circle |α| = 1 with
respect to the group Plancherel measure, with a caveat: due to the presence of a possible
simple pole of I(−1/2, ω) on the integration contour, we have to consider a principal value
integral instead. We recall this definition below. Moreover, we show in Proposition 4.7.33
that the principal value integral is in fact un-necessary: the simple pole cancels due to
representation-theoretic considerations. This phenomenon was already observed in Feigon’s
thesis, [Feigon, 2012, Lemma 4.8].
In an attempt to separate clearly the complex-analytic inputs to our result from the
representation-theoretic ones, we have to introduce the principal value integral at this junc-
ture. Using this notion, we can deduce a preliminary version of the Plancherel formula for
X, but the need for the principal value integral is eliminated later on due to a representation-
theoretic result (see Proposition 4.7.33).
Definition 4.7.27. (c.f. [Ahlfors, 1979, Page 158]) Let f(α) be a meromorphic function,
C a smooth closed curve in the complex plane and assume that f has a simple pole at α = α0
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with α0 ∈ C. For small enough ε > 0, consider the piecewise smooth curve Cε formed by
removing an arc from C centered at α0 (call this open curve Uε) and joining the open ends
by a circular arc of radius ε centered at α0 such that α0 lies outside the region bounded
by Cε. Assume that no singularity of f(α) lies on any curve Cε as ε → 0. We define the

























The next two Propositions are the main complex-analytic results. First, we express
the difference between the limit at s = −1/2 of the integral over the component O and
the principal value integral of the limit as a difference of residues. Second, we explicitly
calculate the latter difference of residues.
Proposition 4.7.28. Let ω ∈ Õ ⊂ Ê× and set πω = IndGEBE (ω) as before, with ω|O×F = 1.
Let I(s, ω) be the integral of Definition 4.7.1 and denote by j(ω) the j-function for the
group GE as in Definition 3.4.2: µ(πω) = j
−1(ω)dω, where dω is the Haar measure of
O '
(
Õ ∩W · Õ
)





I(s, ω) · j−1(ω)dω − P
∫
O












for the point ω0 ∈ O satisfying ω0|F× = 1.
Proof. Since the integrals over O of the compact parts of I(s, ω) and I(−1/2, ω) re-
spectively cancel in the difference (4.7.65), it suffices to consider in the difference above the














where θ is the angle between the two smooth arcs of C intersecting at α0.
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asymptotic parts of the integrals only. The polar divisor [D(O)] of Iasy(s, ω)j−1(ω)/α is
described in Proposition 4.7.20. Here, recall that α = ω($) (which is independent of the
choice of uniformizer of F because ω|O×F = 1). Since the integration over O can be expressed
as an integral over the contour |α| = 1 in the α coordinate, in order to evaluate the integrals
we need to consider the poles along the irreducible components [Di] of the divisor [D(O)]
for which |α| < 1 as s→ −1/2 with <(s) > −1/2.
Recall Definition 4.7.21 of the residue function along an irreducible divisor. Using for-






























in the application of the residue



























because the residue function along the component [D4] of the divisor [D(O)] given by the
equation
α− qs+1/2 = 0
does not contribute in the evaluation of the integral over O (by the residue formula, as
|qs+1/2| > 1 when <(s) > −1/2) and thus adding it on the left-hand side of (4.7.67) gives
the above equality.



















In order to evaluate (4.7.68), we appeal to the asymptotic expansion of F2,ω once again:
for any u ∈ Υ(F× \G∅) and a ∈ A+(F ) (choosing such a section as in Lemma 4.7.14), we
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have, for ω regular,
e∗∅(F2,ω)(u · a) = c1(ω, u)ωδ
1/2




by the theory of exponents, for some suitable choice of section Υ : F× \G∅ → G∅. We now
appeal to Proposition 4.7.20. Let ω0 be the point on O which satsfies
ω0|F× = 1.





/W because the non-trivial element of the Weyl group W of GE acts on
characters by inversion.
Now the irreducible components [D1] and [D4] intersect at the point ω = ω0. Therefore














Proposition 4.7.29. Recall the asymptotics morphism e∗∅ : C
∞(GE) → C∞(G∅,E). Then







Proof. In order to calculate the difference of residues in (4.7.69) explicitly, we use formula
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where N  0 is an integer which depends on the exact level where we can identify K ×K-
orbits of neighborhoods of GF and G∅,F in the ∅∞-direction.
By Lemma 4.7.19, the products c1(ω, u)j
−1(ω) and c2(ω, u)j
−1(ω) vanish at α = 1 when
ω is irregular, that is when ω2 = 1. In this case, the difference (4.7.70) is identically zero.







(−c1(ω0, u) + c2(ω0, u)) du










(c1(ω0, u) + c2(ω0, u)) du.















B(OF ) \KF ×B−(OF ) \KF
)
,
(see Remark 4.7.15), we can identify the variable u with a variable (k1, k2) on the prod-
uct KF × KF and hence we can equivalently express (4.7.72) as in the statement of this
Proposition.

4.7.3 Representation-theoretic properties of I(s, ω)
In order to prove Theorem 4.6.5 on the specific conditions for non-vanishing of the in-
variant forms obtained in Proposition 4.7.17 and Lemma 4.7.26, we need the following
representation-theoretic input8:
8For reference, this result is also stated in the proof of [Feigon, 2012, Lemma 4.8].
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with ω ∈ Ê×. Then πω admits a non-zero GF -invariant functional only if ω satisfies
ω|F× = 1 or ω|U(1) = 1.
Proof. This is a special case of [Jacquet et al., 1999, Proposition 22] in rank one,
adapted9 to the pair GE = PGL(2, E) and GF = PGL(2, F ). Note that the second
criterion ω|U(1) = 1 applies to the whole tempered component O ⊂ ĜE parameterized by
ω, while ω|F× = 1 can only hold for an isolated point of O.

Remark 4.7.31. We propose a different strategy to prove Proposition 4.7.30 independently
of the given reference, as follows.
First, we observe that the non-discrete contributions to L 2(X) must arise through in-
duction from characters on the relative torus AX∅ of the boundary degeneration X∅ of X.
This fact should follow from a general phenomenon based on the principle of scattering
which is expected to hold for arbitrary spherical varieties (see [Sakellaridis and Venkatesh,
2012, Conjecture 7.3.2]; the case of split wavefront varieties is treated in [loc. cit., Theorem
7.3.1]). In our case, a simple computation shows that the boundary degeneration of X can
be realized as
X∅ ' (U(1)×N(2, E)) \GE
with AX∅ ' U(1)\E×. Hence, only representations of the quotient U(1)\E× can contribute,
via induction, to the continuous spectrum of X. This gives the criterion for the continuous
spectrum of X: namely, that ∫ reg
GF
〈πω(g)v, ṽ〉 dregg = 0,
if ω|UE/F (1) 6= 1. (Of course, the contributions to L
2(X) arising from X∅ in this way could
also be relatively discrete series for X, a priori, i.e. they could embed into S(X). In our
case, they are not because we know explicitly what the residual contributions to L 2(X) are
9As stated in [Jacquet et al., 1999], Proposition 22 only addresses the case of GL(n). Their proof,
however, which relies on [Bernstein and Zelevinsky, 1977, Theorem 5.2] holds in the projective case as well.
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– see the second case below.) We may also check by direct computation that the regularized
integral above is zero unless ω|UE/F (1) = 1.
Second, we have seen that residual contributions from X∅ only occur from a character
ω0 which is trivial on F
×, according to Proposition 4.7.28. This establishes the second
criterion for the character ω from the statement of Proposition 4.7.30, a posteriori, after
having obtained already the explicit form we have for the Plancherel formula for X. The
residual contribution gives the invariant functional of Lemma 4.7.26:






e∗∅ (〈πω0(k1)v, π̃ω0(k2)ṽ〉) dk1dk2.
Remark 4.7.32. As we mentioned in the proof of Proposition 4.7.30, the condition ω|F×
can only hold at a single point of O but the underlying F -unramified condition that ω|O×F = 1
does apply to the entire tempered component parameterized by ω ∈ Õ. This fact is compatible
with our previous conclusion: namely, that a residual discrete contribution to the Plancherel
formula for X can only arise from a component O ⊂ ĜE for which the corresponding
asymptotic integral Iasy(s, ω) is non-vanishing, see Lemma 4.7.9.
In light of the representation-theoretic condition on the non-vanishing of GF -invariant
forms of Proposition 4.7.30, we can deduce the following result:
Proposition 4.7.33. Let ω ∈ Õ with ω|O×F = 1, α = ω($) and πω ∈ O as before. Then
the function
ω ∈ Õ 7→ Iasy(−1/2, ω)j−1(ω)










Iasy(−1/2, ω) · j−1(ω)dω =
∫
O
Iasy(−1/2, ω) · j−1(ω)dω.
Proof. First, we deal with the irregular case: ω, with ω2 = 1, belongs to the component
Õ. By Proposition 4.7.12 we immediately get that
Iasy(−1/2, ω)j−1(ω)
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is regular at α = 1 since j−1(ω) vanishes with order two at α = 1 by Lemma 4.7.19.
In the case that Õ does not contain the irregular character of E×, we must necessarily
have that ω|U(1) 6= 1 for every ω ∈ Õ. Else, since we are under the assumption that
ω|O×F = 1, the character ω0 ∈ Õ for which ω0($) = 1 satisfies ω
2
0 = 1 so we are back to the
previous case.
By Proposition 4.7.12 again, I(−1/2, ω) and therefore Iasy(−1/2, ω) has a pole of order
at most one at α = 1 in this case, which occurs when ω|F× = 1. By Proposition 4.7.17,
however, for α 6= 1, we know that
I(−1/2, ω) = Icomp(−1/2, ω) + Iasy(−1/2, ω)
defines a GF ×GF -invariant functional on πω ⊗ π̃ω. By Proposition 4.7.30, since we know
that ω|U(1) 6= 1 for ω ∈ Õ and also that α 6= 1, we may conclude in this case that
I(−1/2, ω) = 0
for every ω ∈ Õ with α 6= 1. Since Icomp(−1/2, ω) is a regular function of w and the order
of the pole of I(−1/2, ω) is at most one at α = 1, we may conclude that
Resw=1I
asy(−1/2, ω) = 0,
which is what we wanted. From the proof of Proposition 4.7.28 and expression (4.7.71), the







4.7.4 End of proof
We now join together all the threads from the main arguments in this Section to complete
the proofs of Theorems 4.6.4 and 4.6.5.
CHAPTER 4. PLANCHEREL FORMULAS: PART 2 168
By Corollary 4.4.3, for any ψ1, ψ2 ∈ S(X), we have:
〈ψ1, ψ2〉X = log q
∑
π∈Π2(GE)































(a) 〈πω(a · ny1)v, π̃ω(y2)ṽ〉 d×adndy1dy2
)
.
If we replace ψ1, ψ2 by their images under the projection onto the orthogonal complement

















πω⊗δs−1/2(v, ṽ)(x1, k · x2)dk µ(πω)
 dx1dx2,
where x1 and x2 are any lifts in GE of points in X. By Lemma 4.7.6, the previous decom-













which, by Proposition 4.7.28, Proposition 4.7.33 and using the expression (4.7.72), can be
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further decomposed as
〈ψ1, ψ2〉X = ∑
























e∗∅ (〈πω0(k1x1)v, π̃ω0(k2x2)ṽ〉) dk1dk2
)
dx1dx2.
This statement is precisely what we claimed. In fact, combining this expression with the
results on the discrete spectrum from Section 4.5 (Propositions 4.5.2 and 4.5.3), we have
given an explicit decomposition of the inner product 〈 , 〉X . By [Sakellaridis and Venkatesh,
2012, Lemma 6.1.1.], this suffices to conclude that we have the complete Plancherel formula
for X. We obtain thereby the measure µX on ĜE (from the statement of Theorem 4.6.4),
which, in particular, is discrete for the representations πω0 with ω0 a regular character of E
×
(modulo the Weyl group W ) satisfying ω0|F× = 1. We also obtain the explicit descriptions




ω,disc as in the statement of
Theorem 4.1.5.
As a consequence, we can deduce the following:
Corollary 4.7.34. For ω = ω0 with ω0 regular and satisfying ω0|F× = 1, the invariant
form defined in Lemma 4.7.26 given by





e∗∅ (〈πω0(u)v, ṽ〉) du (4.7.73)
is positive-definite. As before, Υ : F× \ G∅ → G∅ is any choice of suitable section of the
quotient map.
Proof. This is a direct consequence of the discussion in this Section (and [Sakellaridis
and Venkatesh, 2012, Lemma 6.1.1.]).

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4.8 Unramified calculation
In this section, we consider the unramified Plancherel formula for X. Loosely speaking,
it is obtained as the contribution of the unramified tempered component O ⊂ ĜE (with
ω|O×E = 1 for every ω ∈ Õ ' S
1) to the spectrum of X. Note that here O ' Õ/W .
Proof of Proposition 4.6.1. This is a special case of Theorem 4.6.4 where it suffices to
restrict the sum to the single unramified component O of ĜE . In this case, the morphisms
Mω which are dual to the relative invariant forms Θ
X
ω are given by regularized integration
over GF for every ω ∈ Õ. Moreover, since the irregular character belongs to Õ there is
no residual discrete contribution from this component of unramified representations per
Theorem 4.6.5.

In particular, we can also deduce the following:
Corollary 4.8.1. With respect to the quotient measure dx = dgF \ dgE, we have:




where Q = 1 + q−2.
Proof. We compute out all the terms in the unramified case. Here vectors v, ṽ are





= vol(X(OF ), dx)
we identify Harish-Chandra’s c-functions explicitly (with q = qF as before, omitting the









1− q−1 · q2it
1− q2it
,







· i log q
π
.
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Recall that the measure on Õ ' S1 is normalized to have total volume one. These expres-
sions come from the explicit Macdonald formula for GE (c.f. [Casselman, 1980, Theorem
4.2]). From [loc. cit.] we have the asymptotic expansion:







E (a), a ∈ A
+(F )
for all dominant elements a ∈ A+(F ), withQ = 1+q−2. By plugging this explicit asymptotic
expansion into the unramified formula (4.6.1), we obtain:
























We evaluate this integral. By the change variables
α = q2t, dt = dα/(2α log q)










































We denote the above integrand by I(−1/2, ω) (this notation is consistent with Definition
4.7.1). As expected by Proposition 4.7.33, I(−1/2, ω) is regular at α = 1. The possible
poles inside the contour of integration |α| = 1 are located at
α = 0 and α = q−1.
The calculation yields:
• Resα=0I(−1/2, ω) = q − q−1,
• Resα=q−1I(−1/2, ω) = −q − q−1.
Summing up the residues and plugging into (4.8.1) we get:
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
Remark 4.8.2. In accordance with Remark 4.1.1 from the beginning of this Chapter, the
computation above does not calculate the measure of the OF -points of the variety
X̃ = PGL(2) \ResE/FPGL(2),
but rather the volume of
X(OF ) = PGL(2,OF ) \ PGL(2,OE).
In fact, since Br(F )[2] ' 1
2
Z/Z, we expect a second PGL(2,OE)-orbit of OF -integer points
in X̃ so that
vol(X̃(OF ), dx) = 2 · vol(X(OF , dx)).
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Chapter 5
Local relative trace formulas
5.1 Arthur’s local trace formula
Let G be a reductive group over a local field F . To a pair
f1, f2 ∈ S(G)






It is the kernel of the integral operator R(f1 ⊗ f2) : L 2(G(F ))→ L 2(G(F )) given by








where φ ∈ L 2(G(F )), and x, y ∈ G(F ). Arthur’s local trace formula is an identity between
a geometric and a spectral expression for the trace
trRdisc(f1 ⊗ f2)
of the discrete part of the operator R(f1 ⊗ f2).
For G compact, the Weyl integration formula provides the desired geometric expression
([Arthur, 1991, Introduction]):∫
γ∈G/Gconj
| det(1−Ad(γ))g/gγ | ·Oγ(f1) ·Oγ(f2)dγ
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and det(1 − Ad(γ))g/gγ is the Weyl discriminant defined as the determinant of the linear
operator of the identity minus the adjoint action of the element γ on the Lie algebra of
g (modulo the stabilizer gγ of this action). On the other hand, the Peter-Weyl theorem




For G noncompact, the formal expression for the trace




is not absolutely convergent and requires careful analysis in order to interpret the analogous
geometric-spectral identity. The standard technique is truncation: multiplying Kf1⊗f2(x, x)
by a cut-off function u(x, T ) - the characteristic function of a compact subset of Z(G(F )) \
G(F ), defined in terms of a parameter T - thus defining a distribution on G(F )×G(F )
KT : S(G(F )×G(F )) = S(G(F ))⊗ S(G(F ))→ C
via
KT (f1 ⊗ f2) =
∫
Z(G(F ))\G(F )
Kf1⊗f2(x, x)u(x, T )dx.
The technique involves understanding the behavior in T of this distribution, typically finding





Here, the truncation parameter T varies in a positive chamber of
aM0 = Hom(X (M0)F ,R),
whereM0 is an F -rational Levi component of a minimal parabolic subgroup ofG defined over
F , X (M0)F is the group of F -rational characters of M0 and the αj ∈ iHom(X (M0)F ,R)∗.
CHAPTER 5. LOCAL RELATIVE TRACE FORMULAS 175
The identity one obtains from such a procedure involves picking out the constant ‘sta-
ble’ term p0(0, f) and expressing the latter in terms of weighted orbital integrals on the
semisimple conjugacy classes.
By adopting the point of view of spherical varieties, which has been the approach of
choice throughout the thesis, we eliminate the necessity for truncation in deriving a local
relative trace formulas for the spaces of low rank of interest. Convergence follows from
geometric considerations instead, and the usage of appropriate function spaces (namely the
Harish-Chandra Schwartz space of a variety – see Definition 3.3.3 in Section 3.3).
5.2 The relative trace formula in a local context
In the relative setting, we consider two reductive subgroups1 H1, H2 ⊂ G such that the
homogeneous spaces G/Hi are spherical for i = 1, 2. (In this setup, we may also include
characters ηi attached to the Hi in what follows.) The local relative trace formula should
consist in a geometric-spectral identity obtained by evaluating the integral∫
H1(F )×H2(F )
Kf1⊗f2(h1, h2)dh1dh2.
There are many key references where the relative trace formula is developed in the global
setting, starting with the work of Jacquet: [Jacquet, 1986] and [Jacquet, 1987] on the
Waldspurger formula. [Ichino and Ikeda, 2010] have proposed a relative trace formula
approach for obtaining a refinement of the Gan-Gross-Prasad conjecture (henceforth GGP ,
see [Gan et al., 2009]), while [Harris, 2011] states the analogous refinement in the unitary
case. More recently, Zhang has greatly generalized the RTF technique in the unitary case
in [Zhang, 2014b] and [Zhang, 2014a] to prove the refined GGP conjecture (modulo several
local assumptions). [Beuzart-Plessis, 2012] provides a yet another purely local approach to
a refined GGP conjecture in the unitary case.
With Arthur’s trace formula for the group over local fields as a starting point, our ob-
jective is to develop a relative trace formula (abbreviated as the LRTF ) in the local setting.
1Note here the change in notation to previous sections where reductive subgroups were denoted by G1, G2
and the group acting on a reductive group H was G = H ×H. We adopt the classical notation here.
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We provide below a precise formulation of the LRTF , first by analogy with Jacquet’s for-
mula in the global setting. We briefly discuss this preliminary analogous formulation in
terms of a truncation operator in order to provide a basis for contrasting prior work on the
relative trace formula to the approach we pursue in subsequent sections, namely the point
of view of spherical varieties and their intrinsic properties.
We present our preliminary formulation of the LRTF as a series of problems.
Problem 5.2.1. Let H1, H2 ⊂ G, and u(x, T ) for x ∈ G(F ) as above. For f1, f2 ∈


















(f1) · JIndGP (π)(f2).
(5.2.1)
Let us explain the notation and give a formal derivation of the identity (5.2.1). The
formal derivation we present for the remainder of this section is only correct when H1 and
H2 are compact. A rigorous example of the LRTF obtained by the method of truncation
is given in Theorem 5.2.4.
Geometric side. The integral in the second line of Equation (5.2.1) is computed over
the regular points on the target space of the quotient map
G
q−→ H1 \G/H2.
The regular locus consists of closed orbits for which the stabilizer under the H1×H2-action
is of minimal dimension. (In several important cases for the GGP conjectures, this stabilizer
is trivial.) Furthermore, the choice of measure dξ is such that for a given Haar measure dg
on G and measures dh1, dh2 on H1, H2 respectively we have a decomposition
dg = (dh1 × dh2) ∧ dξ.
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It is manifestly clear from the geometric expansion (at least formally) that the local
relative trace formula (LRTF for short) defines an (H left1 × H
right





invariant functional on G(F )×G(F )
LRTF : S(G(F )×G(F )) −→ C
via
f1 ⊗ f2 7→ LRTF (f1 ⊗ f2) := 〈O•(f1), O•(f2)〉(H1\G/H2)reg
= 〈f1(•), O•(f2)〉G = 〈O•(f1), f2(•)〉G ∈ C.






H1×H2 is not automatic since
the orbital integral O•(f1) is not compactly supported on G in general.
Spectral side. We denote by L = L(M0) the set of Levi subgroups of G containing M0
(Levi of minimal parabolic over F ). For M ∈ L, P(M) is the set of parabolic subgroups over
F with Levi component M , while Π2(M(F )) denotes a set of representatives of equivalence
classes of irreducible, square integrable representations of G, under the action of the group
of unramified unitary characters of M . Moreover, for any representation π, m(π) denotes
the Plancherel measure of π (we assume a fixed normalization as in Section 3.2).
Recall the Plancherel decomposition for a function h ∈ S(G(F )) given by Theorem 3.4.4.







where Ĝ denotes the unitary tempered dual of G and µ
Ĝ
the Plancherel measure of Ĝ,
which is defined only up to measure class (when there is a single group to consider we write
just µ for the group Plancherel measure). In the same way, one may decompose the inner
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where π∗(f) denotes the adjoint operator of π(f). One way to understand the spectral side
of the LRTF given by the identity (5.2.1) is as follows. We clarify, once again, that the
derivation given here only holds in the compact case:
















































where Dπ(f1 ⊗ f2) is the (H left1 ×H
right
2 )
2-invariant distribution on (G×G)(F ) given by




In the last integrals, we have relabeled the integrals over the Hi by hi 7→ h−1i . Since we are
considering the unitary dual of G, the contragredient representations satisfy π̃ ' π.
Problem 5.2.3. At the last step of the above derivation indicated with the symbol (!), we
have interchanged the integrals over Ĝ and H1×H2 formally. These integrals are of different
nature: one is spectral, the other geometric. Moreover, they may not converge and for this
reason we first need to understand the behavior and growth of the function








Observe that we may write the distribution Dπ as an integral of an inner product in the
space HS of Hilbert-Schmidt operators acting on π:

























· tr (π(h2)v ⊗ w).
Interchanging summation and integration (which is allowed here since only finitely many
terms of the sum contribute), we get





tr (π(h1)π(f2)v ⊗ π(f1)w) dh1 ·
∫
H2
tr (π(h2)v ⊗ w)dh2.
Assume now that the spaces of invariant functionals HomH1(π,C) and HomH2(π,C)
are one-dimensional. (This multiplicity-one assumption holds, for example, in the cases of
interest in the context of the GGP conjecture.) Let lH1 and lH2 be a fixed choice of bases
for the spaces of invariant functionals. In this notation, we can write
Dπ(f1 ⊗ f2) = Jπ(f1) · Jπ(f2),
where









As an example of a non-compact setting in which the formula (5.2.1) has been success-
fully established using a truncation technique, we present:
Feigon’s results. [Feigon, 2012] deals with the following cases:
1. G = Z(UE/F (2)) \ UE/F (2) the unitary group associated to an unramified quadratic
extension E/F modulo center, and H1 = H2 = N is the upper triangular, unipo-
tent subgroup, together with an additive character ψ of F ; here, we denote by
(H \ G/H)reg ' E1 \ E× the set of regular semisimple orbtis of the quotient space
(H \G/H);
2. G = Z(GL(2, E))\GL(2, E), H1 = Z(GL(2, F ))\GL(2, F ) and H2 = N(F ) together
with an additive character ψ of E; here, the regular points on the double coset space
may be identified with E1 \E× as in the previous setting, and a comparison with the
spectral and geometric sides of Case 1. can be formulated (Theorem 5.2.4).
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Multiplicity one holds for the corresponding spaces of invariant functionals in the two cases
above.
By analogy to Jacquet’s global RTF , one would like to integrate the kernel of operator
R(f1⊗ f2) along H1×H2. The main difficulty in this generality is that the kernel function
Kf1⊗f2 is not integrable over H1 ×H2. Nevertheless, by a process of truncation, [loc. cit.]
carries out the procedure for G = PU(2) ' PGL(2, F ), H1 = H2 = N(2, F ), the maximal
unipotent subgroup (with fixed additive character of F , ψ). The author obtains a local
Kuznetsov trace formula:
Theorem 5.2.4. (see [Feigon, 2012, Proposition 4.11]) Let f1 ⊗ f2 ∈ S(G×G). Then∫
γ∈F×






















F× ' (N \ PGL(2)/N)reg
as the regular points of the affine quotient N \ PGL(2)/N ' F parameterizing orbits with
trivial stabilizers (such points automatically also N × N -semisimple, i.e. the orbit under
N ×N is closed in G).
Moreover, µ(π) denotes the formal degree of the irreducible unitary tempered represen-
tation π of G. Also, πχ is the induced representation Ind
G
B(χ) from the standard Borel
subgroup B ⊂ G with χ ∈ T̂ /W , the tempered unitary dual of the rank one maximal torus
of G modulo the action of the Weyl group W .
The distribution Θπ for π supercuspidal is explicitly given by







while for principal series in the continuous spectrum, the distribution Θπχ(f1 ⊗ f2) is ex-
pressed as a limit of a truncated local period.
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Remark 5.2.5. The local distribution Θπ given by (5.2.3) is indeed a product of local
components of the global Bessel distribution, which can be expressed using basis in terms of
appropriately normalized local Whittaker functional with respect to ψ. The global counterpart
appears on the spectral side of the global Kuznetsov Trace Formula.
From our point of view, the identity obtained in Theorem 5.2.4 can be understood as
being part of a wider result about strongly tempered varieties; our perspective of spherical
varieties presented in the subsequent sections elucidates the reason for an identity like (5.2.2)
to hold, and the reason why no weighted orbital integrals appear in the local trace formula
in certain low rank cases of the Gan-Gross-Prasad conjecture.
5.3 LRTF for varieties. The strongly tempered case
We shift perspective from the previous two sections to consider the LRTF for an arbitrary
pair of G-spherical varieties2 X1, X2 and the quotient space
(X1 ×X2) /Gdiag ←→ H1 \G/H2, (5.3.1)
the latter identification being valid at the level of categorical quotients or stacks for homo-
geneous spherical varieties X1 ' H1 \G, X2 ' H2 \G. We have already mentioned that in
several GGP cases (the unitary and orthogonal cases in particular), the spherical varieties
in question are in fact strongly tempered (see main examples of Section 3.5).
The main result of this section is Theorem 5.3.3, which establishes the LRTF for a pair
of strongly tempered spherical varieties X1 and X2 under a few assumptions. We also state
the LRTF on the unitary side of the GGP conjecture in rank one (Theorem 5.3.4). Let us
first describe the setup.
Consider pairs of functions φ1⊗ φ2 ∈ S(X1×X1) and φ′1⊗ φ′2 ∈ S(X2×X2). Then the
local relative trace formula in this context is, formally, defined by the integral:
LRTF (φ1 ⊗ φ2;φ′1 ⊗ φ′2) :=
∫
G
〈φ1, g · φ2〉X1 ·
〈




2Indeed, the spherical varieties viewpoint of the relative trace formula has been fruitful in the adelic
global setting as well: see [Sakellaridis, 2012], [Sakellaridis and Venkatesh, 2012] and the introduction of
[Sakellaridis, 2014a] in particular.
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The expression given by (5.3.2) is taken as the definition of the LRTF for the pair of
spherical varieties (X1, X2) provided the integral converges. For strongly tempered varieties,
we see below that convergence holds. In fact, convergence depends on the growth of the
relative matrix coefficients:
g 7→ F1(g) := 〈φ1, g · φ2〉X1 (5.3.3)
and
g 7→ F2(g) :=
〈




where 〈 , 〉X1 and 〈 , 〉X2 denote the inner products on X1 and X2 respectively defined by





and similarly for X2. We refer to the functions F1 and F2 as the X1- and the X2-matrix
coefficients respectively.
Furthermore, provided we can interchange the integrals over G and over X1 × X2 in
(5.3.2), we can write the expression for the LRTF in terms of orbital integrals as follows:





1) ·O(x1,x2)(φ2 ⊗ φ′2)d(x1, x2),
where d(x1, x2) is the quotient measure of dx1 × dx2/dg. Moreover, the orbital integrals in






φ1(x1 · g)φ2(x2 · g)dg, (5.3.5)
and similarly for the pair φ2 ⊗ φ′2.
Again, in the case of strongly tempered varieties, interchanging the two integrals is
justified (see Theorem 5.3.3).
In order to pass from the formulation discussed in Sections 5.1 and 5.2 to the formulation
of the LRTF for a pair of spherical varieties of the form X1 = H1 \ G, X2 = H2 \ G, we
have to make the following choices for the test data. Let δy1H1 and δy2H2 be delta functions
for the points y1 ∈ X1, y2 ∈ X2 in the respective open B-orbits of X1 and X2. We set:
φ1 = α
∨
1 ? δy1H1 , φ2 = α
∨
2 ? δy1H1 ∈ S(X1), and φ′1 = β1 ? δy2H2 , φ′2 = β2 ? δy2H2 ∈ S(X2).
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Then, taking f1 = α1 ? β
∨













φ2(x1 · g)φ′2(x2 · g)dg = O(x1,x2)(φ2 ⊗ φ
′
2),
where x−11 x2 ↔ γ ∈ H1 \ G/H2 under the identification (5.3.1). With the given choices of
test functions and assuming we know convergence of the LRTF s, we have:









Oγ(f1) ·Oγ(f2)dγ = LRTF (f1 ⊗ f2).
Here, we identify the regular points of the affine quotient H1 \G/H2 as the closed H1×H2-
orbits on G with minimal stabilizers.
Example. Let G = PGL(2) over the non-Archimedean field F , and consider the spherical
subgroup H1 = H2 = T a (split or non-split) torus embedded in G. Then the regular points
of the GIT quotient are
(T \G/T )reg ' A1 − {0, 1}.
Regular points of this affine quotient T \G/T correspond to the closed T × T -orbits on G
with trivial stabilizers. Let f1, f2 ∈ S(G). In this case, we obtain following identity:











f(h−11 · γ̃ · h2)dh1dh2,
where γ̃ is a lift (orbital integral defined to be 0 if none exists). Here, µ(π) denotes the
Plancherel measure for the group G, with respect to compatible choices of Haar measures
on G and T . For an irreducible, unitary, tempered G-representation π, the distribution
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Both sides of identity converge. On the geometric side,
γ 7→ Oγ(f)
is supported away from a neighborhood of ∞ and has an asymptotic behavior of the form
c1 + c2 log |γ| for some constants c1, c2 near both non-regular semisimple points 0 and 1 of
the double quotient (T \ G/T ). This asymptotic behaviour gives the convergence of the
geometric side of Equation (5.3.6).
Remark 5.3.1. It is not a priori obvious how pass from the geometric side to spectral side
of Equation (5.3.6). A direct approach might involve calculating the spectral decomposition
of the orbital integral function g 7→ Og(f), which is C∞(Greg) for a matrix coefficient f of
a supercuspidal representation, and which is locally L 1(Greg) for f(g) = Ξ(g), the Harish-
Chandra function of G. Such is the approach considered in [Zhang, 2014b, Appendix A].
Let us return to the general strongly tempered case. We first prove a technical result
about the X-matrix coefficients introduced above, when X is a strongly tempered spherical
variety. This allows us to show the convergence of the LRTF for strongly tempered spherical
varieties.
Proposition 5.3.2. Let X be a strongly tempered variety for G (see Definition 3.5.1) and
let φ1, φ2 ∈ S(X). Then the X-matrix coefficient




belongs to C (G), that is, it is Harish-Chandra Schwartz on G.
Proof. SinceX is strongly tempered, integrals over stabilizers ofX ofG-tempered matrix
coefficients converge absolutely. Let Θπ denote the equivariant forms in the Plancherel
formula for X given by (3.5.1). That is, Θπ are the forms which decompose the inner
product 〈 , 〉X spectrally and the function F(g) is the spectral transform of π 7→ Θπ(φ1, φ2).
By the strong temperedness property of X, we know that the map
π ∈ Ĝtemp 7→ Θπ(φ1, φ2)
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is smooth on Ĝtemp. We appeal to the following criterion in [Waldspurger, 2003, Proposition
VI.3.1]: the transform of a smooth function on Ĝtemp lies in the Harish-Chandra Schwartz




Θπ(φ1, g · φ2)µ(G) = 〈φ1, g · φ2〉X
is in C (G), which is what we wanted.

As a consequence, when dealing with two strongly tempered G-varieties X1 and X2, we
can automatically write down a spectral side for the LRTF associated to the pair X1×X2,
henceforth written as LRTFX1×X2/G, simply by invoking the Plancherel formula for G
applied to a pair of Xi-matrix coefficients for i = 1, 2.
For any choice of functions φ1, φ2 ∈ S(X1) and φ′1, φ′2 ∈ S(X2), as above, recall the
main objects introduced in this section: the relative matrix coefficients (5.3.3), (5.3.4) and
the orbital integrals (5.3.5). The next theorem is stated for a pair of affine varieties X1 and
X2 equipped with invariant measures dx1 and dx2 respectively. Although X1 and X2 need
not be affine to obtain a similar result, they often are in the cases we are interested in, for
example when Xi are quotients of a reductive group by reductive subgroups. In these latter
cases, the measures dx1 and dx2 are also fixed as the quotient measures the homogeneous
spaces (with fixed choices of Haar measures on the group and the reductive subgroups in
question). Moreover, when X1 and X2 are affine the categorical quotient X1×X2/G always
exists – see [Zhang, 2014b, page 979].
Below, we denote by (X1 ×X2/G)reg the regular points of the categorical quotient
X1 ×X2/G.
The regular points are defined as the closed G-orbits on the product X1×X2 with stabilizers
of minimal dimension. We have:
Theorem 5.3.3. Let X1 and X2 be strongly tempered affine spherical varieties (see Def-
inition 3.5.1) for a reductive group G. Assume that stabilizers of the regular points in
(X1 ×X2/G)reg are trivial. Furthermore, let d(x1, x2) be the canonical measure on the quo-
tient space X1×X2/G determined by a fixed Haar measure dg on G and invariant measures
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dx1 and dx2 on X1 and X2 respectively. Let Fi denote the Xi-relative matrix coefficients as
above, and denote by π(Fi) (for i = 1, 2) the usual translation operators on L 2(G). Fur-
thermore, write µG for the group Plancherel measure on G with respect to the fixed choice
of Haar measure on G. Then, for any φ1 ⊗ φ2 ∈ S(X1 ×X1) and φ′1 ⊗ φ′2 ∈ S(X2 ×X2),




1)O(x1,x2)(φ2 ⊗ φ′2)d(x1, x2) =∫
Ĝ
tr(π∗(F1)π(F2))µG(π). (5.3.7)
Proof. By definition (5.3.2), the LRTF for the pair (X1, X2) is given by the integral
LRTFX1×X2/G(φ1 ⊗ φ2;φ
′






















Interchanging the integrals in the above derivation is allowed. Indeed, the function
(x1, x2, g) 7→ φ1(x1)φ2(x1g)φ′1(x2)φ′2(x2g)
is smooth and hence measurable on the product X1 ×X2 ×G. Without loss of generality,




2 are all positive. Therefore, by the
Fubini theorem we can conclude that the left-hand side of (5.3.9) is absolutely convergent
if and only if the right-hand side is (c.f. [Zhang, 2014b, Proof of Lemma A.5]).
Now the left-hand side of (5.3.9) is absolutely convergent since the relative Xi-matrix
coefficients Fi(g) for i = 1, 2 are Harish-Chandra Schwartz functions by Proposition 5.3.2.
Thus the right-hand side of (5.3.9) also converges.




1(x2) ·O(x1,x2)(φ2 ⊗ φ′2)dx1dx2 =





1)O(x1,x2)(φ2 ⊗ φ′2)d(x1, x2).
This gives the geometric side of (5.3.7). The decomposition of the integral over X1×X2 as
an integral over (X1×X2/G)reg×G is justified by the fact that the regular elements of the
quotient space X1 ×X2/G are open and dense with trivial stabilizers. The triviality of the
generic stabilizer is a simplifying assumption in the theorem statement which nevertheless
holds in the GGP cases we are interested in (the unitary case in particular, see [Zhang,
2014b, Section 3.1]). Note that non-regular points can have non-compact stabilizers, but
the non-regular points have measure zero and thus they do not affect the convergence of
the above integrals.
Therefore, the geometric side is equal to spectral expansion of the LRTF :∫
Ĝ
tr(π∗(F1)π(F2))µG(π).
Indeed, by Proposition 5.3.2 we also know that the explicit invariant forms appearing in the
Plancherel formula for G are valid for the test functions F1 and F2. This yields the desired
geometric-spectral identity.

We end this section by introducing a special case of the LRTF for strongly tempered
varieties: the unitary side appearing in the local GGP conjecture in rank one (i.e. the
smallest non-trivial case).
Consider the following spaces on the unitary side:
G2 := UE/F (1)× UE/F (2),
(where UE/F (2) denotes the quasi-split form defined over F ), and the quotient space




The variety Y is strongly tempered; as such, its Plancherel formula is given by







according to Section 3.5. The notation with bold letters here indicates the groups and
varieties which are featured in the local GGP conjecture. It is consistent with the notation
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from Section 5.6 where we make use of these explicit formulas to outline a local comparison
result.
We also work with a fixed character χ′ = (χ′1, χ
′




' UE/F (1) ×
UE/F (1), and obtain a Plancherel decomposition of L
2(Y′, χ′) (equipped with a natural






in terms of representations χ′1 ⊗ ρ with zρ ' χ′2.
As a corollary of Theorem 5.3.3, we obtain:












} tr ((χ′1 ⊗ ρ)∗(F1)(χ′1 ⊗ ρ)(F2))µG2(χ′1 ⊗ ρ), (5.3.10)






Ξi(y1 · g2)Ξ′i(y′2 · g2)dg2,
the functions Fi are Y-matrix coefficients given by













and χ′1⊗ρ(Fi) denotes the usual operator on L 2(G2). Finally, µG2 is the group Plancherel
measure on G2 and d(y1,y
′
2) denotes the canonical quotient measure on (Y ×Y′/G2)reg.
Proof. This follows directly from Proposition 5.3.2 and the LRTF geometric-spectral
formalism developed in Section 5.3.

Remark 5.3.5. Put P = χ′1⊗ρ. Let us compare the spectral terms of Theorem 5.3.4 which
are given by
J ′P (Ξ1 ⊗ Ξ2; Ξ′1 ⊗ Ξ′2) := tr (P ∗(F1)P (F2))
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for any Ξ1 ⊗ Ξ2 ∈ S(Y), Ξ′1 ⊗ Ξ′2 ∈ S(Y′, χ′), with the local spherical characters on the
unitary side appearing in [Zhang, 2014a, Definition 1.5]:








〈P (h)v, w〉 dh, ∀v, w ∈ P.
(We are omitting the field extension E/F from the notation for UE/F (1).) We have the
following identity:
J ′P (Ξ1 ⊗ Ξ2; Ξ′1 ⊗ Ξ′2) =
∫
U(1)×U(1)





1 ? δU(1),Ξ2 = α
∨
2 ? δU(1); Ξ
′
1 = β1 ?χ′ δU(1),Ξ
′
2 = β2 ?χ′ δU(1);
f1 = α1 ? β
∨
1 , f2 = α2 ? β2
∨
;
and HS indicates the inner pairing3 between the Hilbert-Schmidt operators P (h1)P (f1) and
P (h2)P (f2). Here, αi, βi ∈ S(G2) for i = 1, 2 and the ?χ′ notation indicates the convolution:
β1 ?χ′ δU(1)(h) =
∫





· δU(1)(zġ2)dzdġ2 ∈ S(Y′, χ′),
where Z is the center of G2.
The identity (5.3.11) follows by rearranging the convergent integrals over U(1) × U(1)
and the fact that the Hom-space HomU(1)(P,C) is of dimension one. (The latter fact is the
rank one special case of the unitary local GGP conjecture established in [Beuzart-Plessis,
2012].)
5.4 Plancherel formula for the general linear side
Our goal for the rest of this Chapter is to establish the local relative trace formula (LRTF )
in the following two contexts and then to compare the two formulas:
3Explicitly, 〈A,B〉HS = tr(AB
∗) for Hilbert-Schmidt operators A and B acting on a Hilbert space V .
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1. the unitary case: X1 = X2 = UE/F (1) \
(
UE/F (1)× UE/F (2)
)
for the group
G = UE/F (1)× UE/F (2) and
2. the general linear group case: X1 = GL(1, E) \ (GL(1, E)×GL(2, E)) and
X2 = GL(1, F )×GL(2, F ) \ (GL(1, E)×GL(2, E)) for the groupGL(1, E)×GL(2, E),
where E/F is an unramified quadratic extension. The previous section shows how to deduce
the spectral side of the LRTF for a pair of strongly tempered spherical varieties X1 and X2
from the Plancherel formulas for the spaces X1 and X2. This deals with Part 1. We achieve
Part 2. of our stated goal in Section 5.5 following the same strategy by first establishing
the Plancherel formula for the quotient space
X := GL(2, F ) \GL(2, E).
This is the purpose of this section, namely to extend the Plancherel formula obtained in
Chapter 4 so as to include the action of the center Z(GL(2, E)).
Let GE be the group of E-points GL(2, E), BE the standard Borel subgroup of upper
triangular matrices and KE = GE(OE) the maximal hyperspecial subgroup of GE . Likewise
for subgroups BF and KF of GF = GL(2, F ). Let σ denote the non-trivial element of the
Galois group Gal(E/F ).
Let χ1, χ2 ∈ Ê×. We write IndGEBE (χ1 ⊗ χ2) for the normalized induced representation





Let ζ be a unitary character of F×. We write S(X, ζ) for the space of smooth, compactly
supported sections of the line bundle on X associated to ζ. Explicitly, we have
S(X, ζ) =
{
ψ̃ ∈ C∞(GE) : supp(ψ̃) is compact mod GF , and
ψ̃(hg) = ζ(deth)ψ̃(g) ∀h ∈ GF
}
. (5.4.1)
There is a natural pairing
〈 , 〉X,ζ : S(X, ζ)⊗ S(X, ζ) −→ C
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defined by integration:




which is well-defined since the integrand is GF -invariant due to the unitary property of
ζ. Here, dx is the right GE-invariant measure defined on X as the quotient dgF \ dgE ,
with fixed measures dgE and dgF normalized so that KE and KF respectively have volume
one. We also fix compatible4 Haar measures on the maximal tori and on the hyperspecial
maximal compact subgroups of GE and GF .
Let ηE/F be the quadratic character of F




with kernel NE/F (E
×), where NE/F : E
× → F× denotes the norm map x 7→ xxσ and σ
denotes the non-trivial Galois involution of E.
Assumption. Let η be a character of E× which satisfies
η|F× = ηE/F .
Below, we write S(X, η) for S(X, ηE/F ). In fact, the above definition for S(X, η) also makes
sense with η ∈ Ê×, and it only depends on the restriction of η to F×.
As in Section 4.1, we define now the following morphisms
Mπ : π ⊗ π̃ −→ C∞ (X ×X, η ⊗ η) ,
where the space of η ⊗ η-invariants on the right is, by definition, the dual of
S(X ×X, η ⊗ η) ' S(X, η)⊗ S(X, η).
(Recall that ηE/F is a quadratic character.)








for every f ∈ L 1(GE) – and similarly for GF with maximal torus A(F ).
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1. For a square-integrable representation π of GE , let
Mπ(v ⊗ ṽ)(x1, x2) =
∫
Z(GF )\GF
〈π(g · x1)v, π̃(x2)ṽ〉 η(det g)dg, (5.4.2)
for x1, x2 in X×X, identified with any lifts to GE×GE . Note that the integral makes
sense because η ◦ det is trivial on the center Z(GF ) by assumption.





parameterized by an orbit Õ ⊂ Ê× under the twisting action of unramified characters
of E×. Since πωη ' π(ωσ)−1η, the component O satisfies
O ' Õ/ ∼
where ω ∼ ω′ if and only if ω′ = (ωσ)−1. According to Definition 4.1.2 of the regular-
ized period of a πωη-matrix coefficient, let
Mπωη ,cont(v ⊗ ṽ)(x1, x2) =
∫ reg
Z(GF )\GF
〈πωη(g · x1)v, π̃ωη(x2)ṽ〉 η(det g)dregg. (5.4.3)
The proof of Proposition 4.7.17 can be adapted5 to show that the regularized period
(5.4.3) produces an element of HomGF (π, η) where it is defined, i.e. away from the
possible poles of
ω 7→Mπωη ,cont(v ⊗ ṽ)(x1, x2)
as a rational function of ω (with fixed v, ṽ and points x1, x2). These poles occur when
ω|F× = η.
In this case, we also identify the spaces of representations πωη ⊗ π̃ωη across the tem-
pered component O.
3. Finally, for every pair of characters ω1, ω2 of E
× which are trivial on F× and satisfy
the condition
ω1 6= ω2,
5Or, alternatively, replacing π with π ⊗ η in (5.4.3) and applying Proposition 4.7.17 directly shows that
this regularized integral yields an element of HomGF (π ⊗ η,C).
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we set πω1η,ω2η = Ind
GE
BE
(ω1η ⊗ ω2η). In this case, we define:





e∗∅ ◦mπω1η,ω2η (πω1η,ω2η(x1)v, π̃ω1η,ω2η(x2)ṽ) (k1, k2) dk1dk2, (5.4.4)
a compact integral over the quotient
A(F ) \G∅,F ' BF (OF ) \KF × B−F (OF ) \KF ,
where G∅ denotes the unique boundary degeneration of GF in the ∅∞-direction, and
A(F ) is the rank-two split maximal torus of BF . Here, j(πω1η,ω2η) is the Harish-
Chandra j-function of GE evaluated at the point corresponding to the representation
πω1η,ω2η as in Chapter 4.
Note that the character η does not appear in (5.4.4) because η ◦ det |KF = 1. Indeed,
the restriction det |KF has image in O
×
F and since E/F is unramified, the norm map
NE/F is surjective on the units of F
×.
The subscripts cont and disc are included for the sake of emphasis: they indicate whether
the corresponding invariant form (see Theorem below) is associated to a representation of
GE which contributes discretely to the spectrum of X.
For all unitary tempered representations π of GE , we define
ΘXπ := tr ◦ (Mπ)
∗
as the invariant forms obtained by composing the morphisms
(Mπ)
∗ : S(X, η)⊗ S(X, η) −→ π̃ ⊗ π
(which are the dual morphisms of 5.4.2, 5.4.3 and 5.4.4 defined above) with the natural
trace map to C.
The following result establishes the Plancherel formula for X:
Theorem 5.4.1. Let X = GL(2, F ) \ GL(2, E) and ψ1, ψ2 ∈ S(X, η). Let η ∈ Ê× with
η|F× = ηE/F , the quadratic character of F× associated to the extension E/F . Let µGE = µ
be the Plancherel measure on the unitary dual ĜE relative to the fixed Haar measures on
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GE, on the unipotent subgroup N(2, E), on the maximal torus A(E) and on the dual Â(E).





















where the first sum runs over the η-distinguished discrete spectrum of GE; the second sum
runs over the tempered components O of the continuous spectrum ĜE
cont
consisting of uni-




(ωη ⊗ (ωσ)−1η); (5.4.6)
and the last sum in (5.4.5) consists of the residual discrete spectrum of X given by repre-




(ω1η ⊗ ω2η), (5.4.7)
and it runs over pairs of characters ω1, ω2 of E
× which are trivial on F× and which satisfy
the condition
ω1 6= ω2. (5.4.8)
Here, σ denotes the nontrivial element of Gal(E/F ) acting on characters of E×.
Remark 5.4.2. The conditions stated here on the representations featured in the decom-
position of 〈 , 〉X,η are exactly the same conditions for tempered GL(2, E)-representations
to belong to the image of the stable base change map according to the results of Flicker: see
Section 4.6.3. The following is a new proof of Flicker’s results on the characterization of the
η-distinguished representations of GL(2, E). Our method is based on the contour shifting
idea used in Chapter 4.
Remark 5.4.3. In particular, Theorem 5.4.1 defines a measure µX,η on ̂GL(2, E) as in
Chapter 4 (see Section 4.6.2), whose support consists of the η-distinguished tempered rep-
resentations of GL(2, E).
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Proof of Theorem 5.4.1. To deduce the claim, we follow the procedure we used in the
proof of Theorem 4.1.5, but this time we take into account the action of the center Z(GE),
where GE = GL(2, E). We indicate here the modifications required in order to carry the
proof through in this generality.
Let us first show the following algebraic necessary condition6 on the representations
π ∈ ĜE which appear in the Plancherel formula for X relative to the fixed character η (by
which we mean the spectral decomposition of 〈 , 〉X,η):
zπ|F× = 1,
where zπ is the central character of π. Indeed, such π admits a non-zero GF -equivariant
functional
l : π → C
satisfying
zπ(z)l(v) = l(z · v) = η(z2)l(v) = l(v)
for any diagonal matrix diag(z, z) ∈ Z(GF ) and v ∈ π. Hence the representations π which
contribute to the spectral decomposition of the Hermitian product on S(X, η) must satisfy
condition that
zπ|F× = 1.
As a consequence of this condition, we can write the spectral decomposition of S(X) rela-
tive to η as a countable sum over the possible central characters zπ of the η-distinguished
representations π: namely the characters of E× that are trivial on F×. By Hilbert 90,
this summation can be parameterized by the characters of UE/F (1). This decomposition
according to central character does not appear explicitly in our Theorem statement (5.4.5),
but it is helpful to keep it mind.
We proceed by introducing the variety
Y := Z(GF )N(2, F ) \GE ,
6in the sense of [Bernstein, 1988, page 665]
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which is analogous to the variety Y appearing in Section 4.3. As in Section 4.3, it is endowed
with a natural action by Gm ×GE such that GE acts by multiplication on the right, while
Gm acts by left multiplication on Y . At the level of F -points, Gm(F ) is embedded in GE





In order to obtain a faithful action, we consider the group
G := Gm ×Z(GF ) \GE .
Generic stabilizers of points in Y are isomorphic to the quotient
BF ' Ga−diagm (F )×N(2, F ),
where Ga−diagm denotes the anti-diagonal embedding of the multiplicative group in G . The
variety Y admits a right-invariant measure dy under the GE-action which is an eigenmeasure
under the left action of a ∈ F× satisfying:
d(ay) = δF (a)
−1dy.
The measure dy is given by the quotient measure dzdn \ dgE where the measures dz, dn
and dgE on Z(GF ), N(2, F ) and GE respectively are normalized to give volume one to
the respective maximal compact subgroups. Here, δF denotes the modulus character of the
Borel subgroup BF ⊂ GF (consisting of the upper triangular matrices with entries in F )
and we abuse the notation evaluating δF at the image of a ∈ F× under the embedding given
by (5.4.9). As such, δF (a) = |a|F , where | • |F denotes the usual norm of F .
Now Proposition 4.3.1 can be adapted to the current setting to establish that Y is
a strongly tempered G -variety using the asymptotics of G -tempered matrix coefficients.
Consequently, we can automatically write down a Plancherel formula for Y analogous to
Equation (4.4.1) whose invariant distributions are expressed as integrals of matrix coeffi-
cients as in (4.4.2). Next, we realize the space Y as a fiber bundle Y −→ X whose fibers
are isomorphic to
Z(GF )×N(2, F ) \GF ' N(2, F ) \ PGL(2, F )
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There is a natural scaling action of Gm on the fibers of Y ; modulo the action of Gm, the
fibers of Y over X are isomorphic to KF , the maximal compact subgroup of GF .
As in Section 4.3, we consider the affine closure Y of Y and our goal is to obtain the
inner product (relative to η) on X by a residue calculation similar to that of Chapter 4. In
order to achieve the latter, we need to introduce the following auxiliary space:











g ∈ GF : det g ∈ (F×)2
}
.
Let ι : X ′ −→ X be the natural quotient map and consider the projection p′ : Y → X ′. We
also have a projection p : Y → X given by the composition
Y
p′−→ X ′ ι−→ X.
It is convenient to view Y as a fibration over X ′ with fibers isomorphic to
Z(GF )×N(2, F ) \G(2)F ,
which are compact modulo the action by G2m on the left. Over an algebraic closure F , these








Furthermore, we identify X ′ as the zero-section of Y by adding the single point {0} to every
fiber of the bundle Y −→ X ′. We now have the natural maps
p′ : Y → X ′ and i′ : X ′ ↪→ Y , (5.4.10)
given by the projection onto the base and the inclusion of the zero-section respectively.
Consider the space S(Gm \ Y, η), defined as follows:
S(Gm \ Y, η) :=
{
φ ∈ C∞(Y ) : supp(φ) is compact mod Gm(F ), and
φ(a · y) = η(a)δF (a)1/2φ(y) ∀a ∈ Gm(F )
}
. (5.4.11)
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We have the following induced surjections:
p′! : S(Y ) −→ S(X ′)
given by fiberwise integration and
i′∗ : S(Y ) −→ S(X ′)
given by restriction to the zero-section. As in Equation (4.3.5), we define a pairing





η(a) 〈Laφ1, φ2〉Y d
×a, (5.4.12)
where 〈 , 〉Y denotes the Hermitian inner product on Y (given by integration against dy)
and where La acts on φ1 ∈ S(Y ) by
Laφ1(y) := δ
−1/2
F (a)φ1(a · y)
for a ∈ F×. The pairing (5.4.12) factors through
S(Gm \ Y, η)⊗ S(Y )η, (5.4.13)




F (a)η(a)φ1(a · y)d
×a, (5.4.14)
for φ1 ∈ S(Y ). The second factor in (5.4.13) denotes the η-coinvariants of S(Y ) with respect
to the left Gm-action on the closure Y . We thus obtain the following induced morphisms:
1. the map
pη! : S(Y ) −→ S(X, η)
which factors through the space S(Gm\Y, η) via the projection (5.4.14) composed with
the fiberwise integration over KF (which is in turn well-defined since η ◦det |KF = 1);
2. the map
i∗η : S(Y ) −→ S(X, η)
which is obtained as the composition of i′∗ with the canonical morphism S(X ′) −→
S(X, η) given by fiberwise integration (over the quotient G(2)F \GF ) against η ◦ det.
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The proof of surjectivity of the morphisms pη! and i
∗
η is analogous to the proof of Lemma
4.3.2.
Next, Lemma 4.4.1 also applies to our current setting:
S(Y ) ⊂ C (Y ). (5.4.15)
Indeed, the proof of the inclusion (5.4.15) is deduced without major modification from the
proof of Lemma 4.4.1; it is based on the following property of the space Y : the volume of
a · V near the zero section of Y (so |a|F  1) for V
open
⊂ Y decays as |a| · vol(V ) → 0 as
|a| → 0.
We proceed with twisting the inner product (5.4.12) by the character δsF of F
× as we
have done in (4.3.5), and we define, for <(s) > −1/2
S(Y )⊗ S(Y ) 3 φ1 ⊗ φ2 7→ 〈φ1,−s, φ2,s〉η,s :=
∫
F×
η(a)δsF (a) 〈Laφ1, φ2〉Y dyd
×a. (5.4.16)
As in Lemma 4.3.7, the function in (5.4.16) is rational in qs and it admits a simple pole
at s = −1/2. Moreover, (5.4.16) satisfies the following property: for any ψ1, ψ2 ∈ S(X, η)
with




log q ·Ress=−1/2 〈φ1,−s, φ2,s〉η,s = 〈ψ1, ψ2〉X,η . (5.4.17)
The proof of formula (5.4.17) is deduced as in Chapter 4, from a local expression analogous
to (4.3.11) – c.f. Proposition 4.3.9.
Fix φ1 ∈ S(Y ), φ2 ∈ S(Y ) and ψ1, ψ2 ∈ S(X, η) as above. In order to obtain the condi-
tions on the relative local characters in the statement of this Theorem, we proceed with a
spectral decomposition of the pairing (5.4.16) as in Chapter 4 and argue on a case-by-case
basis according to the classification of tempered GE-representations (which contribute to
the decomposition of 5.4.12) in terms of the asymptotic behavior of their matrix coeffi-
cients. The GE-representations to consider are either square-integrable (supercuspidal and
Steinberg representations) or tempered (unitary principal series).
First, for square-integrableGE representations we proceed as in Section 4.5, Propositions
4.5.2 and 4.5.3. Because of the integrability of matrix coefficients over stabilizers of the
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points in Y in this case, we immediately obtain the conclusion on the Theorem: namely,












ΘXπ (ψ1, ψ2), (5.4.18)
with corresponding dual morphisms given by
Mπ(v ⊗ ṽ)(x1, x2) =
∫
PGL(2,F )
〈π(g · x1)v, π̃(x2)ṽ〉 η(det g)dg.
As observed at the beginning of the proof, there is an implicit summation in (5.4.18) over
the characters of UE/F (1) identified as central characters of π which are trivial on F
×.
Next, we analyse the contributions to the Plancherel formula for X relative to the char-
acter η which arise from the continuous tempered spectrum of GE by the residue calculation
at s = −1/2. As observed at the beginning of the proof, we have to consider a discrete
sum over the tempered components O of GE where every principal series in O has a fixed





The central character of πω1η,ω2η is
E× 3 z 7→ ω1ω2η2(z) = ω1ω2(z).
We fix this central character and consider a one-dimensional parameter over the tempered
component O (consisting of twists of unitary unramified characters of E× as before). We
also identify the underlying vector spaces of across the component O.
As in Section 4.7, it suffices to consider the integral
I(s, ω1η, ω2η) :=
∫
Z(GF )\GF
σs(g) 〈πω1η,ω2η(g)v, ṽ〉 η(det g)dg, (5.4.19)




with fixed vectors v ∈ πµ, ṽ ∈ π̃ω1η,ω2η varying in a flat family, and with −1/2 < <(s) < 1/2.
Note that the integral is well-defined because it factors through the center of GF . The
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 v, ṽ〉 = c1 · ω1η(a)δ1/2F (a) + c2 · ω2η(a)δ1/2F (a),
in the dominant direction (i.e. for |a|  1), where c1 and c2 depend on vectors v and ṽ.
The integral (5.4.19) multiplied by the j-function of GE (see Definition 3.4.2) has anal-
ogous complex-analytic properties, when we vary over the one-parameter family of induced
representations with a fixed central character, to those in Section 4.7.1: meromorphic con-
tinuation and the existence of simples pole, which occur when ω1|F× = 1 (the character η
cancels off in the asymptotic expansion of (5.4.19) because the integral is against η ◦ det).
Note that this latter condition is equivalent to ω2|F× = 1.
We compute the contribution to the Plancherel formula for X (relative to η) for each
such component O by calculating log q times the residue at s = −1/2 of the analogous
integral to the one in Lemma 4.7.3. The calculation follows the same line as in Chapter 4
and proceeds by splitting (5.4.19) into its compactly supported and asymptotic parts:
I(s, ω1η, ω2η) = I
comp(s, ω1η, ω2η) + I
asy(s, ω1η, ω2η).
In the end, we obtain GF -equivariant functionals on the representations πω1η,ω2η as
in Section 4.7. We appeal to [Jacquet et al., 1999, Proposition 22] to specify when the
continuous spectrum contribution coming from the tempered component O as above is
non-zero. Adapting the proof in [loc. cit.] to the setting of η-distinguished principal series,
we obtain the following results which are analogous to Proposition 4.7.30.
First, the component O yields a continuous contribution to the Plancherel formula for





= η(x)η(xσ) = 1 ∀x ∈ E× (5.4.20)
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In fact, the Levi variety XL∅ of X associated to the boundary degeneration X∅ (see Section
2.1.3 for this terminology) is isomorphic to
E× \ T (E),
where T (E) is the maximal split torus of GE and E
× is embedded in T (E) via




This provides an alternate derivation of the condition (5.4.20) – c.f. Remark 4.7.31.
For simplicity, we denote πωη,(ωσ)−1η by πωη as in the Theorem statement. In this case,
the GF -equivariant forms are given by the regularized integral of a πωη-matrix coefficient
(5.4.3) as in Proposition 4.7.16. The proof of equivariance is analogous to the proof of
Proposition 4.7.17 accounting for the character η.
Second, a necessary condition to obtain a discrete contribution from the component O
is obtained by deducing a non-vanishing criterion of the asymptotic part Iasy(s, ω1η, ω2η)
analogous to Lemma 4.7.9. In the case at hand, the criterion reads:
ωi|O×F = 1, i = 1, 2.





= η(x)η(y), ∀x, y ∈ F×, (5.4.21)
which corresponds to the poles of the integral I(s, ω1η, ω2η). This condition is equivalent
to the condition for the residual discrete contribution stated in the Theorem, namely:
ω1|F× = 1 and ω2|F× = 1.








I(−1/2, ω1η, ω2η)µ(πω1η,ω2η) (5.4.22)
following the argument in Proposition 4.7.28 of Chapter 4, where µ(π) denotes the Plancherel
measure of GE . As in that proof, this residue is explicitly given by the formula (5.4.4). We
CHAPTER 5. LOCAL RELATIVE TRACE FORMULAS 203
do not need to consider the principal value integral here because Proposition 4.7.33 applies
to the current setting as well.
Since (5.4.4) must define a GF ×GF -equivariant form on πω1η,ω2η (it is expressed as the
difference of two equivariant forms), we can immediately deduce that both ω1 and ω2 have
trivial restrictions to F× if (5.4.4) is non-vanishing. Indeed, if ω1|F× 6= ω2|F× 6= 1, then
the characters 1, ω1|F× , ω2|F× are linearly independent, which implies that the expression
for Mπω1η,ω2η ,disc given by (5.4.4) must vanish.
We note that the condition ω1 6= ω2 (as characters of E×) is also necessary for the non-
vanishing of the residual discrete contribution: if ω1 = ω2, then the standard intertwining
operator has a simple pole at πωη,ωη and therefore the function j
−1 has a double zero there
so that the expression (5.4.4) vanishes as in the irregular case for PGL(2, F ) from Chapter
4.
This completes the proof.
Finally, we observe that the stated conditions on the principal series which contribute
to the Plancherel formula for X relative to η are mutually exclusive: if ω1 and ω2 are
trivial on F× and they satisfy the property that ω2 = (ω
σ
1 )




−1. Hence, as in Proposition 4.7.33, πωη has a zero discrete contribution in this
case due to the vanishing of j−1(πωη) with multiplicity two.

5.4.1 An extension of the Plancherel formula for the general linear side
We include for later reference (in Section 5.5) the Plancherel formula (relative to the char-
acter χ⊗ η – see below) for the variety
X := GL(1, F )×GL(2, F )
∖
G1 ' UE/F (1)×X (5.4.23)
endowed with the natural right-action by the group
G1 := GL(1, E)×GL(2, E)
The notation in bold letters here indicates the spaces and groups which appear in the
statement of the Gan-Gross-Prasad conjecture in the rank-one unitary case. The proof of
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the main result of this subsection, Theorem 5.4.4, is a straightforward extension of the proof
of Theorem 5.4.1.
First, we introduce some notation which will also be useful for the subsequent sections.
Let us fix a Haar measure dg1 on G1 as the product measure d×aE×dgE , where d×aE is the
multiplicative measure on E× and dgE is the group Haar measure normalized, as in Chapter
4, to give volume one to the respective maximal hyperspecial compact subgroups. We use
the same volume one normalization of the Haar measures d×aF and dgF on GL(1, F ) and
GL(2, F ) respectively.
The variety X admits the right-invariant measures dx obtained as the quotient measure
dx = d×aF × dgF \ dg1.
Next, we fix a Plancherel measure µG1 on the (tempered) unitary dual Ĝ
1 relative to
the above choices of Haar measures on the group on the Levi of the standard Borel subgroup
of G1 (which is also normalized to give volume one to its hyperspecial maximal compact
subgroup).
Moreover, we also have to determine a Plancherel measure µX on the relative spectrum of
X in order to produce a spectral decomposition of L 2(X, η). Since the variety is isomorphic
to a direct product as in (5.4.23), it suffices to specify measures on UE/F (1) and ̂UE/F (1).
Recall that η ∈ Ê× is fixed and satisfies η|F× = ηE/F , the quadratic character of F×
associated to the extension E/F and let χ be a unitary character of E×, which is trivial on
F×. By Hilbert 90, there exists a character χ′ of UE/F (1) such that BC(χ
′) = χ is in the
image of the base change map from the dual of UE/F (1) to Ê×. The relationship between





, ∀z ∈ E×, (5.4.24)
where σ ∈ Gal(E/F ) denotes the non-trivial involution acting on E.
Let Ψ1 = c1 ⊗ ψ1,Ψ2 = c2 ⊗ ψ2 ∈ S(X, χ ⊗ η) = χ′ ⊗ S(X, η). Here, ψ1 and ψ2 are
smooth, compactly supported sections of the line bundle on X associated to the character
η ◦ det (denoted simply by η, the determinant being implicitly understood) – c.f. (5.4.1).
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Also, the functions c1 and c2 on E





Ψ1 ·Ψ2 dx (5.4.25)
which factors as
〈Ψ1,Ψ2〉X,χ,η = c1c2 · 〈ψ1, ψ2〉X,η . (5.4.26)
The spectral decomposition of 〈 , 〉X,η is given in Theorem 5.4.1. We denote the local
relative characters by ΘXχ⊗π be the following relative character of χ⊗π ∈ Ĝ1 given explicitly
by
ΘXχ⊗π(f1 ⊗ ψ1, f2 ⊗ ψ2) = f1,χ′f2,χ′ ·Θ
X
π (ψ1, ψ2), (5.4.27)
where f1, f2 ∈ C∞(UE/F (1)), BC(χ′) = χ and the subscripts χ′ and χ′ indicate the images
of f1 and f2 respectively under the projection maps to the respective coinvariant spaces.
The relative characters ΘXπ above are those of Theorem 5.4.1.
Below, we write Ψ = f⊗ψ ∈ S(X, 1⊗η). The Plancherel measure µX of X is supported
on the unitary tempered representations of G1 which are (GL(1, F ) × GL(2, F ), 1 ⊗ η)-
distinguished. In accordance with Flicker’s results on the unitary base change map for U(2)
(see Section 4.6.3), the support of µX, in fact, consists of unitary tempered representations
which belong to the image of the stable base change map from the unitary dual of U(1)×U(2)
to Ĝ1. Explicitly, for χ⊗ π ∈ Ĝ1:
µX(χ⊗ π) = µÛ(1)(χ
′) · µX,η(π), (5.4.28)
where µX,η is the measure on ̂GL(2, E) (see Remark 5.4.3). Here, µÛ(1) is the counting
measure on the discrete set of characters of U(1) with BC(χ′) = χ.
We can now deduce the following extension of Theorem 5.4.1:
Theorem 5.4.4. Let η ∈ Ê× with η = ηE/F and χ ∈ Ê× such that χ|F× = 1. Let





where the inner product 〈 , 〉X,χ,η is given by (5.4.25). Furthermore, the relative characters
ΘXχ⊗π and the measure µX,η are normalized by the expressions (5.4.27) and (5.4.28).
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5.5 LRTF on the general linear side
Having the Plancherel formula on the general linear side at our disposal (Theorem 5.4.4),
we can now derive the LRTF for the general linear group in the rank one case.
Notational convention. For the remainder of this Chapter, bold-face symbols indicate the
groups and varieties of interest to the rank-one unitary case Gan-Gross-Prasad conjecture.
This convention is consistent with the notation used in the Introduction.
The context is as follows:
G1 := GL(1, E)×GL(2, E),
and
X := GL(1, F )×GL(2, F )
∖
G1 ' UE/F (1)×X.
Here, we make use of the short exact sequence:
1 −→ Gm −→ ResE/F (Gm)
x
xσ−→ UE/F (1) −→ 1,
whose associated long exact sequence in cohomology yields
F× \ E× ' UE/F (1).
As before, σ is the non-trivial element of Gal(E/F ).
Before we state the LRTF on the general linear side, we need to introduce some extra
notation. Let Z denote the G1-spherical variety
Z := GL(1, E)diag
∖
G1 ,
with the inclusion on the second factor GL(1, E) ↪→ GL(2, E) given by




The variety Z admits the right-invariant measure dz, which is defined as the quotient of the
corresponding group measures normalized as above.
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Recall from Section 5.4.1 that we fixed a Plancherel measure µG1 relative to our choices
of Haar measures on G1 and on the Levi of the standard Borel subgroup of G1. In order
to establish the LRTF on the general linear side, we also have to fix a Plancherel measure
µZ for Z and a compatible choice of local relative characters Θ
Z
χ⊗π giving the spectral
decomposition of the inner product on the space Z.
The decay of tempered matrix coefficients of GL(2, E) integrated on the diagonal torus
in (5.5.1) ensures that Z is, in fact, a strongly tempered variety for the group G1 (see
Definition 3.5.1). In particular, from Proposition 3.5.2 and Remark 3.5.3, we know that the
Plancherel measure µZ associated to Z is absolutely continuous with respect to the group
Plancherel measure. In this case, we take
µZ := µG1 .
Furthermore, the relative characters ΘZχ⊗π can be taken as the dual morphisms of the χ⊗π-
matrix coefficient integration maps as described for general strongly tempered varieties in
Section 3.5. We refer to these relative characters as being Ichino-Ikeda-type.
Next, for the statement of our main result on the LRTF in the general linear case in
rank one, we need to describe the notion of orbital integrals for the pair X and Z. We recall
the following definition from [Zhang, 2014b]:
Definition 5.5.1. Let H be a reductive group acting on an affine variety V defined over
the local field F of characteristic zero.
1. A point x ∈ V is H-semisimple if the orbit x ·H is Zariski closed in V .
2. A point x ∈ V is H-regular if the stabilizer stabx ⊂ H has minimal dimension.
Remark 5.5.2. In the case at hand, we apply Definition 5.5.1 to the pair H = G1 (which
is reductive) and V = X × Z (which is an affine F -variety by Matsushima’s criterion,
Theorem 2.1.1). We refer below to the set of points which are both semisimple and regular
with respect to G1 simply as the regular set (when the implicit group action is clear).
Let Ψ ∈ S(X, χ⊗ η) and Φ ∈ S(Z). As in Section 5.3, we consider the orbital integral




Ψ(x · g1)Φ(z · g1) dg1. (5.5.2)
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The regular locus
(X× Z/G1)reg
of the quotient space X×Z/G1 is defined as the set of G1-orbits of the regular semisimple
elements of X × Z relative to the G1-action (see Definition 5.5.1). The regular locus is
equipped with the structure of a variety over F .
Restricted to the regular locus, the orbital integral O(x,z)(Ψ⊗Φ) defines a smooth section
of the line bundle associated to the character χ⊗ η ◦ det of GL(1, F )×GL(2, F ):
O(x,z)(Ψ⊗ Φ) ∈ C∞
(
(X× Z/G1)reg, χ⊗ η
)
.
Let us clarify the notation here, because it is not the standard one. The orbital integral
O(x,z)(Ψ⊗Φ) defines a section of the bundle associated to χ⊗η in the following sense: if x =
(x1, x2) where x1 and x2 are coset representatives in GL(1, E) and GL(2, E) respectively,
and if x′ = (ax1, gx2) with a ∈ GL(1, F ) and g ∈ GL(2, F ), then
O(x′,z)(Ψ⊗ Φ) = χ(a)η(det g)O(x,z)(Ψ⊗ Φ).
We omit the composition with the determinant map from the notation above, as it is usually
implicitly understood.
For the purpose of establishing the LRTF it is not necessary to have an explicit de-
scription of (X × Z/G1)reg like the one given in [Zhang, 2014b, Section 2.1] in terms of
polynomial invariants. It suffices to know that the regular points have trivial stabilizers
and that they can be identified with a Zariski open set of the affine space A3. Furthermore,
there exists a canonical measure d(x, z) on the space of orbits X × Z/G1 defined as the
quotient measure dx× dz/dg1.
We use the standard notation for the induced action of G1 on S(X, χ⊗ η) 3 Ψ, written
as g1 ·Ψ(x) = Ψ(x · g1). Analogously for the action of G1 on S(Z).
Below, we work with a fixed character χ of E× which is trivial on F×.
For square integrable (and hence discrete) representations and irreducible tempered
principal series π ∈ ̂GL(2, E) alike, we define the following (G1)diag × (G1)diag-invariant
forms
Iχ⊗π : S(X, χ⊗ η)π̃ ⊗ S(X, χ−1 ⊗ η)π ⊗ S(Z)χ⊗π ⊗ S(Z)χ−1⊗π̃ −→ C (5.5.3)
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where the first copy of (G1)diag acts diagonally on the first and fourth factors of (5.5.3),
while the second copy acts diagonally on the second and third factors:























is shorthand for the relative matrix coefficient on the variety Z.
The following result gives an identity between two (G1)diag×(G1)diag-invariant pairings
on
S(X, 1⊗ η)⊗ S(X, 1⊗ η)⊗ S(Z)⊗ S(Z), (5.5.5)
where, as above, the first copy of (G1)diag acts diagonally on the first and third factors of
(5.5.5), while the second copy acts diagonally on the second and fourth factors.
Theorem 5.5.3. Fix characters χ, η ∈ Ê× with χ|F× = 1 and η|F× = ηE/F . Recall
that the definition of the LRTF is given by (5.3.2). For any Ψ1,Ψ2 ∈ S(X, χ ⊗ η) and
Φ1,Φ2 ∈ S(Z), we have the following identity:
LRTFX×Z/G1(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) =∫
(X×Z/G1)reg
O(x,z)(Ψ1 ⊗ Φ1)O(x,z)(Ψ2 ⊗ Φ2)d(x, z) =∫
π∈ ̂GL(2,E)
Iχ⊗π(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) µX(χ⊗ π). (5.5.6)
Here, the orbital integrals are given by (5.5.2) and the equivariant forms Iχ⊗π by (5.5.4) in
terms of the relative characters ΘXχ⊗π.
Moreover, µX denotes the fixed Plancherel measure of X given by 5.4.28 whose support
supp(µX) ⊂ Ĝ1 is identified with the irreducible tempered representations χ⊗π of G1 which
are (1⊗ η)-distinguished.
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Remark 5.5.4. According to the conjectural framework discussed in Section 2.1.4, the
measure µX should be identified with the Plancherel measure of the relative dual group of
X (see Section 2.1.2). Moreover, according to the results of Flicker (see Section 4.6.3) the
support of µX can also be identified with the irreducible tempered representations lying in
the image of the stable base-change map from U(1)× U(2).
Remark 5.5.5. We compare the equivariant forms Iχ⊗π in the Theorem statement with
the local spherical characters in [Zhang, 2014a, Definition 3.5]. Put Π = χ ⊗ π. In [loc.
cit.] the author defines the following spherical character7:





which is a GL(1, E)×(GL(1, F )×GL(2, F )η)-equivariant distribution on G1 (the η subscript
indicates η-equivariance with respect to the GL(2, F )-action). Here, the summation runs
over an orthogonal basis of vectors W in the (local) Whittaker model of Π, ϑ denotes a
canonical Hermitian pairing on the Whittaker model, and λ and β are (local) invariant
functionals
λ ∈ HomGL(1,E)(W(Π, ψ),C), β ∈ HomGL(1,F )×GL(2,F )(W(Π, ψ),C⊗ η) (5.5.7)
defined by integration of the vectors in the Whittaker model W(Π, ψ) of Π with respect to
a fixed additive character ψ of E×. The author in [loc. cit.] also considers a normalized
functional I\Π where the normalization is given by certain local L-factors. This normalization
does not play a role in this Remark.





= IΠ(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) (5.5.8)
up to a non-zero constant which we do not explicitly compute. Here, the choices of test
functions are related as follows:
Ψ1 = α
∨
1 ?χ⊗η δGL(1,F )×GL(2,F ),Ψ2 = α
∨
2 ?χ⊗η δGL(1,F )×GL(2,F );
Φ1 = β1 ? δGL(1,E),Φ2 = β2 ? δGL(1,E);
7denoted by IΠv in [Zhang, 2014a, Definition 3.5], indicating also the place v of a global number field F
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and
f1 = α1 ? β
∨
1 and f2 = α2 ? β2
∨
with αi, βi ∈ S(G1) for i = 1, 2, where δ• denotes the delta function of the corresponding
subgroup of G1, and where the notation ?χ⊗η indicates a twisted convolution defined by








· χ⊗ η ◦ det (g1) · δGL(1,F )×GL(2,F )(g1) dg1 ∈ S(X, χ⊗ η).
Of course, one knows the fact (5.5.8) a priori since the corresponding spaces of invariant
functionals in (5.5.7) are of dimension at most one. It may be instructive and useful (see
Problem 5.6.5), however, to explicitly relate the two invariant functionals.
Proof of Theorem 5.5.3. We start with the definition of the LRTF for the pair (X,Z),
which, as in Section 5.3 – see Equation (5.3.2), is given by
S(X, χ⊗ η)⊗ S(X, χ⊗ η),S(Z)⊗ S(Z) 3 Ψ1 ⊗Ψ2,Φ1 ⊗ Φ2 7→












Let us first prove that the integral in (5.5.9) converges. From Theorem 5.4.1 and formula









1 ·Ψ1,Ψ2)µX(χ⊗ π), (5.5.10)
with µX supported on tempered G
1-representations.







belongs to T (G1), the space of tempered functions on the group (see Definition 3.3.4).
Proof of Claim 1. For every χ⊗ π ∈ supp(µX),
g1 7→ ΘXχ⊗π(g1 ·Ψ1,Ψ2) (5.5.12)
belongs to the space T (G1) because, by definition, the relative character ΘXχ⊗π is an equiv-
ariant morphism which factors through
(χ−1 ⊗ π̃)⊗ (χ⊗ π) −→ C
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and each such matrix coefficient is a temepered function on G1. Now, by definition the
function (5.5.11) is an integral over Ĝ1 of relative characters (5.5.12) as in (5.5.10), so it
is a countable sum of compact integrals of the relative characters. In fact, for a fixed pair
Ψ1,Ψ2 there are only finitely many nonzero terms in this countable sum. The exponents of
each of the functions given by (5.5.12) with respect to the action of the Levi subgroup of




, where BE denotes the standard Borel subgroup of GL(2, E) ⊂ G1. We may then
conclude that the function (5.5.11) satisfies the same upper bound, of δ
1/2
BE
, for its asymptotic
exponents. Hence, it is a tempered function on G1 as claimed.

Next, by Proposition 5.3.2, since Z is a strongly tempered variety for G1, the Z-matrix
coefficient






belongs to the Harish-Chandra space C (G1). Therefore, because of the duality between the
Harish-Chandra and the tempered spaces of G1 we can deduce the absolute convergence of
the integral in (5.5.9).
We can now easily deduce the geometric side of the LRTF in this setting, that is, the
first equality in (5.5.6) by direct manipulation of the absolutely convergent integral (5.5.9).
We note first of all that the integral of a product of orbital integrals
O(x,z)(Ψ1 ⊗ Φ1)O(x,z)(Ψ2 ⊗ Φ2)
over the space of regular orbits parameterized by pairs (x, z) is well-defined because the
two sections lie in dual line bundles over the base. As in Section 5.3, we can first restrict
the integral over X × Z to an integral over the space of regular orbits under the diagonal
action of G1 since the latter are dense in the product space. Moreover, since the stabilizers
of regular points are trivial, we can decompose the integral over (X × Z)reg as an integral
over
(X× Z/G1)reg ×G1,
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and immediately obtain the desired integral of a product of orbital integrals on the geometric
side. We note that both facts used here, namely that regular points are dense and that they
have trivial stabilizers are special cases of [Zhang, 2014b, Lemma 2.1].
Next, we develop the spectral side of the LRTF and deduce the second equality in
(5.5.6). One difficulty we encounter is that at this stage we may not simply apply the
Plancherel formula (Theorem 3.4.4) for the group G1 to the integral (5.5.9) defining the
LRTF – despite absolute convergence – since the X-matrix coefficient is not a Harish-
Chandra function of G1. Instead, we start from the definition (5.5.9) and spectrally decom-
pose the X-matrix coefficient first as in (5.5.10). We may then interchange the integrals
over G1 and over Ĝ1 since the latter is, again, a finite sum of compact integrals (for a fixed









converges absolutely (by appealing to the duality between C (G1) and T (G1) as before).
As a consequence, we obtain the desired spectral side:










dg1 · µGX(χ⊗ π). (5.5.15)
The convergent integral (5.5.14) defines an element
Iχ⊗π ∈ Hom(G1)diag×(G1)diag (S(X, χ⊗ η)π̃ ⊗ S(X, χ⊗ η)π ⊗ S(Z)⊗ S(Z),C) ,
where the first copy of (G1)diag acts diagonally on the pair S(X, χ⊗ η)π ⊗S(Z), while the
second copy acts diagonally on S(X, χ ⊗ η)π̃ ⊗ S(Z). In fact, the morphism Iχ⊗π factors
through the coinvariants
S(Z)χ⊗π ⊗ S(Z)χ−1⊗π̃
in its third and fourth factors because ΘXχ⊗π(g
1 · Ψ1,Ψ2) is essentially a matrix coefficient
for the representation χ⊗ π.

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Remark 5.5.6. For completeness, in the following subsection we use the canonical asymp-
totics morphisms of the group G1 to provide an alternate derivation of the invariant forms
Iχ⊗π appearing on the spectral side of (5.5.6).
5.5.1 Alternate form of the spectral factors
First, recall the notation for the boundary degeneration of G1 and the asymptotics mor-
phism from Section 2.2. As for GL(2, E), there is a single asymptotic direction to consider
here, labelled as G1∅. The corresponding canonical asymptotics morphism is written as
e∗∅ : C
∞(G1) −→ C∞(G1∅).
Depending on the type of representation π ∈ ̂GL(2, E), we consider the following new
expressions denoted as Ialtχ⊗π(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) defined on a case by case basis below:









' GL(1, E)×GL(1, E) denotes the center of G1 (whose Haar measure
is normalized to give the subgroup of units volume one), and dg1 is the canonical
measure on the quotient group, which is isomorphic to PGL(2, E). The integral
(5.5.16) is Z(G1)-invariant and absolutely convergent by the discreteness assumption
on π.
2. for π ' Ind(ω1⊗ω2), an irreducible tempered principal series of GL(2, E), Ialtχ⊗π(Ψ1⊗













where A∅ is the Levi subgroup of G
1 acting on the boundary degeneration G1∅, and
du = d×a \ dg1∅ is the canonical measure on the compact quotient A∅ \G
1
∅. Moreover,
j here denotes the j-function of GL(2, E) (see Definition 3.4.2). Finally, the notation
|triv in the integral (5.5.17) means the following: a priori, the asymptotic function
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e∗∅ (. . .) from (5.5.17) is a generalized eigenfunction for action of A∅ with certain ex-





1 δE and ω2ω
−1
2 δE). The symbol |triv indicates that we restrict only to those
exponents whose restriction to A∅(O×E) is trivial. In this case, the integral (5.5.17) is
well-defined, that is, its integrand is A∅-invariant.
Proposition 5.5.7. With the notation as above (see Theorem 5.5.3), we have:
Ialtχ⊗π(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) = Iχ⊗π(Ψ1 ⊗Ψ2; Φ1 ⊗ Φ2) (5.5.18)
for every π ∈ ̂GL(2, E).
Remark 5.5.8. The above description of the Plancherel hermitian forms on the group in
terms of asymptotics is a special case of [Sakellaridis and Venkatesh, 2012, Theorem 11.3.1].
We give a straightforward derivation in our case.
Sketch of proof. To deduce the equality (5.5.18), we revisit the proof of Theorem 5.5.3












1 · Φ1,Φ2) µG1(ν ⊗ σ). (5.5.19)
The inner relative characters can be equivalently expressed as the trace
tr
(
ν ⊗ σ(g1 · F2)
)
or more succinctly as (g1 · F2)ν⊗σ to denote image of the Z-matrix coefficient under the
projection operator onto the ν ⊗ σ-coinvariant space. We adopt this notation for the rest
of the proof. Here, the dot action denotes the right action of g1 on F2.
Note that it suffices to consider only the representations of GL(2, E) since the character
χ is fixed throughout. We still work with the more general notation here. We consider two
possible cases.
First, if either π or σ above are square-integrable (and hence discrete), then the integral
(5.5.16) is absolutely convergent. Furthermore, if the integral (5.5.14) is non-zero, then it
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and it reduces to (5.5.16) by interchanging the integral
over G1 from (5.5.14) with the integral over Ĝ1 from (5.5.19). This shows the desired
factorization in the discrete case.
Second, we assume that π is an irreducible (unitary) principal series. The treatment of
this case follows that of Section 4.7 on the Plancherel formula for PGL(2, F ) \ PGL(2, E).






(g1 · F2)ν⊗σ µG1(ν ⊗ σ)
)
dg1. (5.5.20)
In the above expression, we first integrate over the center Z(G1) and then we can restrict the
integral over the whole unitary dual of G1 to a finite sum (given a fixed choice of Φ1,Φ2)
of integrals over χ−1 ⊗ O, where O ⊂ ̂PGL(2, E) are continuous tempered components
(each of which is parameterized by the unitary characters of E× modulo the Weyl group of










(g1 · F2)χ−1⊗σ µG1(χ−1 ⊗ σ)
)
dg1, (5.5.21)
where g1 ∈ PGL(2, E) ' 1 × PGL(2, E) ⊂ Z(G1) \ G1, and dg1 is identified with the
Haar measure on PGL(2, E) normalized as the given quotient measure. We may assume
from now on that the summation (5.5.21) consists of the single term corresponding to the
component O containing π. Indeed, the contributions from all of the other components
O vanish in the spectral decomposition (5.5.21) when paired against the matrix coefficient
ΘXχ⊗π(g
1 ·Ψ1,Ψ2).
Let Bδ ⊂ ̂PGL(2, E) be a ball of radius δ > 0 centered at the point π on the continuous
spectrum. Then we may write∫
χ−1⊗O




(g1 · F2)χ−1⊗σµG1(χ−1 ⊗ σ),
where Oδ := O \ Bδ (the definition makes sense even if π /∈ O). Next, recall the notion of
regularization (Definition 4.1.2), adapting it to integrals over the group G1 (the definition
from Section 4.1 is essentially correct mutatis mutandis for G1 since we may ignore the
contribution of the character χ of GL(1, E)). Regularization entails a choice of auxiliary
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data in its construction. First, a choice of compact subset of G1; we fix such a choice
uniformly for all σ ∈ O. Second, a complex parameter s. We include this auxiliary data in
our notation, as follows (see equation (4.1.2)):∫ reg
PGL(2,E)























(g1 · F2)χ−1⊗σµG1(χ−1 ⊗ σ) dsg1. (5.5.22)










1 ·Ψ1,Ψ2) · (g1 · F2)χ−1⊗σ dsg1 µG1(χ−1 ⊗ σ) (5.5.23)
because for any δ > 0 and any s satisfying <(s) > 0, the double integral over Oδ ×G1 is
absolutely convergent. Now for each s with <(s) > 0, the outer integral can be evaluated
by the residue theorem. Put




1 ·Ψ1,Ψ2) · (g1 · F2)χ−1⊗σ dsg1,
which is a meromorphic function in the variables s and ω, where ω denotes a parameter on
Ê× such that σ = σω = Ind
GL(2,E)








1 ·Ψ1,Ψ2) · (g1 · F2)χ−1⊗σ dg1,






F (0, π, σ) µG1(χ
−1 ⊗ σ) = P
∫
χ−1⊗Oδ
F (0, π, σ) µG1(χ
−1 ⊗ σ)












F (s, π, σ) µG1(χ
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where A∅ is the Levi subgroup of G
1 acting on its boundary degeneration, du = d×a \ dg1∅
is the canonical measure on the compact quotient A∅ \ G1∅, and j is the j-function of
GL(2, E) (as in Definition 3.4.2). The notation |triv is explained before the statement of
this proposition. Indeed, from the asymptotic expansion of the function e∗∅(. . .) above, we
see that only the exponents whose restriction to A∅(O×E) is trivial give a non-vanishing
contribution in (5.5.24).
Finally, since F (0, π, σ) defines an element of HomG1(χ⊗π, χ−1⊗σ) for any σ 6' π̃, we
must have that
F (0, π, σ) = 0 ∀σ 6' π̃.
This observations shows that the principal value integral vanishes and hence we obtain the
desired alternate form (5.5.17) for the relative character Iχ⊗π in this case as well.

5.6 Application to comparison theorems
We start with a previously established result, expressed using the standard notation for the
invariant spectral transforms in the setting of the relative trace formula:
Example. [Feigon, 2012, Theorem 5.3] gives the following local comparison theorem
(see Feigon’s results. in Section 5.2): for σ = BCη(σ
′) a supercuspidal representation of
Z(GL(2, E)) \GL(2, E) realized as the unstable base change (with respect to the character
η of E× satisfying η|F× = ηE/F ) of the representation σ′ of Z(UE/F (2)) \ UE/F (2), and for












lGL(2,F )(σ(f)v) · W(v).
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Here,W ′ andW are the local Whittaker functionals (the unique, up to normalization, invari-
ant functionals in HomN ′(π
′,Cψ′) and HomN (π,Cψ) respectively). Moreover, the unique
functional lGL(2,F ) ∈ HomGL(2,F )(π,C) involves a (regularized) integral over Z(GL(2, F )) \
GL(2, F ) in the expression for Jσ(f).
Below, we outline another local comparison for the rank one unitary GGP conjecture.
To state the result, we first recall the setup:
G1 = GL(1, E)×GL(2, E),
X = GL(1, F )×GL(2, F )
∖
G1 ' UE/F (1)×X,




Both X and Z are endowed with a right action of G1. We also have the following spaces
on the unitary side:
G2 := UE/F (1)× UE/F (2),
(where UE/F (2) denotes the quasi-split form defined over F ), and the quotient space




Both varieties Y and Z are strongly tempered, and so their Plancherel formulas can be
deduced as in Section 5.3:












It is our convention that by the unitary dual of a group, we mean the tempered unitary dual
– so that all the representations which appear in the Plancherel formulas above are tempered
for the corresponding groups8. In both of these cases, for tempered representations χ ⊗ π
8Equivalently, we may say instead that the Plancherel measures µG1 and µG2 are supported on the
tempered unitary duals of G1 and G2 respectively.
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and χ′ ⊗ ρ, the corresponding invariant forms given by ΘZχ⊗π and ΘYχ′⊗ρ are defined as the
dual morphisms of matrix coefficient integration over the stabilizers of generic points of Z
and Y (which are isomorphic to GL(1, E) and UE/F (1)) respectively.
Notational convention. Since we are working with a fixed quadratic extension, we write
simply U(1) for UE/F (1) and adopt the same convention for U(2), the quasi-split unitary
group in two variables associated to E/F .
We also work with a fixed character χ′ = (χ′1, χ
′





and obtain a Plancherel decomposition of L 2(Y′, χ′) (equipped with a natural inner product






in terms of representations χ′1⊗ρ with zρ ' χ′2. The LRTF in this case is given by Theorem
5.3.4.
As mentioned above, the main objective of this section (Theorem 5.6.3) is to compare
the LRTF s on the unitary and general linear sides (more specifically, Theorems 5.3.4 and
5.5.3), in analogy with the global comparison (performed in [Jacquet, 1986] and [Jacquet,
1987] in rank one, and [Zhang, 2014b], [Zhang, 2014a] in arbitrary rank based on work of
Jacquet and Jacquet-Rallis [Jacquet and Rallis, 2011]).
We motivate the next result from the viewpoint of the conjectural framework of the
relative Langlands program (see also Section 2.1.4). The work of Sakellaridis-Venkatesh
[Sakellaridis and Venkatesh, 2012] associates to every spherical variety X a relative dual
group LGX analogous to the Langlands dual group. It conjecturally plays a critical role
in the relative local Langlands conjectures and functoriality. Moreover, it is conjectured
in [loc. cit.] (some further instances of this conjecture are proved in [Gan and Gomez,
2011]) that the support of the Plancherel measure for X consists precisely of ĜX
temp
. For
strongly tempered varieties, since the relative Plancherel measure is absolutely continuous
with respect to the group Plancherel measure, we know supp(µGX ) ⊂ Ĝ. In fact, the
varieties Z and Y satisfy LGZ ' LG1 and LGY ' LG2 respectively.
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From the work of Flicker9 in [Flicker, 1991] (see Section 4.6.3), we can also verify that






We expect the analogous statement to hold for arbitrary rank n ≥ 2.
To setup our comparison of LRTF s, we use the well-known fact (which follows from
[Jacquet, 1986] in rank one, and from [Zhang, 2012, Section 2] in arbitrary rank) that there














(Yα ×Yα)(F )/(G2)α(F )
)reg
. (5.6.2)
Here, α varies over a set of pure inner forms of the variety Y × Y (see [Sakellaridis and
Venkatesh, 2012, Section 16.5]). Moreover, (G2)α denotes the G2-torsor of G2 acting on the
corresponding pure inner form Yα×Yα. The center of (G2)α is isomorphic to U(1)×U(1)
for every α. We can be more precise about the set of pure inner forms of Y: they are
parameterized by isometry classes of Hermitian spaces over E: W ⊂ V = W ⊕ Ev, with
dimEW = 1 and (v, v) = 1 with respect to the Hermitian inner product ( , ) on V (so that
the isometry class of V is uniquely determined by that of W ). In fact, there are exactly
two such W which determine in turn unitary spaces U(V ) of Hasse invariant +1 or −1.
The bijection 5.6.2 is equivalent to the bijection between regular semisimple double cosets(






U(W )diag \ U(W )× U(V )/U(W )diag
)reg
,
given in [Zhang, 2014b], where W runs, as above, over the two possible isometry classes.
In this setting, we have the notions of transfer and of matching of test functions as
in [Zhang, 2014a] and [Zhang, 2014b]. By [Zhang, 2014b, Corollary 2.7], there is a more
9A further reference on the matter is [Kable, 2004].
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refined notion of matching of χ-orbital integrals when we fix characters of the centers of
the groups G1 and G2 as we have done above. In fact, by [loc. cit., Lemma 2.1] we can













(Yα ×Y′α)(F )/(G2)α(F )
)◦ reg
, (5.6.3)
where α runs over the pure inner forms of the product Yα ×Y′α and
X′ := Z(X) \X,
where Z(X) denotes the quotient of the center Z(G1) by its intersection with the stabilizer
of a generic point of X. We do not need to explicitly describe the open dense subsets
(denoted by the ◦ superscript) of the two quotient stacks above for the purposes of our
application.
Let us clarify the notion of matching in our context.
Definition 5.6.1. We say that we have matching pairs (indicated by the symbol ↔)















for every matching of regular points (x′, z)↔ (y1,y′2) according to (5.6.3), if the following
equality between orbital integrals holds:
O(x′,z)(Ψ
′





Remark 5.6.2. A feature of the matching of orbital integrals in our context is that the
usual local matching factors as in [Zhang, 2014b, Section 2.4] do not appear: any choice
of matching factors entails the evaluation of the character η ∈ Ê× at a point depending on
the orbit defined by (x′, z), but since we always consider the product of orbital integrals in
(5.6.4) and η is unitary, the product of the local transfer factors cancels.
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The proof of smooth transfer [Zhang, 2014b, Theorem 2.6] ensures that we can find
matching pairs in our context as above. We can now state the following local comparison
between LRTF s on the general linear and unitary sides. Below, we only include an outline
of the main steps in establishing this local comparison.
Theorem 5.6.3. Fix characters χ1, χ2 of E
× and χ′1, χ
′
2 of UE/F (1) such that BC(χ
′
1) = χ1
and BC(χ′2) = χ2. Also, let η
′ be the character of UE/F (1) satisfying
10 BC(η′) = η2, where
η ∈ Ê× with η|F× = ηE/F . Furthermore, let Ψ′1,Ψ′2 ∈ S(X′, χ1 ⊗ χ2η); Φ1,Φ2 ∈ S(Z);
Ξ1,Ξ2 ∈ S(
∐










1 ⊗ χ′2η′) with α running over all pure inner
forms of the corresponding varieties. Assume that we have matching pairs:
Ψ1 ⊗ Φ1 ↔ Ξ1 ⊗ Ξ′1,Ψ2 ⊗ Φ2 ↔ Ξ2 ⊗ Ξ′2
as in Definition 5.6.1. Then for representations χ′1⊗ ρ ∈ Ĝ2 with zρ = χ′2 and χ1⊗π ∈ Ĝ1
with zπ = χ2η
2 such that BC(ρ) = π we have the following equality of measures
Iχ1⊗π(Ψ1 ⊗Ψ2; Φ1 ⊗Φ2)µX(χ1 ⊗ π) = tr
(




1 ⊗ ρ) (5.6.5)
provided π ∈ ̂GL(2, E) is either supercuspidal or unramified. The local equivariant forms of
















Sketch of proof. By [Zhang, 2014b] and the geometric-spectral formalism developed in
Section 5.3, there exists a matching for a dense set of regular semisimple orbits given by
(5.6.3). Consider Schwartz functions as in the Theorem statement which are matching pairs.
By definition (see also Remark 5.6.2), we have the following equality:
O(x′,z)(Ψ
′





We wish to deduce an equality of LRTF s by comparing the geometric sides of Theorems




1 ⊗ Φ1)O(x,z)(Ψ′2 ⊗ Φ2)d(x
′, z),
10Such a character exists by Hilbert 90 as η2|F× = 1.










An explicit calculation shows that the two canonical measures d(x′, z) and d(y1,y
′
2) coincide.
By restricting to the open dense subsets of regular points of the two quotient stacks as in
(5.6.3), we obtain the following identity:
LRTFX′×Z/G1(Ψ
′
1 ⊗Ψ′2; Φ1 ⊗ Φ2) = LRTFY×Y′/G2(Ξ1 ⊗ Ξ2; Ξ′1 ⊗ Ξ′2). (5.6.6)
The identity (5.6.6) implies that we can equate the spectral sides of the two LRTF s for
any choice of matching pairs as above. Hence, we obtain the following provisional spectral
identity for any choice of matching pairs:∫
{
χ1⊗π∈Ĝ1: zπ=χ2η2
} Iχ1⊗π(Ψ′1 ⊗Ψ′2; Φ1 ⊗ Φ2) µX(χ1 ⊗ π) =∫
{
χ′1⊗ρ∈Ĝ2: zρ=χ′2

















To obtain the second claim of the Theorem, we need to be able to separate the repre-
sentations which contribute to the two LRTF s. We consider two cases according to the
representation type: discrete or continuous.
First, discrete representations can either be supercuspidal11 or a twist of the Steinberg
representation. We only address the supercuspidal case here. For supercuspidal represen-
tations of GL(2, E) which are η-distinguished, we have an embedding into S(X′, χ1 ⊗ η)
for some χ1. Hence, we are free to choose matching pairs of test functions whose spectral
supports consist of a single supercuspidal representation and its corresponding base change
representation. By the globalization argument of [Hakim and Murnaghan, 2002, Theorem
1] and the comparison between the simple global relative trace formulas on the general
linear side and on the unitary side for rank one due to [Zhang, 2014b], we can conclude the
11Supercuspidal means relatively supercuspidal here, that is representations which admit an embedding
into the Schwartz space of the variety. In our cases, we have seen that the relatively supercuspidal spectrum
is contained in the group-supercuspidal spectrum for both the unitary and the general linear sides.
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non-vanishing of the LRTF s with this particular choice of matching test data. Then our
identity between LRTF s then immediately gives the desired conclusion for supercuspidal
representations: Equation (5.6.5).
For unramified representations, we use the Bernstein center acting on the unramified
tempered spectrum of GL(2, E) (as defined in Section 3.6) and the standard12 density
argument using the Stone-Weierstrass theorem to separate individual representations in the
continuous tempered unramified spectrum. In fact, in order to be able to do so, we need to
use fundamental lemma for the full spherical Hecke algebra (which is known in the unitary
setting, see [Zhang, 2014a]). Indeed, since the fundamental lemma is known for the full
spherical Hecke algebra, by the theory of Berstein center we have: for every polynomial





1 ⊗Ψ′2; Φ1 ⊗ Φ2)j−1GL(2,E)(πω)− J
′
χ′1⊗ρω
(Ξ1 ⊗ Ξ2; Ξ′1 ⊗ Ξ′2)j−1U(2)(ρω)
)




(Ξ1 ⊗ Ξ2; Ξ′1 ⊗ Ξ′2) = tr
(
(χ′1 ⊗ ρω)∗(F1)(χ′1 ⊗ ρω)(F2)
)
with BC(χ′1) = χ1 and BC(ρω) = πω. We obtain the equality (5.6.8) for the single unram-
ified component O as above by picking unramified test functions Ψ1⊗Φ1, Ψ2⊗Φ2, Ξ1⊗Ξ′1
and Ξ2 ⊗ Ξ′2. Here, W is the Weyl group of (2, E), O ' Õ/W denotes the tempered com-
ponent of unramified principal series πω with unitary parameter ω ∈ Õ and the j-functions
appearing are the usual j-functions for the groups GL(2, E) and UE/F (2) (see Definition
3.4.2). In order to write down the formula (5.6.8), we are implicitly identifying the image
of Ĝ2 under the stable base change map of with a subset of the spectrum of G1 contained
in supp(µX). In particular, we identify Õ as a subset of F̂× parameterizing both the un-
ramified principal series of UE/F (2) with fixed central character χ
′
2 and simultaneously the




12We already used this argument before in Section 3.7; it also appears in a global setting in [Sakellaridis,
2014a, Theorem 5.4.1].
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Since C[Õ]W
dense
⊂ C0(Õ)W , we obtain the equality of spectral measures (5.6.5) in the
unramified case.

A final note about strengthening our comparison conjecture:
Problem 5.6.4. We do not have a procedure to similarly isolate the Steinberg-type repre-
sentations, other discrete series which are not supercuspidal or individual representations of
other ramified continuous tempered components. Therefore, we cannot conclude the second
claim of Theorem 5.6.3 in any of these cases. For non-supercuspidal discrete series, the
problem is that we may not choose freely test functions whose support precisely consists of
the prescribed discrete series. While for ramified tempered components, we do not have at
our disposal a fundamental lemma for Hecke algebras with arbitrary level.
Future goal/speculation. A future goal is to establish comparison results in the vein of
Theorem 5.6.3 for arbitrary spherical varieties using the formalism developed in this thesis.
We focus on the higher rank cases in the context of the GGP conjectures first (see
[Gan et al., 2009]), and in particular on the unitary group formulation beyond rank one:
G′ = U(n)× U(n+ 1), H ′1 = H ′2 = U(n) and G = GL(n,E)×GL(n+ 1, E) with spherical
subgroups H1 = GL(n,E) embedded diagonally, and H2 = (GL(n, F ); η) × GL(n + 1, F )
with η a quadratic character of F (assuming n is even).
The intended application of these local comparison results is towards the refined Ichino-
Ikeda conjecture. Globally (fix Q as the number field of choice, for simplicity), it provides










where π is a cuspidal automorphic representation in L 20 ([G]), ON(π) is a an orthonor-
mal basis of cusp forms of π, f = ⊗′vfv ∈ S(G(A)), the global Schwartz space of G and
[Hi] = Hi(K)\Hi(AK) are the automorphic quotients appearing in the corresponding period
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where L denotes a certain quotient of L-functions, and (∗) is an explicit factor related to
sizes of L-packets (which the LRTF might also help shed light into). In the unitary GGP
case, the quotient of L-functions appearing in the formula is
L(s, π) := L (s,BC(π1)×BC(π2))
L(s+ 12 , π1 ⊗ π2, Ad)
,
where π ' π1 ⊗ π2 is an automorphic representation of G = U(n) × U(n + 1), and the
numerator is the central value of the Rankin-Selberg convolution L-function ([Jacquet et
al., 1983]) of base change representations BC(π1) of GLn(AE) and BC(π2) of GLn+1(AE).
As proof of concept, the case U(1)× U(2)←→ GL(1)×GL(2) is treated in our disser-
tation. In order to prove open cases of the Ichino-Ikeda conjecture in the unitary setting
(namely, the cases left open in [Zhang, 2014a, Cojecture 4.4] where the local components of
automorphic representations have arbitrary ramification), however, we need two additional
ingredients to our approach via intrinsic geometric and combinatorial properties of spherical
varieties.
Problem 5.6.5. We are missing the following two ingredients even in the rank one setup
addressed in this work:
1. An explicit formula expressing the invariant spectral forms on X× Z in terms of the
Whittaker model;
2. A method for separating individual representations outside of the unramified continu-
ous spectra of G2 and GX.
We hope that the results of our thesis will nevertheless serve as the first steps of a
systematic program in local harmonic analysis aimed at establishing explicit central value
formulas of automorphic L-functions associated to spherical varieties.
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