Abstract. The authors prove that the sufficient condition for the existence of an augmentation of the Chekanov-Eliashberg differential algebra of a Legendrian knot, which is contained in a recent work of the first author, is also necessary. As a by-product, the authors describe an algorithm for calculating Chekanov-Eliashberg invariants in terms of the front diagram of a Legendrian knot.
Preliminaries and Statements of Results
We consider the standard contact space R 3 with the contact structure defined by the 1-form α = y dx − dz. A Legendrian knot is a smooth knot γ in R 3 with zero restriction α| γ . The projection of a generic Legendrian knot onto the xz-plane, also called its front diagram, is a smooth closed curve with cusps and transverse double self-intersections but without vertical (parallel to the z-axis) tangents. This projection determines the Legendrian knot: the missing y-coordinate is reconstructed as the slope dz dx of the tangent to the projection. The projection of a generic Legendrian knot onto the xy-plane is a smooth closed curve enclosing zero area; this projection determines the Legendrian knot up to a translation in the direction of the z-axis.
Any topological knot is isotopic to (and C 0 isotopically approximated by) a Legendrian knot. However, topologically isotopic Legendrian knots are not always Legendrian isotopic. There are two classical invariants distinguishing Legendrian isotopy types within a topological isotopy types: the Thurston-Bennequin number and the Maslov number. Without discussing the definition of these numbers in terms of contact geometry, we mention that, these numbers are, respectively, writhe and rotation number of the xy-projection. In particular, the Maslov number is well defined for oriented Legendrian knots and changes sign when the orientation is reversed; the Thurston-Bennequin number does not depend on the orientation.
Topologically isotopic Legendrian knots with equal Thurston-Bennequin and Maslov numbers still may be not Legendrian isotopic. This was demonstrated in 1997 by Chekanov and Eliashberg who constructed a new, more powerful invariant. This beautiful result has been long presented only in preprints and oral talks; fortunately, a long awaited article by Chekanov has recently appeared [Ch] . We sketch the construction of Chekanov-Eliashberg invariant below (see [Ch] for further details).
Consider a generic xy-diagram Γ (the projection onto the xy-plane) of a Legendrian knot γ. Let S be the set of all crossings of Γ, and let A = A(Γ) be a free associative unital Z 2 -algebra generated by S. At every crossing s ∈ S, the diagram forms four corners, of which we declare two positive and two negative: if you approach the crossing s along the upper strand (that is, the strand with a bigger value of z), then the corner to the right of you is positive and the corner to the left of you is negative.
For every n ≥ 0 fix a convex planar domain P n bounded by a piecewise smooth curve with n + 1 corners numerated counterclockwise as v 0 , v 1 , . . . , v n . For a crossing s, consider the set I n (s) of regular isotopy classes of orientation preserving immersions f :
a neighborhood of v 0 covers a positive corner at s, and (4) for i = 1, . . . , n, a neighborhood of v i covers a negative corner at
It is proved in [Ch] that d 2 = 0. There exists also a natural grading of A which assigns to each crossing s a degree mod 2|m(γ)| (where m(γ) is the Maslov number of γ). (Here is the definition. Let us agree to count the measure of a positive corner as zero and the measure of a negative corner as 180
• . If we leave s along an upper strand, then the number of revolutions until the first return to s is a half-integer. Double it. This is the degree of s; modulo 2|m(γ)| it does not depend on the choice of a direction on the upper strand.) With respect to this grading the differential d has the degree −1. Theorem 1.1 (Chekanov, Eliashberg) . The graded homology algebra of (A, d) is a Legendrian isotopy invariant.
It should be remarked that the geometric description of the differential d given above does not present any reliable way to compute this differential for an explicitly given diagram, which justify our efforts to retrieve information not depending on this differential.
The following addition to Theorem 1.1 belongs to Chekanov. An augmentation of A is a multiplicative homomorphism ε : A → Z 2 such that ε(1) = 1 and ε • d = 0. This is the same as a function S → Z 2 vanishing on ds for any s ∈ S. An augmentation is called graded if ε(s) = 0 implies deg s = 0. If m(γ) = 0, there exists a useful notion of a ρ-graded augmentation where ρ is a divisor of m(γ); an augmentation ε called ρ-graded if ε(s) = 0 implies deg s ≡ 0 mod ρ. For an augmentation ε, A ε = (Ker ε)/(Ker ε) 2 is a vector space with the basis {s ε : s ∈ S} where s ε is the coset of s + ε(s). The differential d induces a "linearized"
If ε is graded (ρ-graded), then A ε retains a grading (grading modulo ρ) and d ε has degree −1.
Theorem 1.2 (Chekanov) . The set of Poincaré polynomials of complexes {A ε , d ε } for all graded (ρ-graded ) augmentations ε is a Legendrian isotopy invariant.
This theorem gives, in the graded case, a particularly convenient tool for distinguishing Legendrian isotopy types. Indeed, the dimensions of the homogeneous components of A ε are equal to the numbers of crossings of corresponding degrees and can be easily found from the diagram. Then the Morse inequalities give a substantial information about the cohomology of the linearized complex even without the knowledge of the differential d ε , and this information does not depend on the augmentation ε. The only thing we need to know is that an augmentation (a graded augmentation, a ρ-graded augmentation) exists. It is shown in [F] that the existence of an augmentation depends on a certain geometric property of an xz-diagram which is called in [F] a normal ruling.
A ruling of an xz-diagram of a Legendrian knot consists of (1) a correspondence between left and right cusps, and (2) for every pair of corresponding left and right cusps, and r, two disjoint (except and r) paths within the diagram, with strictly increasing x-coordinate, from to r such that paths joining different pairs of cusps can meet only at crossings.
Obviously, the paths of a ruling never pass through the cusps, except the endpoints, and cover the whole diagram; this covering is one-fold, except the crossings and the cusps, where it is two-fold. In particular, any crossing belongs to two paths which may exchange or not exchange the strands passing through the crossing. In the first case the crossing is called a switch. A ruling is called graded or ρ-graded, if all the switches occur at crossings of degree zero (of degree zero modulo ρ).
Below we assume that no two crossings of the diagram have the same x-coordinate.
Let s be a switch, let p u and p be the upper and lower paths of the ruling passing through s, and let q u and q be the other paths joining the same cusps as p u and p . Let z, z u , and z be the z-coordinates of s and of the intersection points of q u and q with the vertical line through s. We call the switch normal, if
In the remaining cases, z > z u > z, z > z > z u , and z > z u > z , the switch is called abnormal.
A ruling is called normal if all the switches are normal.
Here are some historical remarks. The notion of a ruling (without the normality condition) was first introduced in 1987, under the name of a disintegration, by Eliashberg [El] who proved that a "disintegration" exists for any xz-diagram of a Legendrian unknot. In 2000 it was considered independently by Chekanov and Pushkar [ChP] (who consider graded normal rulings under the name of "normal decompositions") and the first author of this article [F] . Chekanov and Pushkar used "normal decompositions" in their proof of Arnold's four-cusp conjecture; they proved that not only the existence of a graded normal ruling, but also the number of different graded normal ruling is a Legendrian isotopy invariant. A similar result for normal ruling without gradings is contained in [KF] .
In [F] , normal rulings were considered in connection with augmentations. The main result of [F] states that the existence of a normal ruling (a graded normal ruling, a ρ-graded normal ruling) is sufficient for the existence of an augmentation (a graded augmentation, a ρ-graded augmentation) in the Chekanov-Eliashberg algebra.
In Section 2, we will show how to transform an xz-diagram of a Legendrian knot into some special xy-diagram of the same Legendrian knot for which the Chekanov-Eliashberg algebra (including the differential) can be described by an explicit algorithm in terms of the initial xz-diagram. This algorithm can, certainly, be used for machine computations. The construction in Section 2 is a mixture of a construction in [F] and a construction belonging to Lenny Ng [Ng1] who use it to define the Chekanov-Eliashberg algebra in terms of an xz-diagram, rather than an xy-diagram.
In Section 3, we use the construction of Section 2 to give a shorter proof of the main theorem of [F] and to prove that the sufficient condition in this theorem is, actually, also necessary. Thus, we have the following final result. Theorem 1.3. The Chekanov-Eliashberg algebra of a Legendrian knot has an augmentation (a graded augmentation, a ρ-graded augmentation) if and only if the xz-diagram of this Legendrian knot has a normal ruling (a graded normal ruling, a ρ-graded normal ruling).
In the final section we will discuss the problem of the existence of normal rulings and their connection with other properties of Legendrian knots.
A Special xy-Diagram of a Legendrian Knot
Given a Legendrian knot, we can draw its xz-diagram in such a way that all the left cusps have the same x-coordinate and all the right cusps have the same x-coordinate. More specifically, let the left cusps have coordinates (0, 4s−1 2 ), s = 1, . . . , n and the right cusps have the coordinates (m + 1, 4s−1 2 ), s = 1, . . . , n where m is the number of crossings. Except disjoint circular neighborhoods of cusps and crossings, the diagram is contained in the union of horizontal segments [(0, t), (m + 1, t)], t = 1, . . . , 2n. The k-th crossing (k = 1, . . . , m) occurs at the point (k, 2n − k + 1 2 ) and involves the strands y = 2n − k and y = 2n − k + 1 (where 1 ≤ k < 2n). Thus, the whole diagram is encoded by the numbers n, m, 1 , . . . , m . The left diagram in Figure 2 gives an example with n = 2, m = 3,
To transform our xz-diagram into a convenient xy-diagram, we apply a trick belonging to Lenny Ng: we make our horizontal lines slightly diverging in such a way that the slope of lines forming a crossing should be less than the slopes of lines above the crossing and greater than the slopes of lines below the crossing. Also, at the cusps (both left and right) the slopes near a cusp should lie between the slopes of the strands above and the slopes of the strands below. On the xy-diagram, Figure 2 ) as x 1 , . . . , x m ; the n crossings which appear at the right cusps of the xz-diagram as y 1 , . . . , y n ; and the crossings created by splashes as a ± k;ij . Here i is the number of the horizontal strand (from the top to the bottom), j is the number of the splash within a group of 2n splashes (from the left to the right), k is the number of the group of 2n splashes (from 0 to m), plus and minus are attributes, respectively, to the right and the left crossing of the j-th splash with the i-th strand. These notations for the crossings are shown on Figure 3 .
The diagram of Figure 3 has many unnecessary crossings: the total number of crossings is m + n + 4n(2n − 1)(m + 1) (compare with m crossings of the xz-diagram and m+n crossings of Ng's xy-diagram. But it has an advantage: the differential of Chekanov-Eliashberg algebra can be explicitly written in terms of n, m, 1 , . . . , m . Here are the formulas. 
It is difficult to stand the temptation to rewrite these formulas in the matrix notation.
Let u A ± k , A ± k be strictly upper triangular matrices with the (i, j)-entries, respectively, a ± k;ij , a ± k;ji (i < j). Let J be the matrix with the entries j st = 1, if t = s + 1 and t is even 0 otherwise and X k , X k be the matrices with all the entries x k;st , x k;st being δ st with four (for each matrix) exceptions:
Then the formulas for d (except the formulas for dx k and dy ) can be written as
where
Proof of Theorem 1.3
Remind that we need to prove that the existence of a (graded, ρ-graded) normal ruling is necessary and sufficient for the existence of a (graded, ρ-graded) augmentation in the Chekanov-Eliashberg algebra. The sufficiency was proved in [F] , but we give here a shorter proof; the necessity is a genuinely new result.
Since the existence of both normal rulings and augmentations are Legendrian isotopy invariants, we can use xz-and xy-diagrams of our choice. We will use the diagrams constructed in Section 2 (and presented on Figure 2 , left, and Figure 3) .
Our proof will contain a direct construction of a normal ruling from an augmentation and an augmentation from a normal ruling. It is easy to check that if the given normal ruling is graded (ρ-graded), then so is the augmentation constructed, and vice versa. We leave this checking to the reader.
In terms of n, m, 1 , . . . , m , a ruling is a choice, for every k from 1 to m, of one of the two possibilities: x k is a switch, or x k is not a switch. These data define for k = 0, . . . , m a decomposition α k of the set J 2n = {1, . . . , 2n} into n pairs, or, equivalently, a fix point free involution α k : J 2n → J 2n . The following conditions should hold: (1) α 0 and α m are equal to the decomposition J 2n = {1, 2} ∪ {3, 4} ∪ · · · ∪ {2n − 1, 2n}; (2) the pair { k , k + 1} does not belong to the decomposition α k−1 (that is,
where τ k is the transposition of k and k + 1. The normality condition states that if x k is a switch, then one of the three chains of inequalities,
holds.
An augmentation assigns to each of x k , y l , a ± k;ij an integer modulo 2. We will shorten the notations ε(x k ), ε(y l ), ε(a ± k;ij ) to x k , y l , a ± k;ij ; thus, from now on, x k , y l , a ± k;ij denote integers modulo 2, the values of an augmentation. In these notations, the right hand sides of the formulas for d from Section 2 should be all zero. This describes an augmentation as a solution of a certain system of equations. Now we can prove Theorem 1.3. Normal ruling ⇒ augmentation. Suppose that a normal ruling exists. Then the following values of x k , y , a ± k;ij satisfy our system of equations (this can be verified by an direct computation) and hence form an augmentation. Put a + k;i,α k (i) = 1. In addition to this, if x k is a switch, then we also put
All the rest of values of the augmentation are 0.
Augmentation ⇒ normal ruling. Suppose that an augmentation exists. Consider the sequence of 2n × 2n matrices (with entries in Z 2 )
These are strictly upper triangular matrices with zero squares.
For a decomposition α of the set {1, . . . , 2n} into pairs, denote as B α the matrix b ij with
Let A be a strictly upper triangular matrix with a zero square. We say that the matrix A belongs to the type α if A = CB α D where C and D are upper triangular matrices with ones on the main diagonal. Obviously, a matrix can belong to only one type. It is clear also that if A = a ij belongs to some type α, then ( , +1) ∈ α if and only is a +1 = 1. For example, for n = 2 there are four matrices of the type (12)(34):
two matrices of the type (13) Proof of Lemma 1. The (matrix) formulas of Section 2 (which we translate into equations "right hand side equals zero") show that
This shows that, first, 
it is sufficient to consider the case n = 2. In this case, there are only three α's: α 0 = γ = {(1, 2), (3, 4)}, α 1 = {(1, 3), (2, 4)}, α 2 = {(1, 4), (2, 3)} There are also three possibilities for k : 1, 2, 3. Of the nine possibilities for (α, k ), three, (α 0 , 1), (α 0 , 3), (α 2 , 2) are prohibited by the condition ( k , k + 1) / ∈ α. Of the remaining six possibilities, three, (α 0 , 2), (α 2 , 1), (α 2 , 3), satisfy one of the conditions (1), while the other three do not. In these six cases (we abbreviate x k to x): 
(which follows from the formula for dx k , see Section 2). Then Lemma 2 implies that uÃ+ k−1 belongs to some type α k , which completes the induction. Also, a + m;2 −1,2 = 1 for = 1, . . . , n (which follows from the formula for dy ) and hence α m = γ. Together with the relations between α k−1 and α k arising from Lemma 2, this means that {α 0 , . . . , α m } is a normal ruling.
This proves Lemma 1. Theorem 1.3 follows, since Lemma 1 states the existence of a normal ruling.
Final Remarks
It is not known, which topological isotopy classes of knots contain Legendrian isotopy classes of Legendrian knots with normal rulings, the more so, graded or ρ-graded normal rulings. It is shown in [KF] , that a normal ruling exists for Legendrian representatives of all topological knots with ≤ 9 crossings, with two possible exceptions: 8 18 and 9 42 (we use the standard notations from knot textbooks). Each of these symbols represents two topological types of knots: that of some knot and of its mirror image. The knot 8 18 is a torus knot of the type (4, 3). It is known (see [EF] ) that Legendrian mirror torus knots of the type (p, q), with p > q and q odd, can never have any normal ruling. The knot 9 42 is known in the knot theory as the first example of a knot whose major polynomials are symmetric but which is still not a mirror knot. For one of the two types of knots encoded by the symbol 9 42 no normal ruling has been constructed so far.
Recall that there are some estimates for Thurston-Bennequin and Maslov numbers of Legendrian knots. Let γ be a Legendrian knot, let tb(γ) and m(γ) be its Thurston-Bennequin and Maslov numbers, and let e(γ) and f (γ) be the highest degrees of α in, respectively, HOMFLY polynomial P γ (α, z) and Kauffman polynomial F γ (α, z). Then |m(γ)| + tb(γ) < −e(γ),
tb(γ) < −f (γ) (
(see [FT] ). Computations in [KF] (see also [Ng2] ) confirm the following conjecture.
A Legendrian knot γ has a normal ruling, if and only if the estimate (3) is sharp, that is, tb(γ) = −f (γ) − 1.
Moreover, if tb(γ) = −f (γ) − 1, then the inequality (2) may give some freedom for m(γ) (this happens if f (γ) − e(γ) > 1. In all such cases (within the scope of [KF] ), a normal ruling exists, whatever m(γ) is.
Remark in conclusion that, according to Pushkar ([P] ), at least for Legendrian knots with zero Maslov number, the existence of a graded normal ruling is necessary and sufficient also for the existence of a generating family of functions. This creates relations between visibly unrelated properties of Legendrian knots.
