





Metody strojove´ho ucˇenı´ se cˇasto deˇlı´ na ucˇenı´ s a bez ucˇitele. Zapomı´na´ se ale, zˇe mezi
teˇmito dveˇma trˇı´dami existuje jesˇteˇ trˇetı´. Je jı´ skupina metod Reinforcement Learning. Tento
prˇı´speˇvek si klade za cı´l prˇedevsˇı´m popularizaci a rozsˇı´rˇenı´ poveˇdomı´ o teˇchto metoda´ch.
Metody Reinforcement Learning nabı´zejı´ mozˇne´ rˇesˇenı´ v prˇı´padech kdy zna´me cı´l nasˇeho
snazˇenı´, ale hodnocenı´ spra´vnosti jednotlivy´ch kroku˚ je obtı´zˇne´. Prˇı´kladem mu˚zˇe by´t na´vrh
umeˇle´ inteligence, ktera´ bude umeˇt hra´t sˇachy. Na konci hry lze objektivneˇ (a snadno) rozhod-
nout, ktery´ z hra´cˇu˚ vyhra´l. Hodnotit jednotlive´ tahy je na oproti tomu velmi obtı´zˇne´.
Za´kladem ucˇenı´ metodami Reinforcement Learning je interakce s prostrˇedı´m. Umeˇla´
inteligence se zde obvykle oznacˇuje jako agent. Ten sleduje prostrˇedı´ okolo sebe a pokud je to
mozˇne´, dosta´va´ take´ informaci o tom, jestli je pro na´s takove´ pozorova´nı´ zˇa´doucı´. Na za´kladeˇ
pozorova´nı´ agent volı´ akci a tou ovlivnˇuje prostrˇedı´. Cyklus se opakuje, dokud ho neprˇerusˇı´me.
Jednou z oblı´beny´ch metod Reinforcement Learning je algoritmus Q-Learning. Za´kladnı´
metoda prˇedpokla´da´ existenci Q-tabulky, jejı´zˇ rˇa´dky reprezentujı´ stavy (odvozene´ z pozorova´nı´
prostrˇedı´) a sloupce reprezentujı´ mozˇne´ akce. Agent tedy na za´kladeˇ pozorova´nı´ prostrˇedı´ urcˇı´
v jake´m se nacha´zı´ stavu a na´sledneˇ vybere optima´lnı´ akci. Takovou u ktere´ na za´kladeˇ zna-
lostı´ obsazˇeny´ch v Q-tabulce prˇedpokla´da´ nejvysˇsˇı´ celkovou odmeˇnu. Provedenı´ zvolene´ akce
zpu˚sobı´ zmeˇnu prostrˇedı´, tı´m pa´dem i mozˇnou zmeˇnu stavu, a agent provede u´pravu tabulky
tak, aby pro prˇı´sˇteˇ le´pe reflektovala prozˇitou zkusˇenost.
Jde o tzv. offline variantu, cozˇ znamena´, zˇe agent prˇedpokla´da´, zˇe v budoucnu vzˇdy zvolı´
optima´lnı´ akci. Beˇhem ucˇenı´ ale vzˇdy optima´lnı´ akce volena nenı´. Jde o princip oznacˇovany´
angl. jako exploration and explotation. Na zacˇa´tku je znalost agenta o prostrˇedı´ nulova´ a pokud
by vzˇdy volil optima´lnı´ akci (explotation), mohlo by se sta´t, zˇe se zasekne v neˇktere´m ze subop-
tima´lnı´ch rˇesˇenı´. Proto se zava´dı´ koeficient , ktery´ definuje pravdeˇpodobnost, s jakou se vybere
akce na´hodna´. Tı´m agent zı´ska´va´ zkusˇenost z alternativnı´ch rˇesˇenı´ a za urcˇity´ch podmı´nek je
schopen nale´zt rˇesˇenı´ optima´lnı´. Prˇi pouzˇitı´ offline varianty se hodnota  postupneˇ snizˇuje azˇ
k nule. Lehce odlisˇny´m prˇı´stupem je online varianta cˇasto oznacˇovana´ jako Sarsa. Prˇi te´to va-
rianteˇ neklesa´ hodnota  azˇ k nule nebo dokonce zu˚sta´va´ po celou dobu (behem ucˇenı´ i beˇhem
provozu) nemeˇnna´. Jak ukazuje rovnice (1), metoda to reflektuje a pro vy´pocˇet nepouzˇı´va´ op-
tima´lnı´, ale skutecˇneˇ zvolenou akci a. Q oznacˇuje Q-tabulku, St dany´ stav, At zvolenou akci,
α je koeficient rychlosti ucˇenı´, Rt obdrzˇena´ odmeˇna, γ je koeficient vlivu budoucı´ (ocˇeka´vane´)
odmeˇny, St+1 stav, ktery´ nastal vlivem provedenı´ akce At ve stavu St a At+1 v neˇm zvolena´
akce.
Q (St, At)← Q (St, At) + α (Rt+1 + γQ (St+1, At+1)−Q (St, At)) (1)




Na´sledujı´cı´ experiment ukazuje pouzˇitı´ algoritmu Sarsa pro rˇı´zenı´ (udrzˇenı´ ve vzprˇı´mene´
poloze) inverznı´ho kyvadla na vozı´ku. Pro simulaci je pouzˇita knihovna OpenAI Gym. Jde
o knihovnu prˇipraveny´ch prostrˇedı´, ktera´ prˇijı´majı´ akci a a vracı´ pozorova´nı´ o a odmeˇnu r.
Programa´tor se tak mu˚zˇe zcela veˇnovat pouze na´vrhu agenta. V tomto prˇı´padeˇ jde o prostrˇedı´
CartPole-v0. Prostrˇedı´ poskytuje pozorova´nı´ o cˇtyrˇech hodnota´ch: pozice vozı´ku, jeho rych-
lost, na´klon kyvadla a jeho u´hlova´ rychlost. Simulace probı´ha´ v diskre´tnı´ch cˇasovy´ch krocı´ch
0,02 s a v kazˇde´m kroku musı´ agent vybrat jednu ze dvou mozˇny´ch akcı´: postrcˇenı´ zleva, nebo
postrcˇenı´ zprava. Jednotlive´ simulace jsou rozdeˇleny na epizody prˇicˇemzˇ epizoda koncˇı´, pokud
vozı´k prˇekrocˇı´ povolenou vzda´lenost od strˇedu (selha´nı´), kyvadlo prˇekrocˇı´ povoleny´ na´klon
(selha´nı´), nebo cˇas simulace dosa´hne 200 kroku˚ (u´speˇch). Za kazˇdy´ krok simulace obdrzˇı´
agent odmeˇnu 1 a podle pokynu˚ autoru˚ se u´loha povazˇuje za vyrˇesˇenou, pokud agent dosa´hne
pru˚meˇrne´ odmeˇny alesponˇ 195 ve 100 po sobeˇ jdoucı´ch epizoda´ch.
Prˇevod pozorova´nı´ na stav rˇesˇı´m jednoduchou kvantizacı´. Pro kazˇdou hodnotu pozo-
rova´nı´ si zaznamena´m extre´my, ktery´ch dosahuje. Tento interval na´sledneˇ deˇlı´m symetricky
podle strˇedu na 10 stavu˚. Cely´ algoritmus je velmi jednoduchy´ nicme´neˇ zcela za´sadnı´ se uka´zalo
doplneˇnı´ penalizace za selha´nı´. Vy´voj hodnot pru˚meˇrne´ odmeˇny ve 100 po sobeˇ jdoucı´ch epi-
zoda´ch ukazuje obr. 1. Slouzˇı´ pouze pro ilustraci u´speˇsˇne´ho rˇesˇenı´ u´lohy.
Obra´zek 1: Vy´voj hodnot pru˚meˇrne´ odmeˇny
Protozˇe kazˇde´ pozorova´nı´ ma´ 4 hodnoty a agent volı´ v kazˇde´m stavu ze 2 akcı´, ma´
vy´sledna´ Q-tabulka 2 · 104 = 20000 hodnot. Z toho si lze prˇedstavit, zˇe rˇesˇenı´ slozˇiteˇjsˇı´ch
rea´lny´ch u´loh pomocı´ metod Reinforcement Learning nebylo z du˚vodu˚ vy´pocˇetnı´ na´rocˇnosti
dlouho mozˇne´. To ovsˇem zcela zmeˇnilo nahrazenı´ Q-tabulky a jı´ odpovı´dajı´cı´ch struktur hlu-
boky´mi neuronovy´mi sı´teˇmi a na´sledujı´cı´ vznik pojmu Deep Reinforcement Learning.
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