An iterative algorithm to determine the dynamic user equilibrium with respect to link costs defined by a traffic simulation model is presented. Each driver's route choice is modelled by a discrete probability distribution which is used to select a route in the simulation. After each simulation run, the probability distribution is adapted to minimize the travel costs. Although the algorithm does not depend on the simulation model, a queuing model is used for performance reasons. The stability of the algorithm is analyzed for a simple example network. As an example application, a dynamic version of Braess's paradox is studied.
Introduction
With modern simulation models it is possible to simulate the traffic of large road networks to a very high level of detail. The input data needed by such simulation tools is a set of drivers with corresponding routes and departure times.
To provide this input data, a model for the demand for transportation and a model for the route choice behavior is needed. The demand for transportation is usually described by an origin/destination matrix (ODM) which is estimated from demographic data.
For the route choice, Wardrop's first principle 1 is an accepted model: Every driver chooses a route for which the costs (usually the travel time) are minimal. This means that if more than one route is used for a given origin-destination pair, they have the same costs. The state in which every route choice satisfies this condition is called the user equilibrium. It is still common practice to simplify this problem by neglecting the time-dependence of the ODM and solve a static traffic assignment problem assuming some time-independent relationship between traffic flow and travel time.
In reality, the ODM is time dependent. During the rush hours the demand often exceeds the capacity of a road network leading to the buildup of traffic jams. Thus, the travel time depends on the history of the system, i.e. the current lengths of the traffic jams. Since for detailed simulation models this timedependence is the center of analysis, it cannot be neglected when calculating the route choices.
It is important to notice that the terms dynamic and dynamic user equilibrium are used in different ways 2 . In this paper we assume that the link capacities and the demand are constant from day to day, and the term dynamic relates to the fact that the demand varies over the day. Thus, the appropriate generalization of Wardrops's first principle is that all users with the same origin, destination and departure time, experience the same travel costs with no unused route having lower costs.
Several authors have proposed models for this dynamic user equilibrium 3, 2, 4 based on extensions of dynamic network models by Merchant and Nemhauser 5 and Carey 6 . However, the algorithm proposed by Ran and Boyce 4 requires linear programs with O(N M T ) variables, where M is the number of links in the network, N is the number of OD-pairs and T is the number of time steps, to be solved in an iteration process. For large networks with several thousand nodes and OD-pairs this is way above the size of linear programs tractable today.
A pragmatic way to find the time-dependent user equilibrium is by an iterative simulation 7, 8 : Choose some initial routes assuming zero traffic. Now calculate the network load and the travel times by simulation and update the route choices of the drivers. Iterate this process until the travel times are stationary, i.e. a fixed point of the iteration is found. However, in many cases this process tends to produce oscillations in the route choices or is unstable 8 . The existence and uniqueness of fixed points of iterative dynamic routing/assignment methods have been studied in a general context 9 , but the results are not applicable to travel time functions which result from a simulation model * . Another problem with this kind of iteration processes is the computational performance. Since individual route choices are to be modelled, a vehicle oriented simulation model is needed. Most vehicle oriented models are too slow to do many simulations of, for example, the traffic of a whole day in an urban street network in a reasonable amount of time. Even with a fast car-following model like the Nagel-Schreckenberg cellular automaton model 10 (NaSc), such an iteration needs a lot of CPU time: For a network with 8053 nodes and 12274 segments with a total length (summed over all lanes) of 27194km, a real-timeratio of 1-2 is achieved on 8 SUN Sparc CPUs 11, 12 . Therefore, an even simpler model which gives a good approximation of the travel times is called for.
The paper is organized as follows: In section two we describe an iterative algorithm for calculating the dynamic user equilibrium given a set of drivers with fixed origin, destination and departure time. In section three a queuing model which reproduces the travel times of the NaSc model is described. In section four the stability of the algorithm is analyzed for a simple example network. As an example application, a dynamic version of Braess's paradox is discussed in section five.
The Dynamic Assignment Algorithm
Given a time-dependent ODM, the problem is to calculate a set of routes that satisfies Wardrop's first principle with respect to a certain cost function (i.e. travel time). An obvious approach would be the following:
1. Initialize the route of each driver by the optimal route in the empty network.
3. Recalculate the optimal routes of a certain portion p of the drivers using the time dependent costs from step 2.
4. If routes have changed in step 3, go to step 2.
However, for a simple network with only two parallel routes of equal length this algorithm produces oscillating route choices since the drivers always choose the optimal route ('all or nothing assignment'), which is -assuming the cost function is an increasing function of the traffic volume -the route which is used by fewer cars. Hence even in this simple example the obvious user equilibrium -each route is used by 50 per cent of the drivers -is unstable. Such oscillations are also observed with similar assignment methods, see for example the paper of Clegg, Ghali and Smith 8 . To fix this instability we tried a driver oriented probabilistic approach which is described in this section. Each driver d is described by the following variables:
• a probability distribution p d on the set routes, i.e. a function
, which models the drivers route choice behaviour,
• 'subjective costs' c d : R d → R + , which represents the drivers knowledge of the travel time for each route.
Of course, no efficient algorithm can enumerate all routes in a network, so R d can only contain a small subset of all possible routes. There are two possible approaches to this problem:
1. Precalculate a 'feasible' set of routes, for example the k shortest paths which do not use any node more than once 13 .
2. Start with only a single route, i.e. the shortest path, for each driver. After each iteration of the algorithm below, check if the portion of each drivers travel time spent in queues exceeds some limit. If so, calculate the shortest path according to the time dependent link cost functions generated by the last simulation run and add this route to R d .
In the following R d is assumed to be fixed, but the generalization to the second approach is straightforward.
In each simulation, a driver d chooses a route r from R d according to the probability distribution p d . After the simulation, the costs c d (r) are updated according to
where c s (r) are the costs of route r measured in the simulation.
To prevent a driver from 'remembering' costs of a route he hasn't used for a long time, the costs c d (s) for other routes s ∈ R, s = r, are updated according to
where c g (s) are the costs of route s calculated from the time dependent link costs generated by the simulation. In the simulations done throughout this paper, µ was set to 0.05.
The relative cost difference
is used to compare two routes. The update rules for the probabilities p d (r) are formulated as
where
is a monotonic differentiable function with
Furthermore, symmetric fluctuations of δ rs around zero should be mapped to symmetric fluctuations around p d (r) to avoid any systematic drift away from the point of equilibrium. Therefore f ′′ (0) should be near zero. The function
satisfies the conditions above. Figure 1 shows f for a = 1, p d (r) = 0.8 and
The Queuing Model
For the iterative algorithm described in section two, a very fast vehicle oriented traffic flow model is needed. Even the NaSc model, which is already a minimal description of car following, is sometimes too slow. As given below, the CPUtime needed to simulate one day of traffic on the road network of the German city Wuppertal (16769 edges, 9098 nodes, 1.6 million trips) is about 9 hours. Therefore, for doing multiple iterations in a reasonable amount of time an even simpler class of models which gives a good approximation of the travel times is called for.
One such class is given by queuing models. Every link in a road network has an assigned capacity which corresponds to the maximum number of cars which can pass this link per unit time. If more cars arrive at a link, a queue builds up at this link. The concise rules of the model are given in the first two subsections. The third subsection addresses the question if this model is capable of describing the jam dynamics and thus the travel times of the NaSc model. Finally, the computational performance is discussed, especially with respect to the NaSc model. 
Links
In our model, every link in the road network is represented by a priority queue. Each link is described by the capacity q (maximum flow), the length l (to calculate the travel times) and the number of lanes (to calculate the maximum number of cars which fit into the link). When a vehicle enters a link, a travel time t travel is calculated from the length and the current state of the link, i.e. the current number n of cars on the link, and the desired velocity v 0 of the vehicle. The vehicle is then put into the priority queue with the corresponding time of arrival at the end of the link. Although any functional relation between density and velocity may be specified, the calibration has shown that for homogeneous fleets just setting t travel = l/v 0 gives estimates for the travel time of the NaSc model with an error of less than five per cent.
At each time step, a certain number of vehicles which have 'arrived' at the end of the link may leave the link. This number is constrained by the capacity of the link and by the maximum number of vehicles which fit into the next link. If there is more than one outgoing link, each vehicle chooses its next link according to its associated route plan and the capacity restrains are handled separately for each outgoing link † . If a link has more than one ingoing link and the total number of vehicles which may enter the link exceeds the capacity of the link, the available capacity is shared proportionally according to priorities associated with the links. In the NaSc model the fluctuations of the flow out of a jam lead to a fluctuating jam length and thus a fluctuating travel time. To reproduce these fluctuations, the capacity of the links is not constant but modelled by a normal distribution (see section 3.3).
Nodes
Nodes can be used to implement signalized and unsignalized intersections. However, in the current implementation used throughout this paper, delays at the nodes are neglected and we implicitly assume that delays imposed by intersections can be modelled by link capacities.
Calibration of the link model
Since the main objective is to calculate the user-optimal routes for a given timedependent ODM as an input for a car-following model, the travel times in the queuing model should be a good estimate for the travel times for the respective car-following model. In the sequel it is shown that the parameters of the queuing model can be chosen such that it reproduces the travel times of the NaSc model even in situations with non-trivial time-dependent queue lengths.
In the NaSc model 10 , we used the standard time and length scales of τ = 1s resp. λ = 7.5m and a maximum velocity of v max = 5λ/τ , a deceleration probability of p brake = 0.2. A merging of two lanes into one was used as the bottleneck. For the queuing model, the time step was set to 30s and the capacity of the link was modelled by a normal distribution ‡ whose parameters (mean 0.543s −1 and variance 2.3 · 10 −3 s −1 ) were set to the values measured in the NaSc model.
The input flow q to the bottleneck was changed periodically according to q(t) = 0.5 − 0.15 cos 2πt day + cos 4πt day which shows the typical structure of two 'rush-hours' per day. The parameters were chosen in a way that the queue does not fully dissolve between the rush hours. For both models the results were averaged over 500 simulation runs. Figure 2 compares the outflow of the bottleneck and the relation between travel time and the number of cars in the system in both models. Both mean values and standard deviation of flow and travel time are reproduced very well. Even the dynamic of the decrease of the queue length at noon (the 'loop' structure) is similar in both models. Table 1 compares the computational performance of the queuing model and the NaSc model. Depending on the implementation, the computation time for a single link in the NaSc model grows linear either with the length l of the link or the number n = ρl of cars on the link, where ρ is the average density of cars. The computation time in the queuing model consists of a part which does not depend on the link length but only the flow through the link (i.e. calculation of arrival times) and the time to insert the vehicles in the priority queue, which grows logarithmically with the number of vehicles in the queue.
Computational performance

Stability Analysis
The simplest network to analyze the stability of the algorithm is a net with only two nodes O and D and two routes r 1 and r 2 of equal length from O to D which have only one bottleneck at the end of each route. For simplicity, a time continuous formulation is used in the sequel although the simulation model uses discrete time steps. ‡ Negative capacity values were cut off.
An Iterative Algorithm to Determine the Dynamic User Equilibrium ... Let d(t) denote the demand, v the velocity of the cars, C i and l i the capacity resp. the length of route r i , Q i (t) the number of cars in the queue of r i at time t and T i (t) = l i /v + Q i (t + l i /v)/C i the travel time for vehicles which use route r i and start at time t.
Wardrop's first principle T 1 (t) = T 2 (t) in this case is simply
The number of vehicles entering route i per unit time at time t is d(t)p i (t) and these vehicles enter the bottleneck queue at time t+l i /v. During an infinitesimal interval dt, the number of vehicles leaving the queue is C i dt provided there are vehicles in the queue. So the dynamics of the queues are given bẏ
For the 'jammed case' with p i d > C i , the equilibrium conditionṪ 1 (t) =Ṫ 2 (t) yields
as expected. Let us assume there is a congestion period starting at t 0 and ending at t 1 = t 0 + ∆t and at some time t pert during this period a perturbation of the user equilibrium leads to a travel time difference ∆T (t pert ) = T 2 (t pert )−T 1 (t pert ) = ε. Since the p i fulfill the equilibrium conditionṪ 1 (t) =Ṫ 2 (t), this travel time difference remains constant until the queue dissolves. According to the update rules, all drivers starting during the congestion period after t pert will change p 1 by the amount
where p ′ i denotes the updated probabilty of choosing route r i .
During the next iteration, this perturbation of p 1 leads to different travel times for the drivers which start after t pert during the congestion period, resulting in a travel time difference ∆T (t). We have
and therefore
The stability of the algorithm is ensured if
Taylor expansion using (10) yields
Combining this with (13) yields the stabilty condition
on f ′ (0) and an expression for the domain of stability
For the special update rule (6) condition (14) is equivalent to
An Iterative Algorithm to Determine the Dynamic User Equilibrium ... 10
Numerical example
In this section the stability condition is numerically tested for an example network with only two nodes O and D and two routes r 1 and r 2 joining them. The duration of one simulation period T is 3 hours, and the capacities and the demand (both in units of vehicles per second) are given by
The equilibrium p i are
The time step ∆t was set to 30s and we use the abbreviation t i = i∆t. The lengths of the routes are chosen such that the travel time in the uncongested network is about 460s while the maximum travel time is around 1200s. The duration of the jammed period is about 6000s and the minimum value of (T 1 + T 2 )/d is approximately 300s 2 . According to condition (16), the algorithm should be stable for a < 0.15.
To test the stability of the algorithm, we define
which is a measure of how far the system is off the equilibrium. The average value δ 2 12 of δ 2 12 over several iterations starting at the equilibrium indicates whether the systems stays at the equilibrium or is drifted away by the algorithm. To test the convergence of the algorithm, the iteration was run with a = 0.1 and randomly distributed p i . Figure 4 shows that after about 160 iterations δ 2 12 has reached the equilibrium value showing that the algorithm has converged. By using a higher starting value (a = 0.4 in this example) and decreasing it during the iteration to a value for which the algorithm is stable, the convergence of the algorithm can be drastically speeded up.
Example: Braess's Paradox
As an example of a nontrivial dynamic user equilibrium we study a dynamic version of Braess's paradox which shows the counter-intuitive consequences Wardrop's first principle can have. As Braess 14, 15 has shown, adding links to a network can increase the travel time for each driver if every driver tries to minimize her travel time, i.e. if Wardrop's first principle is applied.
In the dynamic case, the effectiveness of a network extension with respect to the global performance strongly depends on the demand. We demonstrate this fact by considering the two example networks shown in figure 5 . The length of the individual segments are chosen such that the length of routes A and B (see figure 5 ) is 120km and the length of route C is 80km. Both nets have an optimal throughput of 1.6 (flow on routes q(A) = q(B) = 0.8). Here and in the sequel flows are measured in vehicles per second. For demands d < 0.8, the optimal route in network 2 is C.
Braess's Paradox occurs in the dynamic case when the demand rises above the capacity of route C. Consider for example the difference between network 1 and network 2 with a demand of the form
with d max > 1.6. In network 1, the optimal solution is always f (A) = f (B). For network 2, the situation is more complicated and the optimal route choice depends on the demand. While q is less than 0.8, C is of course optimal. C remains optimal until the queue length in C compensates for the different lengths of the routes. C remains in equilibrium with A and B until d reaches 1.6. In this equilibrium, route C is already congested although the demand is less than the capacity of the network. Since the bottlenecks of route C are also the bottlenecks of routes A and B, the travel times in network 2 are higher than in network 1 until the queues dissolve when d decreases. Figure 6 shows the simulation result for this scenario.
Conclusions
With modern computers and fast car-following models it is possible to simulate the traffic of large road networks to a high level of detail. The accuracy of such network simulations does not only depend on the accuracy of the car-following model but also on the correctness of the origin-destination matrix and route choice model which is used to generate the individual routes from this origindestination matrix.
Models for the dynamic traffic assignment usually use special link cost functions and do not enforce a first-in first-out condition. Therefore, the routechoices generated by such models are not user-optimal with respect to the travel times in a car-following model. This is especially problematic for simulations studying the effect of systems like Advanced Traveler Information Systems (ATIS) or Advanced Traffic Management Systems (ATMS) which influence the route choice behavior. Although network 2 has the same capacity as network 1, the user equilibrium condition leads to a suboptimal throughput until the queue length in C compensates for the different lengths of the routes. This results in higher travel times for network 2 during the rush-hour.
The algorithm described in this paper solves this problem as it calculates user-optimal route choices for a time-dependent origin-destination matrix with respect to a cost function defined by a simulation model. Although the stability of the algorithm is only shown for a simple example network, first results with urban and highway networks suggest that the algorithm is practicable for more complex networks as well.
The queuing model described in section three, which is up to two orders of magnitude faster than the NaSc model, can be used to improve the performance of the algorithm. Even in cases where the approximation of the queuing model is not good enough and an iteration with the NaSc model is necessary, it may reduce the number of iterations needed by providing a good initial approximation of the user equilibrium to start with.
