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Compléments à l'étude des opérateurs de classe C0 
Par BÉLA SZ.-NAGY à Szeged et CIPRIAN FOIAÇ à Bucarest 
Dédié au 70ième anniversaire de M. László Rédei 
Dans cette Note on poursuit l'étude des opérateurs de classe C0, c'est-à-dire 
des contractions complètement non-unitaires T d'un espace de Hilbert telles que 
u(T) = 0 pour une fonction convenable uÇ_H°°, u^éO, et on réussit de compléter 
d'une manière essentielle certains résultats des Notes [2] et [3]. La clé en est fournie 
par le théorème 1 affirmant que pour tout Tç C0 il existe un sous-espace invariant^ 
cyclique tèl que la restriction de T à ce sous-espace ait la même fonction mini-
mum que T. (On a démontré ce résultat dans [2] sous la condition additionnelle 
que T est de multiplicité fiT finie.)1) 
On établit alors (théorème 2) une liste de conditions équivalentes à la condi-
tion nT = 1 (opérateurs „sans multiplicité"), en étendant de cette façon à la classe 
Q, des résultats obtenus dans [2] pour les classes particulières C0(N). On démontre, 
entre autres, que si un opérateur T de classe C0 admet un vecteur cyclique, il en 
est de même de T* ainsi que de toute restriction de T à un sous-espace invariant. 
Ensuite on considère les opérateurs T de classe C0 tels que fxr < et en montrant 
qu'alors nT* = fi r (théorème 3) on parvient à étendre un résultat fondamental de 
[3], notamment on obtient que Tes t quasi-similaire à un „opérateur de Jordan" 
S(mlt..., mK) et un seul, avec K=nT, et que par conséquent le second commutant 
de Test composé des fonctions (p(T) de T. 
1. Préliminaires 
Lemme 1. Soit J une famille de fonctions intérieures (scalaires) pour le dis-
que unité ouvert D, jouissant des propriétés: a) pour u, v£<? on a aussi «VDÇ/, 
b) il y a un AqÇD tel que, pour u variable dans J , |«(Ao)| ait un infimum y^-0. Dans 
') Pour un opérateur T dans l'espace § la multiplicité MT est définie comme la cardinalité 
minimum d'un ensemble S dans S tel que S , T S , T2 S , . . . sous-tendent 
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ces conditions toute suite u„ J , telle que |W„(A0)| -»Y, contient une Suite partielle qui 
converge dans D vers Vu.2) 
{Cf. [4]; on applique le théorème de Vitali-Montel.) 
Dans ce qui suit T désignera un opérateur défini dans l'espace de Hilbert §>, 
de classe C0. La fonction minimum de T sera notée par mT. Pour un ensemble 
non-vide 31 dans § on écrit 9JÎ(91) pour le sous-espace, invariant pour T, défini 
oo 
par V Tn11; la fonction minimum de r|9Jî(3l) sera notée aussi par mm. En parti-
n = 0 
culier, si /26$, on écrira mh pour la fonction minimum de la restriction de T au 
sous-espace invariant 9Ji (//) = V T"h. n = 0 
Le mme 2. Pour hh-*-h {hh, h Ç §) et À0Ç,D quelconques, on a 
|mh{À0) S liminf |MFCN(A0)|. 
n~*co 
Dans la démonstration on fait usage, entre autres, de la propriété suivante du 
calcul fonctionnel pour les contractions complètement non-unitaires {cf. [1], théorème 
III. 2. 1 (c")): Pour toute suite de fonctions un£H"' uniformément bornées et tendant 
vers 0 dans D, on a un{T)O. On applique ce fait notamment à une suite partielle 
des mh — mh, obtenu par le théorème de Vital itM on tel. (Pour les détails voir [4], n° 3.) 
Lemme 3. (SHERMAN)3) Soit 5} un souS-espace de de dimension 2. Les 
pour lesquels mh=mH, font un ensemble dense dans Notamment, les h exception-
nels sont compris dans la réunion d'un ensemble dénombrable de sous-espaces de S\ de 
dimension 1. 
D é m o n s t r a t i o n . Pour hx,h2Ç.& de directions différentes on a K = V/i2, 
5)i(il) = 9K(/z1)V®i(/?2) et par conséquent mR = mhlVmh2; cf. [1], proposition 
III. 6. 2. En posant ph = msJ?nh la dernière relation est équivalente à la relation 
Pk,hph2 = L Or, pour la fonction intérieure une famille de diviseurs intérieurs 
2) Pour une famille {S„} de sous-ensembles non vides de l'espace on désigne par \J <5„ le 
a 
sous-espace sous-tendu par les vecteurs compris dans la réunion U S „ . — Pour une famille {«„} 
a 
de fonctions intérieures, on désigne par A«« le plus grand diviseur intérieur commun et par V"« le 
a a 
plus petit multiple intérieur commun (si celui-ci existe). ' 
3) Ce lemme est indiqué dans [6] et démontré dans un cas particulier. La démonstration in-
génieuse pour le cas général (que nous allons esquisser) nous a été communiquée par M. J. SHER-
MAN. 
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propres, premiers deux à deux, est nécessairement dénombrable. Cela résulte en 
considérant la représentation de mA moyennant ses zéros dans D et la mèsure sin-
gulière correspondante sur la circonférence unité. 
Théorème 1. Pour tout opérateur T de classe C0 dans l'espace 5), il existe un 
f f 9) tel que mf~mr. 
Remarque . Ce théorème a été démontré auparavant pour le cas particulier 
où nT<<=o; cf. [2], théorème 1 et la remarque à la fin du n° 4. Nous en ferons usage 
dans ce, qui suit.*) 
Démons t r a t i on . Choisissons X0£D tel que m - p i ^ ^ Q et posons 
Comme chaque mf est un diviseur intérieur de mT, on a y' = y (̂ =>0); la famille 
des fonctions mf ( / € § ) vérifie donc la condition b) du lemme 1. Elle vérifie la con-
dition b) aussi: il n'y a qu'à appliquer le théorème pour T' = T\'3R(fi,f2) au lieu 
de T (cas établi dans [2] parce que f i r ^ 2 ) , en observant aussi que mT'=mfl V mf2 
(cf. [1], proposition III. 6. 2). 
Soit {/„} une suite minimisante pour y'. En vertu du lemme 1 elle comprend 
une suite partielle {g„} convergeant dans D vers le plus petit multiple intérieur com-
mun m des fonctions mr (/£§>). Or on a évidemment V ®l(/) = d'où u = mT 
/ € S 
(cf. [1], proposition III. 6.2). On a donc en particulier mgn(X0)—mT(X0), d'où 
Y ~ y-
Supposons que 'mT ne coïncide avec aucune des fonctions mf. Puisque mf 
est un diviseur intérieur de mT , cela veut dire que \mf(lQ)\>-\mT(Xo)\ pour tout 
/ £ En d'autres termes, on suppose donc que l'espace § est la réunion des sous-
erisembles 
Chaque ak est. différent de § (autrement, on aurait y' S y + l//c.pour un k) et est 
2. L'existence de / vérifiant mf = mT 
y = |ffîr(A0)| et y' = inf |my(A0)|. 
*) (Ajouté dans les épreuves:) M . D O M I N G O A . HERRERO vient de nous signaler qu'il a trouvé, 
ily a plus d'une année, le résultat suivant plus fort que notre théorème: Pour TiC0, l'ensemble 
des vecteurs /£§ pour lesquels mf^mT est un F„ et de première catégorie. 
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fermé (conséquence du lemme 2). En vertu du théorème de Baire l'un au moins 
des ensembles <rk doit alors comprendre une boule 
® = {/• | | / - / o | H e) (e^O), 
c'est-à-dire qu'on a 
(1) I w ^ A q ) ! ^ ! pour un V j ^ y et pour t o u t / £ S . 
Or, comme y' = y, il existe un g £ § tel que 
(2) K ( A 0 ) | < y i ; 
/ 0 et g sont linéairement indépendants (parce que mfo ^ mg), donc déterminent un 
sous-espace 91 de dimension 2. Puisque 9JI (g) c9 ï î (21), mg est un diviseur de mm 
et par conséquent |W 0 (A O ) | S I ^ Î A Q ) ! , donc vu (2) on a \m^(X0)\. 
D'autre part, il s'ensuit de lemme 3 que les / £ 2 1 pour lesquels mf = mm, sont 
denses dans 21. Ainsi il existe un /£21H93 tel que mf=mn; vu (1) on a donc 
Les deux inégalités pour |wa(A0)|, étant contradictoires, nous avons démontré 
par l'absurde l'assertion du théorème. 
3. Vecteurs cycliques et quasi-similitude à un S (m) 
Pour une fonction intérieure m on désigne par S (m) l'opérateur de classe C 0 ( l ) 
défini dans l'espace §(m) = H2 QmH2 par (S ,(w)*«)(A)=—[w(A)-«(0)]; cf. [3]. 
A 
P r o p o s i t i o n 1. Soit T de classe C0 dans a) Si T ou T* admet un vecteur 
cyclique, il en est de même de Vautre et dans ce cas T est quasi-similaire à S (m) (et T* 
à S(m~)), où m = mT.4) — b) Inversement, si T est quasi-similaire ù un S(m), T et T* 
ont des vecteurs cycliques. 
D é m o n s t r a t i o n . 
Ad a). Par raison de symétrie il suffit d'envisager le cas où T* a un vecteur 
cyclique /* . Choisissons alors un élément / £ § tel que la restriction T0 de T au 
sous-espace invariant § 0 =9Jl( / ) ait la même fonction minimum que T (cf. théo-
rème 1). Nous allons démontrer que / est cyclique pour T. 
Soit g £ § , d'ailleurs quelconque, et désignons par Tg la restriction de T au 
sous-espace invariant $$g=W(f, g). Puisque T0czTga T, la fonction minimum de 
Tg est aussi égale à mT. 
. *) Dans [2] on a établi ce fait pour les classes particulières C0(N) seulement. 
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Il est évident que D'autre part, on a = 1 parce que la projection . 
orthogonale de/„. à est un vecteur cyclique pour T*.5) Puisque HT„ — 2 e t = '> 
on déduit du théorème 2 de [3] que (jiTg = 1 et) Tg est quasi-similaire à l'opérateur 
S = S(m), m = mTg = mT; cela subsiste en particulier pour T0 (cas g=0) . 
Donc il y a des quasi-affinités Xg: &g—§)(m) et Yg: §>(m)—§>g telles que 
(3) SXg = XgTg et TgYg= YgS. 
Puisque T0czTg, la quasi-affinité Y0 : § (m) § 0 induit une injection 6) 
Yg: $ ( / » ) - $ , telle que Yg$)(m)=iJo. 
Par conséquent, Zg = Y'gXg sera une injection de dans § 9 vérifiant 
(4) % = § o-
On déduit aisément de (3) que XgYg et XgZgYg permutent à S. En vertu d'un 
théorème de SARASON [5] il existe donc des fonctions ug,vgÇ;H°° telles que 
XgZgYg = ug(S), XgYg = vg(S). 
Faisant usage de (3) on en déduit les relations 
YgXgZgYg=Ygug(S) = ug(Tg)Yg, YgXgYg=Ygvg(S) = vg(Tg)Yg; 
vu que Yg § (m) =§>g il en dérive que 
(5) YgXgZg = ug(Tg), YgXg = vg(Tg). 
Les opérateurs Yg, Xg, Zg étant des injections, il en est de même de leur produit 
ug(Tg), donc aussi de ug. (Tg) où ugi désigne le facteur intérieur de ug.7) Cela entraîne 
que uglAmTg — 1. 8) Comme on a mTg=m = ms, la fonction minimum de la re-
6) Si A est un opérateur dans § et fi est un sous-espace invariant pour A, alors A^=A\2 vérifie 
les équations As,nPs=Ps>An* ( n = 0 , 1 , . . . ) où Pa est la projection orthogonale à fi. Si A* admet 
un vecteur cyclique h, les vecteurs Ps>A*"h ( «=0 ,1 , . . . ) sous-tendent le sous-espace / > £ § = £ et o n 
conclut que le vecteur P&h est cyclique pour 
6) y'gh= Y0h pour „Injection" veut dire une transformation biunivoque de l'espace 
de départ dans l'espace final. 
' ) Pour le facteur extérieur ug., l 'opérateur uga(Tg) est une quasi-affinité dans cf. [1] pro-
position III. 3. 1. 
8)—9) On applique ici les faits suivants, valables pour tout opérateur T de classe C0 (dans §> 
et pour toute fonction intérieure w: Les sous-espaces 
& , = { / : / € & w ( D / = 0} et 
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striction de S1 à ugi(S)Ç>(m) sera donc égale à ms.9) Or on déduit.de [2], théorème 2> 
que la restriction de l'opérateur S(£ C0(l)) à un sous-espace invariant propre 
a sa fonction minimum diiïérente de ms. On conclut que ugi(S)fy(m) =9)(m) et par 
conséquent ug(S)§>(m) = §>(m), d'où il dérive par (3): 
ug(Tg)%g = ug(Tg)Ygf)(m) = Ygug(S)Um) = ï , S («) = $,. 
D'autre part il dérive de (4) et (5) que 
ug{Tg)9>q = vg(Tg)Zg9)g = vg(Tg)^= v] T0)§0 c §0. 
On a donc ce qui veut d're que tout élément g de § est compris dans 
:§0. Donc § 0 = § , T a le vecteur cyclique / et est quasi-similaire à S(m). 
Ad b). Si T est quasi-similaire à S(m), T* est quasi-similaire à S(m~) et in-
versement. Or S(m) et S(m~) ont des vecteurs cycliques (tels sont 1— m(Q) m et 
1 -m~(0)m~). Grâce aux quasi-similitudes en question, Te t T* ont aussi des vecteurs 
cycliques. 
La proposition 1 est démontrée. 
Corol la i re . Si un opérateur T de classe C0 admet un vecteur cyclique, il en est 
de même de la restriction de T à un Sous-espace invariant fi. 
En effet, T* a alors un vecteur cyclique ; la projection de à fi sera cyclique 
pour ( r |£)* (cf.5)) ce qui entraîne à son tour que Tjfi admet aussi un vecteur 
cyclique. 
4. Opérateurs sans multiplicité 
Nous sommes à même de montrer que le théorème 2 de [2], établi là pour les 
classes C0(N), s'étend à toute la classe C0 . 
Théor ème 2. Pour un opérateur T de classe C0 dans l'espace les conditions 
suivantes sont équivalentes: 
(i) pT = l (T admet un vecteur cyclique) ; 
(ij nT* = 1 (T* admet un vecteur cyclique) ; 
sont invariants (même ultrainvariants) pour T et les restrictions correspondantes de T ont les fonctions 
minimum 
mT^ — mT Aw et mTw = mr/(mrAw). 
Pour T w c'est le lemme 2 dans [3], tandis que pour 7*w c'est une conséquence immédiate du 
lenime4. 5 et du théorème 6.3 du chap. III de [1]. Notons que si H>(T) est une injection, on a § w ={0}, 
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(ii) T est quasi-similaire à S (m), m=mT; 
(iii) pour tout diviseur intérieur m' de mT il existe un sous-espace fi invariant 
pour T et un seul tel que mT^ = m', notamment le sous-espace ultrainvariant = 
= {h: m'(T)h — 0}; 
(iv) il n'y a pas de sous-espace propre fi de invariant pour T et tel que 
mT\S>—mT> 
(v) il n'y a pas des sous-espaces différents fit et fi2, invariants pour T et tels 
que T\ilt et T|fi2 soient quasi-similaires; 
(vi) tout opérateur Xf (T)' est une fonction de T: X — (p(T) où <p £ Nr. ' °) 
Démons t r a t i on . L'équivalence des conditions (i), (i*) et (ii) a été déjà établie 
dans la proposition 1. Nous utiliserons la notation (o) pour indiquer l'une quelcon-
que de ces conditions. 
Ad (o)=>(iii). Supposons que T vérifie (o) et soit m' un diviseur intérieur de 
mT. On sait que le sous-espace = m'(T)h = 0} est ultrainvariant pour T, 
«t T' — a la fonction minimum égale à m' {cf. [1], théorème III. 6. 3). Soit §q 
un sous-espace quelconque de invariant pour T et tel que T'0 = T\9)'0 ait la fonc-
tion minimum égale à m'. Il est manifeste que §qC il s'agit de montrer que 
Considérons à cet effet le sous-espace invariant pour T, engendré par et 
un vecteur g'ÇSj; désignons ce sous-espace par §>'g. Comme on a T', la 
fonction minimum de T'g est aussi égale à m'. Comme T vérifie (o), il en est de même 
de sa restriction T'g (cf. le corollaire de la proposition 1), donc T'g est quasi-similaire 
à l'opérateur S (m) avec m = mT'B — m'. 
A partir de ce point il n'y a qu'à répéter, dès les formules (3), les raisonnements 
de la démonstration de la proposition 1 a), en les appliquant à T'g et S (m') au lieu 
de Tg et S(m). Il résulte que $>g = &0 pour tout g€&', d'où = 
Ad (iii)=>(iv). On prend m'=mT dans (iii). 
Ad (iv)=>(o). Soit /o tel que mTiw(jo) = mT (cf. theorème 1). Si T vérifie (iv), 
on doit avoir 9Jl(/0) = § , donc/0 est cyclique pour T. 
Ad (iii)=>(v). On note que deux opérateurs quasi-similaires de classe C0 ont 
la même fonction minimum. 
Ad (v)=>(o). Soit f0 tel que f0 = Tj3JÎ(/ô) ait la même fonction minimum que T 
(theorème 1). Il s'agit de montrer que SJîQo) = i?>.-Or dans le cas contraire il existe un 
10) (T)' est constituté des opérateurs (linéaires bornés) qui permutent à T; (T)" est constitué 
des opérateurs qui permutent à tout opérateur dans (T ) ' . — Pour la classe de fonctions NT cf. [2], 
p. 7 ou [1], chap. IV (dans la variante anglaise). ' 
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fy 0 orthogonal à 9JlOo). Posons Ty = r ^ où = 9JÎ(/i). Comme mTl et un diviseur 
de m r ,donc de mTo, il existe un sous-espace £ 2 de ®JOo), invariant pour T0 et tel que 
T2 = T0|£2 ( = T\22) a la fonction minimum égale à mTi. Comme T0 admet le vecteur 
cyclique f0, sa restriction T2 admet aussi un vecteur cyclique (cf. le corollaire à 
la proposition 1). En vertu de la proposition 1, 7\ et T2 sont quasi-similaires au 
même opérateur S(m), avec m = mT¡ = mTl, et par conséquent Ty est quasi-similaire à 
T2. Comme ^ fi2, n o u s sommes aboutis à une contradiction avec (v). Cela prouve 
que SDl(/ô) = c'est-à-dire que f0 est cyclique pour T. 
Ad (o) =>(vi). En vertu de (o), T est quasi-similaire à S(mT). On applique alors 
le même raissonnement que dans [2], n°7 ((i)-*(vi)). 
Ad (vi) =>(0). Comme nous avons à notre disposition le théorème 1, la proposition 1 
et son corollaire, nous pouvons procéder par le même raisonnement que dans [2], 
n°7((vi)-Hi)). 





La démonstration du théorème est terminée. 
5. Opérateurs de multiplicité finie 
Pour une suite finie my, ...,mk de fonctions intérieures, dont chacune est un 
diviseur de la précédente, nous posons SQrty, ..., mk) — S(mL)® ••• © S(mk). Si de 
plus mk (et par conséquent mk_1,..., m y) sont non-constantes, nous appelons 
S (m y, ..., mk) un opérateur de Jordan; cf. [3]. 
Dans [3] on a démontré le théorème 1 : si TÇ. C0 (dans §> {0}) et ¡iT < alors 
il existe un opérateur de Jordan tel que T^S(m1} ..., mK), 11) et le théorème 2: si de 
plus pTt < cet opérateur de Jordan est univoquement déterminé par T, est quasi-
similaire à T, et on a K=pT = nT*. Dans de dernier cas, S (m y, ..., mK) est appelé 
le modèle de Jordan de T. 
Faisant usage de ces résultats de [3] ainsi que de ceux que nous venons d'établir 
dans la Note présente, nous montrerons que la condition ¿It»<°D dérive de la 
condition, OU, ce que revient au même par raison de symétrie, que /¿T* < °=> 
entraîne ¡iT < 
") veut dire que T2 est une transformée quasi-affine de T¡; cf. [3], p. 94. 
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A cet effet il faut d'abord observer que la proposition 1 de [3] est valable pour 
T quelconque : 
P r o p o s i t i o n 2. Pour tout T de classe C0 dans Vespace il existe un Sous-
espace invariant 931 tel qu'on ait 
(6) T^Sim^®^ où m1=mT, T^riaW 
et que par conséquent mTl soit un diviseur de ml. 
D é m o n s t r a t i o n . D'après le théorème 1 il existe un sous-espace fi invariant 
pour T* tel que T* |fi admette un vecteur cyclique et ait la même fonction minimum 
que T*. L'opérateur r f l = (r*|fî)* admet alors aussi un vecteur cyclique, soit / , 
et on a mTs = (mTt)~ =mT, donc Ta est quasi-similaire à S(mT); cf. proposition 1. 
oo 
En posant = V Tnf on montre (tout comme à la p. 99 de [3]) que mT,Si —mT; 
n = o 
comme r i*^ admet un vecteur cyclique (notamment/), on déduit de la proposition 1 
que J T ^ est aussi quasi-similaire à S(mT). En particulier on a donc r l f i ^ S ^ r ) ^ 
>• T a . De ces relations on déduit (6), avec 9W = § © fi, par le même raisonnement 
qu'on a employé dans [3], n°2. Cela conclut la démonstration. 
Par application itérée de la proposition 2 on obtient que 
(7) T> S(mt, ...,mr)@Tr 
(où chaque m est un diviseur du précédent et mTr est un diviseur de mr) et cela pour 
r quelconque ( r ^ l ) si l'on admet (à partir d'un certain rang) aussi des fonctions 
intérieures m constantes et: des opérateurs Tr de l'espace banal {0}. 
Cela étant, supposons que D'après le théorème 1 de [3] il existe un 
opérateur de Jordan S(p x , . . . , p t e l que 
(8) T*>S(p;,...,p~), donc T<S(plt ...,pK). 
De (7) et (8) on déduit que.5(/>1; ...,/?K) >• S(m1, ..., mr)®Tr. Par conséquent il 
existe un sous-espace £ r invariant pour S(j...,pK) tel qu'on ait 
et cela pour tout r ^ l . Comme S(plf ...,pK) est compris dans la classe C0(K), 
sa restriction à fir est comprise dans une classe C0(Kr) avec Kr^K. Si la 
fonction mr n'est pas constante, il s'ensuit de la proposition 2 de [3] que r ^ K r . 
Donc la fonction mK+1 est certainement constante et par conséquent TK+l est un 
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opérateur dans l'espace banal {0}. On conclut qu'il existe un R ( ^ K ) tel que mK 
est non-constante et Ty-Simy, ..., mR). Cela entraîne que 
HT S «B) - -R, 
donc nT < En vertu du théorème 2 de [3] on a nécessairement jiT = n r*. 
Vu que les conditions T(i C0 et T* £ C0 sont équivalentes, les rôles de nT et ¿<r» 
sont symétriques, donc on a le 
T h é o r è m e 3. Pour tout T de classe C0, de multiplicité fiT finie, on a )ir = //T*. 
Il s'ensuit que les théorèmes 2 et 3 de [3] s'appliquent à tout opérateur T de 
classe C 0 , de multiplicité /tT finie: T est quasi-similaire à un opérateur de Jordan, 
univoquement déterminé par T, et le second commutant (T)" est composé de fonctions 
<p(T)deT, cp£NT. 
Il s'ensuit aussi le complément suivant au théorème 2 : 
C o r o l l a i r e . Pour T de claSse C0 et de multiplicité finie, on a ¡xT = 1 si (T)' est 
commutatif et dans ce cas seulement. 
En effet, si /¿r = l, (T)' est commutatif parce qu'il est constitué de fonctions 
<p(T) (cf. théorème 2). Inversement, si (T)' est commutatif, on a (T)' = (T)", et 
si de plus on a (T)"cz d'après ce qu'on vient d'énoncer; or 
la relation ( T ) ' A {<P(T)}(PÎNT entraîne = 1 d'après le théorème 2. 
R e m a r q u e . On ne sait pas encore s'il existe un T de classe C0 avec ¡IT = °° et 
(T)' commutatif. 
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