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A vertex set A is n-connected in a graph G, if for every {a, b) C A there are n 
openly disjoint paths joining a and b in G, and A is said to be n-minimal in G, 
if it is n-connected in G, but deleting any edge of  G it loses this property. Let A 
be n-minimal in G. Then G contains at most  2'~+8n~"+2 ]A r 2 vertices of  degree 
greater than 2. Furthermore,  if ] A ] ~ n, then there are at least n + 1 vertices 
of  degree n in A and the maximal  degree of  G does not  exceed ]A ]. The case 
I A I < n and similar problems for edge-connectivity are also considered. 
Sei G -~ (E(G), K(G)) ein endlicher Graph und A C E(G) mit J A ] >~ 2. 
Ffir x ~ E(G) bezeichne y(x, G) den Grad von x in G und f/Jr x v~ y aus E(G) 
bedeute/~(x, y; G) die Maximalzahl kreuzungsfreier Wege zwischen x und y 
in G. Wit nennen A n-zusammenhiingend i  G (oder G n-zusammenMingend 
bezi~glich A), wenn ffir alle a ~ b aus A gilt t~(a, b; G) ~> n. Weiterhin heiBe 
A n-minimal in G (oder G n-minimalbez. A), wenn ffir jede Kante [x, y] ~ K(G) 
tier Graph G -- Ix, y] :=  (E(G), K(G) -- {[x, y])) nicht mehr n-zusammen- 
hfingend bez. A ist und wenn ffir alle x ~ E(G) -- A gilt y(x, G) ~ O. Wenn A 
in G n-minimal ist, dann aueh in jeder Unterteilung von G. Bei vorgegebenen 
A und n gibt es also bez. A n-minimale Graphen mit beliebig hoher Eckenzahl. 
Ist aber vielleicht die Anzahl tier Eeken vom Grad ~3 beschrfinkt? Oder 
etwas anders ausgedrtickt: Gibt es zu vorgegebenen A und n bis auf Hom6o- 
morphie nur endlich viele bez. A n-minimale Graphen ? Diese Frage wird in 
Satz 1 bejahend beantwortet. 
In w besch~iftigen wir uns mit dem Grad der Ecken in bez. A n-minimaten 
Graphen. Sei G ein bez. A n-minimaler Graph mit I A]>~ 2 und sei 
en(A, G) := l{a E A ] y(a, G) ---- n)l. Ffir den Fall I A I > n wird e,(A, G) 
n-~-1 bewiesen. Dies verallgemeinert Ergebnisse aus [6] und [8]. Wenn 
I A I<~ n ist, kann en(A, G) -~ 0 sein und die Abschfitzung ),(a, G) 
(I A I - -  l)(n -- [ A I + 2) ist f~r alle aeA bestm~glich. Im Fall r A [ > n 
gilt ~,(x, G) ~ I A f ffir alle x ~ E(G), wfihrend im Falle r A I < nder  fiir 
x ~ E(G) -- A maximal m6gliche Grad I A ](I A I -- 1) von Ecken x ~ E(G) -- A 
erreicht werden kann. 
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Zun/ichst einige Bezeichnungen. Mit "Graph"  meinen wir hier irnmer einen 
endlichen, ungerichteten Graphen ohne mehrfache Kanten und ohne 
Schlingen. Ffir x e E(G) sei N(x, G) :=  { y e E(G) [ [x, y] e K(G)} und ffir 
einen Teilgraphen H C G sei N(H, G) :=  N(E(H), (7) :=  U~m N(x, G) 
--E(H). Weiterhin seien E,~(G) :=  {x e E(G) I 7(x, G) = n), E>~,~(G) :=  
{x e E(G) I y(x, G) >~ n} und e,~(G) :=  [ E,(G)I, e>~,~(G) :=  I E>~n(G)I. Statt 
x e E(G) bzw. [x, y] e K(G) schreiben wir einfach x E G bzw. [x, y] e G und 
statt A C_E(G) manchrnal A C G. Ferner sei I G i :=  ] E(G)]. Ffir TC_E(G) 
und SCK(G)  seien G- -  T := (E(G)--  T, {[x, y] ~ G ] {x, y) nT= ;~)), 
G -- S :=- (E(G), K(G) -- S) und G -- S --  T :- -  (G --  S) --  T = (G --  T) 
S =:  G -- T - -  S. Statt G -- {a} schreiben wir  G --  a und analog in den 
anderen F/illen. Die Eckenmenge T heiBe A C E(G) in G trennend, wenn es 
Komponenten C =/= C'  von G -- Tg ib t  mit C n A v ~ ;~ und C' n A r ~,  
wobei Cn  A @ ;~ gleichbedeutend sei mit E(C)n  A =~ ;~; im Falle 
A = {a, b} sagen wir, T trenne a und b. Die Komponente  G, welche x ~ G 
enth/ilt, bezeichnen wir mit C(x, G). Ffir eine Menge A sei A k :=  {M C A [ 
I M [ = k}. Ffir A C_ E(G) mit [ A I > /2  sei/x(A, G) :=  min{~,b~a~/x(a, b; G) 
und /x(G) :=  ~(E(G), G) ffir I G I /> 2. Ein Weg zwischen x ~ E(G) und 
y e E(G) heiBe ein x, y- Weg. Einen Weg W geben wir durch die sukzessive 
durchlaufenen Ecken x~, x2 .... , x~ an, betrachten ihn aber als Teilgraphen 
und ohne Richtung. Ffir x, y ~ E(W) bezeichne W[x, y] den Teilweg yon W 
zwischen x und y. Zu den darfiber hinaus benutzten Begfiffen, etwa "Weg ' ,  
"kreuzungsfrei', "Unterteilung" und "unabhiingige Eckenmenge", vergleiche 
man [13] oder [7]. 
Viele S/itze fiber n-fach zusammenh/ingende Graphen lassen sich samt 
Beweis auf n-zusammenh/ingende Eckenmengen fibertragen. Hierffir einige 
Beispiele, wobei die ~bertragung der Beweise dem Leser fiberlassen bleibe. 
(a) Sei A C E(G) mit I A I ~ n + 1. Es gilt t~(A, G) ~ n genau dann, 
wenn es keine A in G trennende Eckenmenge Tmit ] T ] < n gibt (Whitney [15]). 
(b) Sei A C_E(G) mit t~(A,G) ~ n und seien A~,AzC_QA mit 
A 1 n A2 = ;J. Seif: A1 u A 2 --~ {1, 2,..., n) mit ~,~a~f(a) = 5~A~f(a) = n. 
Dann existieren Wege zwischen A~ und A2 in G, 1 die bis auf gemeinsame 
Endpunkte disjunkt sind, so daJ3 jede Ecke a c A~ u A z auf genau f (a) dieser 
Wege liegt (Dirac [2]). 
(c) Sei AC_E(G) mit t~(A,G) ~n ~ 2 und A'C_A mit [A' I  ~-n. 
Dann existiert ein Kreis C in G mit A' C C (Dirac [1]). 
(d) Sei A C_ E(G) mit t~(A, G) ~ n ~ 3 und sei A' C_ A mit [ A' [ = 
n + 1. Dann gibt es einen Kreis C in G mit A' C Coder es existiert ein T C E(G) 
mit ] T ] = n, so daft A' sieh " auf n + l verschiedene Komponenten yon G -- T 
verteilt" (Watkins und Mesner [14]). 
Das heiBt, jeder Weg hat fOx i = 1, 2 genau eine Ecke mit A~ gemeinsam, und zwar 
eine Endecke. 
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(e) Sei G ein pliittbarer Graph und sei A C_ E(G) mit /z(A, G) ~ 4 und 
[ A r ~ 2. Dann existiert ein Kreis C in G mit A C_ C (Tutte [12]). 
Zum Beweis von (e) kann man fiber I G t induzieren und im Falle F(G) -- 3 
mit Hilfe von Satz 5.2.1 in [10] reduzieren, indem man eine trennende 
Eckenmenge auf dem dortigen Kreis w/ihlt. 
Zum AbschluB dieser einffihrenden Betrachtungen wollen wir eine 
Versch/irfung yon (c) beweisen. Dabei bedeute [r] die grSBte ganze Zahl 
kleiner oder gleich der reellen Z/ihl r. 
(c') Seien xl ..... xn (n ~ 2) Ecken yon G mit /z(xi , x~ ; G) ~ j ,-k 1 fi~r 
alle i, j mit n ~ i ~ j ~ [//2] ~ I. Dann gibt es einen Kreis C in G mit 
{x~ .... , x .}  c_ C. 
Beweis. Wit kSnnen annehmen, dab {Xl ..... x,} eine unabh/ingige 
Eckenmenge von G bildet, da wir eventuell vorhandene Kanten [xi, xj] 
unterteilen k6nnen, ohne Wesentliches zu findern. Es gibt einen Kreis durch 
xx und x2 9 Wir nehmen an, dab ffir ein k mit 2 ~ k < n ein Kreis C mit 
X :---- {x~ .... , xk} _C C in G existiert, und zeigen die Existenz eines Kreises 
durch xi ..... x~, xk+l. Wir kSnnen X~+l r C voraussetzen. Wir haben 
F(Xk+l, x~ ; G) ~ K + 1 ftir alle K mit k ~ K ~ [(k q- 1)/2]. 
Sei zun/ichst k -t- 1 gerade, etwa k -k 1 = 2m. CTberlegen wir uns, dab es zu 
jedem ~c mi tm ~ K ~ 2m -- 1 = k zwei kreuzungsfreie x~, xk+l-Wege W~ 
und WK+m gibt, so dab ffir alle x @ A gilt E(WK u WK+m) n E(Wa u Wa+~) = 
{xk+l}. Mit a q~ G sei Go :~- (E(G) w {a}, K(G) u {[a, x~] ] ~: --~ m ..... 2m -- 1}). 
Wit definieren un rekursiv ffir i = 0, 1 ..... m --  1 einen Graphen Gi+~ := 
(E(Gi) u {Y,,+i}, K(Gi)w {[Ym+i, Y] ] y e N(xm+i, Go)}) mit y,~+, r Gi. Ffir 
die Existenz obiger Wege genfigt es, F(a, xk+~ ; G,~) ~ 2m nachzuweisen. 
Ffihren wir die Annahme F(a, xk+x;Gm)< 2m zum Widerspruch. Es 
existiert dann eine a und Xk+l trennende Eckenmenge Tm in G~ mit I T~ [ ~< 
2m -- 1. Da nach Voraussetzung/z(xk+l, X2m-1 ; G~,rt - -  a) = f i (Xk+l  , Y2m-~ ;
Gm -- a) /> 2m ist, folgt {x2~_1, y~_~} _C Tin. Sei T~_I := T,~ --  {Y2m-x}. 
Dann ist T,,_I eine a und xk+~ in Gm_l trennende Eckenmenge mit I T,~_I [ ~< 
2m-  2 und wie oben ergibt sich {xz,,-2, Y2m-2} C Tm_x. Auf diese Weise 
kommen wir schlieSlich zu einer a und xk+l in G~ trennenden Eckenmenge T~ 
mit [ 7"1 I ~ m und {Xm+x ..... X2m_l } C 7'1 und wegen /~(X/c+I , X m ; Gx -- a) -~ 
F(X~+l, y,~ ; G~ -- a) ~ m § 1 ist auch {xm, Ym} C Ta, im Widerspruch zu 
I{Y,~, x~,  x~+l ,..., x~_x}l > m.--Ff ir  ~ e {m ..... 3m -- 1} sei z~ die auf W~ 
am n/ichsten bei X~+l gelegene Ecke aus C n W~ v a ;~ und sei W~': = 
W~[x~+~, z~]. Durch X wird C "in k (abgeschlossene) Kreisb6gen B, ..... B~ 
Zerlegt." Wenn ein Bi existiert, das zwei verschiedene Ecken z~, etwa 
z~ @ z~,  enth/ilt, kSnnen wir Bi[z~, z~] durch W" u W" ersetzen und 
erhalten einen Kreis durch X u {x~+a}. Ffihren wir die Annahme, dab kein 
solches B~ existiert, zum Widerspruch. Sei C in einer der beiden Umlauf- 
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richtungen orientiert. Diese Orientierung/ibernehmen wir ffir die B~, so dab 
also jeder der Wege B~ einen Anfangspunkt und einen Endpunkt hat. Sei 
~c ~ {m ..... 3m -- 1}. Wenn zK ~ X ist, ordnen wir K das Bi mit z~ E B~ zu. 
Sei nun zK E X. Wenn ~c e {m ..... 2m -- 1} ist, ordnen wir ~c das B~ zu, dessen 
Anfangspunkt zK ist. Wenn 2m ~< K ~< 3m --  1 ist, ordnen wir ~r das Bi zu, 
dessen Endpunkt z~ ist. Diese (eindeutig definierte) Zuordnung ist bei obiger 
Annahme injektiv, im Widerspruch zu 2m > k. 
Der Beweis f/Jr den Fall k + 1 ungerade, etwa k = 2m, verl/iuft analog. 
Man hat sich dazu lediglich zu iiberlegen, dab zu jedem K ~ {m -+- 1 ..... 2m} 
zwei kreuzungsfreie x~, xk+l-Wege W~ und W~+~ existieren und es weiterhin 
einen x,~, xk+l-Weg W~ gibt, so dab W~, W,,,+~ ,..., Wsm bis auf gemeinsame 
Endpunkte paarweise lementfremd sind. Die Existenz solcher Wege ergibt 
sich aber wie oben, wobei jetzt die Ecken x,,+~ .... , x2m "aufzuspalten" sind. 
l. ~BER DIE ENDLICHKEIT DER ANZAHL DER "ZuSAMMENHANGSTYPEN" 
Seien eine endlich Menge A mit ]A I~ 2 und eine natLirliche Zahl n 
vorgegeben. Wir wollen in diesem Paragraphen die Frage untersuchen, ob 
die Anzahl der Ecken vom Grad ~ 3, die ein bez. A n-minimaler Graph 
enthalten kann, nach oben beschr/inkt ist. In Satz 1 wird bewiesen, dab es 
bis auf Hom6omorphie (d.h. bis auf Ecken vom Grad 2) tats/ichlich nur 
endlich viele bez. A n-minimale Graphen gibt. Um die Endlichkeit der 
Anzahl dieser "Zusammenhangstypen" zeigen zu k6nnen, verallgemeinern 
wir zun/ichst das Problem. Sei N die Menge aller nicht negativen, ganzen 
Zahlen. Seif: A • A -+ N eine Funktion mit f(x,  y) = f (y,  x) ffir alle x, y 
aus A und f(x, x) = 0 fLir alle x ~ A. Sei G ein Graph und A C_ E(G). Dann 
heiBe A f-zusammenhiingend i  G (oder G f-zusammenhiingend bezi~glich A), 
wenn fLir alle x 4: y aus A gilt F(x, y; G) >~ f(x, y). Weiterhin heil3e A 
minimal f-zusammenhiingend (abkfirzend: f-minimal) in G (oder G f-minimal 
bezi~glich A), wenn A in G f-zusammenh/ingt, aber der Graph G I [x, y] 
ftir alle [x, y] ~ K(G) bez. A nicht mehr f-zusammenh/ingend ist und wenn ffir 
alle x ~ G --  A gilt ~(x, G) > 0. Wenn f(x, y) = n ffir alle {x, y} ~ A 2 ist, 
erhalten wir die Begriffe "n-zusammenh/ingend" und "n-minimal." Von A 
setzen wir stets ] A ] ) 2 voraus. Eine Funktionf: A • A --~ iV, die wir bei den 
Begriffen ')r oder ')r-minimal" benutzen, betrachten wir 
als definiert, wenn f(x, y) oder f (y,  x) f/Jr jedes {x, y} e A S definiert wurde. 
Wenn wir in obiger Definition auch unendliche Graphen zugelassen h/itten, 
w/ire offensichtlich trotzdem jeder bez. eines endlichen A f-minimale Graph 
endlich. Wenn G ein bez. A f-minimaler Graph ist, dann ist auch jede Unfer- 
teilung yon G bez. A f-minimal. Da die Ecken x ~ G -- A mit 7(x, G) = 2 
bei allen unseren Fragestellungen irrelevant sind, k6nnen wir statt G auch 
immer irgendeine Unterteilung yon G betrachten. Zur Vermeidung von 
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Fallunterscheidungen setzen wir daher A stets als unabhfingige Eckenmenge 
von G voraus. 
Seien nun die endliche Menge A mit ]A I >~ 2 und die symmetrische, auf 
der Diagonale verschwindende Funktion f :  A • A --~ N fest gew/ihlt. Sei 
gs :=  supa~f  e>>.3(G), wobei (5i die Klasse aller Graphen G mit A C_ E(G) 
bezeichne, die bez. A f-minimal sind. Wenn f(x,  y) ~- n ffir alle {x, y} ~ A 2 ist, 
schreiben wir gn([ A [) statt gs.  Das Ziel dieses Paragraphen ist es, nach- 
zuweisen, dab gf endlich ist ffir j edes f  Betrachten wir ein paar Beispiele. 
(B1) ES existiert {a, b} ~ A ~, so dafl fi~r alle {x, y} ~ A 2 mit {x, y} ~ {a, b} gilt 
f (x ,  y) = o. 
Dann besteht ein bez. A f-minimaler Graph aus f(a, b) kreuzungsfreien 
a, b-Wegen und aus isolierten Ecken x c A. Also ist gf = 0 ~ gn(2) f/ir 
n :=  f(a, b) ~< 2 und gf = 2 = g~(2) ffir n : - -  f(a, b) >/3. 
(Be) Sei G bez. A 1-minimal. 
Dann ist G ein Baum mit Et(G) C A. Da ftir einen Baum B mit [ B t ~> 2 
gilt e~(B) = 2 -k Z~e>~(B) @(x, B) -- 2), folgt somit e>~3(G) ~< I A [ --  2, also 
gl([ A [) ~< [ A I - -  2. Da andererseitsjeder Baum B' mitt B' I >~ 2 bez. E~(B') 
1-minimal ist, zeigt ein Baum Bmi t  E(B) = El(B) w E3(B) wegen el(B) ~- 
2 + e;3(B), dab g~(I A I) ) I A [ --  2, also g~(I A [) = I A [ --  2 gilt. 
(B~) Sei f (x,  y) <~ 1 f~r alle {x, y} ~ A 2. 
Sei A'  :=  {a ~ A I Vx~Af(a, X) > 0}. Wenn A'  = ~ ist, gilt gs = 0. 
Nehmen wir A '  =/= ;~, also m := [ A'  l ~> 2 an. Sei G bez. A f-minimal und 
sei C eine Komponente yon G mit I C] ~> 2. Dann ist C 1-minimal bez. 
A' c~ E(C), also e>~a(C) <~ I A' c~ E(C)I -- 2 nach (B2). Da mindestens eine 
Komponente C mit I C I /> 2 existiert, erhfilt man gl ~< [ A' ] --  2 durch 
Summation fiber die Komponenten von G.--Seien al =/-am aus A'  mit 
f (a l ,  am) = 1 und sei A' --  {al, am} = {a2 ..... am-l}. Weiterhin sei Xl ,..., Xm 
ein Weg Wmit  Wn A = ;~ und es sei H :=  (E(W) u A, K(W) w {[xi, a~][ 
i = 1,..., m}). Der Graph H ist f-minimal bez. A und zeigt gf /> [ A '  ] -- 2. 
Also gilt gl = [ A'  [ - -  2. 
(B~) Sei G 2-minimal bez. A. 
Ffir [A [ = 2 ist g2(r A r) = 0 nach (B 0. Sei also [A I >~ 3. Wir nennen 
einen Weg x0, xl .... , xn,  xn+l mit n >~ 1 "fiberflfissig," wenn xi r A und 
~(xi,  G) = 2 ffir alle i = 1 ..... n gilt, aber x~ e A oder ~,(x~, G) >~ 3 ffir i = 0 
und i = n + 1 gilt. Zwei fiberflfissige Wege sind gleich (als Teilgraphen) oder 
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bis auf gemeinsame Endpunkte disjunkt. Der Multigraph 2G' entstehe aus G, 
indem wir jeden fiberfltissigen Weg xo ..... Xn+l yon G durch eine Kante 
zwischen xo und x,+~ ersetzen. Ftir alle x e E(G') gilt 7(x, G') = 7(x, G) und 
aus 7(x, G') = 2 folgt x e A, da andernfalls x " Innenecke" eines fiberflfissigen 
Weges yon G w/ire, also nicht zu G ~ geh~Sren k6nnte. Ferner ist A auch 
2-zusammenh/ingend 3 in G', ja sogar 2-minimal in G'. Da offensichtlich keine 
trennende Eckenmenge Tvon  G' mit I T I ~< 1 existiert, ist G' wegen I A I >~ 3 
ein minimal 2-fach zusammenh/ingender Graph (vgl. Theorem 2 in [3]). Also 
gilt e~(G') >~ 89 I G'I + -}, wie sich aus [3] oder [11] entnehmen 1/il3t und in 
Satz 3 von [9] mitbewiesen wurde. Wegen E2(G') C_ A erhalten wir hieraus 
e>~3(G) = e>~(G') = I G'] -- e2(G') <~ 2(e2(G') - -  2) ~< 2(I A ] - -  2).--Sei 
A :=  {at ,..., am}. Der Graph H entstehe aus einer "Leiter mi tm Sprossen" 
durch Unterteilung der / - ten Sprosse durch die Ecke a~ ffir i = 1 ..... m. Der 
Graph H ist 2-minimal bez. A und zeigt somit g2(] A I) >~ 2(I A I - -  2). Also 
gilt g2(] A l) = 2(1 A [ - -  2) f/Jr alle ]A I >~ 2. 
(Ba) Sei maxx~Af(a, x) = 2 fiir alle a e A. 
Sei G f -minimal bez. A und sei B ein Block von G mit I B ] ~> 3. Dann ist B 
2-minimal bez. A n E(B) und nach (B4) somit e>~3(B) ~ 2(I A n B I --  2). 
Die Komponente C von G enthalte genau k + 1 B15cke B mit I B I >~ 3, 
etwa die B1/Scke Ba ..... Bk+l. Sei X :={xcC lT (x ,C)  ~> 3 ^ /XB~ 
7(x, Bi) = 2}. Die Ecken x e X "bekommen"  also den Grad ~> 3 durch die 
"Verbindungswege zwischen den Bl~Scken Bi". Man fiberlegt sich leicht 
X--,k+l 
IX I  ~<2k. Wegen z_.i=l [AnB i J  ~< ]AnCI  +k  gilt also e>~3(C) <~ 
2(FAnCl§  1 ) )+2k- - - - -2 ( IAnCI - -2 )  und somit auch 
e>~3(G) <~ 2(I A I - -  2) . - -Wenn wir beim Graphen H aus (B4) die Ecken al 
und am mit f(aa, am) = 2 wfihlen, ist er f -minimal bez. A und zeigt gs ~> 
2(1 A I - -  2). Also gilt gl = 2(t A I - -  2). 
Bevor wir zum Beweis der Endlichkeit yon gs kommen, noch zwei Lemmata.  
Seien a =/= b nicht benachbarte Ecken in einem endlichen Graphen G und sei 
~a(a, b) :=  {T_C E(G) [ T trennt a und b und [ T 1 = /x(a, b; G)}. Ferner 
definieren wir eine Relation ~<, in ~;c(a, b): Ffir T, T' e ~;G(a, b) sei T <~ T' 
genau dann, wenn ffir jeden Weg W mit a e W und W n T" =/= ~ auch 
W o T =/= ~ gilt. Dann ist ~<a eine Ordnungsrelation in Xc,(a, b) und 
(3;c(a, b), ~<a) bildet einen Verband. Den Beweis dieser und der folgenden 
Behauptung findet man in [4]. Seien n kreuzungsfreie a, b-Wege Wt ..... W,~ 
in G gegeben, wobei n :=  tL(a, b; G) sei. Weiterhin seien Ta ,..., Tk aus 
Xa(a, b) und ffir i = 1 ..... n sei ai die erste und bi die letzte Ecke aus U~=~ T~ 
Bei einem "Multigraphen" seien mehrfache Kanten, aber keine Schlingen zugelassen. 
Die 13egriffe "n-zusammenhfingend bez. A" usw. seien fiir Multigraphen analog definiert. 
3 Hierbei sehen wir yon unserer Voraussetzung "A unabh/ingig" ab. 
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auf dem Weg W~ in Richtung von a nach b. Dann sind inf,=~ ..... k T~ = 
(al ,..., a,} und sup~=l ..... 7~ T~ ~ (ba ..... b,} im Verband (Xe(a, b), ~<,). 
LEMMA 1. Seien a vL b nicht benachbarte Ecken in G und seien Wo ..... Wn 
kreuzungsfreie a, b-Wege in G mit n :=  ix(a, b; G) --  1. Fi~r i = 0,..., r sei 
[x~,y~] ~ K(Wo) mit ix(a, b; G -  [xi,yl]) ~ n, wobei die x~, yj in der 
Reihenfolge Xo , Yo , xl , Yl ..... xr , yr auf  Wo yon a nach b liegen. Fi~r i = 0 ..... r 
existiert dann eine a und b in G -- [xi, Yi] trennende Eckenmenge Ti mit 
1 Ti [ = n, so daf l f f t r jedes j  -- 1 ..... n die Eeken ti ~ ~ Ti c~ Wj in der Reihen- 
folge to J, qJ,..., tr j auf Wj yon a nach b liegen. 4
Beweis. Der Graph G' entstehe aus G, indem wit ffir i = 0 ..... r die 
Kante [x~, y~] durch eine Ecke zi unterteilen. Dabei entstehe aus Wo der 
Weg W'o. Es ist auch i x (a ,b ;G ' )= n + 1 und ffir i=  0 ..... r gilt 
ix(a, b; G' -- zi) ~ n. Wegen [a, b] q~ K(G') existiert also ffir i = 0 ..... r eine a 
und b in G' trennende Eckenmenge T'i mit [ T'i [ = n + 1 und zi ~ T' i .  
Im Verband (~c'(a, b), ~<,) bilden wir T*~ := SUpo<J<i T'j ffir i = 0 ..... r. 
Dann gilt T*o ~<, T*I ~<, -.- ~<, T*~. Da z~ von den Ecken zo ..... zi auf W'o 
am n~ichsten bei b liegt, gilt zi ~ T*i ffir alle i. Dann haben abet die Ecken- 
mengen T~ :--  T*~ --  {z~} ffir i = 0 ..... r die gewfinschte Eigenschaft in G. 
LEMMA 2. Seien [a, xl], [a, x2],..., [a, xk] verschiedene Kanten yon G mit 
Ix(a, b; G --  [a, x~]) < Ix(a, b; G) fi~r i = 1 ..... k. Dann gilt Ix(a, b; G -- 
{[a, xi] ] i = 1 ..... k}) = Ix(a, b; G) - -  k. 
Beweis. Wir k6nnen [a, b] q~ K(G) annehmen. G' entstehe aus G, indem 
wir ffir jedes i = 1,..., k die Kante [a, xi] durch eine Ecke z~ unterteilen. Dann 
ist auch ix(a, b; G' -- zi) < ix(a, b; G') = ix(a, b; G) =:  n. Also existiert eine 
a und b in G' trennende Eckenmenge Ti mit [ Ti I -~ n und zi ~ Ti ffir i = 
1 ..... k. Sei To :-= infi=l ..... k Ti im Verband (~G,(a, b), ~a)- Da ffir jeden 
a, b-Weg W mit zi E W gilt ] W[a, zi]i = 2, ist {zl ..... zk} C To. Also ist 
T := To--{z1 ..... zk} eine a und b in G- -{ [a ,  x i ] [ i=  1 ..... k} = G ' - -  
{zi I i = 1 ..... k) trennende Eckenmenge mit 1 T] = n --  k, woraus sich die 
Behauptung ergibt. 
SATZ 1. Seien eine endliche Menge A mit [ A I ~ 2 und eine symmetr&che, 
auf  der Diagonale verschwindende Funktion f:  A • A --+ N gegeben. Dann 
existiert eine (kleinste) ganze Zahl gl ~ N, so dafl fi~r jeden bez. A f-minimalen 
Graphen G gilt e>~(G) ~ g l .  
Beweis. Sei G f-minimal bez. A. Nach Beispiel (Bz) kSnnen wir annehmen, 
dab a v~ b in A rnit n + 1 :=  f (a,  b) ~ 2 existieren. Weiterhin nach (B0, 
4Hierbei seien zugelassen y~ = x~+l und ebenso tj = t~+ 1. Man beachte auch 
IT i~ Wil = 1. 
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dab ~.,{x,u}~A~f(x, Y) > f (a,  b) ist. Sei f ' (a ,  b) : -  f (a ,  b) -- 1 --: f ' (b,  a) und 
sonst f ' (x ,y )= f (x ,  y). Wir nehmen induktiv an, dab die Endlichkeit 
von g1" schon bewiesen ist. Es genfigt nun, die folgende Ungleichung zu 
zeigen: 
(u) o3(c)  ~< gl" + 5(n + 1) 2"+2n ~ 2~a,o~*~x.u~, (f(x, y))". 
Sei S o maximal (bez. f )  unter allen S' C K(G), ffir welche G -- S' noch 
f ' -zusammenhf ingend bez. A ist. Ferner sei S :=  {[x, y] e So [ ~,(x, G) 
3 v ~,(y, G)~ 3}. Dann ist G -  S O nach Weglassen isolierter Ecken f ' -  
minimal bez. A wegen der Maximaleigenschaft yon So. Also gilt nach 
Indukt ionsannahme >~a(G -- So) ~ g1" . Wegen E~>a(G ) --  E>~(G -- So) C 
Ub,y]~s {x, y} gilt e>~3(G) ~< gl" + 2 ] S F. Wir ffihren die Annahme e~3(G) > 
g1" + 5(n + 1) 2~+2n~ zum Widerspruch, wobei ~ := 2{a.b},{~,~i~A~(f(x,y)) ~ 
sei. Aus dieser Annahme folgt ]Sr  > 5(n + 1) 2~'+an~e. Es gibt n 4- 1 
kreuzungsfreie a, b-Wege Wo ..... W, in G. Da A einerseits f ' - zusammen-  
h/ingend in G -- So, andererseits aber f -minimal in G is t ,  gilt /z(a, b; G -- 
[x, y]) ~< n ftir jedes [x, y] ~ So. Also ist S _C S O _C 0i~=o K(Wi). Somit existiert 
ein a e {0, 1 .... , n} mit I S (~ K(W~)[ > 2~+aSnne; sei etwa c~ = 0. Die Kanten 
von S ~ K(Wo) lfings Wo von a nach b seien ko, kx, kz .... und sei S :=  
{k/I i gerade}. Sei s :=  [ S ] - -  1 und sei etwa k2 /~ [xr y~] ffir i = 0, 1 ..... s, 
wobei x/ auf Wo niiher bei a liege als y~. Da k2/_~ mit einer Ecke vom 
Grad >~ 3 inzidiert, existiert ffir alle i = 1 ..... s ein u~ ~ Wo[ y,-~, x~] mit 
V(u/, G) >~ 3. Es gibt also eine Kante [u~, v/] e K(G) -- K(Wo) ffir i = 1 ..... s. 
Da  A f -minimal in Gist, existieren a~ va b/ in A mit/x(a/ ,  b, ; G --  [u~, v~]) < 
n 
f (a i ,  bi). Insbesondere ist f (a i ,  b/) > 0 und wegen [ui, vi] 6 (Jj=o K(W~) gilt 
{ai,b~} v ~{a,b} ffir alle i=  1 ..... s. Wegen s+ 1 >~  89  > 
2~5n~cr > 0 existiert {a', b'} E A 2 mit {a', b'} ~ {a, b} und m :~ f(a' ,  b') > O, 
das mindestens 2"5n"rn ~ real in der Folge {a~, b~},..., {a~, b~} vorkommt.  Sei 
etwa {a',b'} ={a j~,b j~}- -  - -{a#,b#} ffir 1 <~ j l  < Jz <""  < J,. <~ s 
mit r >~2"5n"rn n >0.  Sei 2o :=Xo,  Yo:=Yo und ffir i~  1 ..... r sei 
2~ := x~,  y~ := Yh,  u~ : -  u~ und ~ := v~,. Betrachten wit die Kanten 
[Xo, Yo] ..... [ff~, 5~]. Nach Lemma 1 gibt es ffir i = 0,..., r eine a und b in 
G --  [if,, 15~] trennende Eckenmenge T~ mit I T~I = n, so dab T~ -<.~ T,, 
ftir 0 ~< i ~< i '~< r gilt, wobei ~<~ die Ordnungsrelation des Verbandes 
(3:a,(a, b), ~<~) mit G' :=  G -- E(Wo -- {a, b}) bezeichne. Ffir i = 1 ..... r sei 
C i : -  C(ui,  G - -  {[ffi--1 , Yi--1], [-~i, .Yi]} - -  (T i -1  k..) Ti) ) und ffir i --  0, 1 ..... r 
sei Re :=  Ti u (J E(C), wobei die Vereinigung fiber alle Komponenten C von 
G --  T~ mit C va C(a, G -- Ti) zu bilden ist (falls vorhanden). Ffir i v a j gilt 
Ci t~ C~ ;~ und es ist ((Ji=~ CO ~ (Ji=0 g --  ;~. Wenn t ~ Ti t~ Tj ffir 
i < j ist, dann gilt wegen T~ ~<~ T~+I ~<o~ "" ~<~ 7"3. auch t ~ T~ ffir alle k 
mit i~<k ~<j. Wenn x~Ri - -T~ ist, dann gilt x6l,)~=oT~, wegen xr  
(J" E(W~). Wenn x~(R i - -T i )~(R~-  T~) ffir i < j  ist, dann gilt ~=0 
C(x, G -- T~) = C(x, G --  T;) =:  C ffir alle k mit i ~< k ~<j. Denn es ist 
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T :=  N(C, G) _C Ti und im Falle T ~ Ti+l w/ire C _C C(a, G - -  [X i §  , Y i+ I ]  - -  
T~+l) C_ C(a, G - -  [~-, yj] - -  T~). 
Wir  definieren nun eine Part it ion I I (a')  yon {0, 1 ..... r}: Wenn a' ~ Ci ist, 
bestehe H(a' )  aus den beiden Klassen {0, 1 ..... i - -  1} und {i ..... r}. Wenn 
a 'eY~:oR~ ist, seien i :=  ra in{ i [0  ~ i~r^a 'eR i}  und i :~max{ i [  
0 ~ i~r^a 'eR i}  und I I (a ' )  bestehe aus den Klassen {0 ..... i - -1} ,  
{i ..... ~} und {~ + 1 ..... r}, soweit nicht leer. Wenn a' r Ui~L1 C i U U i20  Ri ist, 
habe H(a' )  nur die Klasse {0 ..... r}. Ana log sei l l (b ' )  definiert. Der  verbands- 
theoretische Durchschnitt  H :=  H(a ' )n  H(b ' )  hat h6chstens 5 Klassen 
rr~ ..... wc. Also gibt es ein ~ e {1,..., c} mit ] zrr [ > 2~nnm ~. Da jede Klasse 
yon  H ein "ganzzahl iges Interval l"  ist, sei etwa rrc = {r', r '  ~ 1 ..... r '  + ho} 
mit Ao ~> 2nn~m~L Seien T'a : - -  Tr'+a, x'a :=  ~'+a und y'a :~  y~.,+a fiir 
A - -  0 ..... A o . Au f  jedem der Wege W~ .... , W, liegt genau eine Ecke von T'a ; 
sei etwa T'~ n E(W~) = {t~ } ffir i = 1 .... , n. Da  A f ' - zusammenh/ ingend in 
G --  So ist, existieren m kreuzungsfreie a', b ' -Wege w~ ..... w,m in G - -  So 9 
Au f  w, in Richtung von a' nach b' seien z ~,. ,..., za,,~t~'") die Ecken aus 
T'a n (w. - -  a') mit m(h,/x) :=  [ T'a n (w. - -  a')l. Wir ordnen nun jedem 
taic T'a ein Tripel Fa i~ (fa i, gai, ha i) zu. Wenn taiq} U ~ E(wj -  b') ist, j= l  
sei F,~ ~ :=  (0, 0, --1). Sei nun ta i e U~m=~ E(wj  - -  b'). (1) Im Falle ta i = a' sei 
97~ 
fa ~ := a'. Wenn t~ ~ e Uj=l E(wj  - -  {a', b'}) ist, existiert genau e in / ,  e {1,..., m} 
mit t~ i ~ w, ; wir setzen dann fa i :=  ft. (2) Im Falle &~ = a' sei ga i : - -  a'. 
m 
Wenn ta i e Ur E(w~ --  {a', b'}) ist, etwa ta ~ e w, ,  existiert genau ein 
v e {1,..., m(h,/,)} mit t~ ~ --  z~,, ; wir setzen dann ga ~ := v. (3) Betrachten wir 
zun/ichst den Fall ta i = a' und sei etwa [a', a,] e K(w, )  f t i r / ,  = 1 ..... m. Dann 
sei ha i = (el, i .... , e~,i), wobei e~',i :=  + 1 im Falle a, e C(b, G - -  [x'a,y'a] - -  T'a) 
sei, w/ihrend wir im entgegengesetzten Fall e~,~ : - -  --1 definieren. Sei nun 
la i ~ Uum l E(w.  - -  {a', b'}), etwa ta ~ e w. .  Wenn ga i ~ m(h, ix) ist, sei ha ~ := 
9 v v+l ]  - -1.  Wenn v :  ga * <m(A, / , )  ist, sei ha / :~  +1 imFa l lew, [za ,  . , za , " , c~ 
C(b, G - -  [x'a, Y'a] - -  T'a) v ~ 25 und sonst ha i :=  --1. Damit  haben wir Fa i 
ffir alle A, i mit 0 ~ )t ~< A o und 1 ~< i ~ n eindeutig definiert und setzen nun  
F(A) :=  (Fa I . . . . .  Fan). 
{)berlegen wir uns, wieviel verschiedene Tripel Fa ~ auftreten k6nnen. 
Nehmen wir zun/ichst a ' r  U]"_-o T'a an. Dann treten auger (0, 0 , - -1 )  nur 
Tripel (/,, v, •  auf  mit 1 ~< /, ~< mund 1 ~< v ~< n. Da  (/,, n, + l )  nicht 
vorkommt,  treten also h6chstens 2mn verschiedenen Tripel auf. Sei nun a' e 
O]"--o T 'a ,  nach Definit ion von H also a' e T'a ffir alle h = 0, 1,..., k o . Sei 
etwa a' e W~. Betrachten wir die Tripel (a', a', (ea~4 ,..., e2~4)). Da  T'a ~<, T'~ 
ffir ;~ ~ ~ gilt, ergibt sich leicht e~,, ~> e2, ~ ffir h ~< ~ und f/Jr /, = 1,..., m. 
Somit kommen hOchstens m q- 1 verschiedene m-Tupel (ea~,l ..... ear, l) vor. 
Da  f/Jr Tripel (/,, v, 2~1) jetzt v ~< n - -  1 gilt, treten hiervon nach obiger 
Betrachtung ~ h6chstens 2m(n-  1), also insgesamt wiederum h6chstens 
2mn Tripel auf. 
Im Fallen = 1 kommt O, 0, --1) nicht vor. 
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Somit treten h6chstens (2mn) n verschiedene n-Tupel F(A) auf. Wegen 
A o + 1 > (2mn)" gibt es also c~ </3  in {0, 1 ..... Ao} mit F(~) ~ F(/3). Seien 
: :  C(fi~,+e, G --  {[x'~, y'~], [x'~, Y'B]} -- (T'~ u T'~)) und Ja,. : :  {i [ 
1 ~ i~n^fa  ~:  /~}. Wegen F(o 0 :F ( f l )  gilt J~ ,~: J~ ,~ ffir alle / z :  
1 ..... m. Ffir /ze{1 ..... m} mit J~,. : ~ setzen wir H~: :  w~. Dann gilt 
H~ n ~ ~ ;~, insbesondere [~,+e, ~,+,] r K(H~), nach Definition yon H 
und im Falle a' ~ T'~, etwa a' : t~ i, wegen e~,~ : e~,i. Sei nun/z  e {1 ..... m) 
mit J~,. v~ ;J. Dann durchl/iuft g~ ffir i e J~.~ die Zahlen 1 .... , ]J~,~ [ : :  m'; 
sei etwa g~ : v ffir i. e J~,~ (v : 1 ..... m'). Wegen F(c 0 : F(/~) ist auch 
i~eJ~,, und g~, :v  ffir v :  1 .... ,m' .  Ffir v :  1 , . . . ,m ' - - I  sei wJ:---- 
w.[t~, t~.+~] im Falle h~ : h~, : +1  und w." : :  w~[t~,, t~.+l] im Falle 
h~. ~ h~. --  --1. Nach Definition von i., i.+~ und h~. gilt w." n C : ~ ffir 
v : 1 ..... m' --  1. Sei a" die erste bzw. b" die letzte Ecke von (T'~ t3 T'~) --  
{a', b') auf w~ in Richtung von a' nach b' und weiterhin seien w~ ~ :---- 
w~[a, . . . .  a ]  und w. " : :  w.[b", b']. Nach Definition von H und im Falle 
a' ~ T'~, etwa a' : t~ ~ ( : t j ) ,  wegen e ~,~ ~ e~,~ gilt w~ ~ n ~ : ~.  Ebenso 
~' ~ ~ h~ m" im Falle gilt w  n C ~ nach Definition von H und wegen h~w 
b 'e  T'~. Sei nun H~ :----U.=0 w~ ~ w U.=z W~.[t~., t~]. Der Graph H~ ist 
zusammenNingend, da a" e {t~, t~} und b" e {t~,.', t~,.'} sind und da Wjt~., t~.] 
mit W rt ~.+~ t~+~] durch den Weg wJ  verbunden ist. Wegen U.~0 w." n Z~+l  L c~ 
= ~ ist [~,+~, f~,+~] q~ K(H~).--Wegen des Zusammenhangs der H~ 
und wegen E(Hi) nE(Hj)  ~{a' ,b ' )  ffir 1 ~ i< j~m gilt /~(a', b'; 
U~=i H~) ~ m, was aber wegen [~,+~, ~.+~] r U~=i H~ im Widerspruch 
steht zu/~(a', b'; G --  [~,+~, ~,+~]) < m. 
Aus der Ungleichung (U) des Beweises von Satz 1 wollen wit noch folgern, 
dab g.(m) bei festem n h6chstens quadratisch mit m w/~chst. Zun/~chst wollen 
wir uns fiberlegen, dab es genfigt, f an geeigneten  IA [ Stellen gleich n zu 
setzen, damit ein bez. A f-zusammenh/ingender G aph sogar schon n- 
zusammenh/ingend bez. A ist. 
LEMMA 3. Sei H ein n-faeh zusammenhiingender Graph und sei f (x, y) := n 
f~r alle [x, y] e K(H), wiihrend f(x, y) := O fi~r alle (x, y) e E(H) • E(H) mit 
[x, y] ~ K(H) sei. Jeder bez. E(H) f-zusammenhiingende Graph ist dann sogar 
n-zusammenhiingend bez. E(H). Insbesondere ist ein Graph genau dann 
f-minimal bez. E(H), wenn er n-minimal bez. E(H) ist. 
Beweis. Sei G f-zusammenhfingend bez. A :=  E(H) und nehmen wir 
/~(A, G) < n an. Dann gibt es eine A trennende Eckenmenge T in G mit 
[ T I < n (da wir A immer als unabh~ingig in G voraussetzen oder nach 
Aussage (a) der Einffihrung). Sei C eine Komponente von G-  T mit 
CnA 4: ~ und sei A ' :=AnE(C) .  Wegen 1TI <n ist H - - (AnT)  
zusammenh~ngend. Also gibt es eine Kante [a, b] ~ H --  (A ~ T) mit a e A' 
und b r A'. Dann mfiBte abet tz(a, b; G) >~ f(a, b) = n sein, obwohl a und 
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b~A in verschiedenen Komponenten von G-  T liegen. -- Die zweite 
Behauptung des Lemmas ergibt sich unmittelbar alas der ersten. 
SATZ 1'. Zu jedem n gibt es eine Konstante cn, so daft far alle m gilt 
g,(m) ~ c,m ~. 
Beweis. Sei m := [A ] ~ n /> 2. Dann gibt es einen n-fach zusammen- 
hiingenden Graphen H mit E(H) = A und 1 K(H)[ ~ n [A 1. Se i f  die in 
Lemma 3 definierte Funkt ion und sei f '(x, y) :=  max{0, f (x,  y) -- 1} ffir alle 
(x, y) c A • A. Durch htichstens (nm)-fache Anwendung der Ungleichung (U) 
aus dem Beweis von Satz 1 erhalten wir 
gl(rn) ~ gf(m) + (nm) 5n2"+l(n -- 1)"-a(n m n "-1) 
gf(m) + 2"+an2~+lm 2. 
Nach Lemma 3 gilt aber gl(m)-~ gn(m) und g1"(m)= g,_l(m). Unter 
Beachtung von gl(m) ~ m --  2 ergibt sich durch (n --  1)-fache Anwendung 
obiger Ungleichung also g,(m) ~ 2"+3n2~+2m2. 
Die yon mir betrachteten bez. A n-minimalem Graphen G zeigten allerdings 
nur ein lineares Wachstum von e>~3(G) mit I A [. Andererseits l~il3t sich aber 
anhand von Beispielen zeigen, dal3 g,(m) bei festem m >/3  mindestens 
quadratisch mit n w~ichst. 
2. [k)rBER DIE GRADE DER ECKEN E1NES BEZ. A n-MINIMALEN GRAPHEN. 
In diesem Paragraphen wollen wir den "Maximalgrad" und "Min imalgrad" 
eines bez. einer Eckenmenge n-minimalen Graphen untersuchen. Sei G bez. 
A n-minimal. Es erweist sich folgende Fallunterscheidung als natfirlich. 
(1) Sei 1AF ~n.  Dann gibt es mindestens n+ 1 Ecken a~A mit 
~(a, G) = n. Es ist sogar e,~(A, G) ~ maxa~A ),(a, G). Ffir A -~ E(G) ergibt 
sich hieraus Satz 4 aus [8]. Weiterhin gilt y(x, G) ~< 1 A [ f/Jr alle x E E(G) 
und f~ir a E A sogar y(a, G) ~ I A I - -  1. 
(2) Sei I AI <<.n. Dann braucht im Fall JA I l>3  kein a~A mit 
),(a, G) - n zu existieren. F/Jr alle a ~ A gilt aber ~(a, G) ~ (I A I - -  1) • 
(n -+- 2 --  I A I) und diese Absch~itzung ist bestm~Sglich. Ffir alle x ~ G --  A 
ist ~(x, G) ~ I A l(J A I - -  I) und zumindest ffir n >/ I A I(I A I - -  1) 
k fnnen wirklich Ecken x ~ G --  A mit ~(x, G) = ] A I (I A [ - -  1) auftreten. 
Zun~ichst zwei Lemmata,  ein einfaches und ein wesentliches. 
L~MMA 4. Sei T eine a und b trennende Eckenmenge mit I T ]  : 
t~(a, b; G) ~- : n und sei [x, y] ~ K(G) mit {x, y} n C(a, G -- T) % ~ und 
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/z(a, b; G --  [x, y]) < n. Dann gilt auch tz(a, z; G -- [x, y]) < n fi~r alle 
z ~ ~ - (E (C(a ,  c - 7")) u 7"). 
Beweis. Nehmen wir an, es existiere ein z e G -- (E(C(a, G -- T)) w T) 
mit /z(a, z; G -  [x ,y ] )~ n. Dann gibt es n kreuzungsfreie a,z-Wege 
W~ ..... W, in G -- [x, y] und nach Voraussetzung n kreuzungsfreie a, b-Wege 
W'a .... , W ' ,  in G. Aus den "Wegstficken von W~ ..... W, zwischen a und T"  
und den "Wegstiicken yon W'~ ..... W',~ zwischen T und b" lassen sich wegen 
{x, y) n C(a, G -- T) :/: ;~ dann n kreuzungsfreie a, b-Wege in G -- [x, y] 
kombinieren, im Widerspruch zu/~(a, b; G --  [x, y]) < n. 
Sei /z(A, G) : n. Ffir a ~ A und x e N(a, G) setzen wir A~(a) :=  {a' e A 1 
/~(a, a'; G -  [a ,x ] )< n) und f/Jr M CN(a,  G) sei AM(a) := n~iA~(a) .  
Wenn ffir die Kante [a, x] ~ G gilt/~(A, G --  [a, x]) < n, existieren a~ :/: a2 
in A, die sich durch eine Eckenmenge Tmi t  I T [ < n in G -- [a, x] trennen 
lassen. Wegen/z(a~, a2 ; G) ~ n ist {a, x} o C(ai, G -- [a, x] --  T) ~ ;J fiir 
i : 1, 2. Also ist al ~ A~(a) oder a2 e A~(a), insbesondere A~(a) :/: ;~. 
LEMMA 5. Sei /z(A,G) ~ n und T A I ~ n + 1. Sei a e A und fi~r alle 
z ~ N(a ,G)  gelte t z (A ,G- -  [a,z]) < n. Wenn es x : / :y  in N(a ,G)  mit 
A~(a) n Av(a) ~ ;3 gibt, dann ist 7(a, G) = n. 
Beweis. Seien x ve y zwei Ecken aus N(a, G) mit A~(a) n Au(a) :/: ;~. 
Sei M maximal (bez. _C_C) unter allen M '  mit {x, y)  C_ M '  C N(a, G) und mit 
Ai ' (a )  ~ ;~. Sei etwa b ~ AM(a). Nach I_~mma 2 existiert eine a und b in 
:=  G -- {[a, z] [ z e M} trennende Eckenmenge T mit [ T] = n --  ] M [. 
Sei Cu :=  E(C(u; G -- T)) ffir u = a,b. Wegen /~(A, G) /> n ist MC Cb 
und ffirjede Komponente Cvon  G -- Tmi tE(C)  :~ Ca, Co gilt Cn  A = ;~. 
Es ist Ca n A = {a), da sonst T' :=  T u {a} eine A trennende Eckenmenge 
mit I T' I ----- n --  1 M[  + 1 ~< n --  1 w/ire, im Widerspruch zu/~(A, G) ~ n. 
Sei z e N(a, G) --  M. Da A n Co C_ AM(a) ist, gilt As(a) n Cb = ;~ wegen 
der Maximaleigenschaft yon M, also A~(a) C_ Twegen A n Ca = {a}. 
Ffihren wir nun die Annahme 7(a, G) > n zum Widerspruch. Dann ist 
] N(a, G) -- M [ > I T I. Nach obigem existieren also x' v e y ' in  N(a, G) -- M 
mit A~,(a) n Ar ~ ;~. Sei M '  :=  {x', y'} und etwa b' e AM'(a) C_ T. Nach 
Lemma 2 gibt es eine a und b' in G -- {[a, z] [ z ~ M'} trennende Eckenmenge 
T'  mit [T ' l  =n- -2 .  Sei C ' , :=E(C(u ,G- -{ [a ,z ] l z~M'} - -T ' ) )  ffir 
u = a, b'. Wie oben gilt A n C'~ = {a}. Die Eckenmenge S :=  (T'  n Ca) u 
(T n T') u (T n C'a) trennt a und b in G -- {[a, z] ] z E M u M'}. Wegen 
b 6 r~ iu i "  As(a) : ~ gilt IS ]  > n - -  [ M I --  2. Ffir S'  : :  (T'  n Co) u 
(T n T') u (T n C~,) folgt somit I s '  I ~< I T I + I T ~ I - I s I < n. Da 
also S' nicht A in G trennt, ergibt sich A n Cb n Cb, : ~ wegen N(a, G) n 
Cb n C'0, : ~.  Da nach obigem A n (Ca u C',)  = {a} ist, gilt also A --  {a} _C 
(Cb U T) n (C~, u T') --  (Co n C~,) : S', was den Widerspruch n ~< I A I -- 1 
IS ' [  < n liefert. 
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KOROLLAR 1. Sei G n-minimal bez. A m# [A I ~ n ~-1. Wenn 
7(a, G) > n ist, dann ist A~(a) c3 Au(a) = ;~ fi~r alle x v ~ y aus N(a, G). 
KOROLLAR 2. Sei G n-minimal bez. A mit I A I ~ n + 1. Dann gilt 
7(a, G) ~ I A ] -- 1 fi~r alle a ~ A. 
SATZ 2. Sei G n-minimal bez. A mit [ A [ ~ n -~ 1. Sei [x, y] ~ K(G) und 
sei T eine die Ecken a ~ A und b e A in G -- [x, y] trennende Eckenmenge mit 
IT [  = n -- 1. Dann existiert ein b" e A n C(b, G -- [x, y] -- T) mit 
7(b', 6) =n.  
Beweis. Wir kSnnen 7(b, G) > n voraussetzen. Sei C,~ := E(C(u, G -- 
[x, y] - -  T)) ffir u = a, b. Wenn Az(b) n C~ =/= ;~ ffir ein z e N(b, G) ist, 
dann gilt A n Ca C_ Az(b) nach Lemma 4. (Man unterteile etwa [x, y] durch 
eine Ecke u und betrachte die trennende Eckenmenge T ' :=  T u {u}.) Nach 
Kor. 1 zu Lemma 5 ist also Az(b) n Ca v a ;~ ffir h6chstens ein z e N(b, G). 
Ffir alle z e N(b, G) bis auf hSchstens eine Ausnahme gilt somit Az(b) C_ 
Cb w T. Nach Kor. 1 zu Lemma 5 existiert wegen 7(b, G) ~ I T[ + 1 also 
ein z o ~ N(b, G) mit A~o(b ) C_ Cb 9 Sei bl e A~o(b ). Dann existiert eine b tmd bl 
in G -- [b, Zo] trennende Eckenmenge To mit I To [ = n -- 1. F/ir Zo, b~ und 
T o gilt aber AnC(b l ,G- -  [b,z o] -  T o )C_A~o(b )C_C~-{b}.  Wenn 
7(ba, G) ~ n ist, kSnnen wir obigen Schritt auf  b l ,  [b, Zo], To statt auf b, 
[x, y], T anwenden und kommen so etwa zu zl e N(b l ,  G), b2 ~ A~(bl) und 
T~ mit A n C(b2 , G -- [b~ , zt] -- TO C_ A n C(b~ , G -- [b, z o] - -  To) -- {bl} C 
Co --  {b, b~}. Da der Graph G endlich ist, muB dieses Verfahren abbrechen 
und uns eine Ecke b' e Co mit 7(b', G) = n liefern. 
Indem wir Satz 2 auf eine Kante [a, x] ~ K(G) und ein b ~ A~(a) ~ 
anwenden, erhalten wir 
KOROLLAR 1. Sei G n-minimal bez. A mit [ A I ~ n + 1 und sei a e~A mit 
7(a, G) > n. Dann ist e~(Ax(a), G) ~ 0 fi~r alle x ~ N(a, G). 
Wenn wir in Korol lar 1 die Ecke a E A mit 7(a, G)= maximA 7(x, G) 
w/ihlen, erhalten wir mit Kor. 1 zu Lemma 5 das 
KOROLLAR 2. Sei G n-minimal bez. A m# [ A [ ~ n -k  1. Dann gilt 
en(A, G) >~ maxx~A 7(x, G). 
KOROLLAR 3. Sei G n-minimal bez. A mit I A [ >/n + 1. Dann gilt 
en(A, G) >~ n + l. 
KOROLLAR 4. Sei T C E(G) mit i T [ ~ n und sei C eine Komponente yon 
G -- Tmi t  C n A ~ ~.  Dann existiert ein a' e A n C mit 7(a', G) = n. 
Beweis. Sei a e A n C und nehmen wir 7(a, G) > n an. Wenn A~(a) C_ 
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E(C)  t.) T ffir alle x ~ N(a, G) gilt, existiert wegen Kor. 1 zu Lemma 5 ein 
y ~ N(a, G) mit A~(a)C_ C, also nach obigem Korollar 1 ein a'E A~(a)C_ C 
mit ),(a', G)= n. Wir k6nnen also annehmen, dab ein z ~ N(a, G) mit 
A~(a) ~ E(C) u T existiert. Sei etwa b ~ A~(a) n (G -- (E(C) w T)). Dann 
gibt es eine a und b in G -- [a, z] trennende Eckenmenge T' mit ] T ' [  = 
n - -  1. Es ist zeCb:= C(b ,G- -  [a ,z] - -  T'), also CbnT@ ~. Nach 
Lemma 4 und Kor. 1 zu Lemma 5 gilt A~(a) C (E(C) u T) -- E(Cb) f~r alle 
x ~ N(a, G) -- {z}. Also existiert nach Kor. 1 zu Lemma 5 wieder ein y 
N(a, G) mit A~(a) C C, woraus nach Korollar 1 die Behauptung folgt. 
Wenden wir uns nun dem Fall n ~ [ A ] =:  m zu. Der Graph G entstehe 
aus dem vollst~indigen Graphen Km mit m Ecken, indem wir jede Kante 
[x, y] von K,,~ jeweils "durch n --  m v- 2 kreuzungsfreie x, y-Wege ersetzen". 
Dann ist E(K,~) n-minimal in G und ffir alle a ~ E(Km) gilt y(a, G)= 
(m -- l)(n -- m q- 2), also y(a, G) > n im Falle m ~ 3. Dieses Beispiel zeigt, 
dab die im folgenden Satz gegebene Absch~itzung bestmSglich ist. 
SATZ 3. Sei G n-minimal bez. A mit m := [ A ] ~ n. Dann gilt n 
),(a, G) ~ (m -- 1)(n + 2 -- m) fftr alle a ~ A. Wenn y(a, G) ~- (m -- l) • 
(n q- 2 -- m) fftr ein a ~ A ist, dann existiert zu jedem be A -- {a} ein System 
yon n q- 2 -- m kreuzungsfreien a, b-Wegen W1 ..... Wn+2-,~ in G mit y(x,G) = 2 
f ln+2-m E(Wi)  -- {a, b}. fftr alle x e wi=l 
Beweis. Sei a ~ A und sei ~Jl :=  {M C N(a,G)  IAM(a) v ~ ;g A 
AMCM'CN(a,c) AM'(a) = ;~}. Wegen A~(a)~- ;~ ffir alle x~N(a ,  G) gilt 
N(a, G) = ~)M~ M. Nach Definition von 9Jl ist AM(a)n  AM'(a) = ;~ ffir 
alle M @ M'  aus 93/. Somit gilt 
JAM(a)] ~ m -- 1. (1) 
M~gJ~ 
Sei M e 9J~ mit 1 M I > n + 1 --  m ~ 1 und sei b ~ AM(a). Nach Lemma 2 
existiert eine a und b in G' :=  G -- {[a, x] [ x ~ M} trennende Eckenmenge T 
mi t lT ]  - -n - - [M l .  Wegenl  T I ~n- -2 i s tAnE(C(a ,G ' - -T ) )={a}.  
Da ffir jede Komponente C ~ C(a, G' -- T), C(b, G' -- T) gilt A n C = ~,  
folgt somit IAnC(b ,G ' - -  T)[ ~m--  1 - -  ] T I = ]M l - - (nq -  l - -m) ,  
also ]AM(a)I ~ ]M] - - (nq-  l - -m) .  Seien 9 J / I :={MegJ I [ IM]  ~n+ 
1 - -  m}, 9J~2 := 9Jr -- 9J/~ und & := [ ~lJl~ [ f/Jr i = 1, 2. Aus (1) ergibt sich 
mit der letzten Ungleichung 
s l+ Y 
ME~ 2 
Andererseits gilt 
y(a, G) ~< 
Me~J] 
( IM]  - -  (n + 1 - -  m)) ~m--  1. (2) 
IM[  ~s l (n+l - -m)+ ~ IM I .  (3) 
M~ 2 
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Da s, + so ~< m -- 1 nach (1) gilt, folgt mit (2) hieraus 
7(a,G) <~ sl(n + 1--  m) + s2(n + 1-- m) + m -- l - - s1  
~<(m--  1 ) (nq-2 - -m) .  (4> 
Nehmen wir nun y(a, G) = (m -- 1)(n + 2 --  m) an. Nach (4) sind dann 
Sl = 0 und s2 = m -- 1 und nach (2) gilt somit f M{ = n § 2 --  m ffir alle 
Me92R2 = 92R. Wegen [U~4~M]  =7(a ,G)  =~M~j~IMI gilt Mn 
M'  -- ~ f/ir alle M =/= M'  aus 9J~. Aus (1) ergibt sich [AM(a)r = 1, etwa 
AM(a) = {av}, f/ir alle M e 9Jl und wegen der Disjunktheit der AM(a) weiter 
A -{a}  = {av lM ~ ~J~}. Nach Lemma 2 gibt es eine a und aM in G-  
{[a, x] I x e M} trennende Eckenmenge TM mit r TM J = n --  I M ] = m - -  2 ~< 
n- -2 .  Also ist A&C(a ,G- -{ [a ,x ] fxeM}- -  TM)={a} und wegen 
Aa~(a) - :  {aM} somit TM : -  A -- {a, aM}. Also enth/ilt jeder a, av-Weg eine 
Ecke aus A -- {a, aM} oder eine der Kanten [a, x] mit x e M. Seien W1 .... , W,, 
kreuzungsfreie a, av-Wege, wobei etwa W~ n M =~ ~ ffir i = 1 ..... n + 
2 -- m sei. Sei C eine Komponente von G -- {a, aM} mit A n C ~: ~.  Dann 
i i~z+2-m ist C n ,a~=~ V~, =- ~,  da sonst far ein geeignetes aM, e A n C mit 
M '  e ~ -- {M} ein a, av,-Weg 14 7 existierte, fiir welchen (14/--  {a, av,}) n 
A = # und wegen MnM'= ~ auch /((IV) m{[a ,x ] [xeM'}  = 
ist, was obigem widerspricht. Dann kann aber kein Dc, y ]eK(G) -  
I ~+~-,n ~r _ {a, aM}) @ ~ existieren, da sonst v,~=~' 1"+2 ~ K(W0 mit {x, y} n ,a~=~ , , ,  
ersichtlich auch/x(A, G -- Ix, y]) >~ n w/ire. 
Ein in G n-minimales A mit I A I ~< n braucht auch dann keine Ecke yore 
Grad n zu enthalten, wenn man "parallele Wege" ausschliel3t, wie der 
folgende Graph (fiir m ~> 6) zeigt. Sei A eine endliche Menge mit m := 
IA [  ~>5. Dann ist G :=(AwA 3, {[a, {a, x, y}] [ a e A ^ {a, x, y} e Aa}) 
ein (2m -- 4)-minimaler Graph bez. A, aber ffir alle a e A gilt y(a, G) = 
U;b. 
In einem bez. A f-zusammenh/ingenden Graphen G gilt y(a, G)~> 
maximAl(a, x) ffir alle a eA. Wenn nun G sogar f-minimal bez. A ist, gibt 
es dann ein a e A mit y(a, G) = max,~af(a,  x) ? Dies ist im allgemeinen 
nicht der Fall, wie man aus dem Graphen ersieht, den man aus einem Kreis C 
erh/ilt, indem man ffir jedes Ix, y] e K(C) "die Kante Ix, y] durch n kreuzungs- 
freie x, y-Wege ersetzt". (Hierbei sei A :=  E(C), f(x, y) : - :  n § 1 im Falle 
[x, y] e K(C) und sonst f(x, y) : - -0 . )  Man kann auch bez. A f-minimale 
Graphen G ohne Ecken vom Grad ~<2 finden, die kein a e A rnit y(a, G) = 
max~af (a ,  x) enthalten. Anders verh/ilt es sich aber im Falle des Kanten- 
zusammenhangs. Hierbei ist es praktisch, Multigraphen zu betrachten, also 
auch mehrfache Kanten zuzulassen. Sei A(x, y; G) die Maximalzahl kanten- 
disjunkter x, y-Wege in G. Die Begriffe '~f-kantenzusammenhiingend b z. A'; 
und "minimalf-kantenzusammenhfingend b z. A"  seien f0r Multigraphen so 
definiert, wie man es nach den eingangs definierten Begriffen '~'-zusammen- 
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hiingend bez. A" und '~f-minimal bez. A" erwartet. Sei Ke ine die Ecken a und 
b im Multigraphen G trennende Kantenmenge mit l K [ = A(a, b;G) =: n 
und sei C :=  C(a, G -- K). Sei etwa K == {ki I 1 ~ i ~ n) und sei k i eine 
Kante [x~,yi] ~ mit x i~ C ffir i = 1 ..... n. Dann definieren wir G' :=  
(E(G) -- E(C -- a), K(G -- E(C)) u {[a, Yi] I i = 1 ..... n)),. wobei eine Kante 
[a, y] so oft in G' vorkommen m/Sge, wie y in der Folge y~, yz ..... y ,  
vorkommt.  Wir sagen, G' entstehe aus G durch Identifizieren yon C zu a. 
Es gilt nun 
LEMMA 6. Sei K eine die Ecken a~ und as im Multigraphen G trennende 
Kantenmenge mit I K[  = A(a~, as ; G) und G' entstehe aus G dureh Identi- 
fizieren yon C(al , G -- K)  zu al . Dann gilt A(x,y; G') = A(x, y; G) fi~r alle 
x 7' y aus E(G'). 
Lemma 6 ergibt sich aus Kap. IV, Lemma 3.1 von [5], wenn man noch 
A(a~, x; G') = A(a~, x; G) ffir alle x ~ G' - -  a~ beachtet. 
Aus dem Mengerschen Satz in Kantenform (siehe Satz 9.3 in [13]) folgt 
leicht 
LEMMA 7. A(a, b; G) ~ m ^ A(b, c; G) ~ m ~ A(a, c; G) ~ m. 
SATZ 4. Sei G minimal f-kantenzusammenhiingend b z. A. Dann existieren 
zwei Ecken a e A mit ~(a, G) = max~af (a ,  x). 
Beweis. Wir induzieren fiber die Eckenzahl des Multigraphen. Wir 
kSnnen G als zusammenh~tngend voraussetzen. Sei ko ~ K(G). Da G minimal 
f-kantenzusammenh~ingend bez. A ist, gibt es al 4:a2 in A mit A(al, a2 ; 
G-  ko) < f(a~, a2) =:  n. Also existiert eine al und a2 in G trennende 
Kantenmenge K mit [K l=n und ko~K.  Ffir i=  1,2 seien C i :=  
C(a i  , G -- K), A'i  :=  A n E(Ci) und Ai : -  (A - -  A'i) k) {ai}. Der Graph G i 
entstehe aus G durch Identifizieren yon Ci zua i .  Weiterhin sei f~(a, b) :=  
f (a,  b) ffir alle a, b aus A i - -  (a i}  und f i (a i ,  a) :=  maxima i, f (x ,  a) ffir alle 
a ~ Ai - -  {a~). ~berlegen wir uns zun/ichst 
(Z) Fi~r i ~ 1, 2 ist G i minimal frkantenzusammenhiingend bez. x4 i . 
Betrachten wir etwa G2. Da ffir alle a~A'~ und alle a '~A '~ gilt 
A(a, a 2 ; G2) >/A(a, a'; G) ~ f (a,  a'), folgt A(a, as ; G2) >~ f2(a, as) und nach 
Lemma 6 ist G 2 somit f2-kantenzusammenh/ingend. Sei nun k ~ K(G~). 
Ffihren wir die Annahme, dab A2f2-kantenzusammenh~ingend in G2 --  k ist, 
zum Widerspruch. Da dann A(ai, a~ ; G2 --  k) ~ f2(al ,  as) >/ f (a l ,  a~) = 
n = y(a2, G~) ist, gilt k ~ K(CO. Da A minimal f -kantenzusammenhangend 
in Gist,  gibt es b~ 4= b2 in A mit A(bt, b2 ; G - -  k) < f (b~,  b2). Insbesondere 
In einem Multigraphen bezeichne [x, y] irgendeine der Kanten zwischen x und y. 
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ist ;~(b~, b2 ; G) = f(bl, be) = : m. Wegen Z(al, a2 ; G2 --  k) = n = A(aa, a2 ; 
G -- k) ergibt sich aus Lemma6 , t (a ,a ' ;G2- -k )  = ~(a ,a ' ;G - -k )  
ffir aUe a=/=a' aus A2, also ,~(a ,a ' ;G - -k )  >~f2(a,a' )  >~f (a ,a ' ) .  
Somit ist {b l ,  b2} f~ (.,4 2' - -  {a2} ) 5 ~ ~ ; sei etwa b2 e A'2 -- {a2}. W/ire 
b~ ~ A'2, erhielten wir mit Lemma 6 A(bl, b2 ; G --  k) = A(bl, b2 ; G0 == 
A(b~, b2 ; G) >~ f (b~,  b~), im Widerspruch zur Wahl yon b~ und b2 9 Also gilt 
b~ ~ A'I  9 Nach Lemma 6 ist )(b~, a2 ; G) = A(b~, a2 ; G~) >/- f2(bl,  a~) >~ 
f (b l ,  bz) = m. Aus Lemma 7 folgt also Z(a2, b2 ; G) ~> mund mit Lemma 6 
weiter A(a2, b~ ; G - -  k) ~> m. Wegen A(bl, a2 ; G --  k) = A(b~, a2 ; G2 --  k) >~ 
f2(b~, a2)~ m ergibt sich mit Lemma 7 hieraus der Widerspruch 
A(b~, b2 ; G --  k) >~ m = f (b~,  b2). 
Wenn wir die Kante ko so w~hlen k6nnen, dab ] Cl l  ~> 2 und [ C2 [ >~ 2 
gilt, erhalten wir nach (Z) und nach Indukt ionsannahme ein a'~ E C~ und ein 
a'~ ~ C1 mit ~(a'i , Gi) = max~A~ f i(a' i  , x), also 7'(a'i , G) = maxx~Af(a' i  , x)  
ffir i : 1, 2. Wenn eine solche Wahl von k0 nicht m6glich ist, gilt ffir jede 
Kante [x, y] yon G: Es ist x ~ A und ~,(x, G) : -  max~,4 f (x ,  z) oder es ist 
y ~ A und ~,(y, G) = maxima f (y ,  z). Dann ergibt sich die Existenz zweier 
a ~ A mit ~(a, G) = max~Af(a ,  z) aber unmittelbar. 
Sei G ein bez. A n-minimaler Graph und sei m := I A I. In Satz 3 zeigten 
wir ~(a, G) ~< (m --  1)0 + 2 -- m) ftir alle a ~ A im Falle m ~< n und nach 
Kor. 2 zu Lemma 5 gilt ~(a, G) ~ m --  1 ffir alle a ~A im Falle m > n. 
Wir wollen nun untersuchen, wie grog der Grad in den Ecken z e E(G) - -  A 
sein kann. Sei z ~ G --  A und seien a =/= b aus A. Es kann h6chstens zwei 
Kanten [z, x] e G mit /z(a, b; G --  [z, x]) < n geben, da jede solche Kante 
yon jedem System n kreuzungsfreier a, b-Wege benutzt wird. Da aber anderer- 
seits zu jedem [z, x] ~ G Ecken a' # b' aus A mit ix(d, b'; G -- [z, x]) < n 
existieren, ergibt sich ),(z, G)~ m(m-  1). Diese Absch/itzung ist aber 
zumindest im Fall n >~ m(m -- 1) bestm6glich, wie der folgende Graph zeigt. 
Seien m § 1 disjunkte vollst/indige Graphen Vo, //1 ..... V~ gegeben mit 
m 
[Vo[=m und IV i l :m-1  ffir i=  1 ..... m und sei z~Ui=oE(V i ) .  
Seien etwa E(Vo) = {as ,..., a~} und E(V~) = {xai,..., x~_ 1 , x~+~ ..... xm ~} 
ffir i = 1,..., m. Es sei nun G := (Ui=o E(Vi)  w {z}, Ui=o K(Vi)  w {[z, x] I x 
Ui=x E(Vi)} w {[ai, x~ ~] J i , j ,  k ~ {1 ..... m} ^  i 4: k ~: j}). Der Graph G ist 
m(m -- 1)-minimal bez. A :~  E(Vo) und es gilt ~(z, G) =- m(m -- 1). Durch 
Hinzuffigen weiterer Ecken y und aller Kanten [y, a] mit a ~ A erh/ilt man 
(wegen v(a, G) = m(m -- 1) ffir a e A) ffir jedes n >~ m(m -- 1) einen bez. A 
n-minimalen Graphen G' mit ~(z, G') = m(m -- 1). - -Der vollst/indig paare 
Graph K~.~ zeigt, dab in einem bez. A n-minimalen Graphen G bei beliebigen 
m := [ A [ und n >~ 1 eine Ecke z ~ G -- A mit y(z, G) = m auftreten kann. 
Im Fa l len  ~< mis t  dies aber auch der gr6Btm6gliche Grad einer Ecke 
z ~ E(G) --  A, wie der folgende Satz zeigt. 
SATZ 5. Sei G n-minimal bez. A mit n ~ J A [. Dann gilt ~,(z, G) ~ I A f 
f i ir  alle z ~ G --  A. 
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Beweis. Sei z~G- -A .  F/Jr x~N(z ,G)  sei A x :={azA I  Es gibt ein 
b ~ A --  {a} und eine a und b in G --  [z, x] trennende Eckenmenge T mit 
IT I  = n - -  1 und z~C(b ,G- -  [ z ,x ] - -  T)} und f/Jr MCN(z ,G)  sei 
AM := U~M A ~- Weiterhin sei 9Jl :=  {M_C N(z, G) IZu geeignetem a ~ A 
gibt es eine a und z in G -- {[z, x] [ x ~ M} trennende Eckenmenge T mit 
1T I<~n- - IM[  und A n C(a, G -- {[z, x] [ x ~ M} -- T)  C_ AM}. Da A 
n-minimal in Gist, gilt {x} ~ ~01 f/ir jedes x ~ N(z, G). Sei nun M o ein maximales 
Element von (9)l, _C). Wenn M o C N(z, G) ist, sei M~ ein maximales Element 
yon OJ~ := {M ~ 9Jr I M C_ N(z, G) -- Mo}. Wenn M o w )141 C N(z, G) ist, 
sei M~ ein maximales Element von 9Yt2 :=  {Me~t lMC_N(z ,G) -  
(M o w Ma)}. Auf  diese Weise definieren wir ~R o :=  9Jr, 9Jt~ ..... 9J/~ und eine 
Partition Mo,  M~ ..... M~ von N(z, G). Nach Definition von ~ gibt es far 
i=0 ,1  ..... k ein a~A und eine ai und z in G~:= G- -{ [z ,x ] lx~M~} 
trennende Eckenmenge Ti mit I T~ I ~ n --  [ M~ ] und Ai :=  A n E(C(a~, 
Gi --  Ti)) _C AM~. ~berlegen wir uns zunachst 
(1) IA i l  >/ [M i l f i i ra l le i=O,  1 .... ,k .  
Wir kSnnen [M~I ~> 2 annehmen. Dann gilt A n C = ;~ ftir jede 
Komponente C =/= C(ai,  G~ -- T~) yon G~ --  T~, da wegen [ T~ I ~< n --  2 
sonst T'i : --  T~ u {z} eine A trennende Eckenmenge mit ] T'~ I < n ware. 
Also ist AC_C(a~,G i - -  T~)uT.i  und wegen /A I  >/n  somit [Ai[  ~> 
IA I - - IT i [  ~>lA l - -n -+- IM i l  /> lM i [ .  
(2) Es ist Ai n A~ = ;~ fi~r alle O <~ i < j ~ k. 
Da A t C AM~ nach Definition von ~0~ gilt, gentigt es, A x n Ai = ~ far alle 
x e N(z, G) i --U~.=o Mr zu beweisen. Ftihren wir die Annahme, dab ein 
x ~ N(z, G) -- U;=o My mit A ~ n Ai # ;~ existiert, zum Widerspruch. Sei 
etwa a ~ A ~ n A~. Nach Definition von A 9 existieren ein b ~ A --{a} und 
eine a und b in G -- [z, x] trennende Eckenmenge T mit I T[ = n --  1 und 
z~ C(b, G -- [z, x] -- T). Sei C~ := E(C(y,  G -- [z, x] -- T)) far y = a ,z  
und C'y :=  E(C(y,  Gi --  T~)) ffiry = a, z. Sei T'  :=  (T in  Ca) u (T~ n T) u 
(Tn  C',). Da T' die Ecken a und b in G trennt, gilt I T ' [  >~ n, also 
I TnC '~[  < I T in  Ca lwegenl  TI <n.  F f i rT" := (TAC '~)U(TAT i )k )  
(T~nC~)g i l tdaher lT"T<lT~nCa l+rTnT i [+ IT~nC,  l= lT~I~< 
n -- / Mi / .  Sei M' i  :=  Mi t.) {x}. Dann ist T" eine z' und a in G -- {[z, y] ] 
y~M'~} trennende Eckenmenge mit ]T" I  <~n- -  IM'~I far jedes z' 
C, n C ' , ,  insbesondere far z' = z. Sei C :=  C(a, G -- {[z, y] I Y ~ M'i} -- T") 
und sei a' E A n C. Wegen A _C (C~ u T k9 Ca) n (C', u Ti k9 C'a) und wegen 
CnC,  nC ' ,=  ~ gilt a '~CauC'a .  Wegen AnCaCA ~ ist somit 
a' ~ A ~ w A i C_C_ AM" i. Also folgt A C~ C C_ AM'~ und damit M' i  e 9Jti, im 
Widerspruch dazu, dab M~ maximal in O/li ,  _C_C) war. 
Aus (1) und (2) ergibt sich nun unmittelbar die Behauptung 7(z, G) = 
k 
Z,=oIM, I ~<X~=olAil = [U,~oA, 1 ~ IA I .  
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Bemerkung 1. Man beachte, dab im obigen Beweis lediglich an einer 
Stelle die Voraussetzung n ~ I A I benutzt wurde, n~imlich in der letzten 
Ungleichung des Beweises von (1). Wenn man 1A I < n zul/il3t, ergibt sich 
statt(1) nurnoch lA i l  ~max{1,  lM/ I  + IA l - -n} - ImFa l le lA I  =n- -  1 
folgt aus der letzten Ungleichung des obigen Beweises somit 7(z, G)<~ 
]c 7c 
~=0(]A i [+ 1) ~=021A~l  ~21AI .  Diese Ungleichung 1/iSt sich 
durch genauere Analyse zu 7(z, G) ~ 21A I --  2 versch~irfen. Andererseits 
kann man zu jedem n >/3  einen Graphen G finden, tier n-minimal bez. A 
in i t ia l  =n- -  l i s tunddere ineEckez~G- -Ami tT (z ,G)=21Al - -2  
enth/ilt. 
Bemerkung 2. Sei G n-minimal bez. A mit m :~ J A J> n und sei 
z e G-  A mit 7(z, G)~ m. Man k6nnte vermuten, dal3 der yon 
E(C(z, G -- A)) w A aufgespannte (induzierte) Untergraph von G dann aus 
m "bis auf z disjunkten Wegen zwischen z und A" besteht. Es ist zwar 
richtig, dab dann m bis aufz  disjunkte Wege zwischen z und A in G existieren, 
abet es kann durchaus Ecken x r A w {z} mit 7(x, G) ~ 3 auf diesen Wegen 
geben, wie der folgende 5-rninimale Graph zeigt. Seien C und C'  zwei 
disjunkte Kreise. Die Ecken von C in zyklischer Reihenfolge seien al ..... a, , ,  
die von C' in zyklischer Reihenfolge b l ,  c l ,  b2, % ..... bm, e,~. Der Graph G' 
entstehe aus C w C'  durch Hinzuffigen der Kanten {[ai, e~] J i ~ 1,..., m} w 
{[ai, bj] r i ~ {1,..., m) ^ ( j  --- i v j = i + 1)}, wobei die Indizes modulo m 
zu betrachten sind. Mit z r E(G') sei G :~  (E(G') u {z}, K(G') w {[z, el] j 
i = 1,...,m}). Der Graph G is t  5-minimal bez. A :~  E(C) und es ist 
7(z, 6) = 1A I. 
Die Frage nach dem Maximalgrad der Multigraphen G, die minimal 
n-kantenzusammenh/ingend bez. A sind, 1/il3t sich mit Hilfe von (Z) aus dem 
Beweis von Satz 4 leicht durch Induktion beantworten: Es ist 7(z, G) <~ n I A [ 
fftr alle z ~ G -- A, und zwar ist diese Ungleichung bestm6glieh. Fi~r a ~ A gilt 
y(a, G) ~ n(I A I -- 1), was wiederum bestmb'glich ist. 
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