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Currents can induce spin excitations in antiferromagnets, even when they are insulating. We
investigate how spin transfer can cause antiferromagnetic resonance in bilayers and trilayers that
consist of one antiferromagnetic insulator and one or two metals. An ac voltage applied to the
metal generates a spin Hall current that drives the magnetic moments in the antiferromagnet. We
consider excitation of the macrospin mode and of transverse standing-spin-wave modes. By solv-
ing the Landau–Lifshitz–Gilbert equation in the antiferromagnetic insulator and the spin-diffusion
equation in the normal metal, we derive analytical expressions for the spin-Hall-magnetoresistance
and spin-pumping inverse-spin-Hall dc voltages. In bilayers, the two contributions compensate each
other and cannot easily be distinguished. We present numerical results for a MnF2|Pt bilayer. Tri-
layers facilitate separation of the spin-Hall-magnetoresistance and spin-pumping voltages, thereby
revealing more information about the spin excitations. We also compute the decay of the pumped
spin current through the antiferromagnetic layer as a function of frequency and the thickness of the
antiferromagnetic layer.
I. INTRODUCTION
Antiferromagnets have many qualities that make them
attractive for use in spintronic devices. For example, the
absence of stray fields allows for a dense storage of com-
ponents without undesired crosstalk between the active
elements. The most interesting feature of antiferromag-
nets is that their high resonance frequencies pave the way
toward terahertz circuits [1].
Current-induced spin-transfer torques (STTs) can in-
duce ferromagnetic resonance [2] in both metallic and
insulating ferromagnets [3, 4]. Antidamping-like STT is
even under magnetization reversal [5]. Consequently, the
magnetic moments in the two sublattices of a collinear
antiferromagnetic insulator experience the same STT,
which enables STT-driven spin dynamics in antiferro-
magnets. Current-induced STT is a powerful method for
probing the magnetization dynamics in magnetic layers
[6, 7]. An electric signal can simultaneously drive and de-
tect the magnetization dynamics. An ac voltage leads to
an alternating spin current through the spin Hall effect
[8], which drives the magnetic moments at resonance.
Subsequently, the spin Hall magnetoresistance (SMR)
and spin pumping (SP) induce dc voltages through the
inverse spin Hall effect (ISHE) [9] that can be measured
using a bias tee.
SMR [10, 11] is the dependence of the normal metal
resistance on the orientation of the magnetic moments in
an adjacent magnetic layer relative to the applied cur-
rent. When the magnetic moments precess, the resis-
tance of the metal correspondingly oscillates. The mix-
ing of the oscillating resistance and charge current gener-
ates a dc voltage bias that can provide insights into the
magnetization dynamics. Recent experiments have indi-
cated that SMR also occurs in antiferromagnetic insula-
tor/normal metal (AF|N) bilayers [12–16]. Theoretical
predictions have also been made for conducting antifer-
romagnets [17].
Similar to ferromagnets, SP is also active in antifer-
romagnets [18]. However, to the best of our knowledge,
there are no direct experimental detections of antiferro-
magnetic SP. The lack of direct experimental signatures
is possibly due to the high resonance frequencies and
low susceptibilities of the magnetic moments in antifer-
romagnets, which make experimental detection challeng-
ing. However, we have recently theoretically shown that
the susceptibilities and thus the dc SP substantially in-
crease near the spin-flop transition, where the resonance
frequency is low [19]. Therefore, we expect that antifer-
romagnetic SP will be a prominent effect if we drive our
system close to the spin-flop transition.
In this paper, we compute the dc voltages resulting
from SMR and SP in antiferromagnetic insulator/normal
metal bilayers. The driving source is an ac voltage bias
on the normal metal. In addition to the macrospin mode,
we also consider the excitation of transverse standing spin
waves. These standing waves have a higher resonance fre-
quency than that of the uniform precession modes, and
these waves can be excited by tuning the frequency of the
applied voltage bias. The detection of such waves would
reveal a wide variety of properties of the antiferromag-
netic material. The resonance frequencies can be used to
determine contributions to the free energy of the antifer-
romagnet, such as exchange and anisotropy frequencies,
and the exchange lengths of the sublattices. The am-
plitudes and linewidths of the resonance peaks can also
be used to determine both the intrinsic and SP-induced
damping and thus the transverse spin conductance of the
AF|N interface. Finally, we also show how the SMR and
SP dc voltages can be separated by sandwiching the anti-
ferromagnetic material between two metals and measur-
ing the dc biases in the metals independently. This ap-
proach requires that the dissipation of the pumped spin
current through the antiferromagnet is negligible. We
therefore study for what thicknesses of the antiferromag-
netic layer and for what resonance frequencies this is a
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II. MODEL
We first consider a bilayer that consists of an antifer-
romagnetic insulator in contact with a heavy metal, as
shown in Fig. 1. An ac voltage applied to the metal
causes spin excitations in the antiferromagnet via the
spin Hall effect and the STT. Subsequently, SP in com-
bination with the ISHE and SMR cause a dc voltage in
the normal metal.
For the bilayer system, our main result is the analyti-
cal expressions for the dc voltages resulting from SP and
SMR in Eq. (31). These expressions hold for a uniaxial
antiferromagnet under the influence of an external mag-
netic field that can control the resonance frequency and
enhance the voltage signals [19]. For the N|AF|N trilayer,
our main contribution is illustrating how this system can
be used to measure the SP and SMR voltages indepen-
dently. These contributions cannot be distinguished in
the bilayer system because they have the same frequency
dependence.
m(t)
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Ic(t)
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x′x
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z
y
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FIG. 1. An ac voltage applied to a normal metal with strong
spin-orbit coupling generates spin currents that flow into the
antiferromagnetic insulator, exciting the magnetic moments.
The direction of the applied voltage and the easy axis of the
antiferromagnet are parallel to the AF|N interface, and there
is an angle of θ between them. An external field H0 along
the easy axis of the antiferromagnet controls the resonance
frequency and the magnetic susceptibilities.
A. Equations of motion
The sublattice magnetizations of the antiferromagnetic
insulator are M1 and M2. We describe the dynamics of
these magnetizations in terms of the dimensionless aver-
age magnetization and Ne´el order parameter vectors m
and n, which are defined as Lm = (M1 + M2)/2 and
Ln = (M1 −M2)/2, where L is the saturation mag-
netization of each sublattice. These vectors satisfy the
constraints m2 + n2 = 1 and m · n = 0. The cou-
pled equations of motion for m and n are given by the
Landau–Lifshitz–Gilbert (LLG) equations
m˙ =
1
2
(ωm ×m+ ωn × n) + τGDm + τ SPm + τ STTm ,
(1a)
n˙ =
1
2
(ωm × n+ ωn ×m) + τGDn + τ SPn + τ STTn .
(1b)
In the LLG equation (1), the Gilbert damping torques
are
τGDm = α0 (m× m˙+ n× n˙) , (2a)
τGDn = α0 (m× n˙+ n× m˙) , (2b)
the interfacial SP torques are
τ SPm = α
′dAFδ(y) (m× m˙+ n× n˙) , (3a)
τ SPn = α
′dAFδ(y) (m× n˙+ n× m˙) , (3b)
and the STTs are
τ STTm =
α′
~
dAFδ(y)
[
m× (m× µNs (y, t))
+ n× (n× µNs (y, t)) ] , (4a)
τ STTn =
α′
~
dAFδ(y)
[
m× (n× µNs (y, t))
+ n× (m× µNs (y, t)) ] . (4b)
Here, we have introduced the SP-induced enhanced
damping parameter α′ = ~γg⊥/(4piLAdAF), and α0 is
the intrinsic Gilbert damping parameter. A is the AF|N
interface area. The STTs depend on the spin accumula-
tion µNs in the normal metal.
The frequencies ωm,n corresponding to the effective
fields are ωm = −(γ/L) · δf/δm and ωn = −(γ/L) ·
δf/δn, where γ is the gyromagnetic ratio and f is the
free energy density,
f =
L
γ
[
ωE
(
m2 − n2)− 2ωHmx
−ω‖
(
m2x + n
2
x − (λm∇m)2 − (λn∇n)2
) ]
. (5)
Here, ωE is the exchange frequency, ω‖ is the easy-axis
anisotropy frequency, ωH is the frequency that describes
3the external magnetic field along the easy axis, and λm,n
is the exchange length for m and n.
We will compute the induced dc voltages to the second
order in the spin excitations. For this purpose, comput-
ing the spin excitations to the first order in their devia-
tions from equilibrium is sufficient. For simplicity, we as-
sume an ideal compensated antiferromagnetic insulator-
metal interface. In this case, we can only excite stand-
ing waves in the transversal direction, along the interface
normal. Impurities, an uneven interface, or a sufficiently
high temperature can also facilitate the excitations of
waves in other directions. Within our assumptions, we
linearize the LLG equations and use a harmonic transver-
sal standing-wave ansatz of the solutions:
m(y, t) =
1
2
(
δm(y)eiωt + δm∗(y)e−iωt
)
, (6a)
n(y, t) = n0 +
1
2
(
δn(y)eiωt + δn∗(y)e−iωt
)
, (6b)
where n0 = xˆ and
δm(y) = δmy cos[k
y
m(dAF + y) + φ
y
m]yˆ
+ δmz cos[k
z
m(dAF + y) + φ
z
m]zˆ , (7a)
δn(y) = δny cos[k
y
n(dAF + y) + φ
y
n]yˆ
+ δnz cos[k
z
n(dAF + y) + φ
z
n]zˆ . (7b)
Fig. 2 illustrates the different standing waves.
N=0
N=1
N=2
FIG. 2. Standing waves of the Ne´el order parameter in
the transversal direction in the limit when φy,zm,n = 0 and
ky,zm,ndAF = Npi.
B. Spin accumulation
The spin-diffusion equation determines the spatiotem-
poral evolution of the spin accumulation µNs (r, t) in the
normal metal,
∂µNs (r, t)
∂t
= γNH0 × µNs +DN
∂2µNs
∂y2
− µ
N
s
τNsf
, (8)
where γN is the gyromagnetic ratio in the normal metal,
H0 is an external magnetic field, DN is the diffusion con-
stant, and τNsf is the spin-flip relaxation time. When
τNsf is considerably smaller than the other time scales of
the system (applied ac voltage frequency and character-
istic magnetic field frequency ωH = γN|H0|), the spin-
diffusion equation can be approximated to be static. This
approximation is true for metals such as Pt, which has
a spin-flip relaxation time that is as low as 0.01 ps [20].
We use this simplification in our calculations, leaving us
with a 1D Helmholtz equation characterized by the spin-
diffusion length λNsd =
√
DNτNsf , with solutions given by
hyperbolic functions.
The source of the spin accumulation in the normal
metal is an ac voltage. This ac voltage leads to an ac
charge current I0c(t) = I
0
c (t)xˆ
′ in the metal, which gen-
erates an oscillating spin current through the spin Hall
effect [8]. We consider a harmonic ac current with fre-
quency ω. The total spin current in the normal metal is
then
INs (y, t) =
~θSH
2e
I0c (t)zˆ
′ − ~σA
4e2
∂µNs (y, t)
∂y
. (9)
where θSH is the spin Hall angle and σ is the conductivity
of the normal metal.
The boundary conditions that µNs must satisfy are
that the spin current across the normal metal-vacuum
interface must vanish (INs (y = dN, t) = 0) and that
the spin current across the AF|N interface is continu-
ous (INs (y = 0, t) = I
AF
s (y = 0, t)). The spin current in
the antiferromagnetic insulator is given by contributions
from SP and STTs, and it is approximated as
IAFs (t) ≈
g⊥
2pi
[
~ (n× n˙) + n× (n× µNs )]y=0 (10)
to the leading order in the applied ac voltage bias, where
g⊥ is the transverse spin conductance. We have dis-
regarded contributions from the imaginary part of the
transverse spin conductance since it is small in most ma-
terials. We also consider the exchange limit (ω‖  ωE),
which is a good approximation for many antiferromag-
netic materials. In the exchange limit, the antiferromag-
net is approximately collinear also at resonance, which
means that the net magnetization is negligible. Any SP
contributions from the magnetization will therefore be
insignificant compared to the SP from the Ne´el order pa-
rameter. By solving the spin-diffusion equation (8) with
the boundary conditions, we find that
4µNs (y, t) = µs0(t)
sinh
[
(2y − dN)/(2λNsd)
]
sinh
[
dN/(2λNsd)
] zˆ′ + 1
1 + ξ
cosh
[
(y − dN)/λNsd
]
cosh
[
dN/λNsd
] × [~ (n× n˙)− µs0(t)n× (n× zˆ′)]y=0 , (11)
where we have introduced the dimensionless parameter
ξ =
[
pi~σA tanh
(
dN/λ
N
sd
)]
/(2g⊥e2λNsd) (12)
and a characteristic spin accumulation
µs0(t) = 2θSHeλ
N
sd tanh
(
dN/2λ
N
sd
)
I0c (t)/(Aσ) . (13)
C. Magnetization dynamics
The magnetization dynamics in the antiferromagnet
can be divided into two separate regions: the dynamics at
the interfaces and the dynamics in the bulk. At the AF|N
interface, the STTs τ STTm,n drive the dynamics, and there
are also dissipative SP torques (τ SPm,n). By integrating
the LLG equation (1) in a small volume around the AF|N
interface, we find the boundary conditions for n:
dAFα
′
[
n× n˙+ 1
~
(
n× (n× µNs )
)]
y=0
+ω‖
[
λ2nn× ∂yn
]
y=0
= 0 . (14)
We assume that the other interface (y = −dAF) connects
to vacuum or a substrate with neither SP nor spin trans-
fer. Subsequently, there is only a contribution to the
boundary conditions from the exchange stiffness, which
requires that the spatial derivative in the transversal di-
rection vanishes.
By linearizing the boundary condition in Eq. (14) with
the ansatz in Eq. (6), we obtain the following constraint
on the wave number kzn:
kzndAF tan(k
z
ndAF) = i
d2AFα
′ω
λ2nω‖
κ , (15)
where we have introduced
κ =
[
1 +
2e2g⊥λNsd coth(dN/λ
N
sd)
Apiσ~
]−1
=
ξ
ξ + 1
. (16)
When the term on the right-hand side of Eq. (15) is
small, we can expand the solution around the roots where
ky,zm,ndAF ≈ Npi (N = 0, 1, 2, . . .) to determine the wave
numbers. This limit corresponds to the low-damping
limit where the decay of the standing waves in the anti-
ferromagnetic layer is negligible. Note that the opposite
limit implies that the precessions at the interface (and
thus the SP and SMR voltages) become small; therefore,
this limit is of little interest.
The constraint from the boundary conditions in Eq.
(14) on the wave number kyn depends on an amplitude of
δn,
δny
[
λ2nk
y
nω‖ sin(k
y
ndAF)− idAFα′κω cos(kyndAF)
]
= dAF cos θα
′κ|µs0|/~ . (17)
Another equation is required to find solutions for δny
and kyn; therefore, we must solve the LLG equations in
the bulk of the antiferromagnet.
In the bulk (−dAF < y < 0), the LLG equation be-
comes a 4×4 matrix equation. A non-trivial solution re-
quires the determinant of this matrix to be zero because
there is no dynamical source in the bulk. The dynamics
enters through the boundary conditions at the interface.
Because the determinant is independent of the preces-
sion amplitudes δm and δn, we can use this condition to
determine the solutions for kyn that allow a non-trivial so-
lution of the precession amplitudes. The amplitude δny
can then be determined from Eq. (17), and the remain-
ing amplitudes δmy, δmz, and δnz can be determined
from the eigenvectors of the LLG bulk equations.
III. SPIN-TRANSFER-TORQUE-INDUCED
ANTIFERROMAGNETIC RESONANCE
A. Frequency spectrum and susceptibilities
In the low-damping and exchange limits, the reso-
nance frequencies of the N -node standing wave mode are
|ω(N)± | = ω(N)0 ± |ωH |, where
ω
(N)
0 =
√
ω20 + ω‖
(
Npiλn
dAF
)2
, (18)
and ω0 ≈
√
2ωEω‖ is the gap frequency. The solutions
of Eq. (17) around the ky,zn dAF = Npi roots are approxi-
mately complex Lorentzians,
δn
(N)
y,±(ω) ≈
(−1)N+1α′(N)κ cos θ|µs0|√ωE/
(
2~
√
2ω‖
)
|ω| − |ω(N)± |+ i∆ω(N)± /2
,
(19)
where we have introduced the linewidth
∆ω
(N)
± = 2
(
α0 + α
′(N)κ
)
|ω(N)± |
√
ωE
2ω‖
. (20)
We have also introduced the effective SP damping param-
eter α′(N) for the N -mode spin wave, where α′(N=0) = α′
5and α′(N 6=0) = 2α′, which is analogous to the result for
ferromagnetic spin waves [21].
The Lorentzian approximation in Eqs. (19) and (20)
is valid to the lowest order in α0 and α
′ under the as-
sumption that λm,n/dAF  1. If the antiferromagnet is
so thin that the thickness becomes comparable to the
exchange length, then the gap between the resonance
frequencies of the macrospin mode and the higher-order
standing wave modes approaches the exchange frequency
ωE . This is the upper bound of the resonance frequency;
thus, in the limit dAF ∼ λm,n, we can only excite the
macrospin mode. Because we also want to study the
higher-order standing waves, we only consider the limit
where dAF  λm,n.
Note that even though the linewidth is enhanced by a
factor of
√
ωE/ω‖, the maximum amplitude of the pre-
cessions is not suppressed by the inverse of this factor.
This differs from the case where the source of the dynam-
ics is a magnetic field, where the amplitudes are sup-
pressed by a factor of
√
ω‖/ωE . For the spin-transfer-
driven case, the only suppression arises from the high
resonance frequencies of the antiferromagnet, and this
suppression is also present in the magnetic-field-driven
case in addition to the
√
ω‖/ωE factor.
The z-component of the Ne´el order parameter is re-
lated to the y-component by
cos (kzndAF) δn
(N)
z,± = ∓sign (ωH) i cos (kyndAF) δn(N)y,± .
(21)
This is obtained through the eigenvectors of the bulk
LLG equations in Eq. (1) in the region where −dAF <
y < 0. The magnetization δm also has a circular polar-
ization for uniaxial antiferromagnets, and its amplitude
is suppressed by a factor of ∝√ω‖/ωE compared to the
Ne´el order parameter. This suppression factor justifies
our discarding of the contributions from the magnetiza-
tion in the antiferromagnet to the spin accumulation in
the metal. We now assume that the separation between
the resonance frequencies |ω(N)± | is considerably greater
than the linewidths |∆ω(N)± | and that the real part of the
eigenfrequency is much greater than the imaginary part.
The frequency spectrum for, e.g., δny(ω), can then be
approximated by a sum of the complex Lorentzians in
Eq. (19):
δny(ω) =
∞∑
N=0
∑
i=±
δn
(N)
y,i (ω) , (22)
and similarly for the other amplitudes.
B. Spin Hall magnetoresistance and spin pumping
dc voltages
We can now use our solutions of the spin accumulation
in Eq. (11) and precession amplitudes in Eqs. (19) and
(21) to determine the total charge current resulting from
the applied voltage and interaction with the antiferro-
magnet driven at resonance. This charge current density
is [11]
jc(y, t) =
I0c (t)
A
xˆ′ +
θSHσ
2e
yˆ × ∂µ
N
s (y, t)
∂y
. (23)
By averaging over the normal metal, jc(t) =
d−1N
∫ dN
0
jc(y, t)dy, we find that the contributions to the
x′-direction are
jc(t) · xˆ′ = jSMRc,x′ (t) + jSPc,x′(t), (24)
where
jSMRc,x′ (t) =
I0c (t)
A
[
1− ∆ρ0
ρ
− ∆ρS
ρ
(1− n2z′)
]
y=0
, (25)
jSPc,x′(t) = −
θSH~σ
2dNe
η [(n× n˙)z′ ]y=0 . (26)
Here, we have introduced
∆ρ0 = −ρθ2SH
2λNsd
dN
tanh
(
dN
2λNsd
)
, (27)
η =
1
1 + ξ
tanh
(
dN
2λNsd
)
tanh
(
dN
λNsd
)
, (28)
and the SMR ∆ρS = −η∆ρ0/2. ρ = 1/σ is the resistiv-
ity of the normal metal. The contributions from both the
SMR and the SP induce a dc component in the result-
ing ISHE voltage in the normal metal. Assuming that
I0c (t) = I
0
c cos(ωt), we find that
〈jSMRc,x′ (t)〉t =
∆ρSI
0
c
2ρA
sin 2θRe [δnz cos(k
z
ndAF)] . (29)
To find the dc contributions from SP, we study the dc
component of 〈(n× n˙)z′〉t, and we compute that
〈(n× n˙)z′〉t = −ωIm
[
(δny cos(k
y
ndAF))
∗
×δnz cos(kzndAF)
]
sin θ. (30)
Let us now compare the results for the dc components
of jSMRc,x′ and j
SP
c,x′ in Eqs. (25) and (26) to the ferromag-
netic case [3]. We observe that the results are exactly
the same when n ↔ Mˆ and Gr → 2Gr, where Mˆ is the
magnetization unit vector in the ferromagnet and Gr is
the real transverse spin conductance in Ref. 3.
Experiments measuring the SMR in NiO|Pt het-
erostructures indicate that the SMR is negative for anti-
ferromagnets [13–16]. Because the only key difference be-
tween the antiferromagnetic case and the ferromagnetic
case is that the Ne´el order parameter, not the magneti-
zation, causes the SMR, the negative sign must be due
to some property of the Ne´el order parameter. This is in
agreement with the reasoning in Ref. 14, where the neg-
ative SMR is explained by the coupling of the Ne´el order
6parameter to the magnetic field. They typically couple
perpendicularly to each other, whereas for ferromagnets,
the magnetization couples along the magnetic field. The
perpendicular coupling gives rise to a pi/2 phase shift rel-
ative to the ferromagnetic case and a negative sign in the
measured SMR.
If we consider the case in which the susceptibility of
the Ne´el order parameter is of the same order of magni-
tude as the susceptibility of the magnetization in a ferro-
magnet, then the SMR and SP voltages in an antiferro-
magnet should be comparable to those in a ferromagnet.
Eq. (19) shows that the susceptibility scales with the
inverse of the resonance frequency. The susceptibility of
the Ne´el order parameter therefore becomes comparable
to that of the magnetization in a ferromagnet when the
system is driven close to the spin-flop transition, where
the resonance frequency is small [19].
Inserting our solutions of the frequency-dependent am-
plitudes in Eqs. (19) and (21), the dc voltages as a
function of applied ac voltage frequency become approx-
imately
V SMRdc (ω) = sign (ωH)K sin 2θ cos θ
(
I0c
A
)2 ∞∑
N=0
∑
i=±
α′(N)
2
(
α0 + κα′(N)
) i · L(N)i (ω)
|ω(N)i |
, (31a)
V SPdc (ω) = −sign (ωH)κK sin 2θ cos θ
(
I0c
A
)2 ∞∑
N=0
∑
i=±
[
α′(N)
2
(
α0 + κα′(N)
)]2 i · L(N)i (ω)
|ω(N)i |
, (31b)
where V
SMR/SP
dc = lρ〈jSMR/SPc,x (t)〉t and l is the length of
the bilayer in the direction of the applied voltage. We
have also introduced the symmetric Lorentzian
L
(N)
i (ω) =
(
∆ω
(N)
i /2
)2
(
|ω| − |ω(N)i |
)2
+
(
∆ω
(N)
i /2
)2 (32)
and the constant
K =
lκηθ3SHe
(
λNsd
)2
~dNσ2
tanh2
[
dN
2λNsd
]
. (33)
In our model, the SMR and SP voltages as functions
of frequency are described via symmetric Lorentzians.
However, we have not included the contributions from the
Oersted field to the dynamics. The charge current causes
an oscillating magnetic field that leads to an antisym-
metric Lorentzian component [3]. One therefore needs to
filter out the antisymmetric component before compar-
ing experimental data with our model. We did not take
the Oersted field in the free energy into account since
the susceptibility associated with this magnetic field is
a factor of ∼ √ω‖/ωE smaller than the susceptibility
associated with the spin accumulation [22]. Moreover,
because the Oersted field is approximately uniform in a
sufficiently thin antiferromagnetic film, it can only couple
to theN = 0 mode. The symmetric Lorentzian can there-
fore be expected to be the dominant component of the
signal for most antiferromagnetic materials and should
be the only component for the N 6= 0 modes.
Next, we will compute the dc voltages for MnF2 using
the parameters in Table I and Table II. Direct measure-
ments of some of the parameters are lacking. We there-
fore use these missing material parameters from simi-
lar systems. We use the Gilbert damping of NiO, α0 =
TABLE I. Material parameters for MnF2.
ωE (s
−1) [23] ω‖ (s
−1) [23] L (A/m) [24]
9.3·1012 1.5 ·1011 47 862
TABLE II. Material parameters for Pt.
θSH [25] λ
Pt
sd (nm) [26] σ ([Ωm]
−1) [27]
0.12 1.5 5·106
2.1 ·10−4 [28], and the typical transverse conductance for
ferromagnet-normal metal systems, g⊥/A ∼ 3 · 1018 m−2
(ferromagnet|Pt [29]).
The exchange length is ∝ a√ωE/ω‖, where a is the
typical lattice spacing. We define λn = az
√
ωE/ω‖,
where z is the number of nearest-neighbor sites on each
sublattice. Because MnF2 has a tetragonal crystal struc-
ture and therefore two lattice constants [30], we use the
average of the two lattice constants for our characteristic
length a. MnF2 has eight nearest neighbors. This results
in an estimated exchange length of 26 nm. We note,
however, that the real value might differ by as much as
an order of magnitude from this value. The exchange
length should therefore be estimated by measuring the
separation between the resonance peaks.
The results obtained using these parameters are pre-
sented in Figure 3, where we have used l = 100 µm,
dN = 2λ
Pt
sd , I
0
c /A = 10
10 A/m2, and θ = 35o. The SMR
and SP dc voltages always have opposite signs, whereas
their frequency dependence is exactly the same. The par-
tial cancellation leads to a smaller net signal. The contri-
butions from SMR and SP cannot be distinguished from
one another in this bilayer system. We also observe that
7the SP voltage is always smaller than the SMR voltage.
For a given direction of the external magnetic field, here
assuming that ωH > 0, the signs of the dc signals de-
pend solely on whether the precessions are right handed
(ωres > 0, + mode) or left handed (ωres < 0, − mode).
The dc voltages resulting from the higher-energy modes
are not particularly large for our choice of parameters.
This is primarily due to the high resonance frequencies of
these modes. The standing waves will be easier to detect
in materials with a lower gap frequency ω0 than MnF2
or in materials with a shorter exchange length, which
leads to a lower resonance frequency for these modes.
Examples of antiferromagnets with a low gap frequency
are RbMnF3, which has a gap of ω0/2pi = 9 GHz [31],
and GdFe3(BO3)4, which has a gap of ω0/2pi = 29 GHz
[32]. For comparison, the gap frequency of MnF2 is
ω0/2pi = 267 GHz. Because experimental data for the
exchange lengths in antiferromagnets are lacking, it is
difficult to suggest material candidates for this category.
We expect, however, that the exchange length is propor-
tional to
√
ωE/ω‖; thus, the exchange length is small
in materials where the easy-axis anisotropy is significant
compared to the exchange energy. The disadvantage of
this is that the exchange energy is generally large in anti-
ferromagnets; thus, the gap frequency and spin-flop fields
will typically also be large for these materials. An exam-
ple of this case is FeF2, which has ω‖ = 0.37ωE [33]. The
gap frequency for this material is as large as 1.41 THz,
and the spin-flop field is 50.4 T. Spin-transfer antiferro-
magnetic resonance experiments with this material will
therefore be very challenging. As an alternative to find-
ing materials with lower resonance frequencies, one can
apply a stronger voltage to enhance the signals because
the measured dc voltages are quadratic in the applied ac
voltage.
In the next section, we will discuss a trilayer system
that allows separating the SMR and SP voltages. Sepa-
rating these voltages yields more information about the
system, such as the ratio between the intrinsic damping
to the SP-enhanced damping.
IV. SEPARATION OF SPIN HALL
MAGNETORESISTANCE AND SPIN-PUMPING
VOLTAGES
A. N|AF|N system
We now extend and generalize our considerations to
an antiferromagnetic insulator sandwiched between two
normal metals, as illustrated in Fig. 4. We apply an ac
voltage with a constant amplitude to an active normal
metal as in the previous sections. Additionally, we use a
passive normal metal to detect the SP contributions from
the antiferromagnet. Because the passive normal metal
does not exhibit any SMR dc voltage to the leading order
in the applied voltage source, we measure the SMR and
SP voltages independently.
(a)
(b)
1−
2−
3−
0+
FIG. 3. Resonance spectrum for a MnF2 film of thickness
dAF = 100 nm in an external magnetic field ωH = 0.97ω0.
The dc voltages for the low-energy macrospin mode (0−) are
shown in (a), while some of the higher-energy left-handed N−
modes and the right-handed macrospin mode (0+) are shown
in (b).
VacI
R
c (t)
NRAFNL
ILc (t)
n(y, t)
FIG. 4. An antiferromagnet sandwiched between two normal
metals. Magnetization dynamics in the antiferromagnet is
induced by applying an ac voltage with a constant amplitude
on the normal metal to the right, which leads to a spin current
into the antiferromagnet. A spin current is then pumped into
the left normal metal, which induces a charge current through
the inverse spin Hall effect.
Taking advantage of the symmetry of our system, the
spin accumulation in the passive normal metal can read-
ily be obtained from Eq. (11). Because the only source
8for the spin accumulation is SP from the antiferromagnet,
we find the spin accumulation to be
µNLs (y, t) =
~
1 + ξ
[n× n˙]y=−dAF
(
cosh
[
dNL/λ
NL
sd
])−1
× cosh
[
(y + dNL + dAF)/λ
NL
sd
]
. (34)
Consequently, the average charge current in the passive
normal metal along the x′-direction becomes
jLc,x′(t) = j
L
c (t) · xˆ′ =
θSH~σ
2dNLe
η [(n× n˙)z]y=−dAF . (35)
If we, for simplicity, assume no decay of the spin cur-
rent in the antiferromagnet and let the properties and
dimensions of both normal metals be identical, then we
can observe from Eq. (26) that 〈jLc,x′(t)〉t = −〈jSPc,x′(t)〉t.
In other words, we can indirectly measure the SMR dc
voltage by measuring the ratio of the dc voltage in the
passive normal metal NL relative to the dc voltage in the
active normal metal NR. This indirect measurement of
the SMR voltage assumes that the decay of the pumped
spin current is insignificant. We will now determine in
what region this approximation holds.
B. Spin-current decay
The non-zero spin current across the left AF interface
implies that the boundary conditions at y = −dAF must
be extended to include SP and STTs:
dAFα
′
[
n× n˙+ 1
~
(
n× (n× µNs )
)]
y=−dAF
−ω‖
[
λ2nn× ∂yn
]
y=−dAF = 0 . (36)
The boundary conditions at y = 0 remain unchanged and
are given by Eq. (14). As a result of the new boundary
conditions at y = −dAF, the solutions for the phases φy,zm,n
in our linear response ansatz in Eq. (7) are no longer zero
as they were in the bilayer system. The phases will now
have a finite correction in α′. We can rewrite our bound-
ary conditions at y = 0,−dAF to the following constraints
on the wave numbers and phases:
ky,zn dAF tanφ
y,z
n = −i
d2AFα
′ω
λ2nω‖
κ , (37a)
kzndAF tan (k
z
ndAF + φ
z
n) = i
d2AFα
′ω
λ2nω‖
κ . (37b)
We can decouple the above equations to obtain con-
straints that are only dependent on the wave number
kzn,
tan (kzndAF)
[
kzndAF +
1
kzndAF
(
d2AFα
′ω
λ2nω‖
κ
)2]
≈ kzndAF tan (kzndAF) = 2i
d2AFα
′ω
λ2nω‖
κ . (38)
This constraint is similar to the constraint for the AF|N
bilayer in Eq. (15) to the lowest order in α′, except that
α′ → 2α′. The doubling of the damping due to SP is
because we now pump spins across two interfaces rather
than one interface. The last constraint on kyn is equivalent
to Eq. (17), where we now also have to take the non-
zero phase φyn into account; thus, the boundary condition
becomes
dAF cos θα
′κ|µs0|/~ = δny
[
λ2nk
y
nω‖ sin(k
y
ndAF + φ
y
n)
−idAFα′κω cos(kyndAF + φyn)
]
. (39)
The decay of the spin current in the antiferromag-
netic insulator is related to the imaginary components
of dAFk
y,z
n . At resonance and to the lowest order in α
′
and α0, we find these to be
∣∣Im(dAFkzn,N=0)∣∣ =
√
d2AFκα
′ω
λ2nω‖
, (40a)
∣∣∣Im(dAFkyn,N=0)∣∣∣ =
√
d2AF (κα
′ + α0)ω
λ2nω‖
, (40b)
for the macrospin mode and
∣∣Im(dAFkzn,N>0)∣∣ = 2d2AFκα′ωλ2nNpiω‖ (41a)∣∣∣Im(dAFkyn,N>0)∣∣∣ = d2AF (2κα′ + α0)ωλ2nNpiω‖ , (41b)
for the standing-wave modes, respectively.
Let us now study how the imaginary components in
Eqs. (40) and (41) scale with dAF and the resonance fre-
quency ω. Since the SP-induced damping α′ ∝ 1/dAF,
Im
(
dAFk
z
n,N
)
scales as ∝ (dAFω)ζ , where ζ = 1/2 for
the macrospin mode and ζ = 1 for the standing waves
(N > 0). In the limit where α0  α′, when the bulk
damping is small compared to the interface damping,
Im(dAFk
y
n,N ) scales as Im(dAFk
z
n,N ). However, when α0
becomes large compared to α′, the bulk damping dom-
inates, and Im(dAFk
y
n,N ) scales as ∝
(
d2AFω
)ζ
. We can
then observe, as expected, that the spin current decays
faster as a function of dAF for thicker films where the
bulk damping dominates. Based on these scaling rela-
tions, we observe that we can minimize the decay of the
spin current, thereby keeping the magnitude of the SP
at the two interfaces similar to each other, by (i) keep-
ing the antiferromagnetic layer sufficiently thin and (ii)
reducing the resonance frequency by driving the system
close to the spin-flop transition.
Assuming that the SP is dominated by the dynamics of
n, which is a good assumption for most collinear antifer-
romagnets, the transmission of the pumped spin current
through the antiferromagnetic layer can be defined as
T
(N)
SP =
〈(n× n˙)y=−dAF〉t
〈(n× n˙)y=0〉t
. (42)
9This describes the ratio of the SP at the passive inter-
face relative to the active interface where we excite the
dynamics by injecting a spin current. When this ratio is
close to unity, it is a good assumption that we are in the
low-decay regime, and the pumped spin current across
the two interfaces will be approximately the same. In
the low-decay regime, the SMR and SP dc voltages can
be separated by measuring the dc voltage in both normal
metals independently.
We plot the transmission of the pumped spin current
as a function of dAF in Fig. 5 for the three lowest en-
ergy modes. As shown, the pumped spin current of the
FIG. 5. Ratio of the spin pumping at the passive AF|N inter-
face relative to the spin pumping at the active AF|N interface
as a function of dAF for three of the low-energy left-handed
N− modes at ωH = 0.9ω0.
modes with the lowest energy exhibits the fastest decay
with increasing thickness of the antiferromagnetic layer.
This result is as expected from the scaling behaviors in
Eqs. (40) and (41), as d2AFα
′ωκ/(λ2nω‖) is a small di-
mensionless number for the choice of parameters that we
have previously considered. If d2AFα
′ωκ/(λ2nω‖) is of or-
der unity or larger, then we are in the large-damping
limit, and we can therefore expect the decay of the spin
wave amplitudes to become significant. We can also ob-
serve that the N > 0 modes decay when dAF ∼ λn in ad-
dition to large values of dAF, unlike the macrospin mode.
This result is due to the high resonance frequencies of
the standing waves in this limit.
It is now interesting to determine at what thickness
the bulk damping starts to become more important com-
pared to the interface damping. For our choice of param-
eters, we have that α′ = α0 at dAF = 440 nm. As shown
in Fig. 5, below this value, the transmission is close to
unity, and the pumped spin current quickly decays as we
move into the region where the bulk damping dominates.
This does not mean that the decay can be neglected in
the limit where the interface damping dominates, as this
can also be significant if dAF is very large compared to the
exchange length λn or if the resonance frequency is high.
However, this result clearly indicates that the transmis-
sion of the spin current will quickly decay with increasing
dAF as the bulk damping starts to dominate, which is in
agreement with our scaling analysis.
Based on our results, one can observe that T
(N)
SP ≈ 1 is
a good approximation when Im(dAFk
y,z
n )  1. We can
then utilize the analytical expressions for these imaginary
components in Eqs. (40) and (41) to evaluate whether
we are in a low-decay regime, where the SMR and SP dc
voltages can be separated.
V. CONCLUSIONS
We have studied STT-induced antiferromagnetic res-
onance in bilayers that consist of an antiferromag-
netic insulator and a normal metal and in a metal-
antiferromagnetic insulator-metal trilayer. We consider
excitations of the uniform mode and of the transverse
standing waves. The dc voltages have contributions from
the SMR and SP, similar to ferromagnetic systems. In
the antiferromagnetic system, the dynamics of the Ne´el
order parameter causes these effects. A challenge in
an antiferromagnetic system is the weak signals due to
the low susceptibility of the Ne´el order parameter. We
demonstrate how the signals are enhanced by driving the
system close to the spin-flop transition, where the reso-
nance frequency is lower. In trilayer systems, the contri-
butions due to SP and SMR can be separated when the
antiferromagnetic layer is thin.
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Note – During the completion of this work, a recent
independent study of spin-transfer antiferromagnetic res-
onance was reported [22]. Ref. 22 computes the spin
accumulation and frequency dependence of the conduc-
tivity in the normal metal for the macrospin mode. A
main point and difference in our work is that we consider
a magnetic field that importantly reduces the frequency
and enhances the output signal. This facilitates experi-
mental detection in an experimentally feasible frequency
range. Additionally, we study the excitation of standing
spin waves and a trilayer system that can be utilized to
separate the output signals resulting from SP and SMR.
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