A simple proof of the Greville formula for the recursive computation of the Moore-Penrose (MP) inverse of a matrix is presented. The proof utilizes no more than the elementary properties of the MP inverse.
Introduction
The recursive determination of the MP inverse of a matrix has found extensive application in the fields of statistical inference and estimation theory (Refs. 1 and 2), and more recently in the field of analytical dynamics (Ref. 3) . The reason for its extensive applicability is that it provides a systematic method to generate updates, whenever a sequential addition of data or new information is made available and updated estimates which take into account this additional information are required.
The recursive scheme for the computation of the Moore-Penrose (MP) inverse of a matrix (Refs. 4 and 5) was ingeniously obtained in a famous paper by Greville in 1960 (Ref. 6 ). However, due to the complexity of the solution technique, the Greville proof is not quoted or outlined even in specialized texts which deal solely with generalized inverses of matrices (e.g., books like Refs. 2 and 7-9), though his result is invariably stated because of its wide applicability. In this paper, we present a simple proof of the Greville result based on nothing more than the elementary properties of the MP inverse of a matrix.
The Greville result (1960) 
Proof for the Recursive Determination of the Moore-Penrose Inverse of a Matrix
Consider the least-squares problem 
The least-square minimum-length solution of (3) Using Eq. (7), Eq. (5) can now be written as from which it follows, as before, that
Equations (14) and (22) It is perhaps worthwhile noting that the three properties of the MP inverse which we have mainly used in obtaining the recursive relation are: (i) that the MP inverse solves the least-square minimum-length problem; (ii) the MP inverse of a column vector is proportional to its transpose; and (iii) the matrix (I-A A*) is symmetric and idempotent.
