This study investigates the existence of regional convergence of per capita outputs in China from 1952-2004, particularly focusing on considering the presence of multiple structural breaks in the provincial-level panel data. First, the panel-based unit root test that allows for occurrence of multiple breaks at various break dates across provinces is developed; this test is based on the p-value combination approach suggested by Fisher (1932). Next, the test is applied to China's provincial real per capita outputs to examine the regional convergence in China. To obtain the p-values of unit root tests for each province, which are combined to construct the panel unit root test, this study assumes three data generating processes: a driftless random walk process, an ARMA process, and an AR process with cross-sectionally dependent errors in Monte Carlo simulation.
Introduction
One of the important issues in China, which has achieved high economic growth rates since the end of 1978, is the existence of large differentials in output per capita between provinces. Reducing these gaps is one of the main objectives set in the Eleventh Five- Year-Plan (2006 -2010 . Therefore, from the perspective of policy making by the Chinese government, it is extremely important to understand the behaviour of provincial per capita outputs, particularly observing whether these per capita outputs can converge.
Lots of studies, including Mankiw, Romer and Weil (1992) , Durlauf (1995, 1996) , and Quah (1993a Quah ( , b, 1996 , have been conducted on the convergence of per capita outputs since Barro (1991) and Barro and Sala-i-Martin (1992) . Among these, some empirical studies have utilized nonstationary time series techniques such as unit root tests and cointegration tests. 1 On the other hand, Evans and Karras (1996) , Lee, Pesaran and Smith (1997) , Evans (1998) , Flessig and Strauss (2001), and McCoskey (2002) have used unit root tests extended for panel data sets to investigate convergence across countries and the states of US; some of these tests have been proposed by Im, Pesaran and Shin (2003) (hereafter, IPS) and Maddala and Wu (1999) (hereafter, MW) .
With regard to the convergence hypothesis of provincial per capita outputs in China, there are several contributions to the literature, such as Zhang, Liu and Yao (2001) and Pedroni and Yao (2006) , that use unit root testing methods for a single time 1 Bernard and Durlauf (1995) , Oxley and Greasley (1995) , Hobijn and Franses (2000) , Pesaran (2004) , Lim and McAleer (2004) , etc.
series and panel data sets. 2 Zhang et al. (2001) aggregated the real per capita GDP of 30 Chinese provinces from 1952-1997 into three regions (the Eastern, Central, and
Western regions) in accordance with the official classification and then applied the Augmented Dickey-Fuller t-test and the unit root test with a break suggested by Perron (1994) to the relative regional and national per capita GDPs of each of the three regions.
Then, they concluded that two of the three regions (the Eastern and Western regions) are converging to their own specific steady states. Pedroni and Yao (2006) utilized the panel-based unit root tests, the IPS and MW tests, to investigate convergence of the annual real per capita GDP across all the provinces of China. They split each provincial series into the pre-reform sample and the post-reform sample (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) to consider the impacts of the economic reforms since 1978. The results revealed convergence in the pre-reform sample, but not in the post-reform sample.
While testing unit roots or cointegrating relationships using a single time series, the sample size used in the analysis needs to be sufficiently large to obtain higher power of the test. Similarly, the time series dimension of panel sets for each cross-sectional unit should be large in panel unit root tests, especially in the tests based on combinations of separate unit root tests such as the IPS and MW tests. However, panels with longer time spans have a higher possibility of including structural changes caused by wars, supply shocks, significant policy changes, and so on. Perron (1989) , Leybourne, Mills and 2 The studies on regional growth in China which have not adopted the nonstationary time series or panel techniques are Chen and Fleisher (1996) , Jian, Sachs and Warner (1996) , Gundlach (1997) , Raiser (1998) , and Weeks and Yao (2003) .
Newbold (1998) , and Im, Lee and Tieslau (2005) have shown that ignoring the existing structural breaks in time series or panel data sets may lead to a substantial loss of power or serious size distortions in commonly used unit root tests such as the Dickey-Fuller test and the IPS test. Taking such evidence into account, it is desirable to employ tests that allow for structural changes in data. In all the figures, we observe apparent shifts in the level of the series corresponding to 3 Carlino and Mills (1993) , Greasley and Oxley (1997) , and Li and Papell (1999) have examined convergence using unit root tests which can deal with a breaking time series. 4 This classification of provinces is nearly identical to that of Zhang et al. (2001) , but the aggregation of provincial series is not conducted in this paper. The details will be described in Section 4.1.
5 Studies on multi-country convergence often use the deviation from the cross-sectional mean and look into its nonstationarity (Evans and Karras, 1996; Lee et al., 1997; and Evans, 1998 ), which will be described in the later sections.
each province for the following time periods : 1959-61, 1967-71, and the early 1990s (shown as grey areas in the figures). These shifts coincide with the occurrences of the events mentioned above. Based on these findings, some studies have focused on the presence of structural changes in the annual series in China (Li, 2000; Zhang et al., 2001; and Smyth and Inder, 2004) ; these studies have adopted unit root testing methods permitting one or two breaks in a single time series for the analysis of the nonstationarity of the macroeconomic or provincial time series.
However, with regard to the convergence hypothesis in regional panel data in China, published papers which explicitly deal with the existence of multiple structural breaks occurring at different break dates in the panels have been few in number.
6 6 In general, existing panel-based unit root tests which allow for breaks may be too restrictive for empirical applications based on the convergence hypothesis. Specifically, these tests are based on two major assumptions: the presence of a linear time trend in a series and the absence of cross-sectional dependence between error terms in the data generating process (DGP). In the case of the former assumption, the tests defined under the DGP with a time trend are not directly applicable to investigations on convergence.
In these investigations, the difference between two series or the deviation from the mean value of all cross-sectional units is usually used, and the difference or the mean deviation is often assumed to be zero mean stationary when absolute convergence exists, or level stationary when conditional convergence exists (Bernard and Durlauf, 1995; Evans and Karras, 1996) . Thus, these analyses require tests which are defined under DGPs without a time trend, instead of DGPs with a time trend. In the case of the latter in the case of cross-sectional dependence between error terms, the bootstrap method proposed by Maddala and Wu (1999) and Wu and Wu (2001) is employed in order to correct the biases of the panel-based unit root tests.
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The remaining sections of this paper are organized as follows: Section 2 defines convergence; Section 3 describes the econometric methodology; Section 4 briefly mentions the data and discusses the empirical results; and Section 5 presents the conclusions.
assumption, cross-sectional correlation between error terms is a major issue in dynamic panel estimation because neglecting this correlation may lead to a bias of an estimated parameter and increase its variance (O'connell, 1998; Phillips and Sul, 2003) .
7 Banerjee and Carrion-i-Silvestre (2006) have dealt with several issues on structural breaks and cross-sectional dependence in a nonstationary panel framework.
Definition of Convergence
At first, we consider convergence as proposed by Evans (1998) . Suppose that it y is a log per capita output for province (cross-sectional unit) i at time t ( (Bernard and Durlauf, 1995) . Further, with the exceptions of Liaoning in Figure 1 and Heilongjiang and Hubei in Figure 2 , none of the figures show a distinct upward or downward tendency for any series during the entire sample period. Therefore, we consider it y % as a series without a time trend in the later sections.
Econometric Methodology

Models and Test Statistics for a Single Time Series
We assume it y % for each province to be nonstationary without breaks under the null hypothesis, and stationary with breaks under the alternative hypothesis. As discussed in Section 2, although each series exhibits no linear time trend, it contains some shifts in the level. Therefore, this study assumes that it y % is generated by the following data generating process (DGP). ). In this DGP, the series is a driftless random walk process under the null hypothesis, whereas it is a stationary process and has up to two-time level shifts under the alternative hypothesis. Next, the regression model nests Models (1) and (2). proposed by Lumsdane and Papell (1997) 
The proof of Theorem 2 is given in Appendix.
Construction of Panel Unit Root Test with Breaks
In this subsection, we construct a panel unit root test with breaks by combining the individual minimum m i t -test; this test is based on Fisher's (1932) sum of log p-value approach, which has been introduced and used by Maddala and Wu (1999 
The Fisher_B test (the Fisher test with breaks) also has the chi-square distribution with N 2 degrees of freedom. In the present case, however, the degree of freedom of the Under the unit root null hypothesis, this study considers the following three DGPs:
, where Maddala and Wu (1999) and Wu and Wu (2001) . The procedure followed herein is elaborated below. Firstly, we estimate the equation
for each i by using the OLS method, and then we obtain the
ε from the obtained residuals by preserving their cross-sectional correlation structure based on the bootstrap method of Maddala and Wu (1999) , wherein the vector
ε . In addition, we generate a random number g which takes integer values on [1, T ] with probability T / 1 , by using a uniform random number.
We then draw a row of residuals Accordingly, the test may be biased towards over-or under-rejections of the null.
In order to correct these biases of the test, we first capture the cross-sectional correlation structure in the panels according to the above resampling scheme. 11 Then, with the generated bootstrap sample
, we obtain the empirical 11 To remove cross-sectional dependence in the panels with structural breaks, the common factor model is also applicable. See Banerjee and Carrion-i-Silvestre (2006) . distribution function of the Fisher_B test through simulation, which provides the appropriate small-sample critical values for the test. These values are listed in Table 2 .
Based on these simulated critical values, we can conduct unit root testing in an appropriate manner.
A Monte Carlo simulation is performed using 5,000 replications under each DGP.
The summary of the simulation is as follows:
(1) For each i , the empirical distribution function of the minimum 
Empirical Analysis
Data
Provincial data have been sourced from Y is set to 100. 13 The quality of official Chinese statistics has been argued by many researchers (e.g. Chow, 1986; Rawski, 2001; and Holz, 2006) . Currently, it is widely recognized that official Chinese data at the national and provincial levels have certain inconsistencies and miscalculations due to factors such as the lack of technical personnel for the collection of statistics and political pressure to exaggerate statistics at the lower levels.
However, our results, which will be presented in Section 4.3, remain valid as long as the stochastic properties of the series used in this paper do not change even if there are certain inaccuracies in them.
14 The Eastern region has the following ten provinces: Beijing, Tianjin, Hebei, Liaoning, Shanghai, Jiangsu, Zhejiang, Shandong, Fujian, and Guangdong. The Central region includes the following nine provinces: Shanxi, Inner Mongolia, Jilin, region in the Western region, instead of the Eastern region, because since 1978, its log of real per capita output has shown considerable deviation from those of the other Eastern provinces. In fact, the differences between the recent data of Guangxi and other
Western provinces are considerably less compared to the differences between Guangxi and other Eastern provinces. Therefore, it is reasonable to include Guangxi in the Western region.
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The panel for each region used in this study is composed of the deviations of a log of real per capita output from the mean value across all the provinces in the corresponding region, which is denoted by 
Test Procedure
Model ( where i l is a lag order parameter and it u is a serially uncorrelated error. We determine the number of lagged augmentation terms by following the 'general-to-specific' procedure described in Perron (1989) and suggested in Ng and Perron (1995) . The maximum lag order is set at 8. Next, the procedure first estimates the regression model with
. If the last lag is significant at 10 per cent, where the critical value is an asymptotic normal value of 1.645 on the t-statistic, the procedure selects 8 as the optimal lag order; otherwise, it is eliminated from the regression model.
The steps mentioned above are repeated until the last lag becomes significant. In the event of a single insignificant lag, the optimal lag order is set at 0. 
Test Results and Discussion
We first employ the commonly used panel unit root tests without a break-the Levin, Table 2 provides the small-sample critical values at the 10, 5, and 1 per cent levels of the MW and Fisher_B tests under Model (III), which are obtained by using the procedure described in Section 3.2. 16 With regard to these issues, Perron (1989) , Leybourne et al. (1998) , and Im et al. (2005) have revealed that ignoring breaks in a single time series or panel data can lead to an erroneous inference in a test, while O'connell (1998) and Phillips and Sul (2003) have argued that estimated parameters tend to be biased by the presence of cross-sectionally correlated errors. 17 We have also obtained test results for cases in which the mean deviations of log per capita outputs display a linear time trend for Liaoning in the Eastern region and
Heilongjiang and Hubei in the Central region. Since these results are quite similar to those tabulated in Table 3 , they have not been reported but are available on request.
convergence of real per capita outputs. In these tests, however, due to the omission of breaks, the test results might be inaccurate and, therefore, misleading.
We then consider the possibility of structural breaks occurring at various break dates across provinces. The fourth column of Table 3 The last column of Table 3 presents the results for cases with two-time breaks. In Models (I) and (II), with one exception in the Central region, all the test results for all the regions exhibit significant rejections of the unit root null hypothesis at the 5 per cent or better levels. Moreover, when the correlation of error terms among provinces in each region is considered in Model (III), the Fisher_B test also strongly supports the stationarity alternative with two-time shifts for all of the regions (for either or both of the regression models). As compared to the case of a series that includes a single structural break, under any DGP, this case indicates the existence of regional convergence within all the three regions. Therefore, it should be concluded that dealing with multiple structural breaks occurring at different break dates for each province provides stronger evidence of the existence of convergence within regions in China.
This fact may also account for the discrepancies in the results compared with those of Zhang et al. (2001) , where one endogenous break point is assumed in their estimation.
The comparison of the three tests results shown in Table 3 reveals that they greatly depend on the number of breaks allowed in the tests. As discussed in Section 1, due to the impact of certain significant political and economic events, the provincial real per capita outputs in China are suspected to have some structural breaks; therefore, in the analysis on regional convergence in China, we consider it appropriate to examine the possibility of multiple structural changes in the studied time periods. Consequently, when the provincial log per capita outputs are allowed to have two-time level shifts at various break dates across the provinces, we observe convergence of the series in all the three regions.
Test Results Based on Other Regional Classifications
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As illustrated in Figure 1 , the mean deviation of the real per capita output for Shanghai is much larger than those for other Eastern provinces. Since this may be indicative of the heterogeneity of Shanghai, the series for nine Eastern provinces, 18 All the test results discussed in this subsection have been omitted but are available on request.
excluding Shanghai, have been tested. Consequently, convergence is also observed in the Eastern region.
Further investigations have been conducted based on other data classifications where the Eastern region (with or without Shanghai) includes the neighboring provinces, which are Guangxi, Jilin, and Heilongjiang. The cases where one, two, or all of the provinces are classified as belonging to the Eastern region are analyzed. As a result, in the case of two structural breaks, the evidence of convergence has been found in all the classifications. This fact seems to imply that the neighboring provinces are on the same path of convergence as that of other Eastern provinces; however, this is not conclusive.
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To make the discussion more concrete, in classifying provinces into certain regions, the use of classification methods such as cluster analysis would be desirable. The work of Hobijn and Franses (2000) is one such application. However, this is beyond the scope of this paper. Meanwhile, as discussed in Section 4.1, there appear to be substantial grounds for our classification of Chinese provinces. Therefore, our findings obtained from Table 3 are meaningful. 19 In addition, the sample consisting of whole provinces has been tested; moreover, a significant rejection of the unit root null hypothesis has been obtained. However, we believe that further information (e.g. the homogeneity of provinces classified into different regions) is needed to arrive at a conclusion.
Conclusion
In this study, we investigated the regional convergence hypothesis of the provincial per capita outputs in China while considering up to two-time structural breaks in the panels.
According to the p-value combination approach of Fisher (1932) , the panel-based unit root test has been developed by combining the p-value of the individual unit root test which allows for breaks in a single time series. This approach allowed us to consider multiple breaks at various break dates across the provinces. We used three data generating models in the Monte Carlo simulation-the driftless random walk model, the ARMA model, and the AR model with cross-sectionally dependent errors-to calculate the p-value of the individual minimum t-type unit root test from its empirical distribution. In particular, in the case of the AR model with cross-sectionally dependent errors, the empirical distribution of the test for each province was generated on the bootstrap samples, which were obtained by the resampling procedure proposed by Maddala and Wu (1999) and Wu and Wu (2001) . On the basis of their geographical locations, the provinces were grouped into the following three regions: the Eastern, Central, and Western regions. Subsequently, the existence of convergence within each region was tested by the panel unit root test with breaks, which was developed in this paper. As a result, when the presence of two-time breaks was considered in the test, we found significant evidence to suggest that the convergence of the provincial per capita outputs exists within each region.
participants at Yokohama Symposia in 2007 for their helpful comments. 1952 1954 1956 1958 1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 1952 1954 1956 1958 1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 1952 1954 1956 1958 1960 1962 1964 1966 1968 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 Year Guangxi Chongqing Guizhou Yunnan Tibet Shaanxi Gansu Qinghai Ningxia Xinjiang ***, **, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively. a For both regression models, the means and the variances of the individual augmented Dickey-Fuller t-test for T = 53−p i −1 were computed with 500,000 replications, where p i is the number of lagged augmentation terms of the first difference of a series added in the individual ADF equation. Maddala and Wu (1999) Table 3 . The results for the Maddala and Wu (1999) b Under Models (I) and (II), because of the restriction of N i=1ỹ it = 0, the degree of freedom of the chi-square distribution of the test is 2 (N − 1) .
c The sign # indicates that the p-values for some provinces were estimated to be zero due to the fact that for each of these provinces, the realization of the minimum t m i -statistic lay far left from its empirical distribution which was generated by a Monte Carlo simulation with 5,000 replications. Therefore, in order to calculate the Fisher B statistic, the obtained p-values for these provinces were assigned a value of 0.0002 (1/5000). This implies that we assume that the minimum t m i -statistic for each of these provinces took a value within the estimated empirical distribution only once in the 5,000 replications.
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Proof of Theorem
For simplicity, we omit the subscript i of a variable and denote a time series as merely t y instead of t ỹ used in the main text. Therefore, t y is assumed to be subject to
Models (1) and (2) { }
In the derivation above, we used the following facts that 
Estimation Results for Each Province
The estimation results, obtained from individual regression conducted for each province, are shown in the following tables. Now, we briefly discuss the estimation accuracy of the dates of breaks and signs of break size parameters in the results. Herein, the time periods of influential events in China, as described in Section 1, are considered as 1958-62, 1966-72, and 1989-95 (i.e Tables 3A and   4A ), approximately half of the detected break dates (of the total number of the first and second breaks) match the expected periods, for each region. For the sign of break size parameters, there is some improvement in terms of accuracy. a The sign # indicates that the p-value for the province was estimated to be zero due to the fact that the realization of the minimum t m istatistic lay far left from its empirical distribution which was generated by a Monte Carlo simulation with 5,000 replications. Therefore, in order to calculate the Fisher B statistic, the obtained p-value was assigned a value of 0.0002 (1/5000). This implies that we assume that the minimum t m i -statistic took a value within the estimated empirical distribution only once in the 5,000 replications. a The sign # indicates that the p-value for the province was estimated to be zero due to the fact that the realization of the minimum t m istatistic lay far left from its empirical distribution which was generated by a Monte Carlo simulation with 5,000 replications. Therefore, in order to calculate the Fisher B statistic, the obtained p-value was assigned a value of 0.0002 (1/5000). This implies that we assume that the minimum t m i -statistic took a value within the estimated empirical distribution only once in the 5,000 replications.
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