Abstract. Cancellative residuated lattices are natural generalizations of lattice-ordered groups ( -groups). Although cancellative monoids are defined by quasi-equations, the class CanRL of cancellative residuated lattices is a variety. We prove that there are only two commutative subvarieties of CanRL that cover the trivial variety, namely the varieties generated by the integers and the negative integers (with zero). We also construct examples showing that in contrast to -groups, the lattice reducts of cancellative residuated lattices need not be distributive. In fact we prove that every lattice can be embedded in the lattice reduct of a cancellative residuated lattice. Moreover, we show that there exists an order-preserving injection of the lattice of all lattice varieties into the subvariety lattice of CanRL.
Introduction
A residuated lattice-ordered monoid, or residuated lattice for short, is an algebra L = L, ∧, ∨, · , e, \, / such that L, ∧, ∨ is a lattice, L, · , e is a monoid, and multiplication is both left and right residuated, with \ and / as residuals. This means that for all a, b, c ∈ L,
M. Ward and R. P. Dilworth were the first to introduce the concept of a residuated lattice [26] as a generalization of ideal lattices of rings. In their original definition a residuated lattice was what we would call an integral commutative one. Basic properties and facts in this restricted setting were known, but in [7] one can find the first thorough study of residuated lattices in their generality. For a survey of residuated lattices we refer to [21] .
The class RL of all residuated lattices is easily seen to be a variety [7] . It includes algebras term equivalent to many well studied and diverse structures, such as generalized Boolean algebras, Brouwerian algebras, relative Stone algebras and -groups. Thus, residuated lattices allow the study of all these algebras under a common language. For related work on subreducts of integral commutative residuated lattices we refer the reader to [6] , [5] and [15] .
In this paper we concentrate on cancellative residuated lattices, which form a variety by Lemma 2.5. The variety of -groups is the most studied cancellative variety of residuated lattices and it enjoys many interesting properties. We investigate whether some of the properties of -groups extend to the whole variety of cancellative residuated lattices and construct examples that illustrate the limitations. In particular, we construct a cancellative commutative residuated lattice whose lattice reduct is not distributive and further prove that every lattice is a subreduct of a cancellative residuated lattice. Moreover, we provide sufficient conditions for a residuated lattice to have a distributive lattice reduct and prove that there are exactly two cancellative commutative atoms in the subvariety lattice, the varieties generated by Z and Z − .
C.-C. Chang introduced MV-algebras in 1958 as the algebraic counterpart of multi-valued propositional calculus. Even though MV-algebras are not cancellative, they are connected to abelian -groups, as shown in [12] , [23] (see also [13] ). We introduce the variety of generalized MV-algebras and prove that the subvariety of cancellative members is precisely the class of negative cones of -groups. As a result we obtain a finite equational basis for this class. We study further the connection between -groups and their negative cones and show that their subvariety lattices are isomorphic. Finally, we describe an effective procedure of translating equational bases between corresponding subvarieties of these lattices.
Preliminaries
Throughout we use the convention that, in the absence of parentheses, · is performed first, followed by \ , / and then ∨, ∧.
The lattice of subvarieties of RL is denoted by L(RL). Some basic properties of subvarieties of RL can be inferred from the fact that residuated lattices have lattice reducts. It follows for example that they are congruence distributive, and hence L(RL) is distributive.
We quote below some results from [7] that we will be using in the remainder of the paper. The following lemma provides some useful identities that hold in all residuated lattices. 
For a residuated lattice
It is easy to check that L − is again a residuated lattice. For a class K of residuated lattices, K − denotes the class of negative cones of members of K.
Given an element a in a residuated lattice L, define the left-conjugation map λ a and the right-conjugation map ρ a by λ a (x) = (a\xa) ∧ e and ρ a (x) = (ax/a) ∧ e, for all x ∈ L. A subset is normal if it is closed under λ a and ρ a for all a ∈ L. It is convex if for all a ≤ b in the subset, all elements between a and b are also in the subset.
The class RL is an ideal variety, i.e., congruences are determined by their econgruence classes, and these are further characterized as convex, normal subalgebras.
Theorem 2.2. [7] The lattice CN(L) of convex, normal subalgebras of a residuated lattice L is isomorphic to its congruence lattice Con(L). The isomorphism is given by the mutually inverse maps H
In fact the congruences are already determined by the negative part of [e] θ . Finally, the following lemma gives the construction of the convex, normal submonoid generated by a subset of the negative part.
and let P (Ŝ) be the set of all finite products of members ofŜ. Then the convex, normal submonoid generated by S is M (S) = {x : a ≤ x ≤ e for some a ∈ P (Ŝ)}.
A residuated lattice is said to be commutative if its monoid reduct is commutative and integral if it satisfies x ∧ e ≈ x. The corresponding varieties will be denoted by CRL and IRL, respectively. For members of CRL, it is common to denote the residuals by x → y = x\y = y/x.
Similarly, a residuated lattice is said to be cancellative if its monoid reduct is cancellative. Although cancellativity is a quasi-equation in the variety of monoids, it is equivalent to an identity in residuated lattices.
Lemma 2.5. A residuated lattice is right cancellative as a monoid if and only if it satisfies the identity xy/y ≈ x.
Proof. The identity (xy/y)y = xy holds in any residuated lattice since xy/y ≤ xy/y implies (xy/y)y ≤ xy, and xy ≤ xy implies x ≤ xy/y, hence xy ≤ (xy/y)y. By right cancellativity, we have xy/y = x. Conversely, suppose xy/y = x holds, and consider elements a, b, c such that ac = bc. Then a = ac/c = bc/c = b, so right cancellativity is satisfied.
Thus, a residuated lattice is cancellative if it satisfies both x\xy ≈ y and yx/x ≈ y. The variety of cancellative residuated lattices will be denoted by CanRL.
An -group is (term equivalent to) a residuated lattice that satisfies x(x\e) = e. In this case it is common to write x −1 = x\e. It follows quite easily that x −1 x = e, x\e = e/x, x/y = xy −1 and x\y = x −1 y. Clearly the variety LG of all -groups is a subvariety of CanRL. A standard reference on -groups is [1] .
The variety generated by all residuated chains is denoted by RL C and its commutative subvariety by CRL C . RL C has been studied extensively in [7] while an equational basis for CRL C is given by the two identities e ∧ (x ∨ y)
and e ≤ x/y ∨ y/x (see also [20] ).
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The variety generated by K is denoted V(K), and V({L}) is also abbreviated as V(L).
Commutative cancellative varieties
As usual, the abelian lattice-ordered group based on the integers is denoted by Z. A well known result due to Weinberg [27] (see also [1] 
Proof. Let L be a nontrivial cancellative, integral residuated lattice. Consider an element x = e. Then by cancellativity, x n < x m for all integers n > m ≥ 0. The set {x n : n ∈ ω} is closed under meets and joins, since it is a chain, and it is obviously closed under multiplication. We get from cancellativity that
n /x m = e, as e is the largest element. Hence this set is a subalgebra, and it is clearly isomorphic to Z − . Therefore Z − is contained in every nontrivial variety of cancellative, integral residuated lattices.
The preceding result may be compared to an analogous result by W. Blok and J. Raftery in [6] . They show that the quasivariety of pocrims generated by the natural numbers is minimal in the lattice of quasivarieties of cancellative pocrims (pocrims are the division, multiplication and e subreducts of integral commutative residuated lattices). Proof. Let L be a nontrivial cancellative, commutative residuated lattice. Since x ≤ e implies e ≤ e/x, we have two cases:
y ∈ L, so by the previous theorem it has a copy of Z − as a subalgebra. Therefore,
There is a ∈ L − such that e/a > e. Then we consider an equivalence ∼ on L defined by x ∼ y iff e/x = e/y. Let θ be the least congruence containing ∼. First we observe that L/θ is an -group, since e/(e/x)x = (e/x)/(e/x) = e by the preceding lemma, hence (e/x)x ∼ e. Therefore L/θ |= (e/x)x ≈ e, which is a defining identity of -groups in the setting of residuated lattices. Next we need to show that L/θ is not trivial. We will show that a / ∈ [e] θ . Assume not.
[e] θ is a convex, normal subalgebra of L generated by K = {x ∈ L : x ∼ e} (by Theorem 2.2). As all of these generators are negative, and so is a, we can use Theorem 2.3 to conclude that a is in the convex, normal submonoid of L generated by K. We can also delete "normal" from the previous statement, since conjugates of negative elements y in L satisfy
So using Lemma 2.4, we finally arrive at
and hence e/a = e. But this contradicts our original assumption that e/a > a.
We proved that L/θ is a nontrivial -group, and every nontrivial subalgebra of it generated by a negative element is isomorphic to Z. Therefore Z is contained in V(L).
N. Galatos has recently strengthened the preceding result in [17] by showing that V(Z − ) and V(Z) are the only cancellative atoms in L(RL).
We now give an example of an integral, cancellative, commutative residuated chain that is not the negative cone of an -group, even though its semigroup reduct is isomorphic to the semigroup reduct of the negative cone of an -group. Example 3.4. Let F be the universe of the free 2-generated commutative monoid on a and b. We denote the empty word by e and order F by dual shortlex order, i.e. for words α, β ∈ F we have α ≤ β iff |α| > |β|, or |α| = |β| and α < lex β in the lexicographic order generated by b < a. For example,
/ is a cancellative, commutative, integral residuated chain. However it is not the negative cone of an -group. Indeed, it is easy to see that the negative cone of an -group satisfies the law (x/y)y ≈ x ∧ y (see Corollary 6.3), whereas we have (b/a)a = a
Lattice reducts of cancellative residuated lattices
The following result generalizes a result in [2] . (
Proof. (i) implies (ii), since we can take f to be the map f (x) = a ∧ x. Conversely, suppose (ii) holds, and consider the lattices in Figure 1 . If either one of them is a sublattice of L, then we have
which is a contradiction. Hence L does not contain either of these lattices, and is therefore distributive. The equivalence of (i) and (iii) follows by duality.
We use the preceding result to establish three sufficient conditions for distributivity. That the second condition implies distributivity was first proved by Bosbach in [9] .
Corollary 4.2. For residuated lattices, any of the following identities imply the distributive law:
Proof. In each case one may use the preceding lemma with an appropriate definition of the endomorphism. For (i) take f (x) = (x/b)a, and for (ii) take f (x) = x(b\(a ∧ e)); then the second condition of the lemma is satisfied. For (iii) take f (x) = a\xb, in which case the third condition of the lemma holds. Proof. Let L be a lattice. Since any lattice can be embedded in a lattice with a top element, we may assume that L has a top element, say 1. Let L * be the ordinal sum of L n (the cartesian power, ordered pointwise) for n = 0, 1, 2, . . . , with L n above L n+1 (see Figure 2) , and define the multiplication by concatenation of sequences (where L 0 is the set containing the empty sequence). Then the monoid reduct of
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The left residual can be calculated explicitly:
and the right residual is similar. Note that the convex submonoid generated by 1 is L * , hence Theorem 2.2 implies that L * is simple.
Note that the lattice reduct of L * is in the variety generated by L, since lattice varieties are closed under the operation of ordinal sum and adding a top element.
If we take L to be M 3 , the 5-element modular lattice, then L * is a 3-generated modular, nondistributive, cancellative, integral residuated lattice. If we take L to be N 5 , the 5-element nonmodular lattice, then L * is a nonmodular, cancellative, integral residuated lattice. In fact, given any lattice variety V, we can define a subvariety of CanRL byV = V({L * : L ∈ V}).
Corollary 4.4. The map V →V is an order-preserving injection of the lattice of all lattice varieties into L(CanRL).
The next example shows that there are even commutative, cancellative residuated lattices that are not distributive.
i, j, k ∈ ω} be the 3-generated free commutative monoid. For a word α ∈ F, we denote the length of α by |α|, and for x ∈ {a, b, c}, we define |α| x to be the number of occurrences of x in α. The order on F is defined by α ≤ β if |α| > |β|, or |α| = |β|, |α| b ≤ |β| b and |α| c ≤ |β| c (see Figure 3) . Note that each block of words of the same length is a finite join-subsemilattice of a product of two chains, hence F is a lattice in which every join of elements is attained by a finite subjoin. Recall that a binary operation on a join-complete lattice is residuated iff it distributes over arbitrary joins. To see that the monoid operation of F is residuated, it therefore suffices to show that it distributes over finite joins. For two words α, β of the same length, we have and similarly for | | c . It follows that F is a residuated lattice, and since the underlying commutative monoid is freely generated, F is cancellative. Finally, F is not distributive since bb
It should be noted that the example above, while not distributive, is join-
One way to modify the example is to consider the free commutative monoid generated by {a, b, c, d}. The ordering on this new monoid is similar to the one above: α ≤ β if |α| > |β|, or |α| = |β| and |α| u ≤ |β| u , where u ∈ {b, c, d}. As before, one shows that this new ordering gives a residuated lattice which is not distributive. However, notice that
As noted in the introduction, the variety CRL C generated by commutative residuated chains is axiomatized by e ∧ (x ∨ y) ≈ (e ∧ x) ∨ (e ∧ y) and e ≤ x/y ∨ y/x. The second identity also holds in all -groups (since they satisfy e ≤ x ∨ x −1 ).
Since RL C and LG both have distributive lattice reducts, the question arises
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whether this identity holds for all cancellative, distributive residuated lattices. However, if we take L = {0, 1} to be the two-element chain, then the lattice L * constructed above in Theorem 4.3 is a distributive, cancellative residuated lattice. To see that it fails e ≤ x/y ∨ y/x, take x = 0, 1 and y = 1, 0 ; then x/y = 1 = y/x.
A smaller generating class for CanRL C . It is shown in [7] that the subdirectly irreducible algebras in RL C are precisely the residuated chains. So a generating set for CanRL C is the class of all cancellative residuated chains. The next result
shows that it suffices to consider the subclass whose monoid reducts are countably generated free monoids.
Proposition 4.6. Every cancellative residuated chain is the homomorphic image of a residuated chain whose monoid reduct is a free monoid.
Proof. Let C be a cancellative residuated chain and let C * = n∈ω C n , the free monoid generated by C 1 , with the multiplication given by concatenation. The identity element of C is denoted by e and the identity element of C * is the empty tuple . Note that these are not the same element. Let be a dual shortlex order on C * generated by some dual well-ordering of C. This means α β iff |α| > |β|, or |α| = |β| and α is lexicographically greater or equal to β with respect to the chosen dual well-ordering of C. Finally, let f : C * → C be the canonical monoid homomorphism, i.e. f ( a 1 , a 2 , . . . , a n ) = a 1 a 2 · · · a n , where a i ∈ C. We now define a linear order on C * , and then prove that C * is a residuated chain and f is a residuated lattice homomorphism. For α, β ∈ C * define α ≤ β iff f (α) < f(β) in C, or f (α) = f (β) and α β. It follows from the definition that multiplication is order preserving, and hence join preserving.
(Similarly, we have that
In light of the preceding observations, we have that Γ = ∅. Also note that Γ is dually well-ordered, and in particular δ = Γ exists. Now
Notice that the paragraph above shows that α/β = Γ . So, we have that f (α/β) ≥ f (α)/f (β). Thus, we can conclude that f (α/β) = f (α)/f (β). Similarly, we have that f (β\α) = f (β)\f (α). Since f is a monoid homomorphism and an order homomorphism by definition, we have that f is a residuated lattice homomorphism. Thus C is a homomorphic image of C * .
Since the collection of all countable cancellative residuated chains generates CanRL C , we have the following corollary. 
Generalized MV-algebras and BL-algebras
A residuated 0, 1-lattice is a bounded residuated lattice with the additional constant operations 0 and 1 denoting the bottom and top element of the lattice. Since 1 = 0/0 holds in any such lattice, it suffices to only include 0 in the similarity type. (Note that the top element, 1, of a residuated lattice, whenever it exists, does not have to coincide with the multiplicative identity e.)
MV-algebras were introduced as algebraic counterparts of the multi-valued logic of Lukasiewicz (see [13] ). In this section we give a (somewhat nonstandard but term-equivalent) definition of MV-algebras as a subvariety of 0,1-residuated lattices. In our context, commutativity, integrality and the existence of a bottom element are not essential ingredients of the algebraic theory. This leads us to the definition of generalized MV-algebras as a subvariety of RL. Basic logic is another nonclassical logic that has recently received some attention [19] . It is included in multi-valued logic, and the algebraic counterparts are called BL-algebras. Here we also define them in the context of 0,1-residuated lattices, as well as the larger class of generalized BL-algebras. In the following section we prove that in the presence of cancellativity, generalized BL-algebras are generalized MV-algebras, and are precisely the negative cones of -groups.
An MV-algebra is a commutative residuated 0,1-lattice that satisfies the identity x ∨ y ≈ (x → y) → y. This identity implies that the residuated lattice is also integral (see Lemma 5.2 below), hence we write 1 for the monoid identity and obtain algebras of the form
Furthermore, one can show that xy ≈ (x → (y → 0)) → 0, x ∧ y ≈ x(x → y) and of course 1 ≈ 0 → 0, so it suffices to have → and 0 as fundamental operations (see e.g. [19] , [24] ). Such algebras are also known as Wajsberg algebras. In the original definition of MV-algebras, Chang [11] uses the operations +, ·, ¬, 0, 1, where ¬x = x → 0 and x + y = ¬(¬x · ¬y). In this case → is definable by x → y ≈ ¬x + y, Chang [12] proved that if M is a totally ordered MV-algebra then there is an abelian -group G and a positive element a of it such that M ∼ = Γ(G, a). Moreover, Mundici [23] generalized the result to all MV algebras and proved that Γ is an equivalence between the category of MV-algebras and the category of abelian -groups with strong unit. A good reference for MV-algebras is [13] . See [18] for a generalization of this result to arbitrary -groups.
A generalized MV-algebra (or GMV-algebra for short) is a residuated lattice that
Note that MV-algebras are generalized in two directions: the existence of lattice bounds is not stipulated and the commutativity assumption is dropped. In particular, bounded commutative generalized MV-algebras are reducts of MV-algebras.
A BL-algebra is a commutative residuated 0, 1-lattice that satisfies the identities x ∧ y ≈ x(x → y) and x → y ∨ y → x = e. Taking x = e in the first identity, we have e ∧ y = y. Hence as for MV-algebras, BL-algebras are integral, and we may replace e by 1.
A generalized BL-algebra (or GBL-algebra for short) is a residuated lattice that satisfies ((x ∧ y)/y)y ≈ x ∧ y ≈ y(y\(x ∧ y)). The reader is referred to [18] for a detailed study of GMV-algebras and GBL-algebras. Note that GBL-algebras have distributive lattice reducts, by Corollary 4.2(ii) and Lemma 5.3(i).
We note that the GBL and GMV identities are equivalent to simpler quasiidentities.
Lemma 5.1. (i) The GBL identity y(y\(x ∧ y)) ≈ x ∧ y is equivalent to the quasi-identity x ≤ y ⇒ x = y(y\x). (ii) The GMV identity x/((x ∨ y)\x) ≈ x ∨ y is equivalent to the quasi-identity x ≤ y ⇒ y = x/(y\x).
The next result shows that GMV is a subvariety of GBL. In particular, it follows that GMV-algebras are distributive. 
Lemma 5.2. Every GMV-algebra is a GBL-algebra.
Proof. We make use of the quasi-equational formulation from the preceding lemma.
Assume that x ≤ y and let z = y(y\x). Note that z ≤ x and y\z ≤ x\z. Hence,
Therefore, x = z/(x\z) = z/(z\z) = z, as required. The proof of x = (x/y)y is similar.
The following lemma provides an alternative equivalent axiomatization for GBL and GMV-algebras.
Lemma 5.3. (i) The GBL identity y(y\(x ∧ y)) ≈ x ∧ y is equivalent to the identity y(y\x ∧ e)) ≈ x ∧ y. (ii) The GMV identity x/((x ∨ y)\x) ≈ x ∨ y is equivalent to the identity x/(y\x ∧ e)) ≈ x ∨ y.
Proof. The proof will be immediate once we prove that each of the identities in the statement of the lemma imply the identity x\x ≈ e. To this end, note that in every residuated lattice,
for all elements x, y. Thus the identity x/(y\x ∧ e)) ≈ x ∨ y implies the GMV identity. Moreover, both the identities in (i) imply the quasi-identity e ≤ y ⇒ e = y(y\e), which states that every positive element has a right inverse. Next note that every element x\x is both positive and idempotent in any residuated lattice. Thus, in light of Lemma 5.2, each of the four identities in the statement of the lemma imply the identity x\x ≈ e, as was to be shown.
We will concentrate on the classes of integral GMV-algebras and integral GBLalgebras. Using the previous lemma, we can see that these varieties are axiomatized, relative to the variety of residuated lattices, by the identities x/(y\x) ≈ x ∨ y ≈ (x/y)\x and (x/y)y ≈ x ∧ y ≈ y(y\x), respectively.
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Characterizing cancellative, integral, generalized MV-algebras
In this section we consider the relationship between a given class of residuated lattices and the corresponding class of negative cones. We prove below that there is a lattice isomorphism between the subvarieties of LG and the subvarieties of LG − . We also show how identities can be translated back and forth between two corresponding subvarieties. We begin by recalling a standard construction for embedding certain cancellative monoids into groups (see, for example, [16] ).
Lemma 6.1. Let H = H, · , e be a cancellative monoid such that aH = Ha for all a ∈ H. Then there is a group Q(H) and an embedding q : H → Q(H) such that every element of Q(H) is of the form q(a)q(b)
−1 for some a, b ∈ H.
Proof. From the assumption that aH = Ha for all a ∈ H it follows that every product ba can be written ab a for some element b a , which is unique by cancellativity. It is straightforward to check that the following identities are satisfied:
We define a mapping θ from the opposite monoid Using this embedding result we obtain the following characterizations for the class LG − of negative cones of -groups,which imply in particular that LG − is a variety. The equivalence of (i) and (iii) can be derived from Theorem 12 of [3] , due to J. von Neumann, but we present a self-contained proof for completeness. 
(
ii)⇒(iii) is proved by Lemma 5.2. (iii)⇒(i):
We now make use of the preceding lemma to prove that any cancellative integral GBL-algebra is a member of LG − .
Let L be a cancellative integral GBL-algebra. If we now consider any elements a, b ∈ L, we note that a(a\ba) = ba ∧ a = ba, since b ≤ e and multiplication is compatible with the lattice order. Thus there exists an element b a , namely a\ba, such that ba = ab a . It follows that La ⊆ aL for all elements a ∈ L, and dually aL ⊆ La. Therefore the underlying monoid of L satisfies the conditions of the preceding lemma, and can be embedded into a group G in the prescribed manner. Note that the group element ab −1 corresponds to the class [ a, b ] constructed in the proof of the previous lemma. Note further that gL = Lg for all g ∈ G.
We consider the following standard order on G:
It is well known (see for example [16] , p. 13) that ≤ G is a compatible partial order on G whose negative elements are precisely the elements of L.
We proceed to show that ≤ G is an extension of the original order ≤ of L. More explicitly, we prove that for all a, b ∈ L,
x ≤ y, xy −1 y = x = x ∧ y = (x/y)y by the generalized basic logic identity, whence cancelling y gives xy
The preceding conclusion allows us to drop the subscript on ≤ G . We complete the proof of the theorem by showing that ≤ is a lattice order. Since any -group satisfies the identity x ∨ y ≈ (xy −1 ∨ e)y, it suffices to establish the existence of all joins of the form g ∨ e = ab
To this end, assume that a and b are elements of L. We claim that ab we note that bd and d are elements of L such that bd ≤ d. Thus ( * ) shows that
with e ≤ cd −1 , we establish bd ≤ cb d , and hence ad ∨ bd ≤ cb d . Since L is a residuated lattice, products distribute over joins, so we have a∨b
We have thus succeeded in embedding a residuated lattice satisfying the identities above into a lattice-ordered group in such a way that it serves as the negative cone of the -group.
Corollary 6.3. The variety LG
− is defined, relative to RL, by the identities xy/y ≈ x ≈ y\yx and (x/y)y ≈ x ∧ y ≈ y(y\x). Alternatively, the last two identities can be replaced by x/(y\x) ≈ x ∨ y ≈ (x/y)\x.
The subvarieties of LG and LG

−
We now extend the map − :
LG → LG − to subclasses of LG, and in particular to the lattice of subvarieties L(LG). We show that the image of a variety is always a variety, that every subvariety of LG − is obtained in this way and that the map is an order isomorphism, hence a lattice isomorphism (see Figure 4) . In the second part of this section we show how equational bases can be translated back and forth between corresponding varieties of LG and LG − . We conclude the section by indicating how these results are related to R. McKenzie's general characterization of categorical equivalence [22] .
Recall that for a class K of residuated lattices, H(K), S(K), P(K) and K − denote, respectively, the class of homomorphic images, subalgebras, products and negative cones of members of K. exists G ∈ K whose negative cone is G − . We show that H is the negative cone of a subalgebra H of G.
Consider the set H = {ab −1 : a, b ∈ H }. We establish that H is the subgroup of G generated by H by proving that H is closed under products in G. Let ab
and cd −1 be in H. Invoking the proof of Theorem 6.2 (iii) ⇒(i), we have
which is again an element of H since H is a subalgebra of G − . What we know so far is that H is a partially ordered group with respect to the order of G. To show that H is a subalgebra ( -subgroup) of G, it will suffice to show that for a, b ∈ H the join ab −1 ∨ e (in G) is an element of H. Let a, b ∈ H , and recall from the proof of Theorem 6.2 that ab
It follows that ab −1 ∨ G e ∈ H, as was to be shown.
Since G is an algebra in K, with subalgebra H, this establishes that
The reverse inclusion is immediate.
The fact that P(K − ) = (PK) − follows from the observation that for a collection of residuated lattices 
Finally we must show that H(K
The map φ is clearly onto, since φ is onto and every element x ∈ H can be written as ab −1 for some a and b in H .
To show that φ is a group homomorphism, let ab −1 and cd −1 be elements of
Finally, we show that φ preserves joins. As before, it suffices to consider joins of the form ab −1 ∨ e. Recalling that ab 
Finally, we show that the map is one-to-one and reflects the order as well. Indeed, an -group is determined up to isomorphism by its negative cone (the preceding map φ is an isomorphism when φ is an isomorphism), so if V ≤ V and
− is a lattice isomorphism between the two subvariety lattices. It was proved above that there is a one-to-one correspondence between subvarieties of LG and LG − . Since the proof made use of the HSP characterization of varieties, it gave no insight into how one might find an equational basis for V − given a basis for V, and vice versa. We proceed to do that in the remainder of this section.
From subvarieties of
LG − to subvarieties of LG. In this direction, the translation is derived essentially from the definition of the negative cone. For a residuated lattice term t, we define a translated term t − by
Proof. By definition this is true for variables and the constant term e. Assume the statement holds for terms s and t. Then
. . , a n ∧ e) and similar inductive steps for \, ·, ∨, ∧ complete the proof.
Proof. Suppose L − |= s ≈ t, and let a 1 , . . . , a n ∈ L. By the preceding lemma,
The reverse implication is similar and uses the observation
Theorem 7.5. Let V be a subvariety of LG − , defined by a set E of identities and
Proof. Consider M ∈ W − , which means there exists an L ∈ W such that M is isomorphic to L − . Then L |= E − , and by the previous lemma this is equivalent to 
Proof. In the forward direction this is obvious. To prove the reverse implication, assume the right hand side holds and let a 1 , . . . , a m ∈ L. Define c = a 
Proof. Essentially we have to rewrite group terms so that all the variables with inverses appear at the beginning of the term. This is done using conjugation: 
To describe the translation of an arbitrary group term, we may assume that it is of the form
n where the p i and q i are products of variables (without inverses). By using conjugation, we write this term in the form
So we can takeĝ = s\t where For the next result, recall the discussion about identities in -groups, and the definition oft at the beginning of this subsection. For example consider the variety R of representable -groups which (by definition) is generated by the class of totally ordered groups (see [1] for more details). An equational basis for this variety is given by e ≤ x −1 yx ∨ y −1 (relative to LG).
Applying the translation above, we obtain e ≈ zx\(zy/z)x ∨ y\z as as equational basis for R − . Categorical equivalence and the functor L → L − . The connection between LG and LG − is actually a special case of a categorical equivalence. In the algebraic setting such equivalences were characterized by R. McKenzie in [22] by combinations of the following two constructions. Let A be an algebra, and let T be the set of all terms in the language of A. Given a unary term σ we define a new algebra called the σ-image of A by A(σ) = σ(A), {t σ : t ∈ T } , where t A(σ) σ (x 1 , . . . , x n ) = σ A (t A (x 1 , . . . , x n )).
The second construction is the matrix power of A. Let T k be the set of k-ary terms. For a positive integer n we define
A
[n] = A n , {m t : t ∈ (T kn ) n for some k > 0} , where m t : (A n ) k → A n is given by m t (x 1 , . . . ,x k ) i = t A i (x 11 , . . . , x kn ). For a class K of algebras we let K(σ) and K [n] be the classes of σ-images and n-th matrix powers respectively. A term σ is idempotent in K if K |= σ(σ(x)) = σ(x), and it is invertible in K if there exist unary terms t 1 , . . . , t n and an n-ary term t (for some n > 0) such that K |= x ≈ t σ(t 1 (x)), . . . , σ(t n (x)) .
A central result in [22] is the following. [n] (σ).
In the setting of -groups and their negative cones, we can see an instance of this result. The term σ(x) = x ∧ e is certainly idempotent, and it is invertible (with n = 2) since x ≈ (x ∧ e)(x −1 ∧ e) −1 holds in all -groups. Of course L(σ)
is not of the same type as L − , but with the help of Lemma 7.7 it is easy to see that they are term equivalent. In the other direction, every member of LG − can be mapped to a τ -image of a matrix square that is term-equivalent to an -group. In general, the term τ is given by τ (x) = σt 1 t(x), . . . , σt n t(x) , which reduces to τ ( x, y ) = x/y, y/x for negative cones. See e.g. Powell and Tsinakis [25] .
Open problems
