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Chapter 1
Introduction
1.1 Introduction to SCR reaction
The goal of this thesis is to elucidate a consistent reaction mechanism of the selective catalytic
reduction (SCR) over copper- and iron-exchanged zeolite catalysts. This reaction type can be
used, e.g., for the exhaust gas aftertreatment in Diesel engines. The molecular processes at
the transition metal catalysts are still not understood in detail.1–3 Only when the key steps are
unraveled, it is possible to improve these catalytic systems in a targeted way. To reach the
stated goal, several computational spectroscopic and thermodynamic studies were performed in
this thesis.
In general, there are two classic engines using fossil fuel, the Otto and the Diesel engine. In
the case of the Otto engine, to reach the emission limits for carbon monoxide (CO), hydrocar-
bons (CmHn), and nitrogen oxides (NOx), a three-way-catalyst is used to convert these three
undesirable molecule classes in the exhaust gas. In contrast, the Diesel engine works with an air
excess and this type of catalyst becomes impractical for the conversion of NOx. By additionally
attaching an SCR catalyst into the exhaust gas aftertreatment system, this problem can be
addressed. Here, an urea solution is injected into the hot exhaust gas flow. Subsequently, am-
monia is formed, which can react with nitrogen monoxide to form nitrogen and water catalyzed
by the transition metal SCR zeolite catalyst. This process is called ammonia selective catalytic
reduction (NH3-SCR).
3–6
This technique is already well-known and was developed in the 1970s in Japan, but with the
restriction to stationary usage (e.g. power and waste incineration plants). The used catalysts
were based on a titanium, vanadium, and tungsten oxide compound [V2O5-WO3/TiO2]. The
reaction mechanism for the stationary approach was more or less fully elucidated by Arnarson
et al.7 in 2017. They were able to use density-functional theory (DFT) calculations to develop
1
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a plausible way for the SCR reaction over these oxide catalysts. They considered the complete
redox cycle consisting of the metal reduction and the following metal reoxidation.
The first non-stationary application for a Diesel vehicle was suggested in 1990.8 After several
years of development and testing, the first vehicle using an SCR technique was introduced in
2002. The major problems of vanadium catalysts in Diesel vehicles are the high activity for
oxidation of SO2 to SO3 and the rapid decrease in activity and selectivity at high temperatures.
Furthermore, an other problem is the high toxicity of vanadium species, which begin to volatilize
at high temperatures.6,9–11 Compared to the stationary approach, nowadays iron and copper
zeolite catalysts are used, but the possible reaction pathways have not been clarified in detail.
There were several approaches to gain insight into the mechanism, both experimentally and
computationally, but a detailed understanding of the full reaction mechanism is still lacking.
Experimental X-ray spectroscopy combined with density-functional theory (DFT) is one of the
most widespread methods in literature to elucidate the SCR mechanism. Spectroscopic exper-
iments are often combined with quantum-chemical calculations in order to connect them to
specific features of the underlying molecular structure. Only few spectroscopic techniques, e.g.
X-ray absorption fine structure spectroscopy (EXAFS), provide direct access to structural pa-
rameters. In contrast, many important spectroscopic techniques such as vibrational spectroscopy
or X-ray absorption and emission spectroscopy, only provide indirect access to structural infor-
mation.
In general, X-ray spectroscopy can be explained very easily. Electrons from core orbitals can be
excited to higher unoccupied orbitals or continuum states by incident high energy X-ray photons.
This process is called X-ray absorption spectroscopy (XAS). The reverse part, containing the
refilling of the incurred core holes, is called X-ray emission spectroscopy (XES). The energies of
core electrons, which were excited during the XAS process, are unique to an element. This is one
of the major benefits of XAS. Overall, X-ray absorption spectroscopy provides a valuable tool
for investigating the geometric and electronic structure of catalytic transition metal centers.12–14
On the other hand, valence-to-core (VtC) X-ray emission spectroscopy, can be used to obtain
partial structural information, in particular in the vicinity of transition metal centers. VtC-
XES makes it possible to identify which ligands are coordinated to a transition metal center,
for instance in molecular transition metal complexes,15–18 for metal clusters in enzymes19–21 and
also for catalytic metal centers in SCR zeolite complexes.22,23
Such a combination of experiment and theory is presented in the collaboration of our group with
the group of Grunwaldt at Karlsruhe Institute of Technology (KIT). Here, Boubnov et al.22 were
able to confirm several reaction steps speculated in literature and propose a new reaction scheme
for the SCR reaction based on iron-exchanged zeolite catalysts. They combined complementary
XAS and XES techniques under realistic operating conditions with DFT calculations. This
approach were repeated with a copper-exchanged zeolite catalyst and afterwards compared with
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the previous results.23 It was possible to obtain important new insights into the structure of
copper and its interaction with NH3 and NO during the SCR reaction. A significant difference
in the intermediate species during SCR over copper- and iron-exchanged catalysts was found.
The third and lowest-energy Kβ” peak, which was assigned to a positively polarized/triple
coordinated oxygen atom at the iron center including a coordinated NO in Ref. [22], could not
be observed for copper catalysts during SCR reaction. The DFT calculations confirmed that
this peak should also appear in spectra of Cu-exchanged zeolite complexes if the underlying
mechanism proceeds via the same mechanistic intermediates. This led to the assumption that the
copper mechanism must proceed via other mechanistic steps.23 Furthermore, despite additional
DFT calculations, no further information could be obtained from the XAS and XES spectra.
At this point, three questions arose:
1. How can computational X-ray spectroscopic methods be applied/improved with respect
to the elucidation of the SCR mechanism?
2. Why are three peaks observed in the Kβ”-region of XES spectra during iron SCR reaction
and not in the case of copper?
3. In general, how does the mechanism of the SCR reaction proceeds?
1.2 The thesis
This thesis is divided into two parts. In the first part, Chap. 2–4, the theoretical fundamentals
are introduced. More specifically, the chronological development of the SCR reaction is presented
in Chap. 2. Furthermore, this chapter presents the considered SCR catalysts and the previous
mechanistic results are discussed in detail. In Chap. 3 the basics of X-ray absorption and emission
spectroscopy are explained, and an introduction to density-functional theory is given in Chap. 4,
with a special focus on calculating XAS and XES spectra. In the second part, Chap. 5–7, three
different applications of using computational tools on transition metal complexes in general and
on the SCR mechanism in particular are presented.
Motivated by the previous results of our group, the work on the field of the SCR reaction was
further deepened. The first application example, which includes computational XAS studies
on several copper complexes, is presented Chap. 5. During the SCR process, iron and copper
catalysts typically undergo one-electron oxidation and reduction, and the catalytic properties
thus crucially depend on the Fe(II)/Fe(III) and Cu(I)/Cu(II) redox properties. These, in turn,
are tuned by the local coordination environment of the metal center. In particular, K-edge
X-ray absorption spectroscopy probes transitions from the metal 1s core orbital to unoccupied
electronic states that depend both on the oxidation state of the metal center and the local coor-
dination environment. In Chap. 5 of the thesis it is shown that computational X-ray absorption
3
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spectroscopy at the Cu K-edge has the ability to reproduce experimental results. Even more, it
is possible to explain experimentally observed features in detail and with theoretical molecular
orbital (MO) analysis, occurring peaks can be assigned to transitions into specific unoccupied
metal and ligand orbitals.
In Chap. 6, the ability of computational VtC-XES spectroscopy to unravel further structural
details, such as coordination number or bond angles, as well as insights into the electronic
structure has been explored as an second application example. Here, a test set of three closed-
shell iron-carbonyl complexes is examined with the focus on structural sensitivity. For that,
several bond lengths and angles were elongated to identify which ligand is responsible for which
obtained peak.
Finally, Chap. 7 combines computational thermodynamic and X-ray spectroscopic studies to
propose a consistent reaction mechanism for the SCR reaction over both Fe- and Cu-exchanged
zeolite catalysts to pick up the initial question of this thesis. With this proposal it is possible
to describe the significant differences during the SCR reaction and to explain the differences
observed in the XES spectra of Ref. [22] and [23]. For computational feasibility, a small catalytic
model system is developed, which was previously tested to guarantee reliable results. Afterwards
several possible reaction pathways are examined for copper and iron catalysts.
Overall, in Chap. 5 and 6 it is shown that the application of theoretical X-ray spectroscopy on
transition metal complex provides important features beyond experimental accessible results.
Furthermore, in Chap. 7 a solid basis has been developed to explore the SCR mechanism in
more detail. For the first time, considering multiple possible intermediate reaction pathways, a
consistent reaction scheme over both iron and copper zeolite catalysts has been developed.
4
Chapter 2
Selective catalytic reduction (SCR)
In general, there are two classic types of passenger vehicle engines using fossil fuel, the Otto and
the Diesel engine. The emissions limits for carbon monoxide and nitrogen monoxide produced
by combustion engines have become very strict over the years. To address this problem, the
Otto engine uses the well-known three-way-catalyst to covert the three undesirable compounds
carbon monoxide, nitrogen monoxide, and hydrocarbons to carbon dioxide, water, and gaseous
nitrogen. In contrast, the Diesel engine works with an air excess and this technique becomes
impractical. But by implementing a SCR catalyst into the exhaust gas aftertreatment system,
this problem can be solved. A detailed overview of the SCR reaction in general, known transition
metal SCR catalysts and suggested reaction mechanisms will be given in the following sections.
2.1 SCR process and implementation
A major source of air pollution are nitrogen oxides, which are produced by combusting fossil
fuels.24,25 Thermal NOx, which is produced in combustion processes in engines, accounts for the
largest share.6 During this process, nitrogen from the atmosphere will be oxidized with oxygen
at high temperatures, see 2.1 and 2.2.24,26,27
N2 + O2 → 2NO (2.1)
NO +
1
2
O2 → NO2 (2.2)
In general, the exhaust gas flow contains three unwanted components, which have to be removed,
carbon monoxide (CO), hydrocarbons (CmHn), and nitrogen oxides (NOx → NO and NO2).4
The emission limits for these three compounds decreased very strictly over the last years, most
seriously for nitrogen oxides (see Fig. 2.1 for CO and NOx emission limits).
5
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Figure 2.1: Emission limits for carbon monoxide (EU regulation, EURO 1–6, 1993–2018, left
panel). Emission limits for nitrogen oxides (EU regulation, EURO 3–6, 2001–2018, right panel).
Before 2001, there were no NOx limits. The emission limits are presented as black (Diesel engine)
and red lines (Otto engine).
In vehicles powered by an Otto engine, these limits can be reached by implementing a three-way-
catalyst,4,5 which contains a transition metal in its catalytic center. It is possible to remove all
components with high efficiency, especially the NOx conversion is over 99 %.
7 The three reaction
equations for such an exhaust gas aftertreatment are shown in (2.3)-(2.5).
2 CO + O2 → 2 CO2 (2.3)
CmHn +
(
m+
n
4
)
O2 → m CO2 + n
2
H2O (2.4)
2 NO + 2 CO→ N2 + 2 CO2 (2.5)
The operating system of a Diesel engine is different compared to the Otto engine, it produces
lean exhaust gases.6 Which means, a lot of oxygen is in the system and with this oxygen nearly
the complete amount of CO will be converted (2.3). To remove nitrogen oxides a certain amount
of CO is needed (2.5), but it is not available anymore because of reaction (2.3), so this whole
three-way-catalytic approach is impractical for Diesel engines. To address this problem, the
SCR technique can be used.9,27–29
The first SCR technique for exhaust gas aftertreatment has been even developed in the 1970s
in Japan, but this application was only available for stationary plants.27 For several decades
such a method has been applied in e.g. power plants, waste incineration plants, and generally
stationary combustion engines.30–32 The first application for a Diesel vehicle was suggested by
Held et al.8 in 1990. A schematic representation of such an implementation is shown in Fig. 2.2.
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Figure 2.2: Schematic representation of a SCR application in a Diesel engine. Here, ammonia
is formed in the hot exhaust gas flow and coordinates afterwards at the SCR catalyst to reduce
nitrogen oxides to nitrogen (N2) and water.
Over the last ten to fifteen years, the selective catalytic reduction of nitrogen oxides became
more and more interesting for the automotive industry. The conversion efficiency is high at low
costs and the strict emission limits can be reached.33 One problem is, ammonia must be available
in the exhaust gas flow and it can not be added purely. Therefore, a second tank is needed (see
Fig. 2.2), which contains a aqueous urea (CH4N2O) solution called AdBlue. This solution will
be directed into the exhaust gas flow over an injection system.34–36 The high temperature will
decompose urea to ammonia and isocyanic acid. This process is called thermolysis37 (Eq. 2.6).
(NH2)2CO→ NH3 + HNCO (thermolysis) (2.6)
HNCO + H2O→ NH3 + CO2 (hydrolysis) (2.7)
In a subsequent reaction, the hydrolysis37(Eq. 2.7), water will react with isocyanic acid to
additional ammonia. In general, the amount of urea is about 2% with respect to used Diesel
fuel. This amount must be controlled, a too low concentration of ammonia can reduce the
reduction efficiency radically. An abundance of NH3 can be handled by an additional catalyst,
which oxidizes ammonia to nitrogen.38
Finally, the equations for standard (with nitrogen monoxide) and fast (with nitrogen dioxide)
SCR are shown in (2.8)-(2.9).
4 NH3 + 4 NO + O2 → 4 N2 + 6 H2O (standard SCR) (2.8)
2 NH3 + NO + NO2 → 2 N2 + 3 H2O (fast SCR) (2.9)
7
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This whole process is a redox reaction which can be subdivided into two half-cycles, the reduction
half-cycle and the subsequent oxidation half-cycle. In the fast SCR, nitrogen dioxide acts as
an oxidant, transforming the transition metal from the oxidation state of X to X+1. The most
debated issue for the reduction part is, whether ammonia or nitrogen monoxide reacts first with
the catalyst and how the underlying mechanism proceeds. During the oxidation part, both the
standard and the fast SCR reaction can take place.
Actually, the reactions discussed above have to be called NH3-SCR, because the abbreviation
“SCR” is also used for the reduction process of NOx with hydrogen (H2-SCR)
39 or with hydro-
carbons (HC-SCR).40 However, the use of the term “SCR” can be misleading in these cases, as
these reaction types are not “selective” because a high excess of reducing agent is needed.6
2.2 Transition metal SCR catalysts
Early SCR catalysts for the stationary approach were based on transition metal oxides com-
plexes.6,31 These catalysts are mainly titanium dioxide (TiO2) supported divanadium pentox-
ide (V2O5), promoted with tungsten trioxide (WO3) [V2O5-WO3/TiO2].
7,41–46 For the non-
stationary approach, these vanadium catalysts are also used since 2005. The major problem of
this catalyst type in Diesel vehicles is the high activity for oxidation of SO2 to SO3, and the
rapid decrease in activity and selectivity at high temperatures. Furthermore, an other problem
is the high toxicity of vanadium species, which begin to volatilize at high temperatures.6,9–11
Figure 2.3: (a) Framework of SSZ-13 zeolite. (b) Molecular structure of an optimized copper +II
zeolite model complex with Cu (orange), O (red), N (blue), Al (grey), Si (light brown) and H
(white). The atoms taken for the small model complexes in Chap. 7 are visualized as “spheres”.
Nowadays, transition metal zeolite catalysts are widely used for this type of reactions.9,27–29 The
8
2.3. SCR REACTION MECHANISM
transition metals are in general Cu(II) or Fe(III). A copper catalyst model structure is shown
in Fig. 2.3b. These zeolites are microporous aluminosilicates with tetrahedral SiO4 primary
unit forming channels and cages (see Fig. 2.3a). At certain locations, silicon atoms are replaced
by aluminium atoms. The resulting negative charge on the aluminium is usually compensated
by a positively charged sodium cation. These counter ions are located in ’pore holes’ and
can be selectively replaced by the desired transition metals.36,47 The most well-known catalyst
containing iron as the central atom is the much-studied Fe-ZSM-5 catalyst.22,48,49 A newer zeolite
catalyst in this area is Fe-SSZ-13, which is characterized by its high temperature activity and
stability.50,51 In general, the SSZ-13 and SAPO-34 zeolite compounds are small-pore chabazite
(CHA) zeolites, which have a better SCR performance then medium- or large-pore zeolites like
ZSM-5.36 The most important and most studied SCR catalysts for the non-stationary approach
have copper as the central atom. These Cu zeolites are known as Cu-SSZ-1323,52–57 and Cu-
SAPO-34.57–59
2.3 SCR reaction mechanism
The reduction and oxidation half-cycles are shown schematically in Fig. 2.4. For vanadium
catalysts, see Refs. [7, 41–46], many attempts have been made over the years to understand
the complex reaction mechanism. Finally in 2017, Arnarson et al. [7] were able to use density-
functional theory calculations to develop a plausible reaction mechanism for the SCR reaction
based on vanadium catalysts. They considered the complete redox cycle (Fig. 2.4) consisting of
the reduction of vanadium and the following oxidation.
Figure 2.4: Schematic SCR redox cycle. (a) SCR oxidation half-cycle including standard and
fast SCR. (b) SCR reduction half-cycle.
9
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Compared to the vanadium catalyst, the possible reaction pathways for iron have not been
clarified in detail so far. There were several approaches to gain insight into the mechanism,22,60,61
but to the best of my knowledge, a detailed reaction path has not been published. The same
is true for the copper mechanism. In a number of previous publications23,53,54,57–59 shortened
mechanisms based on spectroscopic and computational studies are proposed for possible copper-
catalyzed reaction paths. In contrast to the approach in this thesis, in the cited publications
only one or two possible reaction pathways are considered. The suggested mechanisms will be
discussed and compared in the following Sec. 2.3.1 and 2.3.2.
2.3.1 Reduction half-cycle
In this thesis, the interest is focussed on the reduction half-cycle. The key question is whether
NH3 or NO interacts first with the catalyst and in what form the reaction proceeds. Especially
for this part, a step by step development of the mechanism is not given in literature. There were
several suggestions for possible reaction paths, but the whole mechanism is not solved so far.
For example, in Refs. [53, 54, 59] the proposed mechanism starts with the reaction of ammonia,
followed by the reaction of nitrogen monoxide (see Fig. 2.5a). This leads to a NH2NO ligand,
bound via the NH2-nitrogen.
Figure 2.5: Schematic representation of three reaction pathways suggested by previous studies
for the mechanism of the reduction half-cycle of the SCR reaction catalyzed by Cu-exchanged
zeolite catalysts. (a) Proposal in Refs. [53, 54, 59]. (b) Proposal in Ref. [58]. (c) Proposal in
Ref. [57].
In the proposals of Mao et al.58 (Fig. 2.5b) and Janssens et al.57 (Fig. 2.5c) the nitrogen monoxide
reacts first and reduces the copper center. In Ref. [58], NH2NO is also formed afterwards, but
bound via the NO-nitrogen. The decomposition of this leaving group is shown in detail. In
10
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the proposed mechanism in Ref. [57], the first step involves the formation of a HONO group,
bound via the nitrogen of NO. Subsequently, ammonia reacts to form the equivalent leaving
group NH2NO, also bound via the NO-nitrogen.
Overall, the suggestions in these previous studies are contradictory and the reaction mechanism
needs further investigation. To gain insights into the mechanism of SCR reaction, we developed
new approaches based on density functional theory calculations and theoretical spectroscopy.
The theoretical background will be given in the Chap. 4.
2.3.2 Oxidation half-cycle
For the oxidation half-cycle, Paolucci et al.53,54 proposed reoxidation via NO and 12 O2 (standard
SCR, Fig. 2.6a and b). In Ref. [54], nitrogen dioxide is formed from oxygen and nitrogen
monoxide and afterwards oxidizes Cu(I) to Cu(II) to form an absorbed nitrite (Fig. 2.6a). During
the reduction a hydrogen atom is shifted to the zeolite ring system and afterwards reacting with
ammonia to an NH+4 species. This species forms an NH4NO2 complex with the nitrite ligand,
which decomposes to nitrogen and water. This mechanism is equivalent to the one described in
Ref. [53]. Here, ammonia is bound twice to the catalyst and two aluminum atoms are included in
the zeolite ring, nevertheless the mechanistic steps remain unchanged. Also another suggestion
is included in Ref. [53], which is shown in Fig. 2.6b. Starting from a catalyst with two ligands,
hydroxyl and ammonia, and a zeolite ring system containing one aluminium, the mechanistic
steps are similar but not equivalent. There is no hydrogen transfer between the catalyst and
the zeolite cage, instead water will be released during the reduction. This results in a different
oxidation mechanism, but the key step of forming an absorbed nitrite is also included here.
Most likely, the suggested oxidation half-cycle of Paolucci et al. proceeds via the formation
of dimeric Cu species.53,62 The reaction path of Mao et al.58 (Fig. 2.6c) is similar to the ones
shown in Refs. [53, 54]. The reoxidation proceeds also via forming an absorbed nitrite from O2
and NO, but bound over the nitrogen to the catalyst. The possibility of a direct reaction with
NO2 (fast-SCR) is mentioned, but not shown in detail. Another proposal in Ref. [59] shows the
reoxidation for both standard and fast SCR via a HONO ligand, which interacts with the copper
via its OH-oxygen (Fig. 2.6d). Janssens et al.57 key step for both reoxidation pathways is the
formation of a four-membered ring, in which nitrogen and copper are bridged by two oxygen
atoms, comparable to [53, 54] (Fig. 2.6e). Overall, it can be seen that the oxidation half-cycle
has already been investigated more or less in detail, but the results are contradictory.
In this thesis, the oxidation half-cycle will not be considered and these previous results were
only shown for sake of completeness. But for the future, it would be worthwhile to consider all
suggested reaction pathways together, using the same density-functional theory method to get
comparability.
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Figure 2.6: Schematic representation of five reaction pathways suggested by previous studies
for the mechanism of the oxidation half-cycle of the SCR reaction catalyzed by Cu-exchanged
zeolite catalysts. (a) Proposal in Refs. [53, 54]. (b) Proposal in Ref. [53]. (c) Proposal in
Ref. [58]. (d) Proposal in Ref. [59]. (e) Proposal in Ref. [57].
12
Chapter 3
X-ray Spectroscopy
In general, spectroscopy is an essential tool for unraveling molecular structure. However, only
few spectroscopic techniques, most importantly nuclear magnetic resonance (NMR) spectroscopy
or X-ray absorption fine structure spectroscopy (EXAFS), provide direct access to structural
parameters such as interatomic distances or coordination numbers and thus allow for the direct
determination of molecular structures and/or a direct structural refinement. In contrast, many
important spectroscopic techniques such as vibrational spectroscopy, UV/Vis spectroscopy, or X-
ray absorption and emission spectroscopy, only provide indirect access to structural information.
In this case, spectroscopic experiments are often combined with quantum-chemical calculations
in order to connect them to specific features of the underlying molecular structure.63
For example, the analysis of calculated vibrational spectra can provide detailed insights into the
connection between specific spectral features and the underlying molecular structure.64–66 For
X-ray spectroscopy, quantum-chemical calculations can provide an assignment of the peaks in
X-ray absorption and emission spectra to occupied and unoccupied electronic states, and can
connect those to the structure of the ligand environment in transition metal complexes (see, e.g.,
Refs. [16, 67–69]). An unique feature of X-ray spectroscopy is that transition metal centers can
be selectively treated, while organic species in the system, which are not directly coordinated to
metal center, will be neglected.
3.1 X-ray Absorption Spectroscopy (XAS)
X-ray absorption spectroscopy can be explained in a very simple way. Electrons from core
orbitals (e.g. 1s- or 2s-orbital, see Fig. 3.1a and b) can be excited to unoccupied orbitals or
continuum states by incident high energy X-ray photons. If an X-ray photon has a certain
energy, it can knock out an electron out of a core orbital. At this energy, the absorption of the
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X-ray radiation increases sharply, which is apparent in the measured spectrum. These energies of
core electrons are unique to an element, which is one of the major benefits of XAS.70 Depending
on from which core electronic state an electron is excited, different edge nomenclatures are
used.71,72 For example, if an excitation from the 1s level occurs, this process is called K-edge
X-ray absorption spectroscopy (see Fig. 3.1b). The L-edge can be divided into three different
edges (L1-L3), containing excitations from 2s- (L1) or 2p-orbitals (L2, L3). The presence of
spin-orbit coupling leads to 2p L-edge splitting, describing transitions from the 2p1/2 and 2p3/2
orbitals, respectively.73
Figure 3.1: Diagrammatic representation of X-ray absorption edges. a) Core excitations from
1s- and 2s-orbital (K- and L-edge). b) Advanced picture of X-ray absorption edges including
K-, L- and M-edges.
The interest in Fe- and Cu-based catalysts stems from the need to replace industrial processes
requiring rare and expensive precious metals by sustainable alternatives based on earth-abundant
base metals such as Fe and Cu (see, e.g., Refs. [74] and [75]). The SCR reaction a prominent
example of a technical application.62,76,77 As already mentioned, Fe and Cu catalysts undergo
one-electron oxidation and reduction, and the catalytic properties thus crucially depend on
the Fe(II)/Fe(III) and Cu(I)/Cu(II) redox properties. These, in turn, are tuned by the local
coordination environment of the metal center.
X-ray absorption spectroscopy provides a valuable tool for investigating the geometric and elec-
tronic structure of catalytic transition metal centers.12–14 In particular, K-edge X-ray absorption
spectroscopy probes transitions from the metal 1s core orbital to unoccupied electronic states
that depend both on the oxidation state of the metal center and the local coordination environ-
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ment.78,79 In the past years, high-energy resolution fluorescence detection XAS (HERFD-XAS)
methods have been established80–84 that remove the life-time broadening and thus reveal ad-
ditional spectral features, in particular in the pre-edge region, which is due to transitions into
chemically relevant low-lying unoccupied electronic states.68,69 In combination with other spec-
troscopic methods as well as quantum-chemical calculations, XAS and HERFD-XAS have been
successfully applied for investigating catalytic reaction mechanisms, e.g., of SCR catalysis with
Fe- and Cu-exchanged zeolites.23,85–88
3.2 X-ray Emission Spectroscopy (XES)
X-ray emission spectroscopy can be considered as the “reverse” process to XAS, which records
the X-ray spectrum emitted by the sample/molecule. Here, the core hole created during the
absorption process is unstable and decays rapidly. In general, the 1s core hole can be refilled by
electrons from all occupied orbitals. In Fig. 3.2a, the valence-to-core XES (VtC-XES) process
is shown. By refilling the core hole with an electron from ligand ns or np valence orbital, the
so-called Kβ
′′
or Kβ2,5 emission lines would be obtained, respectively (Fig. 3.2b). An other Kβ
line arises from the fluorescence that occurs when a 3p electron refills the core hole. This main
line can split into Kβ
′
and Kβ1,3, due to 3p-3d exchange interactions. The lowest energy edge is
the Kα, which can be obtained after a 2p electron refills the core hole. The presence of spin-orbit
coupling leads to a splitting into Kα1 and Kα2, as mentioned for XAS.
72,89
Figure 3.2: Diagrammatic representation of X-ray emission edges. a) valence-to-core transitions
to 1s-orbital. b) Advanced picture of X-ray emission edges including Kβ- and Kα-edges.
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In this thesis, the focus is on valence-to-core (VtC) X-ray emission spectroscopy.84,90 In combi-
nation with quantum-chemical calculations, VtC-XES can be used to obtain partial structural
information, in particular in the vicinity of transition metal centers. VtC-XES makes it possible
to identify which ligands are coordinated to a transition metal center, for instance in molecular
transition metal complexes,15–18 for catalytic metal centers in zeolites,22,23 and for metal clusters
in enzymes.19–21 The ability of VtC-XES spectroscopy to unravel further structural details, such
as coordination number or bond angles, as well as insights into the electronic structure has also
been explored.16,18,91,92
3.3 X-ray Spectroscopy for SCR Catalysis
Experimental and computational X-ray spectroscopy is an established tool to investigate cat-
alytic processes. In many previous publications X-ray spectroscopic methods have been applied
to gain insights into catalytic systems, see references in Sec. 3.1 and 3.2.
As already mentioned in the introduction, in our group, X-ray spectroscopic methods were
applied to the SCR reaction in previous publications (Boubnov et al.22 and Gu¨nter et al.23). In
these two works, experimental and computational X-ray spectroscopic methods were combined
to describe the molecular processes at the catalytic metal centers. The applied experimental
methods were HERFD-XAS and VtC-XES at the iron22 and copper23 K-edges under NH3-SCR
operating conditions. The experimental group of Grunwaldt synthesized the iron- and copper-
exchanged zeolite SCR catalysts (Fe-ZSM-5 and Cu-SSZ-13) and developed a microreactor cell,
in which the gas mixture around the catalyst could be controlled. Here, five different gas
components, He, O2, H2O, NO, and NH3, were considered. By systematically changing the
amount of these components, the aim was to investigate the influence on the XAS and XES
spectra.
In the experimental X-ray absorption spectra, an intense pre-peak was observed, which can be
assigned to the electron transition from an 1s core orbital to a singly unoccupied 3d-orbital.
Therefore, this transition is only possible for open-shell Fe and Cu compounds. In general, this
pre-edge peak is an indicator for the Fe(II)/Fe(III) or Cu(I)/Cu(II) ratio. As expected, under
SCR conditions (NH3 + NO + . . . ) the open-shell metal center is reduced to a closed-shell
electronic configuration in both iron and copper cases, which leads to a strong decrease of the
pre-peak.
In addition, VtC-XES spectra were recorded under the same conditions. All spectra show an
intense peak at lower energies. The addition of NH3 results in a second peak in the XES spectra
at higher energies. This feature is already known from literature and can be explained by the
coordination of a nitrogen atom with a free electron lone-pair (e.g. NH2) to the metal center.
Furthermore, DFT calculations show a hypothetical third peak at lower energies attributed to
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the coordination of a nitrogen species to the hydroxyl group for both iron and copper catalysts.
In the experimental results such a peak is only obtained for iron catalysts, which leads to the
conclusion that the mechanism for copper cannot pass over such a Cu-O+H-N fragment as
suggested for iron.
In summary, the X-ray absorption spectroscopy results demonstrate that the pre-peak is directly
related to the Fe(II)/Fe(III) or Cu(I)/Cu(II) ratio. On the other hand, the absence of the third
peak in the VtC-XES spectra at lower energies for the copper catalyst suggests a different
mechanism as proposed for the iron SCR reaction.
The computational part of publication [23] is based on this section of this thesis.
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Chapter 4
Density Functional Theory
Calculations
The calculations performed and presented in this work use the density-functional theory (DFT)
approach, which will be shortly explained in Sec. 4.1. The basic idea of this method is to describe
molecular systems with the electron density instead of wave function. The two different quantum
chemical methods TD-DFT and ∆DFT used for calculating the X-ray absorption and emission
spectroscopy spectra, respectively, will also be introduced in the following Sec. 4.2 and 4.3.
4.1 Density-Functional Theory (DFT)
By replacing the many-body electronic wave function with the electron density, the DFT ap-
proach attempts to circumvent both, the inaccuracy of Hartree-Fock (HF) and the high com-
putational requirements of post-HF methods such as configuration interaction (CI) and coupled
cluster (CC). The final goal of DFT methods is to create suitable functionals which connect the
electron density with the energy.93–95
The wave function of a system consisting of N electrons depends on 3N variables, since each
electron is described by three spatial coordinates (xi, yi, zi). The density is a much simpler
quantity, since it depends only on three variables, the spatial coordinates x, y, and z, and the
electron correlation is included from the beginning indirectly.95
Modern DFT is based on the two theorems of Hohenberg and Kohn (HK).96 The first theorem
states that the electronic wave function and thus all ground-state properties of an electronic
system can be clearly determined from the electron density of the ground-state. The HK ground-
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state energy can be expressed as,
E[ρ] = T [ρ] + Vee[ρ] + Vnuc[ρ], (4.1)
where T[ρ] is the kinetic energy functional, and the potential energy functionals Vee[ρ] and
Vnuc[ρ] are the electron-electron repulsion and the nuclear-electron attraction, respectively.
The second HK theorem states that this energy functional is for the ground-state density.95 This
determination avoids the problem of solving the many-body Schro¨dinger equation, and now the
goal is to minimize this density functional via variational principle.
E0 = minρ E[ρ] (4.2)
The problem remains that the functional Vee[ρ] is not known in an analytically usable form. To
address this, the term for Vee[ρ] can be divided into,
Vee[ρ] = J [ρ] + Vee,nc[ρ], (4.3)
where the first term J[ρ] is the classical Coulomb repulsion of the density with itself, while the
second term Vee,nc[ρ] describes the “non-classical” part of the electron-electron repulsion. Now,
the distribution for the energy functional can be written as,
E[ρ] = T [ρ] + Vnuc[ρ] + J [ρ] + Vee,nc[ρ]. (4.4)
The Coulomb energy J[ρ] and the electron-nuclear attraction Vnuc[ρ] can be calculated di-
rectly from electron density. The “non-classical” contribution to the electron-electron repulsion
Vee,nc[ρ] is small compared to the other contributions. The problem remains that the kinetic
energy functional T[ρ] cannot be calculated directly from the electron density and which rep-
resents a major contribution of the total energy. Therefore, Kohn and Sham (KS) proposed
a different approach.97 They consider a reference system of non-interacting electrons with the
same electron density as the “real” system of interacting electrons and used its kinetic energy,
to approximate T[ρ]. This leads to the so-called Kohn-Sham equations on which all practical
DFT calculations are based. Instead of the kinetic energy functional T[ρ], the kinetic energy
functional of the non-interacting system Ts[ρ] can be used,
E[ρ] = Ts[ρ] + Vnuc[ρ] + J [ρ] + Vee,nc[ρ]. (4.5)
The difference between T[ρ] and Ts[ρ] is very small and, together with the energy of the non-
classical electron-electron repulsion, it can be summarized to the exchange-correlation functional:
Exc[ρ] = Vee,nc[ρ] + (T [ρ]− Ts[ρ]). (4.6)
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Finally, the energy functional can be expressed as,
E[ρ] = Ts[ρ] + Vnuc[ρ] + J [ρ] + Exc[ρ], (4.7)
which is still formally exact, as so far none of the contributions have been neglected or approx-
imated. However, in practical calculations the exchange-correlation energy must be approxi-
mated. But usually, this term is small and can be handled using approximations, successfully.
The most fundamental and simplest approximation is the local-density approximation (LDA),
which was already proposed in 1965 by Kohn and Sham.97 The idea of the LDA approach is
that the exchange-correlation functional in each point in space depends only on the density in
that same point. LDA is established in solid-state physics, but its tendency for overbinding in
chemistry led to the development of more accurate methods. In this thesis, the BP86 exchange-
correlation functional98,99 is mainly used, which belongs to the group of so-called generalized
gradient approximations (GGA). In addition to the LDA part, the electron density depends also
on derivatives of the density, thus it is possible to better describe the inhomogeneous nature of
molecular densities.95
4.2 X-ray Absorption Spectroscopy - TD-DFT
The XAS spectra in this work were calculated with time-dependent DFT (TD-DFT) follow-
ing the established methodology100–102 for selectively targeting excitations from the metal 1s
orbital(s), implemented in the ADF program package. Such restricted-channel TD-DFT calcula-
tions have been applied extensively for K-edge XAS spectra of transition metal complexes.69,103–110
In general, ordinary DFT cannot treat time-dependent problems nor describe excited electronic
states, because DFT is strictly for ground state properties.111 To address this problem, TD-DFT
is an extension of density functional theory, and the computational and conceptual basics are
analogous. The theoretical framework of TD-DFT was already introduced in 1984 by Runge
and Gross, for details see Ref. [111, 112].
The calculated XAS intensities include second-order contributions due to the magnetic-dipole
and electric-quadrupole transition moments, which are calculated using the origin-independent
formalism of Ref. [113]. For complexes with more than one metal center, no localization of the
core orbitals was performed (see also Ref. [69] for a discussion).
All calculations were performed using non-relativistic DFT because the inclusion of relativistic
effects only shifts the spectra to other energies but leaves the overall XAS and also VtC-XES
spectra (see Sec. 4.3) spectra unaffected. For including a first approximation of environment
effects, the COSMO solvation model114 with default parameters has been used for both spectro-
scopic approaches. Furthermore, a constant shift, which depends on the used DFT functional
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and basis set, must be applied in order to align calculated and experimental spectra.
4.3 X-ray Emission Spectroscopy - ∆DFT
For most of the calculated X-ray emission spectra included in this work, the simple ∆DFT
approach of Lee et al. [115] was used (see also Refs. [116–118]). This method is also implemented
in the ADF program package.
In ∆DFT, the transition energies were calculated as occupied orbital energy differences, where
core is the orbital energy of the core orbital (i.e., the copper or iron 1s orbital) and the relevant
occupied orbital above the electronic core state is defined as n (n-th occupied orbital).
En = (n − core) + ∆Eshift (4.8)
The term ∆Eshift stands for a constant shift, which depends on the used functional and basis
set, in order to align calculated and experimental spectra. The corresponding dipole intensities
will be given as dimensionless oscillator strengths and can be obtained in atomic units as
fn =
2En
3
〈φcore|µˆ|φn〉2. (4.9)
φcore(r) and φn(r) are the relevant core orbital, respectively, the n-th occupied orbital above the
core orbital, and the electric dipole operator is given as µˆ. Higher-order intensity contributions
were calculated as described in Refs. [91, 113], but can be neglected for the VtC-XES spectra
of the iron and copper complexes considered in this work. All orbitals and orbital energies refer
to the occupied orbitals as obtained in the ground-state DFT calculation.
Even though this method constitutes the simplest possible approach for the DFT calculation
of XES spectra, it has been shown to be reliable for VtC-XES spectra of diverse transition
metal complexes,15–17,21,67,90,106,115,118–120 including the ones considered here.16 More sophisti-
cated methods for the calculation of XES spectra are, for example, the TD-DFT approach,121,122
which takes the core-hole relaxation into account and do not (or to a lesser extent) rely on a
constant empirical shift of the calculated spectra. However, such approach is computation-
ally more demanding and in general less robust when applied to transition-metal complexes.
Moreover, it is also more sensitive to the choice of the exchange-correlation functional while
for the simple ∆DFT method the calculated VtC-XES spectra do not depend on the choice of
exchange-correlation functional.91 Finally, for the most of the complexes included in the work,
the described simple ∆DFT method provides an excellent agreement with the experimental
VtC-XES spectra.
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Application XAS: Cu K-edge X-ray
absorption spectra depending on
oxidation state and coordination
environment
X-ray absorption spectroscopy (XAS) at the Cu K-edge is an important tool for probing the
properties of copper centers in transition metal chemistry and catalysis. However, the inter-
pretation of experimental XAS spectra requires a detailed understanding of the dependence of
spectroscopic features on the local geometric and electronic structure, which can be established
by theoretical X-ray spectroscopy. Here, a systematic computational study of the Cu K-edge
XAS spectra of selected Cu complexes based on time-dependent density-functional theory in
combination with a molecular orbital analysis of the relevant transitions is presented. For a
series of Cu amine model complexes as well as a comprehensive test set of 12 Cu(I) and 5 Cu(II)
complexes, the dependence of the pre-edge region in Cu K-edge XAS spectra on oxidation state
and coordination geometry is revisited. While the calculations confirm earlier experimental as-
signments, also additional signatures of the ligand orbitals and identify the underlying orbital
interactions can be revealed. The comprehensive picture revealed by this study will provide a
reliable basis for the interpretation of in situ Cu K-edge XAS spectra of catalytic intermediates.
The publication [123] is based on this chapter of this thesis.
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Figure 5.1: Schematic overview, which represents this chapter in one picture. Some examined
model copper amine complexes are shown on the right side, which differ in their local ligand
environment. In the middle calculated Cu K-edge XAS spectra of these complexes are shown
with highlighted pre-peak maxima. To explain these peaks in detail, simple ligand picture will
be used as shown in the right panel of this figure.
5.1 Introduction
Copper centers play a crucial role in many catalytic reactions, ranging from biological electron-
transfer processes124,125 to technical applications. As already mentioned in Sec. 3.1, the interest
in Cu-based catalysts stems from the need to replace industrial processes requiring rare and
expensive precious metals by sustainable alternatives based on earth-abundant base metals such
as Fe and Cu (see, e.g., Refs. [74] and [75]). A prominent example of a technical application is
the use of Cu-exchanged zeolites for the removal of NOx from Diesel engine exhaust gases via
selective catalytic reduction (SCR) with ammonia.62,76,77
In combination with other spectroscopic methods as well as quantum-chemical calculations,
XAS and HERFD-XAS (see Sec. 3.1) have been successfully applied for investigating catalytic
reaction mechanisms, e.g., of SCR catalysis with Cu-exchanged zeolites.23,85–88
The interpretation of the pre-edge in Cu K-edge XAS spectra largely relies on a pioneering study
by Solomon and coworkers,126 who investigated a comprehensive set of Cu(I) and Cu(II) model
complexes featuring different coordination numbers and geometries. They identified signatures
that can be used to assign the oxidation state, the coordination number and (partly) the coor-
dination geometry and rationalized their results using ligand field theory. Recent spectroscopic
studies,13,127 partly exploiting the possibilities of HERFD methods, have found additional pre-
edge features that are not accounted for by the simple ligand-field picture employed in Ref. [126],
demonstrating the limitations of such models for the interpretation of XAS spectra.
24
5.2. COMPUTATIONAL METHODOLOGY
Despite the importance of XAS of copper species for research in catalysis and the reliance of the
interpretation of such XAS spectra on the assignments of Ref. [126], to the best of my knowledge
these results have not been substantiated by computations so far. Even though for selected Cu
complexes13,127,128 and models of Cu centers in zeolites,129,130 XAS spectra have been calculated
and compared to experiment, a comprehensive understanding of the dependence of the features
observed in Cu K-edge XAS spectra on the oxidation state and coordination geometry is still
lacking (for a recent review, see Ref. [131]). To close this gap, a systematic computational
study of the Cu K-edge XAS spectra of selected model complexes based on time-dependent
density-functional theory (TD-DFT) is performed.
The goal of this study is two-fold: First, by exploiting the additional information on the indi-
vidual molecular orbital transitions contributing to experimentally observed peaks provided by
computations, the aim is to obtain insights into the connection between the XAS spectra and
the electronic structure of the model complexes. This can in turn be used to judge the reliability
of previously identified signatures and help to clarify the domain of applicability as well as the
limitations of a simplified ligand-field picture. Second, the aim is to establish the accuracy of
TD-DFT calculations of XAS spectra for copper species with respect to the signatures com-
monly used in the interpretation of XAS spectra. This will be valuable for future computational
studies combining experiment and theory to unravel copper-catalyzed reaction mechanisms.
5.2 Computational Methodology
The molecular structures of all considered copper model complexes have been optimized using
density-functional theory (DFT) as implemented in the Amsterdam density functional (ADF)
program package,132,133 employing the BP86 exchange-correlation functional98,99 and the Slater-
type TZ2P basis set.134 For all Cu(I) complexes, the ground state is a closed-shell singlet spin
state. For all Cu(II) complexes, spin-unrestricted calculations were performed for the doublet
ground state.
The XAS spectra were calculated with time-dependent density-functional theory (TD-DFT)
following the established methodology100–102 for selectively targeting excitations from the Cu
1s orbital(s). Such restricted-channel TD-DFT calculations have been applied extensively for
K-edge XAS spectra of transition metal complexes.69,103–110 The calculated XAS intensities in-
clude second-order contributions due to the magnetic-dipole and electric-quadrupole transition
moments, which are calculated using the origin-independent formalism of Ref. [113]. For com-
plexes with more than one copper center, no localization of the core orbitals was performed (see
also Ref. [69] for a discussion.
In the calculations of the XAS spectra, the same exchange-correlation functional as in the geom-
etry optimization and the Slater-type QZ4P basis set were employed. To verify the results and
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to assess their dependence on the exchange-correlation functional, the complexes were also opti-
mized and afterwards XAS spectra were calculated using the B3LYP hybrid exchange-correlation
functional135 with the same Slater-type basis sets.
All calculations are performed using non-relativistic DFT because the inclusion of relativistic ef-
fects only shifts the spectra to other energies but leaves the overall XAS spectra unaffected. For
all XAS calculations the COSMO solvation model with default parameters has been used to in-
clude a first approximation of environment effects. All XAS spectra calculated with BP86/QZ4P
have been shifted by 233.50 eV and all XAS spectra calculated with B3LYP/QZ4P have been
shifted by 196.85 eV. These shifts have been chosen such that the maximum of the most intense
pre-edge peak of complex A is aligned with the peak at 8983.6 eV in the experimental spectrum
measured for the complex in Ref. [126]. To plot the XAS spectra, a Gaussian line broadening
with a full-width at half maximum (FWHM) of 1.5 eV was applied throughout.
5.3 Results and Discussion
5.3.1 Interpretation of Cu K-edge XAS spectra: Copper amine model com-
plexes as a first test case
XAS probes transitions from core orbitals to unoccupied electronic states. For XAS at the Cu K-
edge, an electron is excited from the Cu 1s core orbital. In a molecular orbital (MO) picture, the
Figure 5.2: (a) Schematic illustration of the relevant orbital transitions in the Cu K-edge XAS
spectra for Cu(I) complexes (left) and for Cu(II) complexes (right). (b) Ligand field splitting of
the unoccupied copper 4p orbitals in different coordination geometries.
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pre-edge region is due to transitions from the core orbital to well-defined unoccupied MOs (see
Fig. 5.2a). The ionization edge marks the onset of transitions into unbound continuum states,
and the region of XAS spectra past the edge, the extended X-ray absorption fine structure
(EXAFS) region, can be interpreted using scattering theory.136 Here, the focus is on the pre-
edge region that provides unique information on the electronic structure by probing the low-lying
unoccupied MOs.68
For Cu(I) with a d10 electron configuration, the lowest lying unoccupied metal orbitals are the
4p orbitals. Thus, one expects the pre-edge of the XAS spectra to be mainly determined by
these unoccupied 4p orbitals. For a first analysis of the dependence of the Cu K-edge XAS
spectra on the coordination environment, spectra for a test set of Cu(I) amine model complexes
were calculated: linear [CuI(NH3)2]
+ (1) with a coordination number of two, trigonal planar
[CuI(NH3)3]
+ (2) with a coordination number of three, and tetrahedral [CuI(NH3)4]
+ (3) with
a coordination number of four (see Fig. 5.3a).
Figure 5.3: (a) Molecular structures of the considered series of copper amine complexes
[CuI(NH3)n]
+ (1-3) and [CuII(NH3)n]
2+ (4-6) (n = 2, 3, 4); (b) Cu K-edge XAS spectra
of [CuI(NH3)n]
+ (top) and [CuII(NH3)n]
2+ (bottom) calculated with BP86/QZ4P (left) and
B3LYP/QZ4P (right). The calculated ionization thresholds are indicated by vertical lines.
The calculated XAS spectra are shown in Fig. 5.3b. Details on the Computational Methodology
are given in the corresponding section above. An empirical, method-dependent constant shift has
to be applied in order to align the calculated spectra with experiment.101,137 Here, a consistent
shift has been applied to all spectra calculated with the same method, even though different types
of complexes (e.g., with different charge states) might require a different shift.102,137 Therefore,
the absolute energies of the peaks in the calculated spectra will not always precisely match
the experimental ones. Moreover, it could be obtained that in the region above the calculated
ionization threshold (marked by a vertical line in the plots of the spectra) spurious states can
27
CHAPTER 5. CU K-EDGE X-RAY ABSORPTION SPECTRA
appear that arise from the inability of atom-centered basis functions to describe the quasi-
continuum states.69,138 Thus, the peaks in this region have to be analyzed carefully to ensure
that they correspond to chemically meaningful unoccupied states. To judge the sensitivity of
the calculated spectra to the choice of the exchange-correlation functional, spectra calculated
with both the pure generalized-gradient approximation (GGA) functional BP86 and the hybrid
functional B3LYP are shown. For B3LYP functional the ionization threshold is shifted to higher
energies, which is due to the wrong asymptotic behavior of the pure GGA exchange-correlation
potential139 that is corrected by the admixture of exact exchange in the hybrid functional.
Therefore, peaks that are close to or just behind the calculated ionization threshold for BP86
are in fact pre-edge features, as is shown by the B3LYP calculations.
In the calculated spectra of the Cu(I) model complexes in Fig. 5.3b, the positions of the most
intense pre-edge peak have been marked by circle, triangle, and square, respectively. For the
linear Cu(I) model complex, [CuI(NH3)2]
+ (1), the calculated spectra show an intense peak at
ca. 8983.5 eV. For the trigonal-planar Cu(I) model complex, [CuI(NH3)3]
+ (2), the intensity of
the most intense peak decreases by about 50 %. This is accompanied by a shift of the peak by
ca. 1 eV to lower energies, while a similar shift is found for the ionization threshold. For the
tetrahedral Cu(I) model complex, [CuI(NH3)4]
+ (3), the intensity in the region below 8985 eV
decreases further. Here, the highest-intensity peak appears at ca. 8985.7 eV, with a maximum
intensity similar to the one found for the trigonal-planar complex. In all three cases, for these
main features in the pre-edge region, the BP86 and B3LYP calculations provide an identical
qualitative picture.
These main features of the calculated pre-edge spectra qualitatively agree with the previous
findings of Solomon and co-workers in Ref. [126]. They assigned an intense pre-edge peak
between ca. 8983 eV and 8985 eV to linear Cu(I) complexes. The intensity of this peak was
found to decrease for Cu(I) complexes with a coordination number of three and to shift to
ca. 8985-8986 eV for Cu(I) complexes with a coordination number of four.
To further analyze the calculated spectra, Fig. 5.4 shows the unoccupied molecular orbitals
that are responsible for the most intense transitions and highlights the contributions of these
transitions to the overall spectra. These can be compared to the ligand field picture employed
in Ref. [126] that is illustrated in Fig. 5.2b. For the linear Cu(I) model complex 1, the 4px and
4py orbitals (perpendicular to the bond axis) contribute equally to the intense pre-edge peak at
ca. 8983.5 eV. This is consistent with the ligand field picture, in which the 4pz orbital is shifted
to higher energies compared to the degenerate 4px and 4py orbitals.
Explaining the intensity differences when comparing the transitions to the 4px and 4py orbitals
with the transition to the 4pz orbital already requires extending the ligand field picture with
molecular orbital considerations. While the unoccupied 4px and 4py orbitals correspond to empty
lone pair orbitals that are pure Cu 4p orbitals, the 4pz orbital will mix with ligand orbitals, i.e.,
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Figure 5.4: Molecular orbital analysis of the main contributions to the pre-edge regions in the
calculated Cu K-edge XAS spectra (BP86/QZ4P) of linear [CuI(NH3)2]
+ (1), trigonal planar
[CuI(NH3)3]
+ (2), tetrahedral [CuI(NH3)4]
+ (3) and for distorted square-planar [CuII(NH3)4]
2+
(6). Vertical bars indicate the individual transitions contributing to the calculated XAS spectra.
The unoccupied orbitals responsible for the most relevant transitions are shown on the left, and
the contributions of these transitions are highlighted in the calculated spectra shown on the
right.
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|φMO4pz 〉 = a |χAO4pz〉 + b |χAOL 〉, where |φMO4pz 〉 is the molecular orbital and |χAO4pz〉 and |χAOL 〉 are the
Cu 4pz atomic orbital and a suitable (linear combination of) ligand orbitals, respectively. Thus,
while the intensity for the transition to the lone pair 4px orbital is
I1s→4px ∝
∣∣〈φ1s|µˆ|χAO4px〉∣∣2, (5.1)
the mixing the ligand orbitals will decrease the intensity of the transition to the 4pz orbital,
I1s→4pz ∝
∣∣〈φ1s|µˆ|φMO4pz 〉∣∣2 ≈ a2 ∣∣〈φ1s|µˆ|χAO4pz〉∣∣2. (5.2)
That is, the intensity is determined by the Cu p-orbital contribution a2 to the relevant unoccu-
pied molecular orbitals. Note that other combinations of the pz orbital with ligand orbitals will
also be formed (e.g., the corresponding anti-bonding combination in the simple picture employed
above) that will acquire intensity, but these molecular orbitals are shifted to higher energies (cf.
the peak at ca. 8987.5 eV for 1).
For a coordination number of three in a T-shaped geometry, the additional ligand will lift
the degeneracy of the 4px and 4py orbitals and shift the 4py orbital to higher energies. For
a trigonal-planar complex, the 4px orbital remains the lowest in energy, while the 4py and
4pz orbitals become degenerate. For the trigonal-planar model complex [Cu
I(NH3)3]
+ (2), the
highest-intensity peak at ca. 8982.5 eV is now due to a transition to only the 4px orbital, which
explains the decreased intensity compared to the linear case. The transitions to the degenerate
4py and 4pz orbitals can be found at ca. 8984.8 eV in the calculated spectrum. As discussed
above, because of mixing with ligand orbitals these have a decrease intensity compared to the
transitions to pure Cu 4p orbitals.
Finally, for a tetrahedral ligand field the three 4p orbitals become degenerate. In the calculated
spectrum of 3, their largest contribution appears at ca. 8985.5 eV, to which all three 4p orbitals
contribute equally. As all three Cu 4p orbitals now mix with ligand orbitals, the 4p contributions
are distributed over a number of unoccupied molecular orbitals and the maximum intensity
decreases. Therefore, the maximum intensity for 3 comparable to the one found for 2, even
though the 4px orbital now also contributes.
Thus, the dependence of the pre-edge regions in the calculated XAS spectra of the series of Cu(I)
model complexes on the coordination geometry can be qualitatively explained by a simple ligand
field picture. However, the calculated spectra show additional features, such as the shoulders
at ca. 8985 eV and ca. 8984 eV for coordination number two and three, respectively, and the
weak peak at ca. 8981 eV for coordination number four, are not accounted for in this ligand field
picture. These will require a more elaborate molecular orbital picture that will be considered
below in Sec. 5.3.3.
Next, the Cu K-edge XAS spectra of Cu(II) complexes were considered. Here, the electron
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configuration is d9, i.e., there is an additional singly unuccupied 3d orbital below the empty Cu
4p orbitals (cf. Fig. 5.2a). Therefore, an additional pre-edge peak at lower energies arising from
the 1s→ 3d transition is expected. However, this transition is usually dipole-forbidden and only
a very weak quadrupole transition can be observed.102,113
For a first assessment of the effect of the Cu oxidation state on the pre-edge XAS spectra,
the above series has been extended to Cu(II) model complexes. Specifically, spectra for the
Cu(II) amine model complexes [CuII(NH3)2]
2+ (4) with a linear coordination geometry, for
[CuII(NH3)3]
2+ (5) with an almost T-shaped coordination geometry, and for [CuII(NH3)4]
2+
(6) with a distorted square-planar coordination geometry were calculated (see Fig. 5.3a). The
calculated spectra are included in the lower panels of Fig. 5.3b.
The expected 1s→ 3d pre-edge peak appears at ca. 8980-8981 eV in the BP86/QZ4P calculations
and at ca. 8977-8978 eV in the B3LYP/QZ4P calculations. In the experimental spectra of
Ref. [126], this pre-edge peak was found at ca. 8979 eV. As discussed above, this slight mismatch
is due to the well-known limitations of TD-DFT. The intensity of this additional Cu(II) pre-
edge peak is the largest for the T-shaped complex 5, and is significantly smaller for the four-
coordinated complex 6, while it is hardly visible on the scale of the figure for the linear complex
4. In the lowest panel of Fig. 5.4, the unoccupied 3d orbital responsible for this pre-edge peak
is shown and its contribution to the spectrum is highlighted.
In the calculated spectra of the model complexes 4 - 6, the transitions into the unoccupied
Cu 4p orbitals appear above ca. 8985 eV. For these transitions, a similar dependence on the
coordination geometry as for the Cu(I) model complexes can be observed. The most intense
peak in this region is found for the linear Cu(II) model complex [CuII(NH3)2]
2+ (4) and appears
at ca. 8988-8989 eV. For the model complex [CuII(NH3)3]
2+ (5) with coordination number three,
this peak shifts to lower energies (ca. 8987 eV) and its intensity is significantly reduced. Finally,
for the model complex [CuII(NH3)4]
2+ (6) with a coordination number of four, the intensity is
further reduced. These observations are consistent with the ligand-field picture employed above
for the Cu(I) model complexes.
5.3.2 Calculated XAS spectra for a diverse test set of copper complexes
In the previous section, the dependence of the pre-edge in Cu K-edge XAS spectra on oxidation
state and coordination environment for a series of model complexes that is not experimentally
accessible were illustrated. As a next step, the study is extended to a diverse test set consisting
of different types of Cu complexes, which are shown in Fig. 5.5. For compiling this test set, a
selection of the compounds employed in the experimental study of Solomon and co-workers126
were considered. All these complexes have been synthesized and characterized in the literature
and experimental XAS spectra are available (see Ref. [126] and references therein). For each
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Figure 5.5: Optimized molecular structures of the test set of Cu complexes A - Q, calculated
with the DFT functional BP86 and the TZ2P basis set.
type of coordination environment and oxidation state [Cu(I) with coordination number two,
three, and four as well as Cu(II)] the compounds that are computationally most accessible have
been selected from Ref. [126]. In particular, compounds that exist as well-defined molecular
complexes in the crystal structures and for which the size of the ligands is still computationally
tractable were preferably selected. In case that only few suitable complexes were available in
Ref. [126] for a certain coordination number, the test set was augmented by additional complexes
(namely C, D, and H) in order to be able to compare a variety of different ligand systems. All
of these additional complexes are experimentally accessible (see below for literature references),
but their Cu K-edge XAS spectra have not been published.
The first group (A - D) consists of four Cu(I) complexes with a coordination number of two that
assume a linear structure. First, two pyrazole complexes, bis(1,3,5-trimethylpyrazole) copper(I)
[CuI(TMP)2]
+ (A) and bis(3,5-dimethylpyrazole) copper(I) [CuI(DMP)2]
+ (B) that were taken
from Ref. [126] are considered. In addition, cis-(di-2-picoline) copper(I) [cis-CuI(2-pic)2]
+ (C)
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and trans-(di-2-picoline) copper(I) [trans-CuI(2-pic)2]
+ (D)140 were included. The picoline lig-
and in these complexes was chosen because it is similar to the pyrazole-derived ligands in A
and B in terms of the coordination via the nitrogen atom of a heterocycle, but it has different
electronic properties, in particular a lower energy of the lowest unoccupied MO (LUMO).
The second group (E - H) is composed of three Cu(I) complexes with a coordination num-
ber of three, which were selected from those considered in Ref. [126]: (bis(2-(3,5-dimethyl-
1-pyrazolyl)ethyl)ether) copper(I) [CuI(pze)]+ (E) and (2,2’-bis(2-(N-propylbenzimidazolyl))-
diethylsulfide) copper(I) [CuI(L1-pr)]
+ (F) feature a T-shaped geometry around the copper
center. (ISOIM(di-tert-butyl)(pyrazolate)) di-copper(I) [CuI2(ISOIM)(t-Bu)2(pz)] (G) is a din-
uclear Cu(I) complex with two copper centers, also with a T-shaped coordination geometry. In
addition, (tri-2-picoline) copper(I) [CuI(2-pic)3]
+ (H)141 is also considered. This fourth com-
plex is included to draw the comparison to the linear complexes C and D and to also include a
complex with a trigonal-planar coordination geometry.
The third group (I - L) consists of four Cu(I) complexes with a coordination number of four cho-
sen from those employed in Ref. [126]. It contains the tetrahedral compounds, tetrapyridinecop-
per(I) [CuI(py)4]
+ (I) and bis(2,5-dithiahexane) copper(I) [CuI(2,5-DTH)2]
+ (J) as well as a
pyramidal dinuclear Cu(I) species [CuI2(XYL-O-)]
+ (K) and tris(ethyl-2-pyridyl)aminecopper(I)
[CuI(tepa)]+ (L) with a pseudo-tetrahedral geometry, that is distorted toward pyramidal.
Finally, the fourth group (M - Q) is composed of selected Cu(II) complexes from Ref. [126].
The first three of these, bis(acetylacetonate) copper(II) [CuII(acac)2] (M), succinate copper(II)
dihydrate [CuII(succ)(H2O)2] (N), and tetrachlorocuprate(II) [Cu
II(Cl)4]
2− (O), are classified as
ionic complexes in Ref. [126]. Here, in M (coordination number 4) the Cu center has a square-
planar coordination environment, N (coordination number 6) is a dinuclear complex with a
distorted octahedral coordination environment for each copper center, and O (coordination
number 4) has a pseudo-tetrahedral geometry. In the crystal structure of N,142 each succinate
ligands bridges two di-copper(II) center, resulting in infinite polymeric chains. To arrive at a
computationally feasible molecular model complex, these ligands were cut in the middle and
saturated the resulting terminal methyl groups, resulting in the tetrakis(acetate) dicopper(II)
dihydrate [CuII2 (acetate)4(H2O)2] complex shown in Fig. 5.5. The group of Cu(II) complexes is
completed by two complexes featuring sulfur ligand systems, bis(N,N-diethyldithiocarbamate)
copper(II) [CuII(Et2NCS2)2] (P) and bis(2,5-dithiahexane) bisperchlorate copper(II) [Cu
II(2,5-
DTH)2(ClO4)2] (Q) with a square-planar and a distorted octahedral ligand environment, re-
spectively. These are classified as covalent complexes in Ref. [126]. For Q, the two perchlorate
ligands are explicitly included in the computational model, as the Cu-O distance in the crystal
structure amounts to only ca. 2.5 A˚. For the other complexes, the counterions are not explicitly
included in the computations, as they are generally not interacting directly with the copper
centers (e.g., in J the distance between the Cu atom and the perchlorate counterions amounts
to ca. 3.9 A˚).
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The XAS spectra calculated for these four groups of Cu complexes using BP86/QZ4P are shown
in Fig. 5.6, and the spectra calculated with B3LYP/QZ4P are shown in Fig. 5.7 for comparison.
The main features of the calculated XAS spectra for the different oxidation states and coordi-
nation environments are in agreement with the experimental spectra of Ref. [126] and match
those found for the series of model complexes considered in the previous section (see Fig. 5.8). In
particular, the linear Cu(I) complexes show an intense peak at ca. 8983.5-8984 eV. For the Cu(I)
complexes with coordination number three the most intense peaks appear between ca. 8982 eV
and 8984 eV, but the intensity in this region decreases significantly compared to the linear com-
plexes. For the Cu(I) complexes with coordination number four, the intensity in this region
decreases further, and the most intense peaks for these complexes appear at ca. 8985-8986.5 eV.
For the Cu(II) complexes, a weak pre-edge peak appears below 8982 eV. Overall, the spectra
calculated with BP86 and B3LYP provide a consistent picture of these general features.
For a more detailed comparison of calculated and experimental spectra, the main pre-edge peak
of the Cu(I) complexes were considered. The position and maximum intensity of this peak in
the experimental spectra of different Cu(I) complexes are compared in Fig. 2 of Ref. [126]. This
peak was identified with the first intense pre-edge peak in the calculated spectra. In Fig. 5.6 and
Fig. 5.7, the maximum of the corresponding peak is indicated with a circle, triangle, and square
in the calculated spectra of the Cu(I) complexes with coordination number two, three, and four,
respectively. In some ambiguous cases, the assignment of the peak in the calculated spectra
that corresponds to the main pre-edge maximum was further guided by the MO analysis of the
contributing transitions (see Sec. 5.3.3 below). While in the BP86/QZ4P calculation, this peak
appears close to the calculated ionization edge for the complexes with coordination numbers two
and three and ca. 2-4 eV behind the calculation edge for the complexes with coordination number
four, they appear before or close to the ionization edge in the B3LYP/QZ4P calculations. In
combination with the MO analysis (see Sec. 5.3.3 below), it can be confirmed that in both cases
these peaks are not due to spurious quasi-continuum states.
The positions and maximum intensities of these main pre-edge calculated with both BP86/QZ4P
and B3LYP/QZ4P are summarized in Fig. 5.8a using the same filled symbols as in Figs. 5.6
and 5.7. The results for the three groups of Cu(I) complexes can clearly be distinguished in
these plots: For the complexes with coordination number two, the position of the main peak is
between 8983.5 eV and 8984.5 eV and the normalized intensity is larger than 0.85, while for a
coordination number of three, its position is between ca. 8982 eV and 8984 eV with a normalized
intensity below 0.8. For a coordination number of four, the position of the main pre-edge peak
is found between ca. 8984.5 and 8987 eV with a normalized intensity between 0.5 and 1.0. This
is in agreement with the experimental findings summarized in Fig. 2 of Ref. [126].
For the considered complexes for which the positions and normalized absorption amplitudes are
included in Fig. 2 of Ref. [126] (A, B, F, G, I, K, and L), these are also plotted in Figs. 5.8a as
empty symbols using the same shape and color as for the corresponding calculation. Here, the
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Figure 5.6: Cu K-edge XAS spectra of the Cu complexes A - Q calculated with BP86/QZ4P.
The calculated ionization thresholds are indicated by vertical lines. (a) Cu(I) complexes A -
D with coordination number two; (b) Cu(I) complexes E - H with coordination number three;
(c) Cu(I) complexes I - L with coordination number four; and (d) Cu(II) complexes M - Q.
The calculated spectra of the model complexes 1, 2, 3, and 6 are included for comparison for
the respective group of Cu complexes. For the Cu(I) complexes, the maximum of the peak
corresponding to the main pre-edge feature are indicated by circles, triangles, and squares,
respectively. See text for further details.
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Figure 5.7: Cu K-edge XAS spectra of the Cu complexes A - Q calculated with B3LYP/QZ4P.
The calculated ionization thresholds are indicated by vertical lines. (a) Cu(I) complexes A -
D with coordination number two; (b) Cu(I) complexes E - H with coordination number three;
(c) Cu(I) complexes I - L with coordination number four; and (d) Cu(II) complexes M - Q.
The calculated spectra of the model complexes 1, 2, 3, and 6 are included for comparison for
the respective group of Cu complexes. For the Cu(I) complexes, the maximum of the peak
corresponding to the main pre-edge feature are indicated by circles, triangles, and squares,
respectively. See text for further details.
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results for A have been used to align the experimental energies (see Computational Methodology)
as well as the intensity scales, i.e., the calculated intensities have been normalized such that
the normalized intensity at the calculated pre-edge maximum for A matches the normalized
absorption amplitude of 1.05 at the pre-edge maximum in the experimental spectrum. In all
cases, the experimental peak position and intensity fall within the region corresponding to the
correct group and they are generally very close to the corresponding calculated ones. A direct
comparison of the calculated and experimental peak positions and intensities is shown in Fig. 5.8b
for both BP86/QZ4P and B3LYP/QZ4P.
The comparison of the positions and normalized intensities of the pre-edge peak maxima is prone
to several inaccuracies both in the extraction of the peak maxima from the calculated spectra
and due to the limited availability of the original experimental data of Ref. [126]. The position
and height of the calculated peak maxima depends on the amount of empirical peak broadening
used when plotting the spectra, especially in cases where several transitions contribute to the
main pre-edge peak. Directly comparing calculated and experimental peak intensities generally
requires a subtraction of the rising edge as well as a deconvolution for the experimental spec-
tra. In light of these limitations, the agreement between the computations and the available
experimental data can be considered satisfactory. The largest deviations of up to ca. 1.5 eV
occur for the peak positions of F and K, where the relevant pre-edge region is rather flat. In
all other cases, the differences between experimental and calculated peak positions are below
0.4 eV. For the maximum intensities, the calculations slightly underestimate those of the Cu(I)
complexes with coordination number three, while it is slightly overestimated for coordination
number four. Overall, the agreement between experiment and computations is similar for BP86
and for B3LYP.
The calculated spectra agree with the experimental spectra with respect to the general features
and the positions and intensities of the first pre-edge peak in the calculated Cu(I) spectra are
in good agreement with the available experimental data. However, a closer comparison of the
calculated XAS spectra within the different groups of complexes shows some changes between
complexes with the same oxidation state and coordination environment. The positions of the
intense peaks vary among similar complexes and for some complexes, additional shoulders or
weak peaks appear in the low-energy region of the spectra. These variations will be analyzed in
more detail below.
While in general BP86 and B3LYP provide qualitatively similar spectra, in several cases the
energy splitting between peaks differ. For instance, the weak peak at ca. 8981 eV in complexes
C and D for BP86 appears as a shoulder at ca. 8981 eV in the B3LYP calculations. Such a
pronounced dependence of the energy splittings between peaks is due to the well-know limitations
of TD-DFT in describing the energies of charge-transfer excitations68,106 that could be overcome
for the specific systems by employing range-separated hybrid functionals143,144 or by carefully
tuning the exact exchange admixture.106 However, even though the exact position of these peaks
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might be unclear, an analysis of the underlying molecular orbital transitions is still possible.68
In the following, the spectra calculated with BP86 will be employed for a more detailed analysis.
5.3.3 MO analysis of the calculated XAS spectra for copper(I) complexes
Here, a more detailed analysis of the calculated XAS spectra is presented, particularly of the
variations within the groups of complexes with the same oxidation state and similar coordination
environments (cf. Fig. 5.6). This allows to identify to what extent the features identified in
Sec. 5.3.1 for the series of copper amine model complexes and the ligand field picture that was
employed to explain them are still valid for realistic, experimentally accessible Cu complexes.
Furthermore, the aim is to identify additional mechanisms that influence the electronic structure
of Cu complexes that can possibly be probed in XAS experiments.
First, the Cu(I) model complexes A - D with coordination number two in a linear coordination
environment (cf. Fig. 5.6a) were considered. The calculated spectra of the two pyrazole Cu(I)
complexes A and B are almost identical and agree with the one of the linear model complex
[CuI(NH3)2]
+ (1), but the intense peak at ca. 8983 eV is broader than for the amine model
complex. For the picoline Cu(I) complexes C and D, this intense peak is shifted to slightly
higher energies and an additional weak peak appears at ca. 8981 eV.
In Fig. 5.9, the calculated spectra are decomposed into the contributions of different types of
unoccupied orbitals. Because the unoccupied Cu orbitals mix with unoccupied ligand orbitals,
the Cu 4px and Cu 4py orbitals identified as responsible for the intense pre-edge peak now
contribute to several unoccupied molecular orbitals. The XAS intensity due to unoccupied MOs
dominated by the Cu 4px orbital is highlighted in red in the figure, whereas the XAS intensity
due to unoccupied MOs dominated by Cu py is highlighted in blue. Isosurface plots of the most
important of those MOs are also shown.
For A and B, the interaction of the Cu 4py orbital (that lies in the plane of the two pyrazole
ligands) with the ligand orbitals is rather weak and does not change the position of the corre-
sponding transitions. However, the Cu 4px orbital (that is perpendicular to the two pyrazole
ligands) strongly interacts with the LUMOs of the pyrazole ligands, resulting in a bonding and
an anti-bonding combination. These are split almost symmetrically around the Cu 4py, resulting
in the observed broadening of the peak. The two unoccupied MOs have significant contribu-
tions of both the Cu 4py and the pyrazole orbitals. These orbital interactions are illustrated
schematically in Fig. 5.10a.
For C and D, the interaction of the Cu 4py orbital remains small, but the interaction of the
Cu 4px with the LUMOs of the picoline ligands changes. The ligand LUMOs are now at lower
energies, resulting in a bonding combination at lower energies (ca. 8981 eV) that this dominated
by the ligand LUMOs with a smaller Cu 4px contribution and an anti-bonding combination at
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Figure 5.9: Molecular orbital analysis of the main contributions to the pre-edge regions in the
calculated Cu K-edge XAS spectra (BP86/QZ4P) of the linear Cu(I) complexes A - D with
coordination number two. Vertical bars indicate the individual transitions contributing to the
calculated XAS spectra. The unoccupied orbitals responsible for the most relevant transitions
are shown on the left, and the contributions of these transitions are highlighted in the calculated
spectra shown on the right.
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Figure 5.10: Schematic MO diagrams illustrating different mechanisms resulting in additional
features in the Cu K-edge XAS spectra compared to the ligand-field picture of Fig. 5.2. (a)
Symmetric mixing of Cu 4p and unoccupied ligand orbitals; (b) non-symmetric mixing of Cu 4p
and low-lying unoccupied ligand orbitals resulting in MLCT transitions; (c) mixing of occupied
Cu 3d and low-lying unoccupied ligand orbitals for Cu(I) complexes; (d) mixing of unoccupied
Cu 3d and Cu 4p orbitals for Cu(II) complexes.
higher energies (ca. 8984 eV) that is dominated by the Cu 4px orbitals with a smaller contribution
of the ligand LUMOs (see Fig. 5.10b). The former is responsible for the additional weak peak
appearing at ca. 8981 eV. Thus, this peak is caused by a transition from the Cu core orbital to an
unoccupied ligand orbital that acquires intensity through the admixture of Cu 4p contributions
and can be classified as a metal-ligand charge transfer (MLCT) excitation. Such weak pre-
edge peaks due to MLCT excitations to low-lying unoccupied ligand orbitals have recently been
observed in HERFD-XAS spectra of Cu(I) complexes with bipyridine ligands.13
For the Cu(I) complexes E - H with coordination number three all calculated XAS spectra are
shown in Fig 5.6b and a comparison highlighting the contribution of the most relevant unoc-
cupied MOs is shown in Fig. 5.11. For all complexes, the main pre-edge peak appears between
ca. 8982 eV and 8984 eV it has a decreased intensity compared to the linear complexes. This
is consistent with the results for [CuI(NH3)3]
+ (2) as well as the ligand field picture discussed
earlier.
The main contribution to this pre-edge peak is for all complexes a transition from the core
orbital to an unoccupied orbital that is dominated by the Cu 4px orbital. Isosurface plots of
these orbitals are included in Fig. 5.11. For the dinuclear Cu complex G, this 4px peak is slightly
broadened due to the interaction of the unoccupied 4px orbitals at the two copper centers. In
addition, a very weak pre-edge peak at ca. 8980 eV appears for complex G. The analysis of
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Figure 5.11: Molecular orbital analysis of the main contributions to the pre-edge regions
in the calculated Cu K-edge XAS spectra (BP86/QZ4P) of the Cu(I) complexes E - H with
coordination number three. Vertical bars indicate the individual transitions contributing to the
calculated XAS spectra. The unoccupied orbitals responsible for the most relevant transitions
are shown on the left, and the contributions of these transitions are highlighted in the calculated
spectra shown on the right.
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the corresponding unoccupied orbitals shows that this peak is due to mixing of the occupied 3d
orbitals with the low-lying unoccupied ligand orbitals. The transition into these orbitals acquires
a small intensity due to p-d mixing. These orbital interactions are illustrated schematically in
Fig. 5.10c.
For the trigonal-planar Cu(I) complex with picoline ligands H, the interaction of the low-lying
ligand LUMO and the unoccupied Cu 4px orbital leads to a weak MLCT pre-edge peak at
ca. 8981 eV. The mechanism responsible for this interaction is identical to the one discussed for
the linear Cu(I) picoline complexes above (cf. Fig. 5.10b).
Finally, consider the Cu(I) complexes with coordination number four I - L (see Fig. 5.6c).
For all four complexes, the intensity in the region below 8985 eV decreases compared to those
with coordination numbers two and three, and for all four complexes the highest-intensity peak
appears at ca. 8985-8987 eV. This is consistent with the results for [CuI(NH3)4]
+ discussed in
Sec. 5.3.1.
A comparison of the spectra of I - L highlighting the contribution of the most relevant unoccupied
MOs is shown in Fig. 5.12. For all four complexes, the unoccupied Cu 4px, 4py, and 4pz
contribute equally to the most intense peaks, which agrees with the ligand field picture discussed
previously. For K and L, the Cu 4p orbitals contribute to a large number of unoccupied orbitals
in the regions between 8983 eV and 8989 eV and it becomes impossible to clearly distinguish
the different 4px,y,z contributions.
Additional features can be identified for all four complexes. For I, K and L, a weak pre-edge peak
appears at ca. 8980 eV. This peak is due to mixing of the occupied 3d orbitals and unoccupied
ligand orbitals, as discussed above for G, i.e., it arises according to the mechanism illustrated
in Fig. 5.10c. This assignment is supported by the observation that 18 %, 19 % and 29 % of the
intensity of this peak are due to quadrupole contributions for I, K and L, respectively.
For J, an additional shoulder appears at 8982-8984 eV. This is caused by the lowest-lying
unoccupied orbitals of the sulfur ligands, which acquire intensity by admixture of Cu 4p orbitals,
i.e., this shoulder is due to MLCT excitations arising due to nonsymmetric mixing of Cu 4p
orbitals and low-lying ligand orbitals as illustrated in Fig. 5.10b. Such a MLCT peak is also
observed for the model complex 3 (see Fig. 5.4), where it is caused by the low-lying bonding
combination of the unoccupied NH3 3s orbitals.
Overall, the main features of the calculated Cu K-edge XAS spectra of the considered Cu(I)
complexes with different coordination environments are explained by the simple ligand field
picture introduced in Ref. [126] (cf. Fig. 5.2). Additional features arising from interactions with
unoccupied ligand orbitals are found for some complexes and can be explained by the schematic
MO diagrams shown in Fig. 5.10a (symmetric Cu 4p - ligand mixing), Fig. 5.10b (MLCT to
low-lying ligand orbitals due to non-symmetric Cu 4p - ligand mixing), and Fig. 5.10c (Cu 3d -
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Figure 5.12: Molecular orbital analysis of the main contributions to the pre-edge regions in the
calculated Cu K-edge XAS spectra (BP86/QZ4P) of the Cu(I) complexes I - L with coordination
number four. Vertical bars indicate the individual transitions contributing to the calculated XAS
spectra. The unoccupied orbitals responsible for the most relevant transitions are shown on the
left, and the contributions of these transitions are highlighted in the calculated spectra shown
on the right.
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ligand mixing plus Cu d-p mixing).
5.3.4 MO analysis of the calculated XAS spectra for copper(II) complexes
For the Cu(II) complexes M-Q, the calculated pre-edge XAS spectra are shown in Fig. 5.6d. As
expected, for all Cu(II) complexes, a typical weak pre-edge peak appears at ca. 8979.5-8981 eV,
which can be assigned to transitions into the singly unoccupied Cu 3d orbital. The remaining
pre-edge transitions appear above 8984-8985 eV and can, as for the Cu(I) complexes, be assigned
to transitions into unoccupied Cu 4p orbitals. The calculated spectra of M-Q are compared in
Fig. 5.13, which also includes an analysis of the main contributions (Cu 3d vs. Cu 4p) to the
individual transitions.
In all five cases, the weak pre-edge peak at ca. 8979.5-8981 eV is due to the transition into a
singly unoccupied orbital. Isosurface plots of this orbital are included in Fig. 5.13. It can be
clearly seen that these orbitals are a combination of a Cu 3d orbital with ligand orbitals. The
comparison of this peak for the different Cu(II) complexes shows that its intensity varies. The
most intense 1s→ 3d pre-edge peak is found for O, in which the Cu center is has a coordination
number of four and features pseudo-tetrahedral coordination geometry, while weaker 1s → 3d
pre-edge peaks are found for the remaining Cu(II) complexes.
Table I: Calculated intensities (BP86/QZ4P), expressed as dimensionless oscillator strengths,
for the weak 1s→ 3d pre-edge peak at ca. 8979.5-8981 eV of the Cu(II) complexes M - Q. The
total intensity is decomposed into dipole and second-order (quadrupole) contributions. For each
complex, the coordination geometry and local symmetry of the Cu center are also indicated.
dipole quadrupole total
intensity intensity intensity % dipole
M square-planar (D4h) 9.2 · 10−12 3.7 · 10−6 3.7 · 10−6 0 %
N distorted octahedral (C4h) 1.1 · 10−7 3.8 · 10−6 3.9 · 10−6 3 %
O pseudo-tetrahedral (D2d) 1.1 · 10−5 2.9 · 10−6 1.4 · 10−5 79 %
P distorted square-planar (D2d) 5.0 · 10−7 2.3 · 10−6 2.8 · 10−6 18 %
Q distorted octahedral (D2d) 2.8 · 10−7 2.4 · 10−6 2.7 · 10−6 10 %
Table I lists the intensities calculated for this transition decomposed into dipole and second-
order (quadrupole) contributions. For all five complexes, this transitions have a very similar
small quadrupole intensity of ca. 2-4 · 10−6. The differences in the total intensity of the 1s→ 3d
pre-edge peak are mainly due to the variations in the dipole intensity. This dipole intensity
is caused by the (small) admixture of Cu 4p contributions into the singly unoccupied Cu 3d
orbital (cf. Fig. 5.10d). These differences in the dipole intensity can be directly related to the
coordination geometry and the local symmetry at the Cu center.145
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Figure 5.13: Molecular orbital analysis of the main contributions to the pre-edge regions in the
calculated Cu K-edge XAS spectra (BP86/QZ4P) of the Cu(II) complexes M - Q. Vertical bars
indicate the individual transitions contributing to the calculated XAS spectra. The unoccupied
orbitals responsible for the weak pre-edge peak are shown on the left, and the contributions of
transitions into unoccupied orbitals dominated by Cu 3d and Cu 4p orbitals, respectively, are
highlighted in the calculated spectra shown on the right.
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For M with a square-planar coordination geometry (local D4h symmetry), p-d mixing is not
possible since the Cu d and p orbitals belong to different irreducible representations (a2u as well
as eu for the p orbitals and a1g, b1g, b2g, and eg for the d orbitals, respectively). This is also the
case for an axially distorted octahedral coordination geometry. The two Cu centers in N feature
such a coordination geometry. However, as the two axial ligands differ, the local D4h symmetry
is slightly distorted towards C4h, which allows for the admixture of a small p contribution into
the singly unoccupied Cu 3d orbital. Therefore, the dipole intensity increases, but only amounts
to ca. 3% of the total intensity, i.e., the total 1s→ 3d pre-edge peak intensity is still determined
by the quadrupole contribution.
In P and Q, the Cu centers are in distorted square-planar and a distorted octahedral coordination
geometry, respectively, and in both cases the local symmetry is thus lowered to D2d. This allows
for the mixing of Cu 3d and 4p orbitals, which now both belong to the b2 and e irreducible
representation. Consequently, the 1s → 3d pre-edge peak in P acquires 18 % dipole intensity
and in Q it gains 10 % dipole intensity. Still, for both complexes the total intensity of this
pre-edge peak is determined by the quadrupole contribution, which is slightly lower than for M
and N. With an increased distortion towards a tetrahedral coordination environment in O, the
p-d mixing is increased and the dipole intensity further increases, now amounting to 79 % of
the total intensity. The is reflected in an increase of the total intensity of the 1s→ 3d pre-edge
peak by a factor of five compared to the other Cu(II) complexes.
Except for the weak pre-edge peak discussed so far, the remaining features in the calculated XAS
spectra of the Cu(II) complexes M - Q are due to transitions into Cu 4p orbitals (cf. Fig. 5.13).
For the Cu(II) complexes M, N, O, and P, this intense pre-edge transition appears at ca. 8985-
8986 eV and its intensity is comparable to the one of the corresponding pre-edge transitions
in the four-coordinated Cu(I) complexes. This is in agreement with the experimental spectra
of Ref. [126], in which the first pre-edge peak is found at ca. 8986 eV. For M and N, this
peak is broadened via symmetric mixing with unoccupied ligand orbitals (cf. Fig. 5.10a). For
the (distorted) square-planar complexes M and P, the calculated spectra show the first intense
peak at a slightly lower energy (ca. 8985 eV), and for P its intensity is increase compared to the
other complexes. This is consistent with the ligand-field picture discussed in Sec. 5.3.1, as the
unoccupied lone-pair 4p orbital perpendicular to the ligand plane will provide a higher intensity.
Furthermore, for complex P, the non-symmetric mixing of the low-lying unoccupied orbitals of
the sulfur with the Cu 4p orbitals (cf. Fig. 5.10b) introduces a MLCT transition at ca. 8982 eV.
Such MLCT transitions, are most likely responsible for the low-intensity tails in the region
between 8983 eV and 8985 eV observed in the K-edge XAS spectra of Cu(II) complexes reported
in Ref. [126], even though individual MLCT transitions were not resolved in these experimental
spectra. Such an assignment explains the increased intensity of the tail in this region found
for the Cu(II) complexes that were classified as covalent, in which the ligands generally have
lower-lying unoccupied orbitals. For Q, the first intense pre-edge peak is shifted to a lower
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energy and appears at ca. 8984 eV, which is in agreement with Ref. [126] that shows this peak
at 8984 eV for Q, ca. 1-2 eV lower than for the Cu(II) complexes with ligands coordinating via
oxygen atoms.
Altogether, all features of the experimental Cu(II) pre-edge spectra that are identified and dis-
cussed in Ref. [126] (i.e., the intensity of the weak 1s → 3d pre-edge peak, the intensity of
the tails between 8983 eV and 8985 eV, and the dependence of the position of the first intense
pre-edge peak on the type of ligand) are correctly reproduced by the calculations for complexes
M - Q. The first intense pre-edge peaks in the K-edge XAS spectra of Cu(I) complexes have
previously assigned to shake-down transitions.126 Such an assignment can also explain the shift
of the position of this peak when comparing ionic and covalent complexes as well as ligands coor-
dinating via oxygen and sulfur.131 The description of such shake-down transitions is not possible
with TD-DFT, which lacks the ability to account for double excitations. However, Wieghardt
and co-workers127 recently found in an experimental and computational study of Cu(II):η2-L
complexes that the position of the first intense pre-edge position is correctly described by TD-
DFT calculations, calling the assignment to shake-down transitions into question. Thus, future
computational studies using quantum-chemical methods146,147 that can account for shake-down
transitions will be required for a definite assignment.
5.4 Conclusions
The results of the calculations presented here provide a comprehensive picture of the dependence
of Cu K-edge XAS spectra on oxidation state and coordination geometry. First, Cu(II) com-
plexes show a characteristic weak pre-edge peak that is due to the (dipole-forbidden) transition
into the singly occupied Cu 3d orbital. Its intensity is determined by the admixture of p-orbital
contributions. Therefore, it is sensitive to the local symmetry at the Cu center and increases
when going from a square-planar to a pseudo-tetrahedral coordination geometry.145
Second, the calculations for Cu amine model complexes and for the test set of 17 Cu(I) and
Cu(II) complexes are in agreement with the earlier experimental assignments of Solomon and
coworkers.126 Linear Cu(I) complexes show a characteristic intense pre-edge peak at ca. 8982 -
8984 eV. For Cu(I) complexes with a coordination number of three the intensity of this peak
decreases. For complexes with a coordination number of four, the intensity of this pre-edge
peak is equal (respect to CN=3) but its position shifts to higher energies. The MO analysis
of the underlying transitions is in overall agreement with a simple ligand-field picture.126,131
The calculations for Cu amine model complexes as well as the MO analysis indicate that the
same characteristic pre-edge features will also be present for Cu(II) complexes. However, since
experimentally accessible Cu(II) complexes usually have a coordination number of four, this
prediction awaits confirmation by further calculations and experimental studies.
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These characteristic pre-edge features of different coordination environments are preserved across
the test set of complexes featuring a diverse set of different ligands. However, additional varia-
tions in the pre-edge spectra were found that are caused by the interaction of the Cu orbitals with
unoccupied ligand orbitals. Three different mechanisms, which are summarized in Fig. 5.10a-c,
have been identified. First, a symmetric mixing of Cu 4p and unoccupied ligand orbitals can lead
to a splitting and broadening of the characteristic pre-edge features. Second, a non-symmetric
mixing of Cu 4p and low-lying unoccupied ligand orbitals results in weak MLCT peaks below
8983 eV. Third, such weak pre-edge peaks can also arise from the mixing of Cu 3d and low-lying
unoccupied ligand orbitals.
The additional pre-edge features arising from these three mechanisms can provide detailed in-
sights into the identity and the electronic structure of the ligands. MLCT peaks have recently
been observed in experimental Cu K-edge XAS spectra.13,127 HERFD methods offer the possi-
bility to resolve these weak peaks and thus have the potential to confirm the predictions made
in this work and to make use of the additional electronic structure information encoded in Cu
K-edge XAS spectra.
Altogether, the results presented here will allow for the reliable analysis and assignment of ex-
perimental Cu K-edge XAS spectra. Therefore, they provide a valuable tool for the investigation
catalytic reaction mechanisms (e.g., of SCR in exhaust gas catalysis) by revealing oxidation state
and coordination environment of Cu centers.
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Chapter 6
Application XES: Structural
sensitivity of X-ray emission spectra
A methodology for analyzing the dependence of molecular spectra calculated with quantum-
chemical methods on the underlying molecular structure is presented. This analysis is applied
to investigate the structural sensitivity of calculated valence-to-core X-ray emission (VtC-XES)
spectra for the test case of three iron carbonyl complexes, Fe(CO)5, [FeCp(CO)2(THF)]
+ (Cp =
cyclopentadienyl, THF = tetrahydrofuran), and Fe(CO)3(cod) (cod = cyclooctadienyl). Based
on this analysis, discussing how the VtC-XES spectra depend on changes of metal-ligand bond
distances and bond angles as well as on the structure of the ligands. The benefits of such an
analysis of the structural sensitivity are discussed. This methodology can serve as a first step
towards quantifying and accounting for uncertainties due to the underlying model structure in
theoretical spectroscopy.
The publication [148] is based on this chapter of this thesis.
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Figure 6.1: Schematic overview, which represents this chapter in one picture. One of the three
examined test iron carbonyl complexes, ironpentacarbonyl, is shown with some indicated bond
length displacements. To illustrate the effect of molecular structures on VtC-XES spectra, these
spectra are shown as difference spectra for different bond length elongations.
6.1 Introduction
As already mentioned in Sec. 3.2, many important spectroscopic techniques such as vibrational
spectroscopy, UV/Vis spectroscopy, or X-ray absorption and emission spectroscopy, only provide
indirect access to structural information. In this case, spectroscopic experiments are often
combined with quantum-chemical calculations63 in order to connect them to specific features of
the underlying molecular structure.
For X-ray spectroscopy, quantum-chemical calculations can provide an assignment of the peaks
in X-ray emission and absorption spectra to occupied and unoccupied electronic states, and can
connect those to the structure of the ligand environment in transition-metal complexes (see, e.g.,
Refs. [16, 67–69]).
In this chapter the focus is on valence-to-core (VtC) X-ray emission spectroscopy (XES).84,90
In combination with quantum-chemical calculations, VtC-XES can be used to obtain partial
structural information, in particular in the vicinity of transition metal centers. VtC-XES makes
it possible to identify which ligands are coordinated to a transition metal center, for instance
in molecular transition metal complexes,15–18 for catalytic metal centers in zeolites,22,23 and
for metal clusters in enzymes.19–21 The ability of VtC-XES spectroscopy to unravel further
structural details, such as coordination number or bond angles, as well as insights into the
electronic structure has also been explored.16,18,91,92
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Quantum-chemical calculations of molecular spectra, including VtC-XES spectra, always re-
quire an atomistic structure as starting point. This structure is usually obtained by searching
for a local minimum on the potential energy surface. For this single, fixed structure one can
then predict the corresponding spectrum. However, in general one is interested in the inverse
problem:149–151 Given a measured experimental spectrum, one seeks to determine the underlying
molecular structure, or at least to obtain some partial structural information.
Conventionally, this is achieved by calculating spectra for likely structures constructed with
chemical knowledge and then confirming (or disproving) this structure by comparing the cal-
culated and the experimental spectrum. More generally, different possible structures can be
constructed (manually or using computational tools) in order to identify the structure for which
the best match between calculated and experimental spectrum is obtained. However, quantum-
chemical calculations for all but the smallest molecular systems will always be subject to inac-
curacies introduced by the choice of the employed quantum-chemical method [e.g., the approx-
imate exchange-correlation functional used in density-functional theory (DFT)] as well as the
construction of the (model) structures.
Therefore, the agreement between calculated and experimental spectra will never be perfect. In-
stead, it becomes necessary quantify this uncertainty152 in order to judge whether an assignment
is reliable or whether it is expected to be highly sensitive to the unavoidable inaccuracies in the
quantum-chemical calculations. Methods for including error estimates due to the inaccuracies
of the exchange-correlation functional in the calculation of catalytic reaction energies with DFT
have recently been proposed.153–156 For extending such approaches to theoretical spectroscopy, it
becomes necessary to consider not only the sensitivity with respect to the exchange-correlation
functional, but also the sensitivity with respect to changes in the model structures that are
used. This will also be a prerequisite for a structural refinement based on quantum-chemical
calculations of molecular spectra.
The sensitivity of simulated EXAFS spectra, for instance of photosystem II and of correspond-
ing model complexes, to the underlying molecular structure has been investigated systemat-
ically,157–159 and a methods for an automatic structural refinement based on a combination
of simulated EXAFS spectra and quantum-chemical geometry optimizations have been devel-
oped.160,161 However, in the quantum-chemical calculation of molecular spectra the structural
sensitivity is usually not assessed systematically, or is only considered by comparing the cal-
culated spectra for a few distinct model structures (see, e.g., Ref. [162] for NMR spectroscopy,
Refs. [163, 164] for vibrational spectroscopy, or Refs. [165, 166] for X-ray photoelectron spec-
troscopy).
Here, as a step towards systematically quantifying and accounting for uncertainties in theoretical
spectroscopy, this sensitivity on the underlying structure for the quantum-chemical calculation
of molecular spectra were systematically investigate. The aim is to identify which structural
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changes affect which parts of the spectrum and which ones leave certain parts of the spectrum
unaffected. To answer these questions not only qualitatively but in a quantitative fashion, the
structural sensitivity δσi(E) for the structural change Ri were define as
δσi(E) =
dσ(E)
dRi
, (6.1)
where σ(E) is the spectral intensity (i.e., the calculated intensity as a continuous function of
the excitation or emission energy E, which is usually obtained by applying an appropriate
broadening to the discrete transitions obtained in quantum-chemical calculations) and Ri is a
suitable Cartesian or internal nuclear coordinate describing the relevant structural change.
To explore the usefulness of such an analysis, we will consider the VtC-XES spectroscopy of
a test set of three iron carbonyl complexes16 as an example. VtC-XES spectroscopy is ideal
for focussing on the structural sensitivity, because its sensitivity to the choice of exchange-
correlation functional has been shown to be small91 for the simple yet reliable ∆DFT method115
that will be used here.
This work is organized as follows. Sec. 6.2 presents the considered test set of iron-carbonyl
complexes (Sec. 6.2.1), the methodology employed for the calculation of VtC-XES spectra
(Sec. 6.2.2), and introduces the analysis of the structural sensitivity of computed VtC-XES
spectra (Sec. 6.2.3). This is followed by results of such an analysis for three prototypical iron
carbonyl complexes in Sec. 6.3, illustrating the structural sensitivity with respect to bond dis-
tances in Fe(CO)5 (Sec. 6.3.2), sensitivity differences with respect to metal-ligand distances and
angles in [FeCp(CO)2(THF)]
+ (Sec. 6.3.3), and the structural sensitivity with respect to the
ligand environment as well as ligand structure in Fe(CO)3(cod) (Sec. 6.3.4). Finally, a summary
and concluding remarks are given in Sec. 6.4.
6.2 Computational Methodology
6.2.1 Test set of iron-carbonyl complexes
As a first target for exploring the structural sensitivity of calculated VtC-XES spectra, a test set
of three closed-shell iron-carbonyl complexes, ironpentacarbonyl, Fe(CO)5, [FeCp(CO)2(THF)]
+
(Cp = cyclopentadienyl, C5H5, THF = tetrahydrofuran, C4H8O), and Fe(CO)3(cod) (cod =
cyclooctadienyl, C8H12 have been chosen. These Iron carbonyls have been chosen as prototypical
metal complexes, for which high-quality experimental data as well as previous quantum-chemical
calculations are available.16,69 A detailed comparison of the experimental and calculated VtC-
XES spectra of these complexes as been presented previously.16
The molecular structures of these complexes have been optimized using DFT as implemented in
54
6.2. COMPUTATIONAL METHODOLOGY
Figure 6.2: Molecular structures of the iron carbonyl model complexes investigated here. (a)
Fe(CO)5, (b) [FeCp(CO)2(THF)]
+ (Cp = cyclopentadienyl, C5H5, THF = tetrahydrofuran,
C4H8O), (c) Fe(CO)3(cod) (cod=cyclooctadienyl, C8H12).
the Amsterdam density functional (ADF) program package,132,133 employing the BP86 exchange-
correlation functional98,99 and the Slater-type TZ2P basis set.134 The resulting structures are
shown in Fig. 6.2.
6.2.2 Calculation of VtC-XES spectra
For these optimized structures, VtC-XES spectra are calculated using the simple ∆DFT ap-
proach of Lee et al.115 as implemented in ADF (Sec. 4.3).
If not stated otherwise, the BP86 exchange-correlation functional, the Slater-type QZ4P basis
set134 have been used for the calculation of VtC-XES spectra, and a constant shift of 180.62 eV
has been applied.69 For comparison, VtC-XES spectra calculated using the B3LYP135 exchange-
correlation functional are included in Sec. 6.3.1. In this case, a constant shift of 147.82 eV
has been applied. These constant shifts have been chosen such that peak A is aligned with
the corresponding peak in the experimental spectrum of Ref..16 In all calculations of VtC-XES
spectra, the COSMO solvation model114 with default parameters has been used to include a
first approximation of environment effects. All calculations are performed using non-relativistic
DFT because it has been found previously that the inclusion of relativistic effects only reduces
the constant shift ∆Eshift, but leaves the overall VtC-XES spectra unaffected.
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The calculated VtC-XES spectra are then plotted by applying a Gaussian line broadening with
a full-width at half maximum (FWHM) of 1.5 eV, i.e., the spectral intensity as a function of the
emission energy is given by
σ(E) =
∑
n
fnG(En − E), (6.2)
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where G(E) is a normalized Gaussian line-shape function with a FWHM of 1.5 eV, and where
the sum runs over all transitions in the relevant energy range.
6.2.3 Analysis of the structural sensitivity
The calculated spectral intensity σ(E) = σ(E,R) is, in fact, a function of the underlying
molecular structure, defined by the nuclear coordinates R. Usually, only the spectra calculated
for a single, fixed minimum structure R0 are considered.
To quantitatively analyze the structural sensitivity of the calculated VtC-XES spectra, selected
distortions along internal coordinates Ri were chosen, in particular bond distances and angles.
Of course, other coordinates, such as Cartesian coordinates or normal mode coordinates could
also be employed. The structural sensitivity with respect to coordinate Ri is then defined by
Eq. (6.1) as derivative of the spectral intensity. Here, this structural sensitivity is calculated by
numerical differentiation as a difference spectrum,
δσi(E) =
dσ(E)
dRi
≈ σ(E,R0 + ∆Ri)− σ(E,R0)
∆Ri
, (6.3)
where ∆Ri is a small displacement along the internal coordinate Ri and σ(E,R0 + ∆Ri) is the
spectral intensity calculated for the displaced molecular structure. Here, the magnitude of the
displacement ∆Ri serves as a normalization of the difference spectrum. The dependence on the
magnitude of the displacement will be discussed in Sec. 6.3.1 below. If not stated otherwise,
|∆Ri| = 1 pm for bond distances and |∆Ri| = 1◦ for bond angles have been used. Here, a non-
symmetric difference quotient for the numerical differentiation were used instead of a symmetric
one, which would require twice the number of calculations of the VtC-XES spectra.
Of course, the analytical calculation of δσi(E) could be derived and implemented in a straight-
forward way. It would, however, require the solution of coupled-perturbed Kohn-Sham equa-
tions for each displacement because the orbital energies as well as the transition moments are
not stationary with respect to molecular orbital coefficients. Thus, the computational effort
for calculating the structural sensitivity δσi(E) of VtC-XES spectra within the simple ∆DFT
approach of Lee et al.115 for all 3N Cartesian displacements will be comparable to the analytical
calculation of the molecular Hessian.
Finally, it was noted that derivatives of spectral parameters, analogous to those needed here, are
also required for calculating vibrational corrections to molecular properties,167 such as vibra-
tional corrections to nuclear magnetic resonance (NMR) parameters168 or to hyperfine coupling
constants in electron paramagnetic resonance (EPR) spectroscopy.169,170 So far, these deriva-
tives have usually been calculated numerically, but with the advent of open-ended high-order
response theory the analytical calculation of such vibrational corrections becomes possible.171
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6.3 Results and Discussion
6.3.1 FeCO5: Assessment and illustration of sensitivity analysis
To illustrate the analysis method introduced above for a simple test case, ironpentacarbonyl
Fe(CO)5 (see Fig. 6.2a) was chosen, in which the bond distance between the central iron atom
and one of the axial CO ligands was elongated while keeping the C-O bond length as well as the
bond distance between the iron atom and all other ligands fixed. This first test case will also be
used to verify the choice of technical details, such as the displacement used for the numerical
differentiation of the spectral intensity, and to assess the dependence of δσi(E) on the choice of
the exchange-correlation functional.
Figure 6.3: Calculated VtC-XES spectrum of Fe(CO)5 for the equilibrium structure as well
as distorted structures in which one of the axial the Fe-CO bond distances has been increased
by different displacements (top) as well as structural sensitivity δσi(E) calculated as normal-
ized difference spectra for these different displacements (bottom). The left part shows spectra
calculated with BP86/QZ4P while the right part shows spectra calculated with B3LYP/QZ4P.
Fig. 6.3a (top left panel) shows the calculated VtC-XES spectrum (BP86/QZ4P) of the equi-
librium structure (see also Ref. [16]) together with those calculated for structures in which the
axial Fe-CO bond distances has been increased by 0.1 pm to 20 pm. For bond lengths increases
up to 2 pm, the changes in the spectrum are hardly noticable, but for 5 pm, 10 pm, and 20 pm
the effects become clearly visible. For the first peak (peak A) at ca. 7100 eV, the intensity
decreases as the bond distance increases, while the position of the peak remains unchanged. For
the second peak (peak B), the position and intensity of the maximum are not affected, but a
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subtle decrease of the shoulder at ca. 7103 eV has been noticed. Finally, for the third peak
(peak C) at ca. 7108 eV there is a small shift to lower emission energies as the bond distance is
increased.
The structural sensitivity δσi(E), calculated as normalized difference spectra, corresponding to
these bond length elongations for one of the axial Fe-CO bonds, is shown in Fig. 6.3b (bottom
left panel). Because of the normalization, qualitatively similar difference spectra are obtained for
all displacements. For the smallest bond length increase of 0.1 pm, it appears that the difference
spectrum is affected by numerical errors, while for a bond length increase of 20 pm the change
of the spectrum starts to behave nonlinearly with respect to the displacement. However, for
displacements of 0.5 pm up to 10 pm the normalized difference spectra are almost identical.
Thus, a displacement of 1 pm for bond distances (and in analogy, of 1◦ for angles) was chosen
to calculate δσi(E) throughout this work.
At this point, it is instructive to consider how certain changes in the full calculated spectra (as
observed in Fig 6.3a) are reflected in the structural sensitivity (shown in Fig. 6.3b) and vice
versa. For peak A in the full VtC-XES spectrum, the decrease of the intensity with increasing
bond distance is reflected by a negative peak in the structural sensitivity δσi(E) that appears at
the same position as the peak maximum in the full spectrum. For peak B, δσi(E) vanishes at the
maximum of the peak, but there are negative peaks in δσi(E) at ca. 7102 eV and ca. 7104 eV,
which correspond to a decrease of the shoulders of the second peak in the full spectrum. While
such a decrease can be identified in Fig 6.3a for the low-energy shoulder, the decrease of the high-
energy shoulder is more subtle and can only be clearly recognized in the difference spectrum.
For peak C the shift of the maximum to lower emission energies shows up as a combination of
a positive and a negative peak in δσi(E) to the left and right of the peak maximum in the full
spectrum, respectively.
Finally, Figs. 6.3c and d (right panels) show the corresponding calculated spectra for the equi-
librium structure as well as displaced structures and the structural sensitivity δσi obtained
with B3LYP/QZ4P. Comparing those to the spectra and structural sensitivity obtained with
BP86/QZ4P (upper panels), it can be confirmed that the dependence of the calculated VtC-
XES spectrum on the choice of the functional is negligible. For the structural sensitivity, only
small differences in the size of some of the features are found, but overall the structural sensitivity
shows an identical picture for both BP86 and B3LYP.
6.3.2 FeCO5: Sensitivity with respect to bond distances
As a first application of analyzing the structural sensitivity of VtC-XES spectra, the effect of
modifying four different bond distances in FeCO5 were compared: The axial and the equatorial
Fe-CO bond distances as well as the C-O bond distances within the axial and equatorial carbonyl
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ligands. The structural sensitivity δσi(E) with respect to individually elongating these four bond
distances is shown in Fig. 6.4. Here, each of the normalized difference spectra, calculated as
described above, corresponds to an elongation of one of the respective bond distances (i.e., the
Fe-CO or C-O bond distances of a single carbonyl ligand) while keeping all other bond distances
fixed. The effect of changing the axial Fe-CO bond distance has already been discussed in the
Figure 6.4: Calculated VtC-XES spectrum (BP86/QZ4P) of FeCO5 (top, black) and structural
sensitivity δσi(E) (bottom) with respect to increasing the axial and equatorial Fe-CO bond
distances, Fe-CO(ax) (red) and Fe-CO(eq) (blue), as well as the C-O bond distances within the
axial and equatorial carbonyl ligands, C-O(ax) (green) and C-O(eq) (purple).
previous section. When elongating the equatorial Fe-CO bond distance, peak A responds in a
similar fashion and shows a decreasing intensity when increasing the bond distance, while the
second and the third peak respond differently to an increase of the axial and the equatorial Fe-
CO bond distances. For peak B, a combination of a negative and a positive peak in δσi(E) were
observed, which corresponds to a shift of the second peak to higher energies when elongating the
equatorial Fe-CO bond distance. For peak B, the negative peak in δσi(E) indicates a decrease in
intensity when elongating the equatorial bond Fe-CO distance. The latter effect is significantly
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more pronounced than the shift in the peak position found for the axial ligand.
Changing the C-O bond distance within the carbonyl ligands induces a qualitatively similar
response in the VtC-XES spectra for the axial and equatorial carbonyl groups, but this response
is very different from the one observed when changing the Fe-CO bond distances. For peak A,
the intensity increases when elongating a C-O bond, as opposed to a decrease for elongations
of the Fe-CO bonds. For peak B, increasing the C-O bond distance results in a pronounced
decrease of the low-energy shoulder at ca. 7101.5 eV and a shift of the high-energy shoulder at
ca. 7103.5 eV to higher energies. Finally, an elongation of the C-O bond distances leads to a
rather small shift of peak C to higher energies.
Overall, changes in the axial and equatorial Fe-CO bond distance and in the C-O bond distances
have a distinctly different effect on the VtC-XES spectra that can be revealed by this analysis. To
some extent, these effects are in line with an analysis of the orbital contributions to the different
peaks: As was shown in Ref. [16] peaks A and B are dominated by contributions arising from
carbonyl orbitals, while peak C is mainly due to iron 3d-orbitals. Consequently, a change of the
C-O bond distance within the carbonyl ligand has little effect on the third peak. However, the
analysis of the structural sensitivity applied here is able to reveal not only which building blocks
contribute to certain a peak, but can also distinguish a different response (increase or decrease
in intensity, change in peak position) of individual peaks to different structural changes within
one ligand.
6.3.3 [FeCp(CO)2(THF)]
+: Sensitivity differences for different ligands
As a second example, a complex with three different types of ligands, [FeCp(CO)2(THF)]
+ (see
Fig. 6.2b) were considered. It features two carbonyl ligands, an η5-coordinated cyplopentadienyl
ligand and a tetrahydrofuran (THF) ligand coordinated via its oxygen atom. The aim is to
identify how structural changes in this mixed ligand environment affect the VtC-XES spectra.
The calculated VtC-XES spectrum of [FeCp(CO)2(THF)]
+ is shown in the upper part of Fig. 6.5.
The different features of this spectrum and their assignment to orbitals of the iron center and
the different ligands has been previously discussed in Ref. [16]. Compared to Fe(CO)5, three
peaks now appear in the region below 7097.5 eV, one very weak peak D at ca. 7087.5 eV, and
two stronger peaks E and F at ca. 7091 eV and at ca. 7095.5 eV, respectively. These can be
assigned to the Cp and the THF ligands. In the region above 7097.5 eV, the peaks A, B, and C
observed for Fe(CO)5 also appear for [FeCp(CO)2(THF)]
+. However, peak B is shifted to higher
energy by ca. 0.5 eV and its the shoulders have decreased, and peak C has become more intense
compared to peak A and is now shifted to lower energies (ca. 7106.5 eV), while a pronounced
shoulder appears at ca. 7108 eV. Again, the additional signal at ca. 7108 eV is assigned to the
Cp and THF ligands in Ref. [16].
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Figure 6.5: Calculated VtC-XES spectrum (BP86/QZ4P) of [FeCp(CO)2(THF)]
+ (top, black)
and structural sensitivity δσi(E) with respect to increasing the Fe-CO (red), Fe-Cp (blue), and
Fe-(THF) (green) bond distances (middle) as well as with respect to increasing the CO-Fe-CO
bond angle (bottom, purple).
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To investigate how the VtC-XES spectra respond to structural changes in the ligand environ-
ment, the middle part of Fig. 6.5 shows the structural sensitivity δσi(E) for an elongation of the
distances between the iron center and the three different types of ligands: the distance Fe-CO
between the iron atom and one of the carbonyl ligands, the distance Fe-THF between the iron
atom and the oxygen atom of the THF ligand, and the distance Fe-Cp between the iron and the
center of the cyclopentadienyl ring. In all three cases, these iron-ligand distances are increased
individually while keeping the structure of the ligand as well as the distances between the iron
center and all other ligands fixed. Finally, the lower part of Fig. 6.5 shows the structural sen-
sitivity with respect to an increase of the CO-Fe-CO angle, while keeping all bond distances
fixed.
All four considered structural changes lead to a distinct response in the calculated VtC-XES
spectra. An elongation of the Fe-CO bond distance leaves the region below 7097.5 eV (peaks D,
E, and F) mostly unaffected, while decreasing the intensities of peak A, the shoulders of peak B,
and the high-energy shoulder of peak C at ca. 7108 eV. This is in line with the response to
elongations of the equatorial Fe-CO bond lengths in Fe(CO)5. Increasing the CO-Fe-CO bond
angle affects the same region, but shows a different pattern. While the intensity of peak A
decreases (together with a shift to higher energies), the low-energy shoulder of peak B shows a
pronounced increase and the intensity at the maximum of peak C decreases while its high-energy
shoulder increases.
An elongation of the Fe-Cp distance affects both the region below and above 7097.5 eV, and
the intensities of peaks E and F as well as peaks B and C decrease. This precisely matches the
components of the VtC-XES spectrum that have been assigned to the Cp ligand in Ref. [16].
In addition, peak A shifts to higher energies, as indicated by the combination of a negative and
positive signal to the left and right of the maximum of peak A, respectively, in δσi(E). The
overall smallest change in the calculated VtC-XES spectrum is found when increasing the Fe-
THF distance. Most noticeable are a decrease in the intensity of the very weak peak D, of the
low-energy part of peak A, and in between peaks A and B. Again, this matches the components
of the spectrum that were assigned to the THF ligand in Ref. [16].
Overall, the analysis of the structural sensitivity can clearly distinguish the contributions of
different ligands to the calculated VtC-XES spectra by inspecting the structural sensitivity with
respect to changes in the metal-ligand distances. It could be obtained that certain peaks are left
unaffected when changing the distance to specific ligands. For instance, peaks E and F are not
affected by changes in the Fe-CO distance, while the very weak peak D only responds to changes
in the Fe-THF distance. In addition, the analysis provides specific patterns for the response to
the different metal-ligand distances and can distinguish different structural changes for the same
ligands, as illustrated for the change of the Fe-CO bond distance and the CO-Fe-CO angle.
62
6.3. RESULTS AND DISCUSSION
6.3.4 Fe(CO)3(cod): Sensitivity to ligand structure
The third test case is Fe(CO)3(cod) (see Fig. 6.2c), featuring three carbonyl ligands as well as
an η4-coordinated cyclooctadienyl ligand. This complex has a mirror plane perpendicular to the
cyclooctadienyl ligand that includes the iron atom and one of the carbonyl ligands, CO(1). The
other two carbonyl groups, CO(2) and CO(3) are symmetry equivalent. Its calculated VtC-XES
spectrum is shown in the upper part of Fig. 6.6.
In the region below 7097.5 eV, this spectrum shows a broad weak feature D which has been
assigned to the cyclooctadienyl ligand in Ref. [16]. Above 7097.5 eV the spectrum shows the
three intense peaks A, B, and C that are also found for Fe(CO)5 and [FeCp(CO)2(THF)]
+.
However, the maxima of peaks A is shift to lower energies by ca. 1 eV compared to the other
two complexes. The maximum of peak B is found at ca. 7102.5 eV, i.e., ca. 0.5 eV lower in
energy than for FeCO5 and ca. 1 eV lower in energy than for [FeCp(CO)2(THF)]
+. At the same
time, the intensity of peak B be is decreased relative to peaks A and B. Finally, for peak C
the same pattern is found as for [FeCp(CO)2(THF)]
+, with a maximum at ca. 7106.5 eV and a
pronounced shoulder at ca. 7108 eV.
First, the structural sensitivity of the VtC-XES spectra with respect to structural changes in
the carbonyl ligand sphere (see middle part of Fig. 6.6) will be discussed. For elongations of the
Fe-CO(1) and Fe-CO(2) bond distances, respectively, a rather similar δσi(E) is obtained. In
both cases, the response of the VtC-XES spectra is similar as for elongations of the Fe-CO bond
length in [FeCp(CO)2(THF)]
+ and for the equatorial Fe-CO bond length in Fe(CO)5. Slight
differences are only found for the different components of peak C. The structural sensitivity
δσi(E) with respect on an increase of the CO(2)-Fe-CO(3) angle shows a similar pattern as for
the increase of the corresponding angle in [FeCp(CO)2(THF)]
+ for peak A and B, while the sign
of the response is reversed for peak C. When increasing the C-O bond length within the carbonyl
ligands, the VtC-XES spectra respond similar as for an increase of the C-O bond length of the
equatorial carbonyl ligand in Fe(CO)5. Comparing δσi(E) for the two different carbonyl bond
distances, C-O(1) and C-O(2), only very minor differences are found. Finally, it is worth noting
that all these structural changes within the carbonyl ligand sphere only affect peaks A, B, and C
and leave the region below 7097.5 eV unmodified.
Now turning to the structural sensitivity with respect to the cyclooctadienyl ligand (see lower
part of Fig. 6.6). Increasing the Fe-(cod) distance (defined as distance from the iron atom to
the center of the cyclooctadienyl ligand, see Fig. 6.2c) leads to a decrease of the broad feature D
found in the region below 7097.5 eV. For the region above 7097.5 eV, the patterns found in δσi(E)
correspond to shifts in the emission energy: Upon increasing the Fe-(cod) distance, peak A shifts
to lower energy and the shoulder of peak C at ca. 7108 eV shifts to higher energies. In addition,
further energy shifts can be identified in the shoulders of peak B. It is worth noting that the
observed structural sensitivity with respect to the Fe-(cod) distance is in line with the assignment
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Figure 6.6: Calculated VtC-XES spectrum (BP86/QZ4P) of Fe(CO)3(cod) (top, black) and
structural sensitivity δσi(E) for structural changes affecting the carbonyl ligands (middle) and
the cyclooctadienyl ligand (bottom). The middle panels include δσi(E) with respect to increasing
the two Fe-CO bond distances, Fe-CO(1) (red) and Fe-CO(2) (blue), the two C-O bond distances,
C-O(1) (green) and C-O(2) (purple), as well as the CO(2)-Fe-CO(3) angle (red). The bottom
panel shows δσi(E) with respect to increasing the Fe-cod distance (red) as well as two different
C-H distances with the cyclooctadienyl ligand, C-H(1) (blue) and C-H(2) (green).
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of Ref. [16], which identified contributions of the cyclooctadienyl ligands to all three peaks A, B,
and C as well as the broad feature D. Finally, increasing different C-H bond distances within the
cyclooctadienyl ligand only results in minor changes in the calculated VtC-XES spectrum, i.e.,
the spectrum is rather insensitive with respect to structural changes in the outer ligand sphere.
To summarize, different structural changes to the ligand environment in Fe(CO)3(cod) lead to
distinct changes to the calculated VtC-XES spectra. To some extent, the patterns identified in
δσi(E) with respect to certain ligands are transferable between different complexes. For instance,
changes in the Fe-CO and C-O bond distances and in CO-Fe-CO angles are similar across the
investigated complexes, while different ligands, such as cyclopentadienyl, show patterns that
were not present in other complexes. Further regions of the spectrum could be identified that
are not affected by certain structural changes as well as structural changes that have only a
negligible effect on the calculated VtC-XES spectra.
6.4 Conclusions
Theoretical spectroscopy is usually employed to calculate spectra for fixed molecular model
structures, which can then be compared to experimental spectra. However, this common strategy
ignores the sensitivity of the calculated spectra on the underlying model structure. In order to
quantify and account for the uncertainty due to the underlying structural model, a novel analysis
tool have been introduced. To this end, the structural sensitivity δσi(E) have been defined as
derivative of the calculated spectra with respect to defined structural changes, such as bond
distances or bond angles. Here, this structural sensitivity is obtained as numerical derivative
by calculating spectra for displaced structures (i.e., as a normalized difference spectrum), but
the analytical calculation is also possible and will be considered in future work. While the
methodology is not restricted to a specific type of spectroscopy, VtC-XES spectroscopy have
been chosen as a first example.
Such an analysis have been explored for selected structural changes in three iron carbonyl model
complexes and demonstrate that it can be a useful tool for analyzing the assignment of spectral
features. For VtC-XES spectroscopy, this can complement existing analysis tools based on pop-
ulation analysis of the orbital contributions to the different signals16,172 that can identify which
molecular fragments contribute to certain peaks in the calculated spectrum. When considering
the structural sensitivity with respect to the metal-ligand bond distances, this analysis identi-
fies similar contributions of each ligand to the peaks in the VtC-XES spectra. Moreover, the
structural sensitivity can reveal which structural changes leave certain parts of the calculated
spectrum unaffected, or have only little effect on the overall spectrum.
However, the structural sensitivity provides additional information and not only shows which
peaks depend on contributions of certain ligands, but also provides a detailed picture of how
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the spectra respond to specific structural changes affecting these ligands. For the examples
considered here, the characteristic patterns found for, e.g., changing Fe-CO distances, the C-O
bond length of the carbonyl ligands, and CO-Fe-CO bond angles, seem to be partly preserved
between different complexes. The small test set employed here does not allow to draw general
conclusions, but demonstrates that the methodology presented here will provide a valuable tool
for more extensive future studies.
In addition to such a use for analyzing and assigning spectral features by considering selected
structural changes, the calculation of the structural sensitivity δσi(E) for a complete set of
Cartesian or internal coordinates will provide a tool for guiding the search of molecular structures
that match a certain spectrum, i.e., for a structural refinement based on theoretical spectroscopy.
In the context of such inverse problems, the structural sensitivity can also be used to assess the
uncertainties in the calculated spectra due to the choice of the underlying structure, possibly in
combination with accounting for uncertainties due to the computational methodology.156
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Chapter 7
Application SCR: Mechanism of the
selective catalytic reduction: Fe-
versus Cu-exchanged zeolite
catalysts
The mechanism of the reduction half-cycle of the selective catalytic reduction (SCR) of nitrogen
oxides with ammonia will be computationally investigated. Both Fe- and Cu-exchanged zeolite
catalysts will be compared and the aim is to explore all accessible reaction pathways. From the
calculations, a comprehensive picture emerges that unifies several previous mechanistic propos-
als. For both Fe and for Cu catalysts, different reaction pathways are feasible, but some of the
possible reaction pathways differ in these two cases. The computational results provide a basis
for the interpretation of in situ spectroscopic investigations that can possibly distinguish the
different mechanistic pathways.
The publication [173] is based on this chapter of this thesis.
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Figure 7.1: Schematic overview, which represents this chapter in one picture. An example of
the developed small catalytic model system is shown. This model system is used to explain
the significant differences between the SCR mechanism over iron- and copper- exchanged zeo-
lite catalysts based on thermodynamic DFT calculations and theoretical X-ray valence-to-core
emission spectroscopy.
7.1 Introduction
The selective catalytic reduction (SCR) is widely used for the removal of nitrogen oxides (NOx)
in exhaust-gas aftertreatment systems of vehicles with Diesel engines.174–177 In the presence
of suitable heterogeneous catalysts, NOx can be reduced by reaction with ammonia injected
into the exhaust-gas flow. Transition metal zeolite catalysts are available for SCR and are
predominately used in automotive applications.175,177–179 The most widely used zeolite catalysts
are the iron-based Fe-ZSM-59,180,181 and copper-exchanged zeolites with the chabazite structure,
particularly Cu-SSZ-13 and Cu-SAPO-34.182,183 The latter are particularly attractive due to
their hydrothermal stability. More recently, the chabazite iron-catalyst Fe-SSZ-13 has also been
demonstrated to show high-temperature SCR activity.184
Both the structure of the catalytically-active metal centers in these catalysts as well as the
catalytic mechanism of the SCR reaction have been studied extensively both experimentally
and computationally. For the chabazite-based catalysts, the nature of the catalytically-active
sites has been investigated, both for Cu-SSZ-1387,185–187 and Cu-SAPO-34188 as well as for Fe-
SSZ-13.189,190 Different studies agree that the major active species are single Cu(II) or Fe(III)
centers located in the six-membered or eight-membered rings of the zeolite framework, where
they balance the negative charge of an Al3+ site. Depending on the coordination of further
ligands such as water, NH3, or NO as well as on temperature, the Cu centers can detach from
the zeolite framework and can become mobile.53,187,191–194 On the other hand, Fe centers are
believed to be more strongly bound and remain immobile within the zeolite framework.190
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Even though many details of the catalytic mechanism have been elucidated, the SCR mechanism
is still not fully understood.76,195–197 This is particularly true for Fe-exchanged zeolite catalysts,
which have been studied less extensively than Cu-exchanged zeolite catalysts. While for Cu cat-
alysts, computational studies explored different possible mechanistic pathways,23,53,54,188,198,199
a comprehensive computational picture of the SCR mechanism for Fe catalysts is still lack-
ing.195,200 Here, the aim is to close this gap by computationally exploring different possible
mechanistic pathways for the reduction half-cycle of the SCR reaction with Fe catalysts. In
addition, these reaction pathways for Fe and Cu zeolite catalysts were compared in order to
provide a unified picture.
Figure 7.2: (a) Schematic redox cycle for the standard and fast SCR reaction. Mx (blue) denotes
the oxidized catalytic metal center, while Mx−1 (red) refers to a reduced form of the catalytic
metal center. (b) Possible simplified reactions mechanisms for the SCR reduction half-cycle on
the “NH3-first pathway” (left) and the “NO-first pathway” (right).
There is general agreement that the SCR reaction proceeds via the redox cycle schematically
shown in Fig. 7.2a (Ref. [197]). First, in the reduction half-cycle, NO and NH3 react to N2
and H2O while reducing the catalytic metal center. Second, in the oxidation half-cycle, the
catalytic metal center is reoxidized. This slow reoxidation is generally considered to be the
rate-determining step. The reaction equation of the oxidation half-cycle will differ depending
on the availability of NO2 (see Fig. 7.2a). Different detailed mechanistic proposals have been
made for the oxidation half-cycle with Cu-exchanged zeolite catalysts under both standard SCR
and fast SCR conditions.53,54,188,198,199,201 Most likely, the oxidation half-cycle proceeds via the
formation of dimeric Cu species.53,62
Here, the focus is on the reduction half-cycle of the SCR reaction. Most generally, this first part
of the SCR reaction can proceed via two different mechanistic pathways (see Fig. 7.2b) by either
adsorbing NH3 or NO at the catalytic metal center in the first step. If NH3 is coordinated first
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(“NH3-first pathway”), a proton needs to be transferred either to another ligand or to the zeolite
framework. NO can subsequently either be adsorbed at the metal center or directly attack the
coordinated NH2 ligand. Both possibilities lead to the release of N2 and H2O via an NH2NO
intermediate. If NO reacts first (“NO-first pathway”), one generally assumes the intermediate
formation of a HONO ligand, either via an intermediate NO complex or via a direct attack of
NO at an OH− ligand. Subsequently, this HONO ligand reacts with NH3 to form N2 and 2 H2O.
Again, this step could proceed either via intermediates in which NH3 is coordinated to the metal
center or via a direct attack of NH3 at the HONO ligand.
Previous computational studies for Cu-exchanged zeolite catalysts provide an ambiguous pic-
ture for the reduction half-cycle. While Refs. [53, 54, 188] assume the SCR reduction-half cycle
to proceed via the “NH3-first pathway”, Refs. [198, 199] consider the “NO-first pathway”. In
Ref. [201] both pathways are explored, with the computational results suggesting that the re-
action via a HONO intermediate is preferred. Further details of these different mechanistic
proposals will be discussed below. Based on kinetic and spectroscopic studies of SCR catalyzed
by Fe-ZSM-5, mechanisms proceeding via different variants of an “NO-first pathway” have been
suggested,60,202 whereas computational investigations assumed mechanisms via the “NH3-first
pathway”.200,203
7.2 Computational Methodology
The molecular structures of all considered models have been optimized using DFT as imple-
mented in the Amsterdam density functional (ADF) program package,132,133 employing the
BP86 generalized-gradient approximation (GGA) exchange-correlation functional98,99 in combi-
nation with the Slater-type TZ2P basis set.134 Further details on the construction of the model
structures are given in the Sec. 7.3. All relative energies refer to the differences in the total
electronic energy without additional corrections. For all Fe(III) species the ground-state is the
high-spin (S = 5/2) state, while for Fe(II) both the low-spin (S = 0) and the high-spin (S = 2)
state were considered. For all Cu(I) models, a closed-shell singlet ground state was assumed,
whereas for all Cu(II) models, spin-unrestricted calculations were performed for the doublet
(S = 1/2) ground state. Optimized molecular structures as well as all calculated relative en-
ergies are shown in Fig. 7.5–7.6 and Table I–II, respectively. For comparison, all calculations
have been repeated using the B3LYP hybrid exchange-correlation functional135 with the same
basis set as well as including Grimme’s D3 dispersion correction204 (see Secs. 7.4.1.1, 7.4.1.2,
7.4.2.1 and 7.4.2.2). XES spectra were calculated using the standard ∆DFT approach91,115
including higher-order intensity contributions113 with BP86/QZ4P. Fe K-edge and Cu K-edge
spectra have been shifted by 181.34 eV and by 229.14 eV, respectively, in order to align them
with the experimental energy scale.
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7.3 Construction of the active-site model
7.3.1 Minimal active site model
The minimal model of the active site in Fe- and Cu-exchanged zeolites is based on the cluster
model of Cu-SSZ-13 shown in Fig. 7.3a. This cluster model has been obtained from a crystal
structure of the zeolite, and the terminal Si atoms have been saturated with hydroxyl groups.
Figure 7.3: (a) Optimized molecular structure of a model of the active metal center in Cu-SSZ-
13. The atoms shown here in as spheres are used in the minimal model of the catalytic centers
employed in the calculations. (b) Optimized molecular structure of the starting model of the
active centers in Fe-exchanged zeolite catalysts [Z-FeIII(OH)2]. (c) Optimized molecular struc-
ture of the starting model of the active centers in Cu-exchanged zeolite catalysts [Z-CuII(OH)].
Color code: Fe (dark brown), Cu (orange), O (red), N (blue), Al (grey), Si (light brown) and H
(white). The coordinates of the atoms highlighted in cyan for models (b) and (c) are kept fixed
at their positions in model (a) in all calculations.
The minimal models shown in Figs. 7.3b and c have been obtained from this cluster model and
terminal silicon atoms were saturated with hydrogen atoms. The atomic coordinates of the
atoms highlighted in these figures were fixed in all further geometry optimizations in order to
preserve the structure of the active site. For Fe-exchanged and Cu-exchanged zeolites, the metal
centers were saturated with hydroxyl groups in order to obtain an overall neutral model. To
estimate the stability of such a neutral active-site model for Fe zeolite catalyst compared to a
positively-charged model of the active site, the hypothetical reaction were considered
[Z-FeIII(OH)2] −→ [Z-FeIII(OH)]+ + OH−(aq),
where the energy of OH−(aq) was calculated using the COSMO solvation model114 with standard
parameters of water in order to obtain an estimate for the stabilization or coordination of a
hydroxyl group within the zeolite framework. Within this crude model, the neutral active-site
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model is clearly preferred by 502 kJ/mol.
Similarly, for comparing a neutral active-site model for Cu zeolite catalyst compared to a
negatively-charged model of the active site, the hypothetical reaction
[Z-CuII(OH)] + OH−(aq) −→ [Z-CuII(OH)2]−,
were considered and an energy difference of only 17 kJ/mol were obtained. Therefore, all
calculations of intermediates with Cu catalysts have also been repeated for the negatively charged
model of the active site (see Section 7.4.3).
All relative energies were calculated by as differences of the total electronic energies of the cor-
responding active-site models, possibly included also the total electronic energies of the relevant
gas-phase molecules, which were calculated for the isolated molecules without any solvation
model. Zero-point corrections were not included as the active-site models were obtained from
constraint geometry optimizations and do thus nor correspond to true minima on the potential
energy surface. This precludes the calculation of the corresponding vibrational frequencies.
No entropic corrections were applied to the electronic energies, as large errors have to be expected
with the conventionally used models because (a) a free-particle approximation is nor appropriate
for the involved gas-phase molecules within the zeolite framework; (b) rotational contributions
are not meaningful for the active-site models that form part of the fixed zeolite framework;
and (c) vibrational contributions are not accessible because constraint geometry optimizations
have been employed. The largest entropic contributions are expected for the steps involving the
adsorption of release of molecules from or to the gas phase. The prediction of ∆G for these
steps will require more a advanced computational methodology as well as the consideration of
temperature and partial pressures of the involved gas-phase species (see, e.g., Refs [53, 54]).
Thus, the inclusion of entropic contributions is beyond the scope of the present work that only
aims at identifying and comparing feasible catalytic reaction pathways.
7.3.2 Comparison with larger zeolite model and NH3 solvated model
To assess the impact of using the minimal active-site model described above on the relative
energies of different catalytic intermediates, also calculations for selected intermediates (A-G,
J) of the “NH3-first pathway” for the large zeolite model, shown in Fig. 7.3a, were performed (all
intermediates are marked with capital letters, see Fig. 7.5). For this large model, the coordinates
of all atoms were fully optimized. The comparison of the BP86/TZ2P results for this large and
the minimal active-site model is shown in the left part of Fig. 7.4.
While there are some notable differences between the two models for B, C, and J, the relative
energies of the remaining intermediates are hardly changed when using the larger model. Overall,
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Figure 7.4: Comparison of the energy profiles for the considered reaction pathways of the
reduction-half cycle of the SCR reaction catalyzed by Fe-exchanged zeolite catalysts cal-
culated with BP86/TZ2P for minimal active-site model (black) compared to the larger zeolite
model (red) [left] and for the minimal active-site model (black) compared to ’NH3-solvated
model’ (red) [right]. Only the lowest-energy spin state is included for each intermediate.
the energy profiles remain qualitatively unchanged. In addition, the right part of Fig. 7.4
compares the BP86/TZ2P results for the minimal active-site model to a model of a NH3-solvated
Fe center, i.e., using [FeIII(NH3)2(OH)2]
+ as starting point, that does not include the zeolite at
all. While also in this case, the relative energies of some of the intermediates change, the overall
energy profile remains qualitatively unchanged.
Overall, these findings give confidence that the minimal active-site model is sufficient to identify
feasible reaction pathways and to reveal intrinsic mechanistic differences between Fe- and Cu-
catalysts that are independent of the precise nature of the active center.
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7.4 Results and Discussion
7.4.1 Iron SCR reaction pathways
In the first step, possible reaction pathways for the reduction half-cycle of the SCR reaction
with Fe-exchanged zeolite catalysts (see Fig. 7.7) were considered for the overall neutral model
[Z-FeIII(OH)2] (A, see Fig. 7.3b) with a d
5 high-spin electron configuration. Such species have
been identified as the major monomeric Fe species in Fe-SSZ-13 catalysts.189
Figure 7.7: (a) Reaction pathways considered for the mechanism of the reduction-half cycle
of the SCR reaction catalyzed by Fe-exchanged zeolite catalysts. Both pathways staring
with the adsorption of NO (left) and with the adsorption of NH3 (right) are considered. (b)
Calculated energy profiles (BP86/TZ2P) for the considered reaction pathways. For all Fe(III)
species (blue), the high-spin (S = 5/2) state is the ground-state. For the Fe(II) species the
calculated energies of both the high-spin (S = 2, red) and low-spin (S = 0, green) state are
included.
The first possible SCR reaction pathway (“NH3-first pathway”, see right part of Fig. 7.7a)
starts with the adsorption of NH3, leading to [Z-Fe
III(OH)2(NH3)] (B). This step is exothermic
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by −56 kJ/mol. Subsequently, a proton is shifted from the NH3 ligand to one of the OH−
ligands, resulting in [Z-FeIII(OH)(H2O)(NH3)] (C), which can abstract a water molecule to
arrive at [Z-FeIII(OH)(NH2)] (D). This proton shift and the water abstraction are endothermic
and altogether require 82 kJ/mol. However, we could not identify any feasible alternatives on
the “NH3-first pathway”.
Intermediate D can now react with NO in two different ways. First, NO can be coordinated to
form [Z-FeII(OH)(NH2)(NO)] (E), reducing Fe(III) to low-spin (S = 0) Fe(II). A rearrangement,
in which the NH2 ligand shifts to form a N-N bond, then leads to [Z-Fe
II(OH)(NONH2)] (G).
According to our computations, G has a high-spin (S = 2) ground-state, i.e., this step requires
a spin crossover. Species G can release N2 and H2O via (I), finally resulting in a reduced iron
species [Z-FeII(OH)] (J). Alternatively, one could assume a direct reaction of NO from the gas
phase with the NH2 ligand. The only plausible resulting intermediate that we could find in our
calculations is species F, which contains an ON-NH2 ligand coordinated to the Fe center via
the nitrogen atoms. Again, our computations show a high-spin (S = 2) ground-state for this
species, which could further react to J under release of N2 and H2O. However, the formation
of the alternative intermediate E from D is exothermic by −119 kJ/mol, while F is 60 kJ/mol
higher in energy than E. Therefore, this reaction path would most likely proceed via E with a
coordination of NO to the iron center instead of a direct reaction of NO from the gas phase.
The second possible SCR reaction pathway (“NO-first pathway”, see left part of Fig. 7.7a) starts
with the adsorption of NO, leading to [Z-FeII(OH)2(NO)] (K) while reducing the Fe center to
low-spin (S = 0) Fe(II). This step is exothermic by −95 kJ/mol. The subsequent formation of
a intermediate [Z-FeII(OH)2(NO)(NH3)], in which NO and NH3 are simultaneously coordinated
to the Fe center, was not stable in our computations. Instead, K rearranges under formation of
a HONO ligand, which could either be coordinated via an oxygen atom (L) or via the nitrogen
atom (M), which are almost equal in energy. Both L and M have a high-spin (S = 2) ground-
state in our calculations and the formation of the HONO ligand thus requires a spin crossover.
After the formation of L or M, NH3 can coordinate, resulting in [Z-Fe
II(HONO)(NH3)] with
HONO coordinated via the an oxygen atom (N) or via the nitrogen atom (O), respectively. This
step is exothermic by 57 kJ/mol and 68 kJ/mol, respectively, and the two intermediates N and O
differ in energy by only 14 kJ/mol. Abstraction of H2O from O leads to [Z-Fe
II(OH)(NH2)(NO)]
(E), which can release N2 and H2O via G and I or via F and I (see above).
Overall, according to the calculations a mechanism via the “NO-first pathway” seems more likely,
as it does not require the energetically unfavorable intermediate D that needs to be formed on
the “NH3-first pathway”. The highest-energy intermediates on the “NO-first pathway” are L
and M, which are 41-44 kJ/mol lower in energy than D. Both the mechanisms via L and M, i.e.,
via the formation of a HONO ligand and subsequent adsorption of NH3, are possible according to
our computational results. According to our calculations, all accessible reaction pathways require
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spin crossover from low-spin to high-spin Fe(II). However, because of the known insufficiencies
of density-functional approximations for spin-state energy differences205–207 it cannot be ruled
out that for some of our high-spin Fe(II) intermediates the corresponding low-spin species are
actually more stable (see Sec. 7.4.1.1 for additional calculations and discussion).
7.4.1.1 Comparison DFT functionals: BP86 vs. B3LYP
In order to assess the dependence of the computational results on the exchange-correlation
functional, all BP86/TZ2P calculations were repeated with B3LYP/TZ2P. The corresponding
energies are included in Table I. Fig. 7.8 compares the calculated energy profiles. Overall,
very similar relative energies are obtained for all Fe(III) species, whereas for the Fe(II), B3LYP
provides higher relative energies compared to A. However, these differences do not affect the
general conclusions.
Figure 7.8: Comparison of the energy profiles for the considered reaction pathways of the SCR
reaction catalyzed by Fe-exchanged zeolite catalysts calculated with BP86/TZ2P (black)
and B3LYP/TZ2P (red). [top] Only the lowest-energy spin state is included for each interme-
diate. [bottom] All low-spin state of the Fe(II) species are presented.
For all Fe(II) species, with the B3LYP hybrid functional provides a larger spin-state energy
difference between the low-spin and the high-spin state and stabilizes the high-spin state. This
is in line with the well-known tendency of hybrid functionals to prefer high-spin states.205,207
Thus, both the non-hybrid BP86 and the hybrid B3LYP functional consistently point to a
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high-spin ground state for the involved Fe(II) species (see also Fig. 7.8).
7.4.1.2 Comparison dispersion: BP86/B3LYP vs. BP86-D3/B3LYP-D3
In order to assess the dependence of the computational results on dispersion correction, all
BP86/TZ2P and B3LYP/TZ2P calculations were repeated with BP86-D3/TZ2P and B3LYP-
D3/TZ2P. Fig. 7.9 compares the calculated BP86/TZ2P and B3LYP/TZ2P energy profiles with
and without the D3 dispersion correction. Overall, very similar relative energies are obtained for
all Fe species, and the inclusion of dispersion corrections does not change the general conclusions.
Figure 7.9: Comparison of the energy profiles for the considered reaction pathways of the
reduction-half cycle of the SCR reaction catalyzed by Fe-exchanged zeolite catalysts calcu-
lated with a) BP86/TZ2P (black) compared to BP86-D3/TZ2P (red) and b) with B3LYP/TZ2P
(black) compared to B3LYP-D3/TZ2P (red).
7.4.2 Copper SCR reaction pathways
For comparison, we considered the same possible reaction pathways for the SCR reaction cat-
alyzed by Cu-exchanged zeolites (see Fig. 7.10). Here, the overall neutral model [Z-CuII(OH)]
(A, see Fig. 7.3c) is the starting structure, which is in line with the neutral models considered in
Refs. [53, 198, 201]. Similar results are obtained for a negatively-charged model [Z-CuII(OH)2]
−
resembling the models used in Refs. [54, 188, 199] (see Sec. 7.4.3).
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Figure 7.10: (a) Reaction pathways considered for the mechanism of the reduction-half cycle
of the SCR reaction catalyzed by Cu-exchanged zeolite catalysts. Both pathways staring
with the adsorption of NO (left) and with the adsorption of NH3 (right) are considered. (b)
Calculated energy profiles (BP86/TZ2P) for the considered reaction pathways.
For the “NH3-first pathway” (see right part of Fig. 7.10), the same possible reaction steps
and intermediates as for the case of Fe-exchanged zeolite catalysts was found, even though the
relative energies of the different intermediates differ. Most importantly, the transfer of a proton
from the NH3 ligand to the OH ligand and the subsequent abstraction of water (B to D) now
require only 56 kJ/mol, with D lying lower in energy by 20 kJ/mol than the starting point A.
Note that some previous calculations assume a proton transfer to the zeolite framework in this
step,53,54,188 which cannot be described by our small model. However, according to Ref. [188]
such a proton transfer would require 114 kJ/mol. The further reactions via the formation and
decomposition of an ON-NH2 ligand (F or G) can proceed via steps that are all exothermic or
only require little energy.
For the “NO-first pathway” (see left part of Fig. 7.10), there are some fundamental differences
to the case of Fe-exchanged zeolite catalysts. After coordination of NO (K) the formation of a
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HONO ligand coordinated via its oxygen atom L leads to the dissociation of the HONO ligand
after coordination of NH3 (N). Thus, this path does not lead to the reduction of NO. Instead,
the formation of a HONO ligand coordinated via its nitrogen (M) atom is preferred and leads
to O after coordination of NH3. Alternatively, ammonia can coordinate to K under formation
of P. Such an intermediate was not available in the case of an Fe zeolite catalyst. Here, the
formation of P is energetically preferred compared to M by 28 kJ/mol, but both can further
react to the same intermediate O. The remaining steps proceed via the formation of E, which
is endothermic by +70 kJ/mol, and match those discussed above for Fe zeolite catalyst.
Overall, also for Cu-based zeolite catalysts the “NO-first pathway” seems to be preferred, even
though on the “NH3-first pathway” the high-energy intermediate D is more favorable in the case
of a Cu catalyst than for an Fe catalyst. However, for a Cu catalyst the “NO-first pathway”
cannot proceed via an intermediate L as it does for Fe catalysts. Instead, the SCR reaction will
most likely proceed via intermediate P, which is not accessible with an Fe catalyst. The only
slightly disfavored route via M is available for both Cu and Fe catalysts.
7.4.2.1 Comparison DFT functionals: BP86 vs. B3LYP
A comparison of the energy profiles obtained for the neutral active-site model of Cu-exchanged
zeolite catalysts with BP86/TZ2P and with B3LYP/TZ2P is shown in Fig. 7.11. Similar as
for the Fe catalyst, these are very similar for the Cu(II) species, but B3LYP provides higher
relative energies for the open-shell Cu(II) species. Nevertheless, the general conclusions remain
unaffected.
Figure 7.11: Comparison of the energy profiles for the considered reaction pathways of the SCR
reaction catalyzed by Cu-exchanged zeolite catalysts (neutral active-site model) calculated
with BP86/TZ2P (black) and with B3LYP/TZ2P (red).
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7.4.2.2 Comparison dispersion: BP86/B3LYP vs. BP86-D3/B3LYP-D3
In order to assess the dependence of the results on dispersion correction, all calculations were
repeated with BP86-D3/TZ2P and B3LYP-D3/TZ2P. Fig. 7.12 compares the calculated energy
profiles. Similar as for the Fe catalyst, the relative energies obtained for all Cu species are very
similar, and the inclusion of dispersion corrections does not change the general conclusions.
Figure 7.12: Comparison of the energy profiles for the considered reaction pathways of the
SCR reaction catalyzed by Cu-exchanged zeolite catalysts calculated with a) BP86/TZ2P
(black) compared to BP86-D3/TZ2P (red) and b) with B3LYP/TZ2P (black) compared to
B3LYP-D3/TZ2P (red).
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7.4.3 Copper negatively-charged active-site model
The possible reaction pathways for a negatively-charged model of the active site of Cu-exchanged
zeolites are summarized in Fig. 7.13, and the corresponding relative energies are listed in Ta-
ble III.
Figure 7.13: (a) Reaction pathways considered for the mechanism of the reduction-half cycle of
the SCR reaction catalyzed by Cu-exchanged zeolite catalysts with a negatively-charge
model of the active center. Both pathways staring with the adsorption of NO (left) and
with the adsorption of NH3 (right) are considered. (b) Calculated energy profiles (BP86/TZ2P)
for the considered reaction pathways (red) in comparison to the energy profile calculated for a
neutral model of the active center (black).
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Table III: Calculated BP86/TZ2P and B3LYP/TZ2P relative energies (∆E, with respect to
model A) for all calculated intermediates for Cu-exchanged zeolite catalysts using a negatively-
charged active site model.
BP86 B3LYP
Spin ∆E ∆E
A− 1/2 0.0 0.0
B− 1/2 −6.6 −6.8
C− 1/2 29.4 N/A
D− 1/2 34.0 45.4
E− 0 −45.2 48.6
F− 0 −147.7 −104.1
G− 0 −104.5 −117.3
H− N/A
I− N/A
J− 0 −306.9 −310.7
K− 0 −69.5 22.2
L− 0 −131.5 −93.8
P− N/A
Q − N/A
M− 0 −61.3 13.8
N− N/A
O− 0 −103.6 −14.4
7.4.4 Valence-to-Core X-ray Emission Spectroscopy (VtC-XES)
The computational elucidation of the possible catalytic reaction pathways provides the basis
for spectroscopic identification of catalytic intermediates. A unique method for this purpose
is provided by X-ray spectroscopy.88,208 Based on in operando valence-to-core X-ray emission
spectroscopy (VtC-XES), previously a peak at ca. 7087 eV (“Peak A”) was observed for Fe-ZSM-
5 that appears at lower energies than the peak due to the lone pair at ligands coordinated via
oxygen (ca. 7091 eV. “Peak B”) and peak due to the lone pair at ligands coordinated via nitrogen
(ca. 7096 eV, “Peak C”). This led to the conclusion that with Fe-ZSM-5, the SCR reaction
proceeds via the “NO-first pathway”22 with an intermediate featuring HONO coordinated via
its central oxygen atom that bears a positive partial charge. On the other hand, for Cu-SSZ-13
such a peak is absent from the in operando XES spectra and thus a different mechanism via the
“NH3-first pathway” seems to be employed.
23
To reconcile these earlier spectroscopic results with the present computational study, the XES
spectra of all considered intermediates were calculated. The calculated spectra of selected inter-
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Figure 7.14: Calculated (BP86/QZ4P) Fe K-edge and Cu K-edge XES spectra of selected
intermediates on the considered catalytic reaction pathways of the SCR reaction with Fe cata-
lysts (left) and with Cu catalysts (right). The indicated assignment refers to the in operando
measurements of Refs. [22] and [23].
mediates are shown in Fig. 7.14. For sake of completeness all other XES spectra are shown in
Fig. 7.15. These results confirm the previous assignment of Peaks B and C. For Fe catalysts, a
spectroscopic feature that is clearly shifted to lower energies by ca. 3 eV with respect to Peak B
is only found for the low-spin state of L, N and M. Thus, the Peak A that was experimentally
observed in Ref. [22] could indeed indicate that the SCR reaction proceeds via the “NO-first
pathway” for Fe catalysts. However, this assignment only holds if the reaction proceeds via
low-spin Fe(II) intermediates that are not the ground state in the calculations. On the other
hand, it can clearly rule out that “Peak A” is due to the coordination of NO to the iron center,
as was suggested in Ref. [197].
Of the intermediates considered for Cu catalysts, only intermediate L and N shows a peak
clearly shifted to lower energies compared to Peak B in the calculated spectra. However, this
species does not lie on a feasible reaction path that leads to the reduction of NO. Thus, the
absence of such a peak in the in operando XES spectra reported in Ref. [23] does not allow to
distinguish between the “NH3-first” and ”NO-first” (via M or P) reaction pathways.
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Figure 7.15: Calculated (BP86/QZ4P) Fe (top) and Cu (bottom) K-edge XES spectra of all
intermediates on the considered catalytic reaction pathways of the SCR reaction [Cu catalysts
(top: neutral active-site model, bottom: negatively-charged active-site model]).
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7.5 Conclusions
In summary, several possible catalytic reaction pathways could be computationally identified for
the reduction half-cycle of the selective catalytic reduction of NOx with Fe- and Cu-exchanged
zeolite catalysts. This provide a comprehensive picture that unifies several previous mechanistic
proposals. It could be found that both for Fe and for Cu catalysts, different reaction pathways
are available and both an “NH3-first pathway” and an “NO-first pathway” seem feasible, of
which the “NO-first pathway” is preferred according to the computational results. While on
both pathways, a coordination of NO at the metal center and its direct reaction of NO with
ligands coordinated at the metal center are both possible, NH3 can only react further after its
adsorption at the metal center. However, some of the available reaction pathways differ for Fe
and Cu catalysts. While for Fe catalysts, the SCR reaction can proceed via an intermediate with
a HONO ligand coordinated to the metal center via its central oxygen atoms, this pathway is not
possible for Cu catalysts. This is in agreement with previous in operando XES measurements.
On the other hand, for Cu catalysts a reaction path via an intermediate that simultaneously
coordinates NO and NH3 is available that is inaccessible for Fe catalysts.
A distinction between the different pathways that are feasible according to the present compu-
tational results will require further spectroscopic and computational studied. Computationally,
larger models of the active site as well as the use of higher accuracy computational methods
could decrease the computational error bars and possibly distinguish between different path-
ways. For Fe catalysts, quantum-chemical methods beyond density-functional theory might be
required to provide more accurate spin-state energy differences. Moreover, the determination
of the transition states connecting different intermediate as well as the calculation of the cor-
responding activation energies will be required for a complete picture. Of course, additional
reaction pathways might become possible when considering larger active-site models, e.g., by
involving a second metal center or by allowing for mobile, NH3-solvated metal centers. Never-
theless, the unified mechanistic picture provided here will form an ideal starting point for such
future studies.
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Chapter 8
Summary
The stated goal of this thesis was to elucidate the reaction mechanism of the selective catalytic
reduction over copper- and iron-exchanged zeolite catalysts based on computational thermo-
dynamic and X-ray spectroscopic studies. For this purpose, theoretical X-ray absorption and
emission spectroscopic methods have been selectively used in Chap. 5–6 to check the suitabil-
ity for the investigation on the SCR reaction. Finally, in Chap. 7 thermodynamic calculations
and theoretical X-ray emission spectroscopy were combined and the results were compared with
experiment to propose a consistent mechanistic picture.
Calculations of K-edge X-ray absorption spectra on several copper complexes, which differed
in the oxidation state of the copper center as well as in the local coordination environment,
were presented in Chap. 5. These complexes were divided into four groups, Cu(I) complexes
with a coordination number (CN) of 2, 3, 4, and Cu(II) complexes. By applying a systematic
computational study combined with molecular orbital analysis on these complexes, the aim was
to reproduce the experimental results and then explain the occurring peaks in detail. To inves-
tigate the dependence of the XAS spectra on the coordination number, the copper complexes
were constructed, optimized, and XAS spectra were calculated.
For the linear copper complexes (CN=2), the highest-intensity pre-peaks were obtained (see
filled symbols in Fig. 8.1a). The maximum peaks of the trigonal planar and T-shaped copper
complexes (CN=3) were weakly shifted to lower energies and the intensity decreased by about
half. The highest-intensity pre-peaks of the complexes with a CN=4 ligand environment lost
intensity compared to the linear complexes and were shifted to higher energies. The main results
obtained were qualitatively consistent with the experimental results, which are also shown in
Fig. 8.1a as empty symbols. The same was true for all Cu(II) compounds, which are not shown
in Fig. 8.1a. Overall, the calculated spectra provide a consistent picture of these general features.
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Figure 8.1: (a) Positions and maximum intensities (filled symbols) of the main pre-edge peaks for
all Cu(I) complexes calculated with BP86/QZ4P. The experimental pre-edge maxima extracted
from Fig. 2 of Ref. [126] are included as empty symbols where available. (b) Ligand field splitting
of the unoccupied copper 4p orbitals in different coordination geometries.
In a second step, these interesting pre-edge features were analyzed by comparing a more ac-
curate orbital analysis with a simple ligand field theory picture. It could be shown that the
spectral dependence on the coordination number can be qualitatively explained by a simple lig-
and field picture (see Fig. 8.1b). The calculated spectra for CN=2 complexes were decomposed
into the contributions of different types of unoccupied orbitals. Because the unoccupied Cu
orbitals mixed with unoccupied ligand orbitals, the Cu 4px and Cu 4py orbitals were identified
as responsible for the intense pre-edge peak. The second group, containing CN=3 complexes,
showed pre-peaks at lower energies with decreased intensity compared to the linear group. This
peaks were dominated only by the Cu 4px orbital. For all complexes with a CN=4, the highest-
intensity peaks appeared at higher energies. The unoccupied Cu 4px, 4py, and 4pz orbitals
contributed equally to these most intense peaks, which also agreed with the ligand field picture
8.1b. Overall, all main features of the calculated Cu K-edge XAS spectra of the considered
Cu(I) complexes could be explained by a simple ligand field picture.
Furthermore, additional features arising from interactions with unoccupied ligand orbitals were
found and could be explained by schematic MO diagrams. For all Cu(II) complexes a typical
weak pre-edge peak appeared, which could be assigned to transitions into the singly unoccupied
Cu 3d orbital. In contrast, these Cu 3d orbitals were fully occupied in Cu(I) complexes and no
peak could be observed. The comparison of this peak for the different Cu(II) complexes showed
that its intensity varied, which could be directly related to the coordination geometry and the
local symmetry at the Cu center. The remaining pre-edge transitions could, as for the Cu(I)
complexes, be assigned to transitions into unoccupied Cu 4p orbitals. Altogether, the results
presented in Chap. 5 will allow for the reliable analysis and assignment of experimental Cu
K-edge XAS spectra. Therefore, they provide a valuable tool for the investigation of catalytic
reaction mechanisms by revealing oxidation state and coordination environment of Cu (or in
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general metal) centers.
Chap. 6 focused on valance-to-core X-ray emission spectroscopy. The structures of three different
iron test molecules (see Fig. 8.2a) were systematically changed to investigate the effect of the
structure on the VtC-XES spectrum. For the first example ironpentacarbonyl, the spectrum
showed three interesting peaks (see Fig. 8.2b, black spectrum, peaks 1, 2, and 3). To investigate
the influence of directly coordinated ligands on the emission spectrum, four different bond lengths
were changed. By increasing the axial Fe-CO bond distance, a decrease in intensity for the first
peak could be seen, but the energetic position remained unaffected. The intensity and position
of the maximum of the second peak were not affected by this displacement. The third peak
underwent a minimal shift to higher energies without change in intensity. A Fe-CO bond length
change on one of the three equatorial carbonyl ligands led to a decrease of the first peak,
similar to the axial Fe-CO bond elongation. The second peak was shifted to higher energies
and for the third peak, a strong decrease in intensity could be seen. The displacements of the
C-O bond distances within the carbonyl ligands were almost independent of whether axial or
equatorial carbonyls were considered. The first peak showed an increase in intensity, which
was the opposite of the Fe-CO bond length enlargement. The maximum of the second peak
was shifted to higher energies and the influence on the third peak was rather small, which was
similar to the displacement of an axial Fe-CO bond length.
Figure 8.2: (a) Molecular structures of the three iron carbonyl model complexes: [Fe(CO)5],
[FeCp(CO)2(THF)]
+, [Fe(CO)3(cod)]. (b) Calculated VtC-XES spectra of all three iron carbonyl
complexes for the equilibrium structures with highlighted occurring peaks. These spectra were
calculated with BP86/QZ4P.
Overall, changes in the axial and equatorial Fe-CO bond distance and in the C-O bond distances
had a distinctly different effect on the VtC-XES spectra that could be revealed by this analysis.
To some extent, these effects were in line with an analysis of the orbital contributions to the
different peaks in literature. Peaks 1 and 2 are dominated by contributions arising from carbonyl
orbitals, while peak 3 is mainly due to iron 3d-orbitals. Consequently, a change of the C-O bond
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distance within the carbonyl ligand had little effect on the third peak. However, the analysis of
the structural sensitivity applied in Chap. 6 was able to reveal which building blocks contribute
to a certain peak. Furthermore, it was also possible to distinguish a different response (increase
or decrease in intensity, change in peak position) of individual peaks to different structural
changes within one ligand.
As a second example, the four-coordinate iron complex [FeCp(CO)2(THF)]
+ was chosen (see
Fig. 8.2a). Generally, the second part of the VtC spectrum (peaks 1-3 of FeCO5) resembled
the results of FeCO5, with some small exceptions. Overall, four new signals could be obtained
by adding the two new ligands, Cp and THF (see Fig. 8.2b, red spectrum, peaks 5, 6, 7 and
shoulder 4): a very weak peak at lower energy (5), two stronger peaks also at lower energies (6
and 7), and a good identifiable shoulder (4) at peak 3. In addition to the three Fe-ligand bond
lengths, the angle displacement of CO-Fe-CO was also considered. As expected, by changing the
Fe-CO bond distance and the CO-Fe-CO bond angle, the new signals were almost unaffected.
An elongation of the Fe-Cp bond length led to changes in both parts of the spectrum. The
intensities of the peaks 6 and 7 as well as peaks 2 and 3 became less intense, and peak 1 was
shifted to higher energies. By changing the Fe-THF bond length the most important observation
was the decrease in intensity of the weak peak 5.
This analysis of the structural sensitivity showed that the occurring features in VtC-XES spectra
could be assigned to the individual ligands. More specifically, displacements of iron ligand bond
lengths not always had an effect on the whole spectrum. Finally, the peaks at lower energies (5,
6, and 7) could be clearly assigned to the THF (5) and Cp ligand (6 and 7).
As a last example [Fe(CO)3(cod)] was chosen (see Fig. 8.2a), which had three carbonyl ligands
and a η4-coordinated cyclooctadienyl ligand attached to the central iron atom. In addition to the
peaks of FeCO5, the spectrum showed a broad weak peak at lower energies (see Fig. 8.2b, blue
spectrum, peak 8). Compared with the spectra of the previous two complexes, the spectrum
showed a shift toward lower energies for the peaks 1 and 2. The elongations of the Fe-CO bond,
the C-O bond, and the CO-Fe-CO bond angle effected the spectrum in a similar pattern as for
the other two complexes. As expected, by increasing the Fe-cod distance, the broad peak at
lower energies (8) nearly disappeared. Finally, the spectrum changes, which were obtained by
increasing the C-H bonds within the cod ligand, were very weak and could be neglected.
In summary, through Chap. 6 of the thesis, the occurrence of special features in VtC emission
spectra could be explained in more detail. In contrast to the experiment, specific changes to
molecular structures could be made to observe the direct influence on the spectrum. With this
fairly simple approach, it was possible to show that a CO ligand provided a very similar peak
pattern in different complexes. Based on the selected test cases, e.g. the peaks 1-3 could be
assigned to the functional groups consisting of a iron atom and a carbonyl ligand. Further, the
newly occurring features could be uniquely assigned to the inserted ligands (THF, Cp, cod).
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In the last Chap. 7 of this thesis, investigations on the mechanism of the SCR reaction based
on computational thermodynamic and X-ray spectroscopic studies were presented. In the first
step, small iron and copper catalytic model systems were developed, which were tested to guar-
antee reliable results. With these model systems an overall picture of possible reaction paths
was created by chemical intuition. Basically, the mechanism could proceed over two different
pathways, the “NH3-first pathway” or the “NO-first pathway”.
On the “NH3-first pathway”, upon reaction with ammonia, after hydrogen rearrangement and
subsequent dehydration, a metal species with a coordinated NH2 ligand was formed (see Fig. 8.3).
The following reaction with NO reduces the oxidation state of the metal center from +III to
+II (Fe) or +II to +I (Cu). Afterwards the leaving group NONH2 was formed, which could
bind to the metal either via the nitrogen of the amino group or of the NO group. The energies
of these two possible steps differed only minimally. In general, the “NH3-first pathway” could
be verified as an energy-wise possible reaction path for both iron- and copper-exchanged zeolite
catalysts. Only the two species [M(NH2)(H2O)] and [M(NH2)] were slightly higher in energy as
the starting complex in the iron mechanism. In the case of copper, these two mentioned species
were energetically more favorable.
Figure 8.3: Schematic representation of the SCR mechanism over both copper- and iron-
exchanged zeolite catalysts. Only the most thermodynamically favorable reaction pathways
are shown. The two highlighted areas represent mechanistic steps, which were only computa-
tional accessible for copper or iron catalysts. The capital letter M stands for Cu or Fe. For
the sake of clarity, the second hydroxyl group at the iron center, which has no impact on the
reaction, is not shown.
For the second possible reaction pathway, the coordination of NO at the metal center proceeds
first. From this point, three different mechanistic paths were available according to the DFT
calculations, depending on the used metal. First, after ligand rearrangement, a metal complex
(iron or copper) with a bound NOOH ligand could be obtained (see Fig. 8.3). This ligand was
bound to the metal center via the nitrogen of NO. By the subsequent reaction with ammonia and
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the release of a water ligand, the [M(NH2)(NO)] species could be formed. A second reaction path
was only accessible for the iron catalyst. Here, after ligand rearrangement a iron complex with
a bound OHNO ligand (bound to the metal center via the hydroxyl oxygen) could be obtained
(highlighted in Fig. 8.3). The reaction with ammonia and the subsequent release of water led
also to complex [M(NH2)(NO)]. According to the thermodynamic calculation, these two possible
reaction pathways for iron differed only marginally in energy. The complexes containing the
OHNO ligand were inaccessible or not existent for the copper catalyst, respectively, because
the OHNO ligand was released from the metal center, and subsequent reactions were prevented.
In contrast to iron, the copper mechanism could proceed via a third possible reaction path
(highlighted in Fig. 8.3). After the reaction with nitrogen monoxide, the complex [Cu(OH)(NO)]
could react directly with ammonia. This step was inaccessible for iron catalyst due to steric
reasons. This described reaction path was, according to the calculations, the energetically most
favorable reaction path for copper.
Overall, the consideration of the energies obtained clearly showed that the reaction pathway to
the [M(NH2)(NO)] complex is thermodynamically much more favorable over the “NO-first path-
way” than over the “NH3-first pathway” in both iron and copper cases.
In the next step VtC-XES spectra were calculated for all interesting complexes, which were
determined by the thermodynamic calculations. As described in the introduction of the thesis
and also in Chap. 7, spectroscopic measurements and calculations showed that the respective
mechanisms must be different for iron and copper catalysts. For Fe catalysts, the SCR reaction
could proceed via an intermediate with a OHNO ligand coordinated to the metal center via
its central oxygen atom. This is in agreement with previous in operando XES measurements.
The experimentally obtained peak at lower energy, could be assigned to the iron compounds
[Fe(OHNO)] and [Fe(OHNO)(NH3)], which are highlighted in Fig. 8.3. On the other hand,
for Cu catalysts a reaction path via an intermediate that simultaneously coordinates NO and
NH3 was available. According to the VtC-XES calculations, for all copper intermediates during
this pathway, no peak at lower energy could be obtained. Overall, several possible catalytic
reaction pathways of the selective catalytic reduction of NOx could be computationally identified.
Furthermore, experimental obtained VtC-XES peaks could be assigned to individual complexes,
which occurred in the developed reaction pathways. This provided a comprehensive picture that
unifies several previous mechanistic proposals.
In summary, the results in Chap. 5 and 6 showed that the application of theoretical X-ray
spectroscopy to transition metal complex provides important features beyond experimental ac-
cessible results. Furthermore, in Chap. 7 a consistent reaction mechanism for the SCR reaction
over iron- and copper-exchanged zeolite catalysts could be developed based on a combination of
thermodynamic and X-ray spectroscopic DFT calculations.
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Chapter 9
Outlook
Throughout this thesis a solid basis has been developed to explore the SCR mechanism in
more detail. For the first time, considering multiple possible reaction pathways together, a
consistent reaction mechanism for both iron and copper SCR catalysts has been developed
based on thermodynamic studies. The reaction pathways obtained here could be confirmed
by comparing theoretical X-ray emission spectroscopy spectra with the experimental results
in Chap. 7. It was possible to assign the occurring peaks to different complexes and therefore
distinguish between different reaction pathways. Both thermodynamic and spectroscopic studies
have shown that the results are not directly related to the size of the chosen model system, as
small systems showed their ability to produce reliable results. Of course, considering larger model
systems with more than one metal center in the zeolite framework, which is heavily discussed
in literature,22,23,48–59 could be interesting for the future. Also considering other metals, for
example vanadium or manganese, for the non-stationary approach could give interesting insights
into their reaction pathways.
To clearly distinguish between the different pathways that are feasible according to the presented
computational results, further spectroscopic and computational studies are needed. Computa-
tionally larger models of the catalytic system as well as the use of higher accuracy computational
methods could decrease the computational error bars. For Fe catalysts, quantum-chemical meth-
ods beyond DFT might be required to provide more accurate spin-state energy differences. Also
kinetic investigations, more specifically transition state calculations, should follow soon to com-
plete the overall picture.
From a spectroscopic point of view, in Chap. 7 it could be shown that the SCR mechanism is a
suitable example to apply theoretical X-ray spectroscopic methods. The calculated XES spectra
could explain the differences obtained in the experimental spectra during the SCR reaction over
iron- and copper-exchanged zeolite catalysts. X-ray spectroscopic studies on the XES Kβ2,5
region, which were not considered in Chap. 7, could be used to obtained more information from
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the peaks that occur. The developed XES method, presented in Chap. 6, showed its reliability on
assigning peaks to ligands in transition metal complexes. The use of this approach on all relevant
SCR intermediates, obtained in Chap. 7, could be very helpful to identify occurring peaks and
assign this peaks to different ligands, respectively. In Chap. 7 only Kβ” peaks, which depending
on ligand electron lone-pairs, were considered and discussed. Here, the energy splitting between
the obtained peaks also need further investigations to clearly assign these peaks to different
intermediates during the SCR process.
Furthermore, K-edge XAS analysis, as presented in Chap. 5, for all relevant SCR intermediates
could provide more information beyond the oxidation state of the metal. It is conceivable that
such investigations could further explain the geometry around the metal center of SCR catalysts.
There are certainly more possible approaches from other points of view to continue working
on the field of the SCR reaction. This research field will continue to provide a wide variety of
possible approaches. Even if the mechanism is fully elucidated further studies will be needed to
improve the catalytic behavior in a targeted way.
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