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1.- INTROOUCCION. ESTRATEGIAS DE CALCULO
Debemos recordar que la mayor parte de la realidad no
es susceptible de. ser calculada, ya que todo proceso de cálculo
requiere la existencia de un algoritmo matemático; además, en
muchos casos, aunque el algoritmo de cálculo existe, éste es
infinito. Por ejemplo, sabemos que una matriz C es definida po-
sitiva si el producto escalar
x~C.x>O,
para todo vector ~. Con esta definición es imposible clasificar
una matriz dada f ya que el cálculo V~ no tiene fin. Otra limi-
tación viene impuesta por los ordenadores hoy en día disponi-
bles, por ejemplo, si ~ es una matriz cuadrada definida POSitl-
va de dimensiones 10.000 x 10.000, el cálculo de sus autovalo-
res no es en la práctica posible, aunque puede que dentro de 10
años si 10 sea. Recordemos que hace 20 años era difícil efec
tuar algún tipo de cálculo con matrices 100 x lOa, mientras
que hace 10 años lo era para matrices 1.000 x 1.000, y hoy se
puede ya calcular algunas cosas con matrices 10.000 x 10.000.
2. ESTRATEGIAS DE CALCULO DEL METODO DE COLOCACION
El programa de cálculo que vamos a analizar ha sido
presentado en el Symposium celebrado en Munich en Octubre de
1986 organizado por la Asociación Internacional de Geodesia
(lAG) y la Asociación Internacional de Fotogrametría . La
Fig. 1 representa el diagrama de flujo de este sistema de pro-
gramas, donde las cajas rectangulares corresponden a programas,




f\9. 1 01dgra.a de
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exagonales corresponden a puntos de decisión a los cuales lle-
garán algunos programas, que en base a determinadas condiciones
ejecutarán a su vez determinados programas. No disponemos hoy
de sistemas expertos capaces de tomar decisiones' y por tanto
será el operador el que tendrá que tomar las oportunas deci-
siones de acuerdo con su propia experiencia.
Comenzemos con la primera caja.
A. Adquisición de los datos
Esta fase puede ser extremadamente fáci 1 o por el
contrario de gran complejidad dependiendo de la cantidad de da-
tos que deben manejarse. Toda esta preparación se necesita pa-
ra tener los datos en forma útil para llegar a aplicar, en este
caso, el método de colocación.
B. Interpolación mínimos cuadrados
El método general de colocación permite resolver con-
juntamente problemas de ajuste, predicción y filtrado. En nues-
tro caso, no consideraremos problemas de ajuste, y nos plantea-
remos únicamente como, a partir de un conjunto de m observacio-
nes 1, podemos resolver un problema de filtrado, esto es, dete~
minar la señal aleatoria s propia del campo, eliminando el rui-
do r, y un problema de prediccion, es decir, determinar la señal
en puntos distintos a los de observación, utilizando para ello
las fórmulas del método general de colocación. Para esto, es ne
cesario que los datos
= s + r,
sean cantidades aleatorias sin ningún sistematismo.
Es habitual corregir las observaciones de efectos
sistemáticos conocidos como, por ejemplo, errores instrumen-
tales; en algunos casos estas correcciones pueden formularse
en función de unos ciertos parámetros que se determinan junto
con otras incógnitas en un proceso de ajuste. En cualquier
caso, debe considerarse la existencia en los datos de obser-
vación de una parte sistemática, que corresponde a alguna
tendencia o sesgo de la propia observación, y que debe ser
eliminada.
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La forma más sencilla de proceder para eliminar los
sistematismos es ajustar un polinomio a los datos de observa-
ción 1. Inicialmente se plantean dos problemas: la elección
del número de variables de dicho polinomio, que dependerá del
tipo de señales de nuestro problema, y la elección del grado
del polinomio.
En el caso de una única señal ajustaremos




k= 1, .... , m.
Si los datos contienen dos tipos de señales el mo-
delo polinomial de ajuste será
n i2:: ¿ aiJoi=o j=O
La aplicación del método de mínimos cuadrad0s nos pe~
mite estimar los coeficientes aij, los valores vk y las. 2correspondientes medidas de la precesión dadas por °0 y las
matrices cofactor Qaa y Qyy'
En lo que se refiere a la elección del grado del p~
linomio debe tenerse en cuenta que si se utiliza un polinomio
de alto grado se ajustarán bien los datos de observación y po-
drá conseguirse un filtrado ·óptimo·, pero en cambio se obten-
drá una pésima predicción. Un polinomio, por ejemplo de gra-
do 3, aproximará peor los datos pero será menos arbitrario en
los puntos de predicción. En último caso, es la experiencia la
que debe decir que tipo de interpolación debe realizarse.
Hay que señalar finalmente que la correlación va a
depender de la forma de proceder para eliminar el sistematismo
y que puede plantearse el utilizar otro método de interpolación
más refinado que la interpolación polinomial.
C. Esti.ación empírica de la función de covarianza
La aplicación del método de colocación requiere el
conocimiento de la matriz de covarianza e de las observacio-
nes
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Para la obtención de la covarianza señal, Css' se
procede estimando a partir de los datos de observñción en pu~
tos discretos la denominada función de covarianza de la señal
s. En general, esta función C viene definida por
Css = C(P,Q) = E(S(P), S(Q)),
donde s(P) y s(Q) son los valores de la señal en dos puntos
genéricos P y Q y E es el' operador esperanza matemática. La
función C es definida positiva y en general se la supone isó-
tropa, es decir, que solo depende de la distancia d entre dos
puntos
Css = CId).
Por otra parte, en el caso de observaciones incorre
ladas, la covarianza del ruido Crr sabemos que adopta la for-
ma diagonal
c., °02¡,
siendo o 2 la varianza de la unidad de peso de las observacioo
nes e 1 la matriz unidad.
En estas condiciones, para covarianzas entre puntos
distintos (i#j) tenemos
y para el mismo punto
i' - C (O) o 2
l. i i - i: O
Para obtener la función de covarianza a partir de los
datos de observación, en un primer paso, empezaremos por calcu-
lar estimaciones empíricas puntuales ~' n= 1,2, ... , de dicha
función, las cuales se utilizarán después como puntos de inter
polación en la elección final de la función de covarianza.
En correspondencia al número de parámetros que cara~
terizan la distribución de los d a t o.s, tendremos un dominio un~
dimensional, bidimensional, etc. Si consideramos el caso unidi
mensional, datos que se distribuyen a 10 largo de una recta,Po
demos formar con los datos m grupos,de mi datos cada uno, si
150 l. lussio
fijado un intervalo de longitud~, los agrupamos en la forma
i = 1 , •.• , m,
j = 1, ... ,mi .
Entonces, con los correspondientes valores vi' vj obtenidos en
el ajuste polinomial (ya sin parte sistemática), podemos cal-







n = 1 ,2, ... ,
siendo
proporciona diversos valores puntuales Yn de la función de cava
rianza.
En el caso bidimensional, para agrupar los datos pue-
de adaptarse una norma cualquiera, y que en particular para fa-
cilitar el cálculo, puede ser la dada por la distancia
d'.J. = [(x._x.)2+(y._y.)2]~,, J , J
de esta forma los datos, fijada una distancia ód , se pueden





n 1 ,2, ...




m.,,' .'- vJ ..j = 1
Estrategias del .étoda de colocaci6n 151
En el caso de dos señales la función de covarianza es
tará constituida por dos funciones
una función de covarianza cruzada
autocovari anza C , C yxx yy
Cxy Los valores puntuales
calcularían porde las funciones autocovarianza se
m m
m 2"- vi m. ¿ v J'
i= 1 1 j=l
m mi
m ¿ üi mi ~ Ü j ,i= 1 j=l






j = 1 1 J
C.l. Espaciamiento óptimo de los datos
ormalmente los datos no están equiespaciados y se
hace necesario determinar el intervalo óptimo óX(ód en el caso
b t d in e n s t o n a l ) que permite lograr una buena estimación de la
función de covarianza, ya que un intervalo cualquiera puede no
contener suficientes datos para dar la información necesaria
soore la correlación existente. Un criterio eficaz consiste en
tomar como intervalo óptimo aquel que hace mínima la ciferen-
cia entre la varianza °02 y la covarianza estimada en el pri-
mer paso. Este criterio no es arbitrario, sino que equivale a




Encontrado el intervalo óptimo, se efectúan las es-
timaciones empíricas de las funciones autocovarianza
calculandolos diferentes valores y •n
C.2. Eliminación de errores groseros
Con el fi n de detectar 1 as exi stenci a de errores
groseros que puedan estropear el cálculo de la función de co-
varianza podemos plantear un test para la aceptación o rechazo
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de observaciones en los siguientes términos.
Hipótesis HO: se acepta la observación k-iésima.
Hipótesis alternativa Hl :existe un error grosero en
la observación k-iésima y se elimina di
cha observación.
Se aceptará Ho si el ruido se comporta como una va-




s ig u e u n a d i s tr i b u c ió n N (O,1) .
Para contrastar esta hipótesis calculamos
S =k k 1, ... .rn ,
para cada grupo en que, fijado un intervalo de longitud s x
\ód en el caso bidimensiona1), hemos clasificado los datos.
Ahora, con estos valores sk se calculan
rk = v k - sk'
cr 2 cr 2 cr2 cr2 - yr -o s o 1 '
m rkr L
k = 1 m
k 1, ... , m,
Se acepta Ho si
siendo Cae1 valor de la tabla N(O,l) c o r r e sp o n d t e n t e al nivel de
confianza (l-a) que se fije.
D. Análisis de las estimaciones de la función de covarianza
Después de haber estimado empíricamente los valores
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Yn n = 1, ... ,1 de la función de covarianza se ha de comprobar
que efectivamente estas estimaciones corresponden a un proce-
so estocástico estacionario de segundo orden. La función de
covarianza ha de tender a cero, y en caso de que' la tendencia
de los valores Yn no sea ésta, será necesario mo di f i ca r el mo-
delo de interpolación po1inomial (paso B) utilizado ~ara eli-
minar los sistematismos existentes en los datos.
Un comportami ento anómalo de los va lores y n ser; a,
por ejemplo, el que se distribuyesen conforme a una recta, o
el que tuviesen un comportamiento oscilante tal como una fun-
ción seno o coseno, o en definitiva que no tendiesen claramen-
te hacia cero.
E. Interpolación de las estimaciones empíricas de la función
de covar;anza
Para la interpolación de los valores estimados Yn no
p ue de u t i 1 iza r se u n a f un c ió n e u a 1q u ie r a, ha b r á q u e u s a r ú n ic a -
mente modelos que correspondan al comportamiento de una fun-
ción de covarianza. Esto significa que para la interpo1ación
solo pueden utilizarse funciones definidas positivas en un do-
minio, respectivamente, unidimensiona1 o bidimensiona1 de
acuerdo al número de señales.
Existen multitud de modelos de funciones de cova-
rianza, en la figura 2 están representados algunos ejemplos.
Además de estas funciones, si se hace uso de las propiedades:
- la combinación lineal (con coeficientes positivos)
de funciones de covarianza es una función de cova-
rianza;
el producto de funciones de covarianza es una fun-
ción de covarianza;
es posible construir otras funciones de covarianza; por ejem-
plo, en un dominio unidimensional
e (d)
e (d)






























ycaJo(c~) / BESSEl OE OROE. CERO
(r.d.s . yao{2 Jncl~l)
Fig. 2. Funciones de covarianza
C{d)
C (d)
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o sobre un dominio bidimensional
En un programa de cálculo la estrategia para. identifi
cación del modelo adecuado se basa en el estudio del comporta-
miento (cóncavo o convexo) en un entorno del origen, en la deter
minación, si existen, de los puntos en los que C(d) = O, y, si
existe al menos un cero, en el estudio de los máximos y m;nim~
relativos.
Por lo que respecta al estudio del comportamiento en
un entorno del o ri gen, puede servi rnos el va lar de 1a di feren-
cia finita segunda1l2y calculada con los tres primeros valores
que será positiva en el caso de concavidad, y negativo en pre-
sencia de una convexidad. Esto nos da el criterio para elegir
respectivamente, una función exponencial o una función normal.
Después de esto, si todos los va10resYn son positivos,
el cálculo del coeficiente del exponente, b, se realiza facil-
mente tomando logaritmos, por ejemplo, de los primeros valores
Yn, y as; se obtiene para la función exponencial y para la nor
mal, respectivamente
b (ln Y1 - 1ny2) l(d1-d2,.
b (ln Y1 - 1nY2) I (d1
2- d/l.
Caando no todos los valores de la estimación empírica
son positivos
- si existe un solo cero, se utilizan curvas de la forma 3.3.
y 3.4 (fig. 2), o bien el producto de una función exponencia1
o normal por una parábola
por el contrario, si existe más de un cero, se utilizarán en
el caso unidimensional curvas del tipo 3.5 y 3.6, Y en el ca-
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so bidimensional curvas de la forma 3.7 y 3.8 (fig. 2), o bien
el producto de una función exponencial o normal, respectivarre~
te, por una función' de Bessel.
La abcisa del cero, do' una vez identificados
un par de valores consecutivos de~ de signo opuesto se calcu-
la fácilmente como la intersección con el eje de abcisas de la
recta que pasa por esos dos puntos. Esto es
dO = (d. l!Y'! + d.!Y. l!)/(d. + d,'+l)''+' ,'+ ,
Si existe un único cero, el coeficiente de la paráb~
la , c, se calcula anulando la expresión
l - c d 2 = O,O
de donde
Para otro tipo de función el cálculo del exponente,
b, se efectua tomando logaritmos, por ejemplo, de los dos pri-
meros valores estimados, y así se obtiene, respectivamente, p~
ra la función exponencial y para la normal
b [lnYl/(l-Cd,z) - lnY2/(1 - Cd2
2)]
[lnYl/(1-Cd1
2) - lnY2/(1 - Cd2
2)]
/(d2-dl ),
2 2/ (d2 -dl ).b
Por último, cualquiera que sea el modelo utilizado p~
ra la interpolación, el valor en el origen C(O), esto es la va
rianza de la señal cs2, se obtiene imponiendo que la curva de -
interpolación tome, en correspondencia con la covarianza del pr~
mer paso, los mismos valores estimados empíricamente.
Por lo que respecta a la varianza .del ruido, se obtie
ne como diferencia entre la varianza total y la varianza de la
señal.
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la covarianza cruzada,r , entre las componentes del ruido,r,xy
por ejemplo x y , se obtiene como la diferencia entre la cova-
r i a n z a general, r , y la e o v ar i a n z ad e la se ñ al, r , pero texy s,xy -
niendo en cuenta que tanto la covarianza del ruido como la co-
varianza de la señal deben satisfacer las desigualdades
Ir 1< a ar, xy r,x· r,y'
I y 1< a as, xy s,x S,y,
1 y xy a y
Basta alterar arbitrariamente según se necesite, en más o menos,
el valor estimado en el origen de la curva de interpolación pa-
ra la función de covarianza con el fin de que se verifiquen es-
tas desigualdades.
F. Problemas de cálculo en el filtrado y en la predicción
Una vez obtenida la función de covarianza resulta in-
mediata la obtención de la matriz de covarianza.
donde para puntos distintos (ilj) tenemos
y para un mismo punto
eii = c r o: + °0
2.
En el caso unidimensional ~esulta una matriz banda de
la forma
y en el caso bidimensional
Si para invertir esta matriz e se presentan problemas
de memoria con el ordenador trataremos de buscar una forma de -
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reducir las dimensiones de la banda. Esto es equivalente a mod~
ficar la correlación en la señ~l y puede lograrse efectuando un
filtrado previo de 1~ señal antes de calcular las estimaciones
empíricas de la función de covarianza.
G. Interpolación elementos finitos
Podemos modificar la correlación de la señal y por
tanto la anchura de banda de la matriz de covarianza efectuan-
do un filtrado de la señal tipo diferencias finitas. Este pro-
ceso previo es ya un método de filtrado que da información so-
bre la señal. pero no i h ay que olvidar que el filtrado con el
método de colocación es el que garantiza mínima varianza.
Por ejemplo. podemos ajustar los residuales vk•
k l •...• m. obtenidos del ajuste polinomial efectuado para
eliminar sistematismos. utilizando funciones de la forma
x~-2 y = O.
y =(x+2)36 •
y =(x+2)3 - 4 (x+1)6 6
(2-xl3 4(l-x)3y 6 6
(2-x)3
y e 6
Y .. O •
-2~x~-1
-1 ~ x~ O
(con funciones de este tipo, la interpolación conserva la conti
nuidad y la primera deriva continua).
Una vez fijada la escala que en cada caso se decida,
para cada punto k. k=l, ... , m, plantearemos un modelo de ajus-
te en la forma
Vk + tk = a SllV + b S2111+
a~+b[~
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La aplicación del método de mínimos cuadrados nos pe~
mite estimar los coeficientes á, 5, c , los valores tk, y las
correspondientes medidas de la precisión ti 2 Q-- Y Q--o' aa tt .
La estimación empírica de la función de covarianza
con estos valores tk, k=l, .. , m, nos lleva a una función de
covarianza que, además de responder a nuestro modelo, es fini-
ta. De esta forma se reduce considerablemente el tamano de la
memoria del ordenador para la matriz de covarianza.
H. Filtrado
El método de la colocación mínimos cuadrados permite
obtener en los puntos de filtrado los valores estimados de la
sena1, S, y del ruido, r, respectivamente por
s Css
- - 1C v,
r i{-s - -1CrrC V,
donde
siendo las covarianzas a posteriori o covarianzas error
Ess Css - - 1- CssC Css
E - - Crr e-1Crrrr
En la obtención de Ess podemos simplificar el cálculo
si escribimos
2
(é - 00 ¡)
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de esta forma el cálculo de Ess' con una matriz e de dimensio-
nes mxm, se reduce de tener que efectuar m3 multiplicaciones y
m 2 s um a s a r e a 1 iza r m·2 m u 1t i P 1 ie ae ion e s , y 1 a o e u p ae ió n d e m em o
ria disminuye notablemente.
El error medio cuadrático de la estimación de la se-
ñal en los puntos de filtrado queda dado por los elementos de
la diagonal principal de Ess
,;2=o(E .. )s ss
(órepresenta el operador que extrae de una matriz cuadrada los
elementos de la diagonal).
De forma análoga para la covarianza a posteriori del
ruido podemos hacer
E ..rr :< a 4O
l. Predicción
Aplicando el método de colocación mínimos cuadrados
la estimación de la señal, i, en puntos adicionales se obtiene
por
i e e 'lv
z s O'
con v =O Esto es
siendo
-·1W = evo'
que no depende del punto de predicción.
La matriz covarianza a posteriories
y los elementos de la diagonal principal de esta matriz dan el
error medio cuadrático de la estimación de la señal z.
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1.1. Puntos aislados y búsqueda de líneas ruptura
En aplicaciones,
método de colocación, antes
habrá que tener en cuenta la
valores desproporcionados de
formando líneas de ruptura
adecuadamente.
por ejemplo fotogramétricas, del
de pasar al proceso de predicción
existencia de puntos aislados con
ruido, o muchos valores alineados
y que habrá que eliminar o tratar
Debe mencionarse que estos pasos no son necesarios en
la aplicación del método de colocación a la predicción de anoma
lías gravimétricas y en la determinación del geoide.
1.2. Análisis del ruido
Por último, debemos analizar la correlación del ruido.
Se tiene que verificar
M r s : O,
M +r I O.
Si en el proceso de fi 1trado no hemos consi gui do que se veri-
fique esto, significa que nuestra función de covarianza estaba
mal modelada, por ejemplo, puede ocurrir que se haya modelado
una sola señal cuando en realidad existen dos. En este caso
habrá que comenzar una nueva colocación.
1.3. Puntos de prueba
Antes de realizar la predicción en todos los puntos
necesarios conviene analizar la bondad del proceso de predic-
ción en un conjunto de puntos de prueba (aproximadamente un
10%). Este control puede establecerse comprobando que para es-
tos puntos de prueba el valor
ó = v - z
es del orden de un valor medio del ruido.
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3.- EJEMPLOS DE APLICACION DEL METODO DE COLOCACION
El m é t o d o -de colocación es un método con grandes
y variadas aplicaciones. Podemos citar, entre
aplicaciones en la determinación del q e o i d e , en





En particular, estudiaremos el análisis de deforma-
ciones utilizando el m é t o d o de colocación realizado en
Ancona, donde en 1982 se produjo un gran desplazamiento
de tierras; y la-aplicación de la colocación en el análisis
de la subsidencia de la ciudad de Milán.
4.- HUNDIMIENTO DEL TERRENO EN ANCONA
4.1. Introducción: el problema
En diciembre de 1982 se produjo en la zona de
Ancona (Italia) un gran desplazamiento de tierra que afectó
a más de 220 hectáreas. Para analizar las causas de la
catástrofe y controlar el asentamiento posterior de la
tierra- se constituyó un grupo de trabajo interdisciplinario
formado por geólogos, geofisicos y geodestas.
Dentro de este grupo, los geodestas se han encargado
de realizar diversos trabajos de control utilizando métodos
t o p o q r á f i c o s y fotogramétricos. El levantamiento topográfico
permite controlar el asentamiento del terreno despues del
hundimiento. El levantamiento fotogramétrico, uti lizando
datos tomados antes y después del hundimiento, ha servido
para efectuar un estudio de las deformaciones. La figura
3 muestra la zona del hundimiento con el gráfico de los
bloques fotogrametricos. La importancia de estos levantamlentos
reside en el hecho de que proporcionan datos cuantitativos
útiles para realizar los análisis geológicos de las causas
que provocaron el hundimiento.
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Fig. 3 Ancona. Levantamiento fotogram~trico
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4.2. Ajuste de bloques fotogram~tricos
El levanta~iento fotogramétrico se ha realizado
efectuando un ajuste simul táneo de bloques tomados en dos
épocas diferentes (verano de 1980 y diciembre de 1982,
el día después del corrimiento) y con diferentes altitudes.
Los vuelos a más altura (escala 1 :11.000) son los antiguos
(4 modelos) y los tres vuelos más bajos (escala 1 :6.000)
son los nuevos (19 modelos).
En el ajuste, se han considerado como "separados"
puntos idénticos cuyos desplazamientos querian conocerse,
y "coincidentes" puntos idénticos, fuera de la zona del
hundimiento, que se suponían fijos. Muchos de los puntos
pinchados se tomaron sobre edificaciones.
La razón para proceder de esta forma ha sido
la imposibilidad de determinar, me c í e e t e levantamientos
topográficos, puntos de control que fuesen simultáneos
al vuelo. Debe señalarse, que para determinar movimientos
la posición relativa entre dos bloques 'es más importante
que su posición absoluta.
El ajuste se ha
la Universidad de Stuttgart,
menor que 2f-IT1. La tabla 1
medida y la precisión final
programa de cálculo.
realizado con un programa de







TAB. 1 Model Points Control Po1nts Redundancy -
in the. rnode.ls Sigma naught
Ho. Points N. 1046 20 1220
RMS X (m) 0.230 0.385
RMS Y (m) 0.246 0.358 0.312
Ve. Points N. 1130 104 728
RMS Z (m) 0.162 0.339 0.207
La di f e re n c i a de coordenadas
rados" proporciona el desplazamiento
del hundimiento. (ver figura4 )
entre puntos
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Fig. 5 Curvas de regresión de los desplazamientos
Estrategias del .étodo d. colocaciów 161
1 a
Para evidenciar la precisión real que se puede
en la estimación de desplazamientos se ha calculado,
puntos considerados como fijos situados fuera de
del hundimiento, 'el RMS (error medio cuadrático)




de s u s
(ver tabla 2).
TAB. 2 Points. on bui~d.ings. Pricked Points
Points Number 147 82
RMS X (m) 0.309 0.190
RMS Y (m) 0.312 0.157
iRMS Z (m) 0.161 0.144 I
próximos
Puede apreciarse que un







una precisión en su posición horizontal bastante menor
debido a la dificultad para su identificación. Esto significa
que la precisión real en los movimientos éstimados es de
unos 50 cm para los desplazamientos horizontales, mientras
que para desplazamientos verticales es de unos 30 cm.
Como primer análisis estadístico de movimientos
se han calculado, para dos zonas centrales, curvas de regre-
sión en las siguientes variables: desplazamientos !:,Y y
p o s í c i ó n Y, 6Z e y 6Y y X,!lZ y X, siendo y la dirección
del desplazamiento, X la dirección tran~versal y Z la altitud.
Las dos primeras curvas de regresión son funciones cúbicas,
las dos últimas líneas rectas como. muestra la figura 5 .
Estas curvas proporcionan informaci.Ón preliminar de la
magnitud del hundimiento, pero no son suficientes para
explicar los movimientos totales.
4.3. Modelo digital
Utilizando el método de colocación mínimos cuadrados
se ha construido, a partir de los valore~ de ~os desplazamien-
tos, un modelo digital que permite estudiar en detalle
la superficie de deformación. De esta forma se logra conocer,
en una cuadrícula densa y regular, los movimientos plani-alti-
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mientos observados en puntos perfectamente identificados,
y los segundos partiendo de las variaciones de altitud
(con las mismas p o s t c i cn e s planimétricasl. La figura ¡:;
muestra los correlogramas de los desplazamientos obtenidos.
Puesto que 1a di stri buci ó n de los puntos es irregu-
lar, el intervalo óptimo para calcular la correlación se
ha encontrado haciendo 02_Y(1) mínimo (ver tabla 3).




0.57 0.56 O.sa 0.64
0.19 0.20 0.20 0.21
1.71
0.31 i
TAB. 3 50 100 105 110 115 120 150 50Qm
La tabla 4 muestra los coeficientes de la
'r=a e-bDJo(CDl,
mejor
dondefunción de covarianza estimada
Jo es la función Bessel de orden cero.
TAB. 4 al (m1 ) a • a~(m2) b(K.!u-l) e (K.!u-l ) 01 (rol)n
Yxx 0.65 0.16 1 .28 4.19 0.49
Yyy 4.91 4.39 O .19 3.14 0.52
Yzz 0.39 0.21 0.86 4.82 0.18
La dificultad para modelar adecuadamente las funcio-
nes de covarianza cruzada ha llevado a separar la p1animetría
y la altimetría, y a considerar Yxy sólo como ruido. Por
esta razón el filtrado y la predicción se han realizado
de forma independiente para las componentes planimétricas
y para las a1titudes.
La tabla 5 muestra la precisión del filtrado.
TAB. 5 N.val. RMS U') RMS (ñ) RMS (ñ_) 1M (02 )e
t.X, ay (m) 530 1 .67 0.67 0.51 (-33 val. ) 0.26
t.Z (m) 265 0.63 0.37 0.2.9 (-11 val. ) 0.17
Las figuras 7, 8y 9
puntos de medida! y el ruido y
la cuadrícula, respectivamente.
muestran 1 a señal en los
1 a señal en los puntos de
170 lo lIussio
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Con los valores Az medidos se ha efectuado posterior-
un análisis más refinado tomando una cuadrícula de
100 metros de lado (SOO puntos) En la figura 10 se muestran
estos valores medidos de los desplazamientos verticales.
Puede observarse ~ue el deslizamiento del terreno produjo
una zona central caracterizada por variaciones negativas
y otra zona, a 10 largo de la línea de la costa (Norte-Este),
con variaciones positivas.
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La tabla resume los resultados obtenidos aplicando
el método de colocación. Las figuras 11 y 12 muestran los
valores del ruido y la señal obtenidos. En la figura 1'3
está representada la función de covarianza tomando como
ordenada la distancia radial.
N(t.Z) 376
~1(t.Z) 0.245 m
o (t.Z) 0.768 m




0.004464 -1c = m
0(5) 0.569 m
o(n) 0.516 m
RHS( 5) 0.769 m




RMS(ñ 0.310 m (.) Tab.6
: o ]E ce , i enómeno E 1
•...'2';; ..• ,( en 1 1: zona de
rt:~ ~" "
, ene u R'~ S
[~ método de colocación puede Explicar un alto porce~
comportamiento de la señal es muy
la catástrofe y cero fuera. El ruido
de O.Sl m, es:e valor desciende a
..... J ... o e s o ue s de eliminar 29 puntos. Sin embargo, como
de covarianza de la figuraT'ues:réi él diagrama de la función
o:. e::e ruido esta incorrelado.
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Fig. 12 Señal obtenida por predicción en los puntos
de la cuadricula
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4.4. Cálculo de volúmenes
El volumen total de masas afectadas por la catástro-
fe (figura 14) se ha calculado sumando los volumenes parciales
para cada cuadrícula, los cuales se determinaron con las
altitudes estimadas con el método de cdlocaciÓn.
v = ~ ,¡;
1 j
con
Para cada cuadrícula los 4 parámetros desconocidos de
la interpolación se han evaluado tomando como valores de
referencia ~z estimados en sus 4 esquinas.
El resultado
con el cálculo previo
mentas finitos (Colombo
obtenido de 550.000 m' está de acuerdo
efectuado aplicando el método de e le
e t al, 1986).
4.5. Análisis de los parámetros de forma
La gráfica de las
estimadas por colocación,









recta que une estos
significativodos focos puede considerarse
del movimiento global.
un parámetro
A lo largo de esta línea, teniendo en cuenta
la curvatura local de la superficie estimada (figura 16)
se ha dibujado la sección vertica1. Dos diagramas distintos
muestran la forma del terreno (figura 17 la) y las variaciones
az (figura l7/b), También se han dibujado algunas otras
líneas características: la linea de ruptura entre la zona
de hundimiento y de levantamiento (por acumulación de masa)
aparece en la figura 16, y en la figura 18 están representadas
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Fig. 15 Pendientes estimadas por colocaci6n
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Fig. 17 - (a) sección vertical a lo 1argo de la dirección min-max
(b) variaciones verticales a lo largo de la sección




































































































































































Fig. 19 Red de nivelación
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4.6. Red de nivelación. Modelo cinemática
Para detectar movimientos del orden
terreno










repetidas campañas de nivelación de precisión.
La figura 19 muestra el gráfico de la red de
nivelación y la tabla 7 indica las características de cada
campaña. Debe señalarse que no todas las campañas tienen
el mismo recorrido, ya que los resultados que se iban obte-
niendo llevaron a introducir algunos cambios para mejorar
la red.
Levellng Beginning Endlng Lasting Net '5
!lulIlber da te date (davs) lenoth
1 22.02.83 21. 03. 83 28 13 Km
2 26.04.83 06.05.83 11
3 30.06.83 04.07.83 5
4 26.09.83 03.01.83 8
5 02.12.83 19.12.83 18 23 Km
6 30.01.84 16.02.84 18
7 05.04.84 18.04.84 14
8 03.09.84 12.09.84 10 18 Km
9 17.12.84 22.01.85 37
10 18.03.85 29.03.85 12
11 01. 06.85 24.06.85 24
TAIl. 7
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La tabla 8 resume los resultados de los ajustes
de cada campaña por separado. Su precisión es muy alta
(l film).
Levellng Sigma-naught Observatlons Vertices Redundancy
number ( nm)
1 1.36 532 507 26
2 .88 544 516 29
3 .97 542 514 29
4 .74 544 516 29
5 1.01 822 776 47
6 .72 820 774 47
7 .91 820 774 47
8 1.21 675 648 28
9 .31 655 629 27
10 1.01 659 630 30






el asentamiento del terreno, los movimientos
por tanto los desplazamientos verticales
pueden ajustarse con un po li n orn i o de tercer
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donde el primer coeficiente es constante, altitud en el
instante de referencia, el segundo y el tercero representan
la velocidad y la aceleración respectivamente, y el último
coeficiente es la variación de la aceleración.
de los
El mismo polinomio puede ajustarse a las altitudes
vértices en diferentes épocas:
(T) Z'.T + z".T2 +zi = zoi + 1 1 Z. ", T3',1
además, la diferencia de altitud de dos puntos en una época
fija proporciona una ecuación de observación de la forma:
z .(T) - z . (T) = Z . + z' .T + z". T2 + Z ", •T3J 1 OJ J J J - zoi-
z' .T - z". T2 - z"'. T3,
1 1 1
obsérvese que la deficiencia de rango de esta ecuación
de observación es cuatro.
El "lstituto
di Milano" (JTM), ha
LEVEL para el ajuste de
-listado automático de
valores preliminares de
di Topografia" del "Politecnico
desarrollado el programa de cálculo
redes de nivelación, que realiza:
los vértices, y búsqueda de los
las a lt i t u d e s .
-Ajuste norma-mínima de la red libre.
-Ajuste cinemático
bajo grado.
utilizando un polinomio adecuado de
-Ajuste cinemático norma-mínima de la red libre.
-Información estadística de los parámetros y residuales
de las ecuaciones de observación.
-Cálculo posterior de los pesos de los grupos de medidas
elegidos a priori.
-Pr e d t c c i ó n de la altitud y su d e s v i ac t ó n típica para cada
vértice en épocas diferentes.
Los datos de las 11 campañas de nivelación fueron
procesados con el programa LEVEL.
188 l. Jlussio
Se utilizó un polinomio de tercer grado como modelo
funcional, y un v~rtice de la Red Nacional de Nivelación
como datum. Otro v~rtice fue utilizado para controlar el
ajuste, y sus parámetros cinemáticos permanecieron suficiente-
mente pequeños. Todas las observaciones se consideraron
independientes y con pesos proporcionales al inverso de
1a d is tan c i a; e s t o e s el m o del o e s t o e á s tic o f ué e 1 t r a di e ion al.
Se e l i m i n a r o n medidas con r e s i d u a le s que no pasaron
un test a un nivel de significación del 1%.
Se realizaron 5 ajustes cinemáticos hasta conseguir
un va 1 01' de si gma 3 veces mayor que en los ajustes separados
(ver tabla 9 l.
Step Sigma-naught Observations Vertlces Parameters Redundancy
(nlu)
1 18.13 7273 781 3024 4253
I 2 15.63 7240 780 3017 4227
I
3 9.86 7176 780 3008 4172
4 4.94 6846 780 2932 3918
5 2.99 6445 765 2831 3618
1A8.9
La tabla 10 resume los resultados del
ajuste cinemático donde sigma es unos 3 mm.
ú lt imo
I N RMS (MSE) MAX (MSE)
I
I Height [nm) 765 10.92 34.92
>, Speed (Ulfll/T) 736 56.54 192.17
u Acceleration (mmfT2) 677 104.16 340.90'"..
::l lmpul se (l!ln/T3) 653 68.95 348.05u
u,e:;
1
!TIT • 91] days
I I;: I
(nan l ti 0.44 2.51 \\ ~ I H. Di r r.
IAB. 10






desviación tipica estimada de la variación
de algunos vértices para épocas fijas {1 año,
es casi siempre menor que la correspondiente
típica obtenida en dos ajustes se p e r ado s (tabla 11).desviación
Vertex Kinema tic adjustment Separate adjustment
MSE (mm) MSE (n111)
I year 2.5 yee rs I year 2.5 vears
80 1.44 1.51 1.84 1.92
99 1.52 2.31 1.98 2.05
134 1.48 2.06 2.36 2.42
149 1.45 1.95 2.78 2.83
2~7 1.52 2.06 2.69 2.75
293 1.44 1.89 2.78 2.83
296 1. 43 1.85 2.78 2.83
328 1. 39 1.74 2.78 2.83
368 1.44 2.30 3.00 3.09
388 1.26 1.26 3.04 3.04
T1'I8.11
Las figuras 20,21, Y 22 muestran las líneas
de contorno de la altitud, velocidad, aceleración e impulso.
\90 l • lIussio
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Ol9LZ8t>
F"19. 21 Vel .oCld da es (mm/T)
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Un análisis previo de los resultados de los primeros
ajustes ha permitido localizar zonas donde las vaciones
de altitud de los vértices limítrofes eran homogéneos.
De esta forma, agrupando los vértices homogéneos podemos
realizar un análisis espacial de los parámetros cinemáticos.
Una de las posibilidades para efectuar la agrupación
es suponer que 1 a muestra de datos provi ene de un proceso
estocástico estacionario isotrópico y ergódico. De esta
fo~ma, después de fi ltrar la señal del ruido, si este
ruido es pequeño, podrá tenerse dicha agrupación.
Como muestra la figura 24, las funciones covarianza
de la señal tienen una correlación significativa y la varianza
de l a señal es mayor que la varianza del ruido. Así, con
el método de colocación mínimos cuadrados, se ha estimado
la señal en todos los vértices para cada parámetro cinemática.
::1 c omp o r t am i e n t o de la señal es similar a la forma del
c o r r e so o nd i e n t e o er áme t ro cinemática (Figura 25, 26 Y 27).
t a tabla 12 resume los resultados de la estimación
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F"19. 25 Señal de 1a velocidad (cm!T)
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Fig. 27 Señal del impulso (cmJT3)
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5.- ANALISIS DE LA SUBSIDENCIA DE LA CIUDAD DE MILAN
5.1. Introducción
En la zona metropolitana de Milán se efectuaron,
en 1950 y 1972, dos nivelaciones geométricas de alta precisión.
La nivelación de 1972 estuvo motivada por la necesidad
de conocer la amplitud y la causas del cedimiento del terreno,
medido por el Instituto de Topografía, Fotogrametría y Ge o f i s í >
ca del Politécnico de Milán, en la zona del "Duomo".
Utilizando el método de colocación mínimos cuadrados, se
analizaron los resultados y la precisión de esta red a l t í mé-
trica, y la significación de las variaciones de altitud
observadas.
5.2. Red altimétrica de 1950
La red a lt imé t r i c a de 1950 se proyectó en función
de la típica configuración radial de Milán, y de la ubicación
de algunas señales del I.G.M. que la administración catastral,
organí smo ejecutor de 1 as medi das. pretendí a v e r í fi car
y posteriormente utilizar como puntos base de la red.
La red consta de un anillo central, del
las señales IGM situadas
cual
enparten lineas radiales





y d e u n a se r í e de 1 í neas secundarias
para unir transversal mente las señales
en las líneas radiales principales
El error medio cuadrático fue de 0.99 mm para
la red principal, y de 1.80 mm para la secundaria. Como
origen de toda la red, .de 34.4 km, se tomó la altitud de
la señal (IGM) de Brera.
En 1965, a causa del desarrollo urbanístico,
la administración' catastral decidió añadir una nueva línea
secundaria (48 km), cuyo e.m.c. resultó de 0.83 mm, en
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Fig. 28 Red de nivelación geométrica de Milán (1950)
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5.3. Red a1tim~trica de 1972
La razón principal que indujo a la administración
catastral, y a otros centros e Instituciones, a ocuparse
nuevamente de la red altimétrica de la ciudad, ~ue el encargo
recibido en el Instituto de Topografía del Politécnico
de Milán por parte de la Dirección Técnica de la ·Veneranda
Fabbrica del Duomo', para verificar las variaciones de altitud
de algunas señales catastrales situadas dentro del perímetro
de la muralla española. Las primeras observaciones evidencia-
ron un hundimiento del terreno no uniforme y necesario
de explicar con un análisis más preciso del fenómeno y
una redeterminación completa de las altitutdes de todas
las señales catastrales del IGM refiriéndolas, a ser posible,
a un origen invariante en e tiempo.
La configuración anterior de la red se amplió
con la introducción de dos nuevas lineas radiales principales
hacia occidente y oriente, respectivamente, además se añadie-
ron a los ya existentes dos anillos concéntricos y equidistan-
tes y se reforzaron las líneas secundarias. El recorrido
total de la red altimétrica alcanzó los 470 km.
El e.m.c. de la red principal fue de 1.05 mm.
Como punto origen pra la compensación de la red se tomó,
igual que con la red 1950, la señal de Brera situado en
la zona central y por tanto en una posición óptima para
la propagación de errores. Sin embargo, su ubicación en
la zona de cedimiento más relevante ha aconsejado tomar
como referencia, para el cálculo de las variaciones de
altitud, la señal de Gaggiano.
Con esta nueva seña 1 de r e f e r e nc í a se han vuel to
a compensar las redes de 1950 y 1972, Y de esta forma se
ha calculado el hundimiento producido en estos decenios.
6
de
El e.m.c. de estas compensaciones ha sido de
mm y 4 mm respectivamente, por 10 que para 1 a variación
altitud se tiene un e. m. c. máximo de
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5.4. Aplicación del método de colocación
En la aplicación del método de colocación mínimos
cuadrados al análisis de la subsidencia del terreno se
han seguido los siguientes pasos:
1) Estimación empirica de la función de c o v a r t a n z a v p a r t i e n d o
de los valores de la variación de cota 6Q observados,
y tomando como parámetro ordenada la distancia plana
entre las señales.
2) Interpolación de la función de covarianza de la señal con un
modelo adecuado y estimación de la varianza del ruido.
3) Filtrado de la variación de cota observada, separando la se
ñal del ruido, y cálculo del error medio cuadrático de la -
señal estimada.
RESULTADOS DE LA PRIMERA COLOCACION
óQ - 69.33 mm "tiJ= 24.87 n 134 puntos
ESTUDIO DE LA FUNCION DE COVARIANZA
En la figura30 esta representado el proceso de opti-
mización del paso de la correlación: R representa el radio p~
ra el cual es mínimo:
V 2o óo-y 1
con n,
n 1y z 4Q; n ..tóQj'1 n ;.1 1 J-l
con j tal que
d .. < R
1 J -
20~ lo lunio
Los valores emp i r t cos de 1 a f unc í ón de c o v a r í anza,
y 1 a funci ón ; nterpo·l ada aparecen representados en 1a fi gura 31.
INTERPOLACION DE LA FUNCION DE COVARIANZA
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Despu~s de haber eliminado 4 puntos anómalos, situa-
dos en algunas zonas peculiares (Arco della Pace, Parco Sempi~
ne, •.. ), se efectuó una segunda colocación (Figura 32-33).
RESULTADOS DE LA ·SEGUNDA COLOCACION
~Q = -68.48 mm ~o= 21.62 mm n 130 puntos




h = O, 1, .... , 14,
a = 17.70 mm
5











Las figuras 34 y 35 muestran el comportamiento de la
señal filtrada y del .ruido obtenidos en la segunda aplicación
del m~todo de colocación.
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Los resultados obtenidos revelan como el método de co
locación permite efectuar un buen análisis del fenómeno de ca-
racter general en todo el área de subsidencia partiendo de un
control lineal (red de nivelación geométrica).·
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