Abstract A near-polygonal graph is a graph Γ which has a set C of m-cycles for some positive integer m such that each 2-path of Γ is contained in exactly one cycle in C. If m is the girth of Γ , then the graph is called polygonal. We provide a construction of an infinite family of polygonal graphs of arbitrary even girth with 2-arc transitive automorphism groups, showing that there are infinitely many 2-arc transitive polygonal graphs of every girth.
Introduction
Let Γ be a graph. We call Γ a near-polygonal graph if there exists a number m and a collection C of m-cycles in Γ such that each 2-path of Γ is contained in exactly one cycle in C. If m is the girth g(Γ ) of Γ , then the graph is called polygonal. The notions of polygonal and near-polygonal graphs were invented by Perkel (see, for example, [2] ).
Before [4] , the only examples of 2-arc transitive polygonal graphs with arbitrarily large valency had girth no larger than seven, and the 2-arc transitive polygonal graph with largest girth had valency five and girth twenty-three (in fact, even with no restrictions on the automorphism group, there were no examples of polygonal graphs with odd girth greater than twenty-three) [3] . In [4] infinite families of polygonal graphs of arbitrary odd girth were constructed.
The main purpose of this paper is to construct 2-arc transitive polygonal graphs of arbitrarily large valency and girth. We will prove the following results. 
Notation and preliminary results
The construction in this paper is a generalization of that in [1] and so relies heavily upon its notation and results. As in [1] , an (l, m)-path-cycle cover of a graph Γ is a set C of m-cycles such that each l-path of Γ is covered by at least one cycle in For a graph Γ and a group
There are two possibilities for G| C i to contain all rotations of C i , namely
. The corresponding symmetrical covers will be called G-rotary
In the case of dipath and path transitivity, we also require that l-dipaths or l-paths exist in Γ, respectively. We now present the basis for the construction of near-polygonal graphs in [1] .
We will use Lemma 2.1 in conjunction with the following method for construction. We shall refer to the method described in Construction 2.2 as spinning an l-dipath. In order to apply Lemma 2.1, we need to ensure that a target group G occurs as a group of automorphisms of some graph Γ. That goal can be achieved by defining Γ as a coset graph (also called orbital graph), as described below.
For a group G and a subgroup H < G, denote by For constructing near-polygonal graphs as in [1] , we want to spin a 2-dipath (γ, α, β). The spinning element can be described easily in terms of the coset graph. 
A family of polygonal graphs with cycles of a fixed even length
We will use essentially the same construction as in [4] , where a family of polygonal graphs with cycles of a fixed odd length was produced. Let m = 2k + 2, k ∈ N.
We define G to be the direct product of k copies of PGL(2, q), where q is a prime power, i.e., G := k i=1 PGL(2, q). The elements of PGL(2, q) can be identified with equivalence classes of 2 × 2 invertible matrices over the field GF(q), with two matrices equivalent if and only if they are scalar multiples of each other.
With a slight abuse of notation, we shall write that the matrices themselves are elements of PGL (2, q) , and that the elements of G are k-tuples of matrices. We identify H ∼ = AGL(1, q) with the set of (equivalence classes of) lower triangular matrices
. Let α denote the vertex H , and let β denote the vertex H g. First we determine the number of vertices, the valency, and bound the number of components of Γ. The number of vertices is
Since D is a maximal subgroup of H , we must have equality here, and so the valency of Γ is
For a vertex δ of Γ, let W (r) (δ) denote the set of vertices reachable by an r-long walk from δ. Then we have the following, which has the same proof as [1, Lemma 3.1]:
Lemma 3.1 W (r) (α) = H gP gP · · · gP (r iterations of gP ).
Moreover, we have the following results from [4] : We now proceed to show that the girth of the graph Γ we have just constructed is at least m. We define
where y ∈ GF(q) * , and for all i, a i ∈ GF(q) * . Note that we view r (l) (y) as a function of y given arbitrary fixed units a 1 , . . . , a l ∈ GF(q) * . The following is an extension of [4, Lemma 3.6]:
(y), where we define r (0) (y) = I 2 , the 2 × 2 identity matrix.
where we define s 0 (y) = 1 and 
Proof Parts (a)-(c) were proved in [4] .
We note first that g(y)p(a) = ya y −1 0 , and so: Checking the cases for l odd and l even distinctly yields the desired result.
For (e), we proceed by induction. Given that s 2 (y) = ya 1 a 2 − 1 and s 3 (y) = ya 1 a 2 a 3 − (a 1 + a 3 ) , we have our base case. Assume that the result holds for n = l − 1. By (d) and (c),
so we have (l − 2) + 1 = (l − 1) terms, each of which is the negative of the product
are odd i. For (f), we proceed by induction with base cases s 1 (y) = a 1 , s 2 (y) = ya 1 a 2 − 1, s 3 (y) = ya 1 a 2 a 3 − (a 1 + a 3 ) , and assume that the result is true for n = l − 2, l − 1. We note by (d) that for l even,
proving the even case, and for l odd,
which proves the result.
For (g), we again proceed by induction. We have base case s 2 (y) = ya 1 a 2 − 1. We now assume that the result is true for n = l − 2 even. By (d),
Using (f), this gives the desired result.
For (h), we again use induction and refer simply to (3.3). (y), (3.4) immediately using the result from (h).
To prove (i), we proceed by induction and assume that it is true for all n < l. By (3.4), r (l) 21 (y) is by inductive hypothesis the difference of a degree l − 1 polynomial in y and a degree l − 2 polynomial in y and hence is itself a degree l polynomial in y.
To prove (j), we again proceed by induction on l and assume that it holds for all n < l. Applying our inductive hypothesis,
a l t l−1 (y) − t l−(y) .
Since t l−1 (y) has leading coefficient −a 2 a 3 · · · a l−1 , we now see that t l (y) has leading coefficient −a 2 a 3 · · · a l−1 a l , and
as desired. For (k), we again use induction with base cases t 1 (y) = −1, t 2 (y) = −a 2 , t 3 (y) = y(−a 2 a 3 ) + 1. We assume that the result is true for all n < l, and using (h), (i), and (3.3), we find that 
t l−(y) .
Checking the cases for l odd and l even distinctly yields the desired result.
For (l), we proceed by induction with base cases t 1 (y) = −1, t 2 (y) = −a 2 , t 3 (y) = y(−a 2 a 3 ) + 1, t 4 (y) = y 2 (−a 2 a 3 a 4 ) + (a 2 + a 4 ) and assume that the result is true for n < l. We note by (k) that for l odd, proving the odd case, and for l even,
which proves the result and the lemma.
With the following lemma, we are almost able to show that the graphs are polygonal: 1 , a 2 , . . . , a n ∈ GF(q) such that n i=1 gp(a i ) ∈ H , which in turn implies that
which is at most a nontrivial (n − 1)-walk from α, contradicting our assumption of girth n. Note that Hence each y i is a root of the right-hand side of (3.5) in GF(q) since n i=1 gp(a i ) is lower diagonal. We know from Lemma 3.4 that for all i, y i = 0. Thus each y i for 1 ≤ i ≤ k must be a root of s n−1 (y) in GF(q) if the girth of Γ is n. The y i are all distinct, and so this implies that deg(s n−1 (y)) ≥ k. But, by Lemma 3.5(c),
since n < m − 1, a contradiction. Therefore the girth of Γ is at least m − 1.
For the graphs of odd girth constructed in [4] , the techniques used in the above lemma were enough to show that the graphs were actually polygonal. Here, however, we need the following additional theorem: Theorem 3.7 Let m = 2k + 2 for some k ∈ N, p a prime, q = p n for some n ∈ N, q ≡ ±1 (mod m), and let Γ be a near-polygonal graph with special cycles of length m as constructed in Lemma 3.4. If Γ has girth (m − 1), then either
Proof We must look precisely at the case where we have a cycle of length m − 1. Since we have a 2-arc transitive automorphism group and Γ is (G, 2)-dipath transitive, we may assume that our cycle of length m − 1 includes
.e., we may assume that γ ∈ W (2k−1) (β). Now,
Note that the a i are nonzero since there can be no returns. So let us look at
based on Lemma 3.5(a), (c), (h), (j). We will use repeatedly throughout this proof the fact that, since q > k, two polynomials of degree k or smaller are constant multiples of one another if they have the same roots. Noting that plugging in each value of y i in for y makes this, coordinate-wise, an element of H , we can conclude the following:
1. The row 1, column 2 entry of (3.6) must be zero for each value of y i . Since deg(ys 2k−1 (y) − s 2k−2 (y)) = k, this means that for some constant c 1 , we have
Note that, by 
Note that comparing leading coefficients gives us
2. The ratio of the row 1, column 1 entry over the row 2, column 2 entry in (3.6) must be constant for all y i . Thus for some constant c 2 , we have
Hence
Note that the left-hand side of (3.9) is at most a degree k − 1 polynomial in y (s 2k−1 (y), t 2k−1 (y) are degree k − 1, t 2k−2 (y) is degree k − 2) with at least k distinct roots, and so the left-hand side of (3.9) must be identically 0, i.e., every coefficient is 0. Furthermore, the leading coefficient of s 2k−1 (y) is a 1 a 2 · · · a 2k−1 , and the leading coefficient of c 2 t 2k−1 (y) is −c 2 a 2 a 3 · · · a 2k−1 . Since all the a i are nonzero (again, no returns and also (3.8)), we have c 2 = a 1 , and so
3. Finally, the ratio of the row 2, column 1 entry over the row 1, column 1 entry in (3.6) must be constant for all y i . Thus for some constant c 3 , we have
So −c 3 ys 2k−1 (y) + t 2k−1 (y) = 0 must hold for y = y 1 , . . . , y k . Noting that, by Lemma 3.5(c), (j), −c 3 ys 2k−1 (y) + t 2k−1 (y) is a degree k polynomial in y, for some constant c 4 , we get that 
Comparing (3.7) and (3.11), we get that
Using Lemma 3.5(c), (j), the leading coefficient of t 2k−1 (y) is −a 2 · · · a 2k−1 , and the leading coefficient of −s 2k−2 (y) is −a 1 a 2 · · · a 2k−2 , which means that
Now, from (3.10), since t 2k−1 (y) = −s 2k−2 (y), we get
Noting (3.12), from part (d) of Lemma 3.5 we get
Combining these together, we get
The leading coefficient of −s 2k−3 (y) is −a 1 a 2 · · · a 2k−3 , and the leading coefficient of a 1 t 2k−2 (y) is −a 1 a 2 · · · a 2k−3 a 2k−2 , and so we conclude that a 2k−2 = 1.
We now claim that
We will proceed inductively. Assume that for some i > 0, we have that (3.16) and that for all integers 1 ≤ j ≤ i, we have
17)
Again using part (d) of Lemma 3.5 and (3.16), we have
From part (k) of Lemma 3.5, (3.15), (3.17), and (3.18), we have
Comparing (3.19) and (3.20), we get
The leading coefficient of s 2k−2i−2 (y) is a 1 a 2 · · · a 2k−2i−2 , and the leading coefficient of −t 2k−2i−1 is a 2 · · · a 2k−2i−2 a 2k−2i−1 , and so we conclude that
Again using part (d) of Lemma 3.5 and (3.22), we have The leading coefficient of s 2k−2i−3 (y) is a 1 a 2 · · · a 2k−2i−3 , and the leading coefficient of −a 1 t 2k−2i−2 is a 1 a 2 · · · a 2k−2i−3 a 2k−2i−2 , and so we conclude that a 2k−2i−2 = 1.
Therefore, by induction, we can continue this process indefinitely, and thus (3.13) and (3.14) must hold. Going back to 
