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We consider the quantum corrections to the conductivity of fermions interacting via a Chern-
Simons gauge field, and concentrate on the Hartree-type contributions. The first-order Hartree
approximation is only valid in the limit of weak coupling λ ≪ g−1/2 to the gauge field
(g ≫ 1 is the dimensionless conductance), and results in an antilocalizing conductivity correc-
tion ∼ λ2g ln2T . In the case of strong coupling, an infinite summation of higher-order terms
is necessary, including both the virtual (renormalization of the frequency) and real (dephasing)
processes. At intermediate temperatures, T0 ≪ T ≪ gT0, where T0 ∼ 1/g
2τ and τ is the elastic
scattering time, the T -dependence of the conductivity is determined by the Hartree correction,
δσH(T )− δσH(gT0) ∝ g
1/2
− (T/T0)
1/2[1 + ln (gT0/T )
1/2], so that σ(T ) increases with lowering T .
At low temperatures, T ≪ T0, the temperature-dependent part of the Hartree correction assumes
a logarithmic form with a coefficient of order unity, δσH ∝ ln (1/T ). As a result, the negative ex-
change contribution δσex ∝ − ln g ln (1/T ) becomes dominant, yielding localization in the limit of
T → 0. We further discuss dephasing at strong coupling and show that the dephasing rates are of
the order of T , owing to the interplay of inelastic scattering and renormalization. On the other
hand, the dephasing length is anomalously short, Lϕ ≪ LT , where LT is the thermal length. For
the case of composite fermions with long-range Coulomb interaction, the gauge field propagator
is less singular. The resulting Hartree correction has the usual sign and temperature-dependence,
δσH ∝ ln g ln (1/T ), and for realistic g is overcompensated by the negative exchange contribution
due to the gauge-boson and scalar parts of the interaction. In this case, the dephasing length Lϕ is
of the order of LT for not too low temperatures and exceeds LT for T . gT0.
PACS numbers: 73.23.-b, 72.10.-d, 73.20.Fz, 71.27.+a
I. INTRODUCTION
The problem of particles interacting with a trans-
verse gauge field was first considered1 in the context of
the magnetic interaction of electrons in metals. It was
found that such interactions lead to singular contribu-
tions to observables, since they are not screened, in con-
trast to the conventional interaction via a scalar poten-
tial. However, for the case of magnetic interactions of
the electrodynamic origin, these effects are weak, since
they are of relativistic nature. More recently, a two-
dimensional (2D) version of the problem has attracted
considerable interest2 in connection with effective the-
ories of strongly correlated systems, where gauge field
interactions lead to very strong effects: the gauge theory
of high-Tc superconductors
3 and, most prominently, the
Chern-Simons theory of the half-filled Landau level.
In a field-theoretical description4 of 2D electrons in a
strong magnetic field at half-filling of the lowest Lan-
dau level, electrons undergo a statistical transformation
which transforms them into so-called composite fermions
by effectively attaching two flux quanta to each electron5.
As a result, the composite fermions interact strongly with
a (fictitious) Chern-Simons gauge field. Although this
gauge field vanishes on average at half filling, the density
fluctuations of the electrons induce fluctuations of the
gauge field. A treatment of these fluctuations has been
developed in Ref. 6 (for reviews see e.g. Refs.7,8).
Due to the strong coupling of the fermions to the
gauge field and the singular properties of the gauge
field, the interaction effects can be much stronger and
more complex than for Coulomb interaction. For pre-
vious work in this context, the reader is referred to
Refs. 9,10,11,12,13,14,15,16,17,18,19,20. In particular,
Refs. 10,11,16,18,19 have addressed questions related to
dephasing phenomena, finding unusually high dephasing
rates, while Refs. 17,20 have considered the conductivity
correction due to exchange interaction for such systems,
predicting a negative correction to the conductivity vary-
ing as lnT at low temperatures with a non-universal pref-
actor logarithmically dependent on the resistivity. The
experimental observation of such a correction has been
reported in Ref. 21.
A new boost to the research in this direction was given
by a recent work, Ref. 22. It was found there that the
positive Hartree contribution to the quantum corrections
to the density of states and to the conductivity domi-
nates over the exchange contribution, therefore letting
the system remain metallic at low temperatures. Most
surprisingly, the Hartree contribution in Ref. 22 diverges
in the limit of large systems, L→∞. If true, this would
imply that the conductivity of such a system (in the ther-
modynamic limit) is infinite for sufficiently low tempera-
2tures. The very interesting and partly puzzling findings
of Ref. 22 have served as one of the motivations of this
work.
This paper presents a systematic analysis of the
Hartree correction to the conductivity of a disordered
fermion-gauge field system. We start with a calculation
of the first-order Hartree correction to conductivity in
Section II. In Section IIA we derive an effective interac-
tion, which helps us to bring the considered contribution
into a form similar to the usual exchange correction. At
variance with Ref. 22, we find a natural low-momentum
cutoff set by the diffusive dynamics, which ensures that
gauge invariance is obeyed. This leads to a result for the
conductivity correction which is finite in the thermody-
namic limit and positive, varying as ln2 T with tempera-
ture. In Section II B we elucidate the physical meaning of
the obtained contribution. We show that it is governed
by scattering on static mesoscopic fluctuations of local
currents. To demonstrate this, we rederive the gauge-
field-induced correction to the conductivity by using an
earlier result for the correlation function of local meso-
scopic currents23.
When the interaction coupling constant λ is not too
small (as e.g. in the composite-fermion problem, where
λ ∼ 1), it is necessary to include higher orders of the
interaction. Since the gauge-field interaction leads not
only to renormalization but also to anomalously strong
dephasing effects and since renormalization and dephas-
ing get mixed in higher orders, we first discuss dephasing
of Cooperons and diffusons coupled to a fluctuating gauge
field.
In Section IIIA, we discuss the effect of dephasing on
weak localization and find very short dephasing lengths,
confirming earlier work10,11,16,18. The physics of this
strong dephasing, dominated by quasistatic gauge-field
configurations is also discussed there. We show a deep re-
lation between dephasing of weak localization and meso-
scopic conductance fluctuations in Section III B19. Based
on these results, the dephasing of diffusons with finite
delay times (which arise as elements of diagrams for the
interaction-induced conductivity correction) is inspected
in Section III C. In Sec. III D we discuss the “true” de-
phasing rate governed by inelastic processes (rather than
by ensemble averaging) and showing up in the two-loop
weak localization correction.
Using the results for dephasing of diffusons, we then
construct a scheme to treat interaction effects to all or-
ders. This starts with the treatment of large self-energies
ΣZ ∼ gω, which we present in Section IVB. At low tem-
peratures, T ≪ T0 (where T0 ∼ 1/g2τ , g is the dimen-
sionless conductance, and τ is the elastic scattering time)
dephasing is not important and the strong renormaliza-
tion effects lead to a low-frequency Hartree correction
which is logarithmic in temperature with a coefficient of
order unity,
δσH(T ) ∝ ln (1/T ) . (1.1)
This is accompanied by a high-frequency contribution
which saturates to a constant (and is smaller than the
Drude conductivity). As a result, the system of disor-
dered fermions that interact through the gauge fields,
while showing metallic-like behavior at sufficiently high
T , eventually gets localized in the limit of lowest temper-
atures due to the negative exchange contribution finally
overcompensating the Hartree contribution.
At intermediate temperatures T0 ≪ T ≪ gT0 (for
λ ∼ 1, higher temperatures are outside the diffusive
regime, since the dephasing length Lϕ becomes shorter
than the mean free path l), dephasing and renormaliza-
tion effects are both present, and special care is needed to
evaluate the Hartree contribution. We develop a proper
method in Section IVC. The Hartree correction assumes
the form
δσH(T )−δσH(gT0) ∝ g1/2−T
1/2
T
1/2
0
[
1 +
1
2
ln
gT0
T
]
, (1.2)
with the temperature dependence resulting from strong
dephasing removing the contribution of low frequencies.
Taking into account the influence of the renormaliza-
tion processes upon dephasing at strong coupling, we
show in Section IVD that for λ = 1 the dephasing rates
are of the order of T . The renormalization of the fre-
quency by virtual processes (inducing a strong Z-factor,
Z ∼ g) compensates the large factor of g in the dephasing
part of the self-energy. On the other hand, the dephas-
ing length is anomalously short compared to the thermal
length, Lϕ ≪ LT .
Finally, in Section V we turn to the model of composite
fermions with an unscreened long-range Coulomb inter-
action. This suppresses charge fluctuations and leads6 to
a less singular propagator of the gauge-field (which is in-
duced by the density fluctuations via the Chern-Simons
transformation). In this situation, the effect of the gauge-
field interaction is much less dramatic: the large param-
eter g does not appear in the perturbative expressions
for the dephasing rate as well as the first-order Hartree
correction. As a result, a formalism beyond first order
(the resummation of higher-order gauge-field interaction
terms) is not needed for realistic experimental parame-
ters. Specifically, in Section VA we find at not too low
temperatures that the dephasing rate is of the order of
the temperature and Lϕ ∼ LT , while at the lowest tem-
peratures, Lϕ ≫ LT . Likewise, in Section VB we find
that the Hartree correction is positive and has the usual
T -dependence,
δσH ∝ ln g ln (1/T ) , (1.3)
with a small numerical prefactor. For realistic g, the to-
tal interaction correction is dominated by the gauge-field
exchange contribution (Ref. 17) at intermediate temper-
atures, and by the scalar part of the interaction (Ref. 24)
at the lowest T .
Our results are summarized in Section VI. Technical
details are relegated to several appendices. Throughout
the paper we set ~ = 1.
3II. SMALL COUPLING: FIRST-ORDER
HARTREE CORRECTION
A. First-order Hartree diagrams
We consider a diffusive system of fermions in two di-
mensions which interact with a gauge field described by
the transverse propagator
Uαβ(k, ǫ) =
1
χ0k2 − iσ(k)ǫ
[
δαβ − kαkβ
k2
]
, (2.1)
where σ(k) is the electric conductivity at finite wavevec-
tor k and χ0 is the magnetic susceptibility of the elec-
trons. At small “diffusive” momenta k ≪ 1/l (where l
is the elastic mean free path), the propagator takes the
form
Uαβ(k, ǫ) ≃ 1
σ0
1
k2l2T0 − iǫ δ
⊥
αβ , kl≪ 1 . (2.2)
Here σ0 = e
2νD is the Drude conductivity, D is the diffu-
sion constant, ν = m/2π is the density of states per spin
(we do not account for the spin degree of freedom, as
appropriate for the fully polarized lowest Landau level),
and we have introduced the short notation
δ⊥αβ ≡ δαβ − kαkβ/k2
for the transverse projector. Equation (2.2) has been
written to display the characteristic temperature scale
T0 =
1
12g2τ
, (2.3)
where we have used the free-fermion susceptibil-
ity χ0 = e
2/12πm resulting in e2D/χ0 = 12πg, and
g = 2πσ0/e
2 = EF τ = kF l/2 is the dimensionless con-
ductance. For ease of notation we also define
Tn ≡ gnT0 . (2.4)
The propagator (2.2) corresponds to a short-range inter-
action (Coulomb interaction screened by, say, an external
gate) of the electrons before the transformation into com-
posite fermions. At the end of the paper, in Section V,
we will investigate the case of unscreened Coulomb inter-
action.
The vertices coupling the gauge field to the fermions
carry factors e∗v, where at first we allow the coupling
constant e∗ to be different from the electron charge e.
This allows us to construct a well-controlled perturbation
theory with a small parameter λ = e∗/e, although the
results are not small in the usual parameter 1/g. We will
set the parameter λ to unity in Sections IVB and IVC.
We will concentrate on systems with broken time-
reversal symmetry. This is in particular the case for
the half-filled lowest Landau level, where the external
magnetic field and random potential of impurities in-
duce, after the Chern-Simons transformation, a random
a) b)
c)
d)
e)
FIG. 1: Diagrams contributing to the Hartree part of the
conductivity correction. Dashed lines represent impurities;
the dot-dashed line denotes the bare gauge field propagator
Uαβ given by Eq. (2.1) Additionally, there is the possibility
of diffusons crossing the gauge field line, as shown in Fig. 2
and discussed in the text.
magnetic field as the dominant disorder for composite
fermions.
We are interested in the Hartree contribution to the
conductivity correction, which to leading order in the
fermion-gauge field coupling is given by the diagrams
shown in Fig. 1. We consider the diffusive regime Tτ ≪ 1
and do not treat the details of the diffusive-ballistic
crossover, which involve some extra diagrams27,28.
Defining the effective interaction U˜ as shown in Fig 2
(see Appendix A), the Hartree diagrams with respect
to the bare interaction Uαβ can be written as exchange
diagrams22 with respect to U˜ , see Figs. 1 and 3. The two
diagrams of Fig. 2 with the diffuson crossing the interac-
tion line cancel the bare box at k ≪ q and are negligible
at k ≫ q. They thus provide a natural lower cutoff for the
gauge field momenta k, which has been missed in Ref. 22.
In Appendix B we derive the diagrams for the Hartree
conductivity correction using a generating functional and
show that all relevant diagrams involve the effective in-
teraction block U˜ as given by Fig. 2. It is also shown
there that to the leading order the Hartree conductiv-
ity correction can be equivalently represented either as a
sum of diagrams 1a)+1b) or a sum of diagrams 1d)+1e),
as in the case of conventional Coulomb interaction24.
4U˜(q) = q, ω
=
β
α
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FIG. 2: Diagrams contributing to the effective interaction U˜(q). The dot-dashed line denotes the bare gauge field propagator
Uαβ . The two possibilities with the diffuson crossing the interaction line provide a natural low-k cutoff.
a) b)
c)
d) e)
FIG. 3: Using the effective interaction U˜ as defined in Fig. 2
(thick dotted line), the Hartree diagrams of Fig. 1 can be
mapped onto the standard exchange diagrams of Ref. 24.
The effective interaction U˜ is evaluated in Appendix A,
with the result
U˜(q) ≡ U˜(q, ǫ = 0) = 3gλ
2
πν
ln
1
q2l2
. (2.5)
It is instructive to compare the effective interaction block
(2.5) with the dynamically screened Coulomb interaction
UC(q, ω) in the conventional interaction correction
24:
UC(q, ω) =
1
2ν
Dq2 − iω
Dq2
. (2.6)
The main difference is the appearance of the parameter
gλ2 in the prefactor, which makes the effective gauge-field
interaction block νU˜(q) ∼ g ≫ 1 very strong in the real-
istic case λ = 1. Furthermore, for characteristic values
of diffuson momenta and frequencies Dq2 ∼ ω, the inter-
action U˜(q) diverges logarithmically with decreasing q,
while the screened Coulomb interaction can be replaced
by a constant. Note that the gauge invariance ensures
that the q−2 singularity of UC(q, ω) at fixed ω does not
lead to anomalies in the gauge-invariant quantities like
the conductivity, see Refs. 25,26,27,28,29 for discussion.
Using the standard expression for the first-order ex-
change diagrams24 3d)+3e)
δσH = 2σ0
∫
dω
2π
∂
∂ω
[
ω coth
ω
2T
]
×
∫
(dq) Im
{
U˜(q)
Dq2
(Dq2 − iω)3
}
(2.7)
(we use the compact notation
∫
(dq) ≡ ∫ d2q/(2π)2) and
the effective interaction U˜(q) given by Eq. (2.5), we find
the positive conductivity correction
δσH ≃ 3g (e
∗)
2
4π3
1/τ∫
0
dω
ω
∂
∂ω
[
ω coth
ω
2T
]
ln
1
ωτ
=
3
4π2
λ2 σ0 ln
2 1
Tτ
. (2.8)
5The correction is proportional to the parameter λ2g,
as expected from the comparison of Eqs. (2.5) and
(2.6). The stronger (ln2 T ) temperature dependence as
compared to the standard Altshuler-Aronov interaction
correction24 (which is proportional to lnT ) arises due to
the logarithmic infrared singularity of the effective inter-
action block (2.5). The overall sign is the result of in-
cluding an additional minus sign relative to the standard
formula for the exchange correction, due to the closed
fermionic loop of the Hartree diagram. In Section II B
we will present another derivation reproducing Eq. (2.8).
The velocity factors at the interaction vertices intro-
duce the factor g in the effective interaction (2.5) which
compensates the usual factor 1/g, so that Eq. (2.8) is
small compared to σ0 only through the parameter λ. In
the course of this paper, we will therefore develop more
careful treatments beyond first order in the interaction,
in order to calculate the Hartree conductivity correction
in the situation λ = 1 relevant for the half-filled lowest
Landau level.
Even though the relative Hartree conductivity correc-
tion δσH/σ0 is not small in 1/g, Eq. (2.8) does not di-
verge with the system size, at variance with the results
found in Ref. 22. This is because small gauge field mo-
menta k ≪ q are cancelled (see Fig. 2 and Appendix A
for details), so that a static uniform gauge field does not
contribute to the correct effective interaction and gauge
invariance requirements9,12,13,23 are satisfied.
B. Alternative derivation of the Hartree correction
from mesoscopic current fluctuations
In order to confirm Eq. (2.8) and shed more light on
the underlying physics, we now provide an alternative
derivation, based on an existing result for the equilibrium
current fluctuations in a disordered system without time-
reversal symmetry. In Ref. 23, the following result for the
correlation function of local mesoscopic currents has been
derived for the relevant range L−1ω ≪ k ≪ l−1,
〈
jα(E + ω) jβ(E)
〉
k
=
e2
2π3
ln (kLω) δ
⊥
αβ (2.9)
with Lω = (D/ω)
1/2
. In the limit k→ 0 the current-
current correlator vanishes as (kLω)
2 as a result of the
gauge invariance, which is closely related to the infrared
regularization of the effective interaction (2.5). Equation
(2.9) describes the upper part of Fig. 4 and similar di-
agrams. It can be identified as the Hartree correction
to the tunnelling density of states (TDoS), δνH (Fig. 5,
which is generated by insertion of a scalar vertex into
the lower part of Fig. 4 and similar diagrams with three
diffusons) with the interaction line Uαβ(k) removed.
In analogy to Ref. 24, we consider the Hartree contri-
bution to the energy shift of a state with unperturbed
energy Em above the Fermi sea (due to interactions with
evα evβ
*e vα βe v*
αβU
FIG. 4: Upper part: example of a contribution to the current
correlator, Eq. (2.9). Lower part: The corresponding con-
tribution to the current correlator can be obtained from the
DOS correlator by removing the interaction line, keeping the
velocity vertices.
levels below the Fermi energy),
ΣHm =
∑
En<0
∫
dr dr′ Uαβ(r− r′)
× ψ∗m(r) e∗vˆα ψm(r) ψ∗n(r′) e∗vˆβ ψn(r′) .
(2.10)
Averaging over all states with this energy, the mean en-
ergy shift is
ΣHǫ =
(e∗)
2
νV
∑
m
〈
δ(ǫ − Em) ΣHm
〉
=
(e∗)
2
νV
∑
m
〈
δ(ǫ − Em)
∑
En<0
∫
dr dr′
× Uαβ(r− r′)ψ∗m(r)vˆαψm(r) ψ∗n(r′)vˆβψn(r′)
〉
=
(e∗)
2
νV
∑
m
∞∫
ǫ
dω
〈
δ(ǫ− Em)
∑
En<0
δ(ǫ − ω − En)
×
∫
dr dr′ Uαβ(r− r′)
× ψ∗m(r)vˆαψm(r) ψ∗n(r′)vˆβψn(r′)
〉
=
λ2
ν
∞∫
ǫ
dω
∫
d(r− r′) Uαβ(r− r′)
〈
jα jβ
〉
r−r′,ω
,
(2.11)
which after the Fourier transformation to momentum
representation reads
ΣHǫ =
λ2
ν
∞∫
ǫ
dω
∫
(dk) Uαβ(k)
〈
jα jβ
〉
k,ω
, (2.12)
6=
FIG. 5: The first-order correction to the TDoS, Eq. (2.16).
with Uαβ(k) given by Eq. (2.1). Using the formula
δνH
ν
= −∂Σ
H
ǫ
∂ǫ
(2.13)
and the fact that
δσH
σ0
=
δνH(ǫ ∼ T )
ν
(2.14)
(which can be directly shown by inserting velocity ver-
tices into the diagrams for the TDoS correction), we find
δσH
σ0
=
λ2
ν
∫
(dk) Uαβ(k)
〈
jα jβ
〉
k,T
=
λ2
ν
∫
(dk)
1
χ0k2
e2
2π3
ln (kLT )
=
λ2e2
4π4νχ0
ln (LT /l)∫
0
d ln (kLT ) ln (kLT )
=
λ2e2
32π4νχ0
ln2
1
Tτ
, (2.15)
which is identical with Eq. (2.8) since we have used the
free-fermion relation νχ0 = e
2/24π2.
The calculation in this subsection helps to clarify the
physical origin of the Hartree correction (2.8) and (2.15):
this contribution to the conductivity is induced by scat-
tering off static mesoscopic fluctuations of local currents,
whose correlation function is given by Eq. (2.9).
It is also instructive to explicitly calculate the first-
order perturbative correction to TDoS (see Fig. 5),
δνH(E) = − 1
π
Im
∫
(dp) δGR(E, p) . (2.16)
Here δGR is the interaction-induced correction to the re-
tarded Green’s function of a fermion. For simplicity, we
restrict ourselves to the zero-T case. Calculating the “ex-
change” correction using the effective interaction propa-
gator U˜ given by Eq. (2.5), we need to include an addi-
tional minus sign due to the closed fermionic loop. After
averaging over disorder, the first-order correction to the
TDoS reads:
δνH(E) ≃ 1
π
3λ2g
πν
Re
∫
(dp)
[
GR(E, p)
]2
GA(E, p)
×
∫
(dq)
1/τ∫
E
dω
2π
[
1
τ(Dq2 − iω)
]2
ln
1
q2l2
= νλ2
3
4π2
ln2(Eτ) . (2.17)
Thus the Hartree correction to the conductivity and to
the TDoS indeed have the same form Eq. (2.14), as ex-
pected.
Our aim now is to proceed on to the case where the
coupling of the fermions to the gauge field (or, more pre-
cisely, the product λ2g) is not small, λ2g ≫ 1, including
the realistic case λ = 1. Since Eq. (2.15) is small only in
the parameter λ2g, it is necessary to take higher-order
interaction effects into account. These involve dephasing
(by real processes) and renormalization (by virtual pro-
cesses). For a general review of these effects, we refer
the reader to Refs. 37 and 38. Since dephasing effects
in the present case10,11,16,18,19 are much stronger than
in the standard situation31,37,47 even in the weak cou-
pling regime, we first study dephasing (at λ2g ≪ 1) in
detail in Section III. We return to the discussion of the
Hartree correction to conductivity in Section IVB, where
we will find that we may deal exclusively with renormal-
ization effects at low temperatures. In Section IVC, we
will then study the intermediate-temperature situation,
where dephasing and renormalization compete. Finally,
in Section IVD, we discuss the renormalization effects on
the dephasing rate at strong coupling.
III. DEPHASING DUE TO WEAK GAUGE
FIELD FLUCTUATIONS
Even in a normal disordered metal, electrons are sub-
ject to transverse gauge field fluctuations24,30,31,32, how-
ever the transverse part of the electromagnetic fluctu-
ations is in that case small in vF /c compared to the
longitudinal one, and may usually be neglected. In the
composite-fermion model of the half-filled lowest Landau
level4,5, a situation occurs with a similar gauge field prop-
agator at the random-phase approximation (RPA) level6,
but a fermion-gauge field coupling of order unity. There-
fore the effects of the gauge field interaction may greatly
exceed those of the Coulomb interaction.
The correlator of gauge field fluctuations can be ob-
tained according to the fluctuation-dissipation theorem
from Eq. (2.1),
〈aαaβ〉k,ǫ = coth
ǫ
2T
Im Uαβ(k, ǫ) . (3.1)
In this Section, we are interested in classical thermal fluc-
tuations with ǫ≪ T . The characteristic energy scale in
7Eq. (2.1) is ǫ . T0 while the corresponding transferred
momenta k fall into the diffusive range k ≪ 1/l. This
allows us to use Eq. (2.2) for Uαβ(k, ǫ), yielding
〈aαaβ〉k,ǫ ≈
2T
σ0
δ⊥αβ
(k2l2T0)
2
+ ǫ2
, T ≫ ǫ . (3.2)
Since the correlator is sharply peaked as a function of
the transferred energy ǫ . T0, for many situations the
static approximation is appropriate, which collects all the
weight in a δ-function in energy space,
〈aαaβ〉k,ǫ =
T
χ0k2
δ⊥αβ 2πδ(ǫ) . (3.3)
It is convenient to introduce the correlation function of
the static vector potential
〈aαaβ〉k ≡
T
χ0k2
δ⊥αβ . (3.4)
This corresponds to a static random magnetic field
(RMF) with the correlator
〈h(r)h(r′)〉 = T
χ0
δ(r− r′) . (3.5)
Below we use the static approximation (3.3) whenever
appropriate and return to the full dynamical form (3.2)
if necessary, see discussion around Eqs. (3.25) and (3.32).
It should be emphasized that the dephasing effects aris-
ing within the static approximation are purely geometric
effects due to the phases associated with encircling mag-
netic flux and do not involve any energy transfer. The
phase-space available for inelastic processes only appears
through the magnitude of the correlation function of the
RMF, Eq. (3.5).
We will first discuss dephasing effects for Cooper-
ons and conductance-fluctuation diffusons (which are the
usual manifestations of the dephasing), and then refine
the approach for a treatment of the (finite-delay time)
diffusons appearing in the Hartree diagrams.
A. Cooperon dephasing
In this section, the Cooperon amplitude and the weak
localization correction are calculated for a system of
fermions weakly coupled to a fluctuating gauge field
(λ2g ≪ 1). At variance with the rest of the paper where
we concentrate on systems with broken time-reversal in-
variance (having composite fermions in mind as a partic-
ularly important example), here we consider the case of
usual scalar-potential disorder which preserves the time-
reversal symmetry. As discussed above, in the half-filled
lowest Landau level, the time-reversal symmetry is bro-
ken by the static disorder acquiring a vector compo-
nent via screening effects. Therefore, for the composite-
fermion problem, the true Cooperon is completely sup-
pressed by disorder-induced RMF. The analysis in this
Section should be then considered as an auxiliary calcu-
lation that helps to understand dephasing effects showing
up in mesoscopic conductance fluctuations, Section III B.
The weak localization correction to conductivity33,34,35
is given by
δσWL = −2e
2D
π
∞∫
τ
dt
〈Ct0(0, 0; t,−t)〉 , (3.6)
where the Cooperon Ct0(r, r′; t, t′) in the presence of a
random gauge field satisfies
{
∂t +D
[
−i∇− λea (r, t0 + t/2)− λea (r, t0 + t′/2)
]2}
Ct0(r, r′; t, t′) = δ(r− r′) δ(t− t′) . (3.7)
and the average 〈· · · 〉 is over the configurations of the
random gauge field. The Cooperon Ct0(r, r′; t,−t) deter-
mining the weak localization correction (3.6) describes
coherent propagation of a particle from r′ to r and of a
hole along the backward path from r to r′, both processes
starting at t0 − t/2 and ending at t0 + t/2. The averaged
Cooperon does not depend on t0 in view of translational
invariance in time.
We write the Cooperon Ct0(0, 0; t,−t) as a path inte-
gral,
Ct0(0, 0; t,−t) =
r(t)=0∫
r(−t)=0
D[r(t′)] exp{− S0 + iS1} (3.8)
with the kinematic part of the action
S0 =
t∫
−t
dt′
r˙2(t′)
4D
(3.9)
8describing the diffusive dynamics, and
S1 = −λe
t∫
−t
dt′ r˙(t′) · a[r(t0 + t′/2)]
−λe
t∫
−t
dt′ r˙(t′) · a[r(t0 − t′/2)] . (3.10)
Averaging over the gauge field configurations with Gaus-
sian weight, we have
〈Ct0(0, 0; t,−t)〉 =
r(t)=0∫
r(−t)=0
D[r(t′)] exp{− S0 −∆S}
(3.11)
with [we now drop the “mute” variable t0 and denote
Ct0(0, 0; t,−t) ≡ C(t)]
∆S(t) =
1
2
λ2e2
t∫
−t
dt1
t∫
−t
dt2 r˙α(t1) r˙β(t2)
×
{〈
aα[r1, t1/2] aβ[r2, t2/2]
〉
+
〈
aα[r1, t1/2] aβ[r2,−t2/2]
〉
+
〈
aα[r1,−t1/2] aβ[r2, t2/2]
〉
+
〈
aα[r1,−t1/2] aβ[r2,−t2/2]
〉}
, (3.12)
where ri ≡ r(ti). Within the static gauge field approximation as described by Eq. (3.3), Eq. (3.12) reduces to
∆S = 2λ2e2
t∫
−t
dt1
t∫
−t
dt2 r˙α(t1)
〈
aα[r(t1)] aβ [r(t2)]
〉
r˙β(t2) . (3.13)
As discussed in the end of this subsection, the static ap-
proximation is sufficient for the present problem, except
for very low temperatures, where some refinement will
be needed. The time dependence of the gauge fields will,
however, become crucial in Section III C where dephasing
of “delayed diffusons” relevant to the Hartree correction
will be analyzed.
It is convenient to define an effective action ∆Seff(t)
with the property18
〈C(t)〉 = exp{−∆Seff(t)}
r(t)=0∫
r(−t)=0
D[r(t′)] exp{−S0}
= exp
{−∆Seff(t)} C(0)(t) , (3.14)
where C(0)(t) ≡ C(0)(0, 0, t) = (4πDt)−1 is the unper-
turbed Cooperon in two dimensions.
To second order in the coupling constant λe, ∆Seff(t)
can be evaluated as the average of ∆S weighted with the
unperturbed Cooperon,
∆Seff(t) ≃ 1C(0)(t)
r(t)=0∫
r(−t)=0
D[r(t′)] exp{−S0}∆S[r(t′), t] .
(3.15)
The integral can be identified as the term of sec-
ond order in λe of an expansion of the Cooperon
C = (−D∇2)−1 = (Dqˆ2)−1 after coupling to the
gauge field by the substitution −i∇ → (−i∇− 2λea) ,
qˆ→ (qˆ− 2λea) ,
C = C(0) + 2λeDC(0) {aα, qˆα} C(0) − 4λ2e2DC(0)aαaαC(0)
+ 4λ2e2D2C(0) {aα, qˆα} C(0) {aβ , qˆβ} C(0) ,
(3.16)
where {·, ·} is the anticommutator and summation over
α and β is implied. In the static approximation the two
gauge field terms in Eq. (3.7) simply add, so that the
Cooperon couples with the charge 2λe to the static gauge
field.
Performing the average over the gauge field fluctua-
tions, we get
〈C〉 = C(0) − 4λ2e2D C(0) 〈aαaα〉 C(0)
+ 4λ2e2D2C(0)
〈
{aα, qˆα} C(0) {aβ , qˆβ}
〉
C(0) .
(3.17)
It is worth stressing that, within the approach based on
Eq. (3.16), it is not necessary to distinguish to which
fermionic line of the Cooperon the ends of the gauge
field line are connected. The reason is that within the
static approximation (3.3) for the gauge field propagator,
fermionic self-energy and vertex parts contribute equally,
9as can be seen from Eq. (3.7). This is at variance with the
conventional case of scalar density-density interaction,
where, both in Cooperon and diffuson, the fermionic self-
energy and vertex interaction parts have opposite signs.
In the present case of current-current interaction, the ver-
tex interaction line in a Cooperon acquires an additional
minus sign due to reversing the velocity in one of the
fermionic lines constituting the Cooperon.
Employing the static approximation (3.4), the aver-
aged action 〈∆S〉 can thus be written as
∆Seff(t) =
1
C(0)(t)
∫
dω
2π
exp{iωt}
∫
(dq)
∫
(dk)
1
(Dq2 − iω)2 4λ
2e2D
×
[
− 〈aαaα〉
k
+
4D
D (q− k)2 − iω
(
q − k
2
)
α
〈
aαaβ
〉
k
(
q − k
2
)
β
]
. (3.18)
With the gauge field correlator (3.2) we find
∆Seff(t) = 4πDt
4λ2e2DT
χ0
∫
dω
2π
exp{iωt}
l−1∫
0
q dq
2π
l−1∫
0
k dk
2π
2π∫
0
dφ
2π
1
(Dq2 − iω)2
× 1
k2
[
− 1 + 4D q
2 sin2φ
Dq2 − 2Dqk cosφ+Dk2 − iω
]
, (3.19)
ω
2
q,
q, ω
q,ω
ωq,
q−k,
λ
λ
2λ2
k
k ω
2  eD{q,a}
2  eD{q,a}
4   e Da
FIG. 6: Illustration of the processes contributing to
Eqs. (3.18) and (3.19). The left and right diagram give the
first and second term in brackets, respectively.
where φ is the angle between the directions of the mo-
menta q and k. An illustration of this equation is given
in Fig. 6.
Equation (3.19) bears a close similarity to Eq. (21) of
Ref. 18, which was derived in a different way (explic-
itly including ballistic propagation). Here the first term
(−1) in brackets takes the role of the ballistic term of
Ref. 18. The cancellation of the two terms in brackets
at ω = 0 and k → 0 is a result of gauge invariance: A
static uniform gauge field should not affect observables.
This cancellation is the path-integral counterpart of the
cancellation in the effective interaction box U˜ (Fig. 2) in
the Hartree correction, Section II.
Inspection of Eq. (3.19) shows that the k-integral is
logarithmic in the range q < k < l−1, with the second
term in the brackets providing the low-k cutoff at k ∼ q.
Evaluating then q-integrals in Eq. (3.19), we find
∆Seff(t) =
24
π
λ2gT t
∞∫
0
dω
sinωt
ω
ln
Lω
l
. (3.20)
Setting ω ∼ 1/t under the logarithm, we evaluate (3.20)
with logarithmic accuracy, arriving at
∆Seff(t) = 6λ2gT t ln
t
τ
, (3.21)
in agreement with Ref. 18. Let us note that in Ref. 18
this result was obtained by treating explicitly the ballistic
dynamics in a particular model of isotropic scattering.
On the other hand, we have derived Eq. (3.21) within
a purely diffusive calculation without the need of taking
details of ballistic propagation into account. This could
be expected since the relevant physics happens on the
large length scales of diffusive propagation and does not
depend on the details of microscopic scattering processes.
The physical picture behind Eq. (3.21) is the following:
For a typical closed diffusive path, the geometrical area
covered by it will be proportional to its duration t, and so
will be the average absolute value of the flux through this
area, suggesting 〈∆S〉(t) ∝ t. However, the path may
encircle some areas more than once. Since the gauge
field configuration does not change appreciably during
the time in between, the phases picked up from that area
will add up coherently, so that the quantity relevant for
dephasing is the non-oriented (Amperean) area enclosed,
with the result10,11
∆S =
2λ2e2T
χ0
∑
i
n2i Ai , (3.22)
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where ni ∈ Z is the number of times the area Ai is en-
circled. Ref. 11 then proceeded by setting all ni = 1,
approximating the non-oriented area
∑
i n
2
iAi by the ge-
ometrical area A =
∑
iAi ∼ Dt to obtain a linear-in-T
dephasing rate 1/τϕ ∼ λ2gT . The logarithmic correction
in Eq. (3.21) is thus due to diffusive paths forming mul-
tiple loops.
The dephasing rate 1/τϕ and corresponding dephasing
length Lϕ = (Dτϕ)
1/2
(note that this relation between
τϕ and Lϕ only holds for weak coupling λ
2g ≪ 1, see
Section IVD) can be defined using Eq. (3.21) and the
condition ∆Seff(t = τϕ) = 1,
1
τϕ
= 6λ2gT ln
T1
λ2T
, T0/λ
2g ≪ T ≪ T1/λ2 . (3.23)
The weak localization correction is now easily calculated,
δσWL = −2e
2D
π
∞∫
τ
dt 〈C(0, 0, t)〉
= −2e
2D
π
∞∫
τ
dt C(0)(0, 0, t) exp{−∆Seff(t)}
= − e
2
2π2
ln
τϕ(T )
τ
. (3.24)
At higher temperatures, T & T1/λ
2, the weak localiza-
tion amplitude is dominated by very short Cooperon
paths of duration t . τ , so that the present calculations
for the diffusive regime do not apply. We do not attempt
an analysis of the diffusive-ballistic crossover and of the
ballistic regime in this paper.
At sufficiently low temperatures, T ≪ T0/λ2g, the
fully static approximation is no longer valid, since the
characteristic times t ∼ τϕ in the Cooperon propagator
become longer than 1/T0 [see also the discussion below
Eq. (3.37)]. At such long times, the correlations be-
tween the forward and backward interfering paths disap-
pear due to the slow dynamics of the gauge-fields: only
two out of four terms in Eq. (3.12) survive, related to
the correlations within the same (forward or backward)
path. For those remaining correlations, the static approx-
imation still applies, as long as T > T0. As a result, at
T ≪ T0/λ2g the dephasing action becomes smaller than
Eq. (3.21) by a factor of 2, yielding
1
τϕ
= 3λ2gT ln
T1
λ2T
, T0 ≪ T ≪ T0/λ2g . (3.25)
Note that this intermediate regime disappears in the
strong-coupling regime λ2g ≫ 1.
At the lowest temperatures T < T0, the result is fur-
ther modified by the fact that the allowed phase space
for the inelastic energy transfers, |ǫ| . T , does not cover
the whole peak of the correlator (3.2). This results in the
appearance of the ratio T/T0 under the logarithm in the
dephasing action
∆Seff(t) = 3λ2gT t ln
T t
T0τ
, T ≪ T0 , (3.26)
which in turn makes the logarithmic factor in the dephas-
ing rate T -independent:
1
τϕ
= 3λ2gT ln
g
λ2
, T ≪ T0 . (3.27)
The above results for the dephasing rate are only valid
in the regime of weak coupling λ2g ≪ 1. For stronger
coupling, including the realistic case λ = 1, one should
take into account the renormalization of the interfer-
ing paths by virtual processes, which are reflected in
the strong interaction-induced Z-factor in the Cooperon
propagators. This situation is discussed in Section IVD
below.
Since the logarithmic correction in Eq. (3.21) is the
result of multiple return processes, it is instructive to
make a short digression and to inspect ∆Seff for a quasi-
onedimensional wire of width w ≫ l. In that situation
the Cooperon dephasing rate is19
1
τϕ
= 24λ2gT ln
w
l
, T ≪ T1/λ2 (3.28)
(g is the conductance per square), without any infrared
anomalies. Equation (3.28) results from a linear-in-t
behavior of ∆Seff , consisting of a factor t1/2 from the
normalization of the unperturbed quasi-onedimensional
Cooperon and an algebraic correction factor t1/2 due
to the enhancement of the non-oriented area over the
geometric one. In view of the absence of infrared di-
vergences, the different behavior of dephasing rates as-
sociated with Aharonov-Bohm oscillations in quasi-1D
rings40 and weak localization in quasi-1D wires, due to
different low-momentum cutoff conditions, does not oc-
cur for the dephasing by gauge field fluctuations19.
B. Diffuson dephasing: mesoscopic conductance
fluctuations
We now turn to the dephasing applicable to mesoscopic
conductance fluctuations41,42,43,44,45,46. Later on, we will
relate it to the treatment of Cooperon dephasing within
the context of weak localization (Section III A) and of
the “delayed diffuson” dephasing (Section III C) relevant
for Hartree conductivity correction. The variance of the
conductance can be written as〈
δg2
〉
=
16πD2
3TL4
∫
dr1dr2
∫
dt dt′ δ˜(t− t′)
× 〈D12(r1, r2, t)D21(r2, r1, t′)〉 , (3.29)
where L is the system size, the function δ˜(t−t′) describes
the thermal smearing of the two Fermi distribution func-
tions,
δ˜(t− t′) = 12πT
∫
dǫ1
2π
dǫ2
2π
f ′(ǫ1) f
′(ǫ2)
× exp {i (ǫ1 − ǫ2) (t− t′)}
= 3πT 3 (t− t′)2 sinh−2 [πT (t− t′)]
(3.30)
11
[which for T (t− t′)≫ 1 may be replaced by a true delta
function], and D12 is a diffuson satisfying
{
∂t +D
[
−i∇− λea1 (r, t) + λea2 (r, t)
]2}
D12(r, r′, t) = δ(r− r′) δ(t) . (3.31)
Here the two measurements denoted by 1, 2 see uncor-
related gauge field configurations. In the absence of
interaction-induced dephasing [ai(r, t) = 0], Eqs. (3.29)-
(3.31) lead to
〈
δg2
〉 ∼ 1 independent of the system size
(only dependent on its dimensionality and shape) – the
famous universal conductance fluctuations (UCF). De-
phasing manifests itself in a suppression of conductance
fluctuations as compared to the fully coherent UCF-
regime.
Since the “UCF diffuson” D12 involves two sepa-
rate measurements, it is not subject to particle number
conservation47. In other words, the cancellation between
self-energy and vertex corrections known from the “true”
diffuson does not occur since vertex corrections, with an
interaction line connecting the fermionic lines, are ab-
sent: A truly static random magnetic field would indeed
drop out of Eq. (3.31); however a slowly varying ran-
dom gauge field does not drop out when the diffuson is
formed by two Green functions related to two separate
measurements.
The essential ingredient of the calculations is the fol-
lowing assumption about the timescales involved: Char-
acteristic frequencies of the gauge field fluctuations are
much smaller than those of the electron diffusion, so that
to a good approximation a fermion experiences a static
random gauge field while diffusing through the sample.
The duration of a measurement, in turn, is assumed to be
much longer than the timescale set by the gauge field fluc-
tuations, so that a measurement samples many electrons
and performs a complete ensemble average over realiza-
tions of the random gauge field. Finally, different mea-
surements will see no correlation between their respective
gauge field configurations. Technically, this means that
the static gauge field correlator (3.3) is used for corre-
lations experienced by any individual fermion, and cor-
relators between separate measurements are completely
dropped.
The aim of this section is to establish a formal rela-
tion between weak localization and mesoscopic conduc-
tance fluctuations when the dephasing is governed by a
fluctuating gauge field. A relation of this kind has been
demonstrated for the case of the usual screened Coulomb
interaction by Aleiner and Blanter47. It has been for-
mulated in a more general way in Ref. 40 (and more
recently also been confirmed independently48), where
it has been shown that a manipulation of the path-
integral expressions can transform these quantities one
into another without actually evaluating the path inte-
grals. When applied to a ring geometry, this general rela-
tion links h/e (mesoscopic) and h/2e (weak-localization)
Aharonov-Bohm oscillations19,40.
We now present a similar calculation for the case of
a fluctuating gauge field. This situation differs in the
following points from the case of the screened Coulomb
interaction: First, the characteristic time scales of the
gauge field are much longer than the time scales of dif-
fusion. This is important because, as will be discussed
below, it results in an ensemble averaging effect which
suppresses mesoscopic conductance fluctuations but not
weak localization. On the other hand, weak localiza-
tion is suppressed by the time-reversal symmetry break-
ing due to the fluctuating gauge field, while mesoscopic
conductance fluctuations are insensitive to time-reversal
breaking once it has resulted in the transition from the
orthogonal to the unitary symmetry class.
The detailed path-integral transformation is performed
in Appendix C, and illustrated in Fig. 7. The results have
slightly different forms depending on temperature ranges.
For temperatures T > T0/λ
2g (the range of validity of
the static approximation for the Cooperon dephasing),
the thermal prefactor can be written for T ≫ D/L2,
〈
δg2
〉
(T ) =
2πD
3TL2
∣∣∣∣δgWL
∣∣∣∣
T→T/2, l→LT
=
2D
3TL2
ln[Tτϕ(T/2)], (3.32)
where the dimensionless conductance correction δgWL =
2πδσWL/e
2 is given by Eq. (3.24) and the dephasing rate
1/τϕ(T ) is given by Eq. (3.23). Equation (3.32) is the
equivalent of Eqs. (38) and (50) of Ref. 47 which were
derived for the standard screened Coulomb interaction.
The essential new feature of Eq. (3.32) is that the
interaction via a static gauge field has given rise to a
relative factor of 1/2 in the temperature argument of
the dephasing time. The reason is that for the case
of conductance fluctuations half of the possible gauge
field correlators are between the two different measure-
ments, so that only the other half of them remains.
This issue does not appear in the standard situation be-
cause the correlator of the screened Coulomb interaction
is not slow but local in time. At lower temperatures,
T < T0/λ
2g (when τϕ(T )≫ 1/T0), the fully static ap-
proximation is no longer valid. The Cooperon dephasing
rate, Eqs. (3.25) and (3.27), becomes then twice smaller
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FIG. 7: Illustration of the path integral transformation which related weak localization to mesoscopic conductance fluctuations.
The detailed presentation of the transformation can be found in Appendix C. As indicated in the left part of this figure, the two
paths only need to end within one thermal length LT of each other, changing the short-scale cutoff in Eq. (3.32) (see Ref. 47).
For mesoscopic conductance fluctuations, vertex corrections (interaction lines connecting the two copies of the same path) are
absent. For the Cooperon (right part of the figure), the vertex corrections are present and add to the self-energy terms.
and the relative factor of 1/2 in Eq. (3.32) disappears.
The replacement l → LT is due to the different short-
scale cutoffs of the two quantities involved: Mesoscopic
conductance fluctuations are given by pairs of paths
which end within a distance of LT ≡ (D/T )1/2 of each
other, while combining them to one closed loop, as
needed for weak localization, requires them to end within
one mean free path of each other. This modification
has no effect in d = 1 and only enters logarithmically in
d = 2. In Ref. 47, where the case of Coulomb interaction
has been considered, this has been formulated using dif-
ferences of the quantities on both sides, taken at different
fields, so that the logarithmic cutoff drops out.
Equation (3.32) states that, also in the presence of a
fluctuating gauge field, there is a deep relation between
weak localization and mesoscopic conductance fluctua-
tions, similar to the ones found in Refs. 19,47, and that
these two quantities feature essentially the same dephas-
ing rates. The time-reversal breaking effect of the gauge
field on weak localization is mapped onto the ensemble-
averaging effect of slowly varying gauge field configura-
tions on mesoscopic conductance fluctuations. For many
conceptual purposes, it is therefore convenient to study
whichever of these two quantities is more accessible.
A generalization of these formulas involving the corre-
lation between conductances at two magnetic field val-
ues and diffuson and Cooperon contributions with the
difference and the sum of the magnetic field arguments
appearing is straightforward in analogy to Ref. 47.
Since the connection between mesoscopic conductance
fluctuations and weak localization has been made on the
path-integral level, the corresponding generalizations to
h/e and h/2e Aharonov-Bohm oscillations are straight-
forward, as in the standard case19,40,47.
C. Delayed-diffuson dephasing
While the Cooperon and the UCF diffuson are de-
phased by all gauge field fluctuations, it is well known
that a “true” diffuson is subject to particle number con-
servation. More precisely, while the total number of par-
ticles is conserved, the number of particles with given
energy is not conserved if inelastic processes are taken
into account. Then the diffuson at fixed particle en-
ergy acquires a dephasing rate, cutting off the infrared
singularity. In position-time representation, the energy-
dependence of the diffuson transforms into a dependence
on the delay time η between the particle and hole prop-
agators. In the limit of η → 0, corresponding to integra-
tion over all energies, the full diffusion pole is restored.
The diffusons in the Hartree interaction diagrams have
this intermediate character: Since they connect two dif-
ferent fermionic bubbles, and the gauge field has much
slower dynamics than the diffusion processes, these dif-
fusons allow for a delay time between the fermionic lines.
A related situation has been investigated in Ref. 49 in
the context of the second-loop weak localization and its
dephasing due to Coulomb interaction.
In the presence of a fluctuating gauge field, the delayed
diffuson satisfies the equation
{
∂t +D
[
−i∇− λea (r, t+ η/2) + λea (r, t− η/2)
]2}
Dη(r, r′, t) = δ(r− r′) δ(t) . (3.33)
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Clearly, fluctuations which are static on the scale of the
delay time do not contribute to dephasing, so that in the
limit of zero delay time there is no dephasing (this corre-
sponds to the conservation of the total particle number),
Dη=0(ω, q) = 1
Dq2 − iω , (3.34)
and in the limit of infinite delay time the result for the
UCF diffuson is recovered,
Dη=∞ = D12 . (3.35)
Unlike for the conductance-fluctuation diffuson (3.31),
the static approximation (3.3) cannot be used directly,
since it assumes that the dynamics of the gauge field is
the slowest scale of the system (only the time separation
between two independent measurements is longer).
To account for finite delay times η, we refine the
static approximation by inspecting the diffuson analog
of Eq. (3.12),
∆Sη(t) =
1
2
λ2e2
t∫
−t
dt1
t∫
−t
dt2 r˙α(t1) r˙β(t2)
×
{〈
aα[r1, (t1 + η/2)] aβ[r2, (t2 + η/2)]
〉
−
〈
aα[r1, (t1 + η/2)] aβ[r2, (t2 − η/2)]
〉
−
〈
aα[r1, (t1 − η/2)] aβ[r2, (t2 + η/2)]
〉
+
〈
aα[r1, (t1 − η/2)] aβ[r2, (t2 − η/2)]
〉}
. (3.36)
The action ∆Sη of the delayed diffuson can be obtained
from the action of the Cooperon, ∆S, by defining the
effective correlator
〈aαaβ〉diffk,ǫ (η) = 〈aαaβ〉k,ǫ [1− cos ǫη] (3.37)
where the factor in the brackets49 arises from the com-
binations of the time arguments in Eq. (3.36). For the
Cooperon in the static approximation the factor corre-
sponding to the brackets in Eq. (3.37) is simply 2 be-
cause in that case self-energy and vertex contributions
add equally. In this context it is important to note that
applying the static approximation (3.3) and taking the
limit of infinite η in Eq. (3.36) do not commute. For the
UCF diffuson, the correct procedure used in Section III B,
is to first send η →∞, which results in the vertex contri-
butions dropping out. We also remind that for the same
reason, at very long times t≫ 1/T0 the static approx-
imation is not applicable, and the Cooperon dephasing
rate reduces to half the value given by Eq. (3.23), see
Eqs. (3.25) and (3.27).
For the delayed diffuson, the cosine term in Eq. (3.37)
effectively removes the fluctuations which are slow on the
time scale η from the calculations for the conductance-
fluctuation diffuson (Section III B): For short delay times
η ≪ 1/T it results in an extra suppression factor 12ǫ2η2.
This suppression factor is due to the cancellation of self-
energy and vertex terms imposed by particle number
conservation.49 For long delay times η ≫ 1/T the os-
cillating contribution drops out, resulting in the long-η
dephasing rate of the delayed diffuson being half the de-
phasing rate of the Cooperon in a static RMF, Eq. (3.23).
The contribution of thermal gauge field fluctuations
relevant for dephasing of a diffuson with finite delay time
η can thus be written in analogy to Eq. (3.4) as
〈aαaβ〉diffk (η) =
T∫
−T
dǫ
2π
〈aαaβ〉diffk,ǫ (η) . (3.38)
For η ≫ 1/T , Eq. (3.38) can be approximated as
〈aαaβ〉diffk (η) =
|ǫ|<T∫
|ǫ|>1/|η|
dǫ
2π
〈aαaβ〉k,ǫ =
2T
πχ0k2
δ⊥αβ
[
arctanTk|η| − arctan Tk
T
]
≈ 2T
πχ0k2
δ⊥αβ arctanTk|η| , T ≫ T0 , |η| ≫ 1/T , (3.39)
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where Tk ≡ χ0k2/σ0 = k2l2T0. For short delay times |η| ≪ 1/T , we find
〈aαaβ〉diffk (η) ≈
T∫
−T
dǫ
2π
〈aαaβ〉k,ǫ
1
2
ǫ2η2 =
Tη2
πσ0
[
T − Tk arctan T
Tk
]
δ⊥αβ
≈


T 2η2
πσ0
δ⊥αβ , T ≫ Tk , |η| ≪ 1/T
T 4η2
3πσ0T 2k
δ⊥αβ , T ≪ Tk , |η| ≪ 1/T .
(3.40)
Using the correlator (3.39) or (3.40) instead of (3.3) in
Eq. (3.18), we can derive a dephasing action for the de-
layed diffuson which corresponds to the dephasing action
(3.21) for the Cooperon. In contrast to the Cooperon
dephasing in a static RMF only gauge field fluctuations
which are fast on the scale η contribute. These fluc-
tuations add up incoherently (instead of coherently for
the static ones). The dephasing rate of the infinitely-
delayed diffuson is therefore half the dephasing rate of
the Cooperon in a truly static RMF, and the same as
that of a Cooperon for times t≫ 1/T0, when the gauge
field cannot be regarded as static.
Compared to the situation in Section IIIA, finite delay
times modify the low-k cutoff L−1ω in Eq. (3.20) in the fol-
lowing way: Lη ≡ (χη/σ0)1/2 = (T0η)1/2 l replaces Lω if
it is shorter, modifying the cutoff of the logarithm. If η is
so short that Lη ≈ l, the logarithm collapses and the oth-
erwise subleading term becomes the dominant one. We
find the following dephasing action for T0 ≪ T ≪ T1/λ2,
∆Seffη (t) ≈


3λ2gT t ln
t
τ
, |η| ≫ g2t
3λ2gT t ln (T0|η|) , 1/T0 ≪ |η| ≪ g2t
6
π
λ2gT tT0|η| , 1/T ≪ |η| ≪ 1/T0
3
π
λ2gT 2tT0η
2 , |η| ≪ 1/T .
(3.41)
The dephasing rates are defined by the condition
∆Seffη (t = τϕ) = 1 and read for T0 ≪ T ≪ T1/λ2
1
τϕ(η)
≈


3λ2gT ln (T0η
∗) , 1/T ≪ 1/T0 ≪ |η|
6
π
λ2gTT0|η| , 1/T ≪ |η| ≪ 1/T0
3
π
λ2gT 2T0η
2 , |η| ≪ 1/T ≪ 1/T0 ,
(3.42)
where
η∗ = min
{|η|, g/λ2T} . (3.43)
For later reference (to ensure that we may neglect
dephasing in Section IVB), we also estimate the de-
phasing action for the case T ≪ T0. Then, in addition
to the low-k cutoff, a high-k cutoff appears, such that
k . l−1T ≡ (T/T0)1/2 l−1. This condition is stronger than
the cutoff by the elastic mean free path at low temper-
atures, T . T0, see Eq. (3.26). As a result, we find the
dephasing action
∆Seffη (t) ≈


3λ2gT t ln
t
τ∗
, |η| ≫ g2t
3λ2gT t ln (T |η|) , 1/T ≪ |η| ≪ g2t
4
π
λ2gT 3η2t , |η| ≪ 1/T
(3.44)
with τ∗ = (T0/T ) τ . Equation (3.44) gives the following
dephasing rates for T ≪ T0,
1
τϕ(η)
≈


3λ2gT ln (Tη∗) , 1/T0 ≪ 1/T ≪ |η|
4
π
λ2gT 3η2 , |η| ≪ 1/T .
(3.45)
It should be noted that in the long-time limit t→∞
the quasiclassical approximation (employed in the path-
integral calculation) breaks down. This occurs at the
time scale t≫ t∗ ∼ EF ητϕ(η), which in particular satis-
fies t∗ ≫ τϕ(η) for any η. The reason for the breakdown
is that the two quasiclassical trajectories can eliminate
the delay (and therefore further suppression) by quan-
tum “tunneling” (assuming non-classical velocities dur-
ing some time). This happens at the cost of an extra
phase difference which is, however, smaller than the one
for the delayed paths with classical velocities. As a re-
sult, for t≫ t∗ the diffuson is no longer decaying with
increasing time t; particle number conservation and the
corresponding diffusion pole for small frequencies are re-
stored in the long-time limit. However the weight of the
diffusion pole is exponentially small due to the suppres-
sion factor associated with the non-classical pieces of the
trajectories. The results of this paper are not affected by
the breakdown of the quasiclassical approximation since
all relevant time scales are shorter than t∗.
It is also worth mentioning that the virtual interaction
processes renormalize the quasiclassical trajectories (ve-
locity, diffuson constant). For the case of weak coupling
considered above, these effects are negligible. However,
they become important in the strong coupling limit, see
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Section IV.
D. Diffuson dephasing: two-loop localization
correction
Since we have understood in the previous sections
that dephasing of Cooperons and diffusons in the pres-
ence of a slowly fluctuating gauge field are mostly time-
reversal breaking and ensemble-averaging effects, respec-
tively, rather than true rates of loss of phase memory of
the fermions, it is natural to ask if it is possible to avoid
these effects and access the “true” dephasing rates. The
diffuson contribution to the two-loop (second order in
g) weak localization is sensitive to neither time-reversal
breaking (since it contains no Cooperons) nor ensemble-
averaging (since weak localization already is an ensemble-
averaged quantity, corresponding to the “same measure-
ment”, in contrast to the UCF diffusons). Therefore the
diffuson two-loop weak localization is not expected to
be subject to the very high dephasing rates applicable
to the Cooperons and the UCF diffusons. (It should be
noted, however, that this two-loop correction to the con-
ductivity is very hard to study experimentally, since it
is insensitive to magnetic fields and much smaller than
interaction corrections.)
The diffuson contribution to two-loop weak localiza-
tion correction δσDWL includes the structure
33,49
A2 =
t∫
0
dt′ 〈Dt′−t(r, r, t′)Dt′(r, r, t − t′)〉 (3.46)
with two delayed diffusons of the type (3.33) along with a
similar structure A3 consisting of three delayed diffusons.
As already seen in Eq. (3.33), a gauge field which does
not change on the scale of the delay time drops out19,49.
Here the delay times are given by the duration of the
respective other path. It should be noted that anoma-
lous sets of paths with one very small loop, which are
not suppressed strongly because the short loop gives a
short delay time of the other loop, drop out because of
a cancellation of the contribution (3.46) with a three-
diffuson contribution.49 As a result, relevant t and t− t′
in Eq. (3.46) are of the same order. To estimate the de-
phasing time associated with the two-loop correction, we
may therefore self-consistently set 1/τDϕ (η = τ
D
ϕ ) = 1/η
in the respective delayed-diffuson dephasing rates (3.42)
and (3.45). In the weak coupling regime, λ2g ≪ 1, the
results are
1
τDϕ
∼
{
λ2gT , T ≪ T0/λ2g ,
λ (TT1)
1/2 , T0/λ
2g ≪ T ≪ T1/λ2 . (3.47)
As expected, 1/τDϕ is smaller than the Cooperon dephas-
ing rate 1/τϕ as given by Eqs. (3.23), (3.25) and (3.27).
This is at variance with the conventional Coulomb in-
teraction, for which the diffuson dephasing rate in the
second-loop weak localization correction is of the same
order49 as the Cooperon dephasing rate.
In the strong coupling regime λ2g ≫ 1, the second-
loop diffuson dephasing rate becomes of the order of the
temperature, owing to the interaction-induced renormal-
ization of the paths contributing to the weak-localization
correction, see the discussion in Section IVD.
As mentioned in Section IIIA, for the half-filled lowest
Landau level the time-reversal symmetry is broken be-
cause of the strong magnetic field. In the context of com-
posite fermions this manifests itself in the way that also
the static scalar impurities acquire a vector component
due to screening. Therefore weak localization is absent in
the first order in 1/g, and the two-diffuson contributions
discussed here give the leading localization correction.
This correction, along with the interaction correction at
low temperatures which we will discuss in Section IVB,
strongly indicates that the system of composite fermions
interacting via a Chern-Simons gauge field is localized in
the limit T → 0.
IV. STRONG COUPLING: HARTREE
CORRECTION AND DEPHASING
A. Diffuson self-energies
Let us now discuss the situation of strong coupling,
λ2g ≫ 1. Since the first-order result (2.8) is not a small
correction then, it is necessary to take the interaction into
account to all orders. We have to include both virtual
(renormalization) processes, which are determined by the
real part of the interaction propagator, and real (dephas-
ing) processes, which are determined by the imaginary
part of the interaction propagator. For the conceptual
framework of treatment of interaction effects in disor-
dered systems, we refer the reader to Refs. 37,38,39.
The virtual processes are taken into account by in-
serting the self-energies calculated diagrammatically in
Appendix D into the delayed diffusons. The treatment
of the dephasing processes by using the path-integral
method as discussed in Section III C is complemented by
the diagrammatic calculation of the dephasing-induced
self-energy of the delayed diffusons.
We first calculate the self-energies in the first order in
the effective interaction for λ≪ 1. As we are going to
show below, neither Hartree conductivity correction nor
the dephasing rate depend on λ already for λ2 ≫ 1/g.
This allows us to evaluate these quantities in the relevant
case of λ = 1 using the results derived for 1/g ≪ λ2 ≪ 1,
up to numerical prefactors (stemming from the contribu-
tion of higher-order interaction terms in the interaction
blocks). The situation is somewhat similar to the con-
ventional Coulomb interaction case, where the Hartree
ladder in the triplet channel depends on Fermi-liquid con-
stants27, which makes it impossible to calculate analyt-
ically the numerical coefficients in the conductivity cor-
rections for rs & 1 (where rs, an analog of λ here, is the
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FIG. 8: The interaction-dressed diffuson described by
Eq. (4.8). The impurity ladders here denote the “disconnected
diffusons” D˜∞ with only self-energy interaction lines included;
the vertex interaction (dash-dotted) line enters along with the
additional diagrams from Fig. 2 which form the effective in-
teraction U˜ (thick dotted line).
standard gas parameter) starting from the microscopic
theory.
It is important that higher-order-in-λ contributions do
not lead to any further singularities, in contrast to the
clean situation2. The expansion of the effective interac-
tion in λ is regular in the present disordered case, since
disorder cures the infrared singularities arising in the
clean2 theory. The two new (as compared to the clean
situation) characteristic energy scales are introduced by
disorder: T0 and 1/τ . On scales longer than the mean
free path the dynamics of the system is diffusive. In the
first-order interaction terms, the infrared singularity at
low momenta k transferred through the gauge-interaction
lines is cut off by additional diagrams involving impu-
rity ladders (see Fig. 2), as discussed in Section II. Fur-
thermore, a resummation of the higher-order interaction
terms in the fermionic self energies is not needed in the
diffusive regime, i.e. as long as the first-order self-energy
does not exceed 1/τ .
The peculiarity of the interaction block U˜(q) (thick
dotted line in Fig. 2) is that its magnitude is very large
(∝ g) in a narrow window of small momentum transfers
q . 1/l, see Eq. (2.5). A similar situation takes place
in a normal metal with Coulomb interaction, where the
bare interaction is singular (∝ 1/q) and hence can be
arbitrarily strong in the limit of small q. The screen-
ing of Coulomb interaction in normal metals is described
by the RPA and results in a much less singular effective
interaction, Eq. (2.6). Therefore, in analogy to the stan-
dard situation, we first consider the resummation of an
infinite number of higher-order virtual processes. This
can be described by an integral equation for the diffuson
which sums up blocks of the (real part of the) effective
interaction in an RPA-inspired way, yielding a renormal-
ized diffuson. The dephasing will be included later on in
Section IVA 1.
As a result of the resummation, we will find the renor-
malized one-loop Hartree correction to the conductivity.
It still contains only one Hartree fermionic bubble, as
the perturbative correction in Section II, so that all dif-
fusons form a single loop. Another source of higher-order
E
E’−
E
E− E−
E E’ E
E−ω ω ωω
FIG. 9: The energies of the renormalized diffusons in the
Hartree diagrams satisfy E,E′ . T and ω & T .
Hartree corrections is provided by higher-loops diagrams
with many Hartree fermionic bubbles attached to the
main “conductivity bubble” (before disorder averaging
they correspond to diagrams with many tadpoles). These
diagrams are relevant in the situation when the one-loop
result exceeds the Drude conductivity. An efficient way
of resummation of such diagrams (a certain type of self-
consistent approximation) has been proposed in Ref. 50
in the context of the tunneling density of states in su-
perconductors. However, as we are going to show, in the
present problem, the renormalization of diffusons pre-
vents the one-loop Hartree correction from being larger
than the Drude conductivity. Therefore, the additional
resummation50 of higher-loop diagrams is not needed.
In the presence of interaction, the energies of the (re-
tarded and advances) Green’s functions forming the diffu-
son may change due to the vertex interaction lines trans-
ferring finite energy from the upper to the lower fermionic
line. Therefore, the interaction-dressed diffuson not only
depends on the difference ω between the energies of two
(retarded and advances) Green’s functions but also on
the incoming and outcoming energies, E and E′ (for def-
initeness, these are the energies of the retarded Green’s
functions). The diffuson D˜(E,E′;ω, q) dressed by vertex
and self-energy gauge-field interaction lines satisfies the
equation (see Figs. 8 and 9)
D˜(E,E′;ω, q) = δ(E − E′)D0(ω, q) + 2πνD0(ω, q)
E∫
E−ω
dǫ
2π
(−i)Re U˜(ǫ)
[
D˜(E − ǫ, E′;ω, q)− D˜(E,E′;ω, q)
]
. (4.1)
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Here we set T = 0 for simplicity. At finite tem-
perature a standard combination of thermal factors
tanh[(E − ǫ)/2T ]− tanh[(E − ω − ǫ)/2T ] appears which
in effect softens the limits of ǫ-integration on the scale of
T (for ω ≫ T this effect is inessential). The first term
in brackets under the integral in Eq. (4.1) is the vertex
interaction part (see Fig. 2), the second one is the self-
energy part (see Fig. 10), and
D0 = 1
Dq2 − iω (4.2)
is the bare (noninteracting) diffuson. The effective in-
teraction U˜(ǫ) corresponds to the interaction block in
Fig. 2 in the vertex part; in the self-energy part, the
same structure arises from diagrams in Fig. 10. The real
part of U˜(ǫ) involved in the renormalized diffuson (4.1)
reads (see Appendix D):
Re U˜(ǫ) ≃ 3λ
2g
πν


ln
1
q2l2
, |ǫ| ≪ T0q2l2
ln
T0
|ǫ| , T0q
2l2 ≪ |ǫ| ≪ T0
4π
3
(
T0
2|ǫ|
)1/3
, |ǫ| ≫ T0,
(4.3)
It is worth recalling that here we are dealing with spin-
less (spin-polarized) fermions (which is in particular the
case for the composite fermions at the lowest Landau
level). At variance with the singlet channel in the stan-
dard case, the Hartree gauge-field ladder is not affected
by the possible insertion of gauge-field “exchange” parts.
The reason is that, due to the vector character of the
vertices, no disorder lines (and hence extra diffusons)
may separate the exchange interaction line from the ad-
jacent Hartree interaction lines. Therefore, inserting an
exchange interaction line gives a result which is smaller
by a factor of the order of q2l2 ≪ 1.
The range of energy integration for the single self-
energy block is [E − ω,E] and hence depends on the
total energy of the diffuson. The full ladder is part of
a Hartree diagram, which features E . T (the energy
in the “conductivity bubble” is restricted by the ther-
mal factors from the Kubo formula), but E − ω (energies
of the attached bubble) are unbounded from below and
characterized by ω & T , owing to the standard thermal
factor (∂/∂ω)[ω coth(ω/2T )] in the interaction correction
to the conductivity, see Fig. 9. It is convenient to intro-
duce a “disconnected” diffuson D˜∞δ(E−E′) dressed only
by self-energy lines,
D˜∞ = D0
1 + 2πνD0
E∫
E−ω
dǫ
2π (−i)Re U˜(ǫ)
=
1
Dq2 − iω − iν
E∫
E−ω
dǫ Re U˜(ǫ)
.
(4.4)
For the disconnected diffuson, the fact that we are inter-
ested in ω & T & E allows us to neglect E in the limits
of the ǫ-integration.
In the full diffuson (4.1) including the vertex lines, the
energy is no longer conserved along the fermionic Green
functions, so that the E-dependence of the integration
limits becomes important. Although we are still inter-
ested in ω ≫ E, the integral equation for the full diffu-
son involves propagators with E ∼ ω at the intermediate
steps of the ladder, thus making the exact analytical so-
lution of Eq. (4.1) impossible. In what follows we will
simplify the equation for the diffuson, neglecting the en-
ergy dependence of the integration limits.
This approximation, which is closely related to that
of Ref. 39, while giving the correct T -dependence of the
Hartree conductivity correction, does not allow us to find
the exact numerical prefactor at low temperatures. This
prefactor, however, is not too important since the low-
T dependence of the total conductivity correction will be
dominated by the exchange contribution, as we will show
below. In this regime (T ≪ T0), the relevant delay times
are short, η . 1/ω, and fluctuate within the window ω−1
from one step of the diffuson ladder to another. At higher
temperatures, when the conductivity correction is dom-
inated by long η ≫ 1/ω, the diffuson delay time is well
defined and our approximation is controlled by the pa-
rameter ω/T ≫ 1 [see, e.g., Eq. (4.38) below, which is
governed by T < ω < T0].
Within the approximation described above, Eq. (4.1)
is replaced by the equation for the diffuson which now de-
pends only on the difference of the two energies E − E′,
corresponding to a fixed delay time η in the time do-
main (to simplify notation we do not write the diffuson
frequency ω and momentum q; we also assume T = 0
here):
D˜(E − E′) = D0 δ(E − E′) + 2πνD0
0∫
−ω
dǫ
2π
(−i)Re U˜(ǫ)
[
D˜(E − ǫ− E′)− D˜(E − E′)
]
. (4.5)
It can be solved by Fourier transformation to the (delay) time domain with respect to E − E′:
D˜η(q, ω) = 1
Dq2 − iω − iΣZη
, (4.6)
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with
ΣZη = 2πν
0∫
−ω
dǫ
2π
Re U˜(ǫ) [1− cos ǫη] . (4.7)
Equation (4.5) for the fully renormalized diffuson can
be rewritten as
D˜(E − E′) = D˜∞δ(E − E′) + 2πνD˜∞
0∫
−ω
dǫ
2π
(−i)Re U˜(ǫ) D˜(E + ǫ− E′) , (4.8)
in terms of the disconnected diffuson D˜∞ given by
Eq. (4.4), with E neglected in the limits of the ǫ-
integration.
Let us discuss how the delayed diffusons D˜η enter the
Hartree correction. For the lowest-order Hartree dia-
grams in Fig. 1, the condition of zero energy transfer
through the single interaction line can be rewritten by
the substitution
(−i)Re U˜(q, ǫ = 0) · B →
∫
dη (−i) u(η) B(η) , (4.9)
where u(η) is the Fourier transform of the real part
Re U˜(ǫ) [Eqs. (D.4) and (4.3)] of the effective interaction
U˜(ǫ),
u(η) ≈


3λ2g
2πν
γ1T
1/3
0 η
−2/3, 0 < |η| ≪ 1
T0
3λ2g
2πν|η| ,
1
T0
≪ |η| ≪ 1
q2l2T0
,
(4.10)
[with γ1 = Γ(5/3)/2
1/3, where Γ(x) is the gamma-
function] and B is the fermionic part of the diagram.
Using the diagrams Fig. 1a) and 1b), we can rewrite
the first-order Hartree correction in terms of the delayed
interaction u(η),
δσH ≈ σ0
2
Re
∞∫
−∞
dω
2π
∂
∂ω
[
ω coth
ω
2T
]
×
∞∫
−∞
dη
∫
(dq)D0(ω, q)(−i)u(η)D0(ω, q).
(4.11)
In this first-order correction, the fermionic part B does
not depend on the delay time. The correction (4.11) is
dominated by long delay times η ≫ 1/T0, the integration
over η yielding the logarithm in (2.5), which leads to the
ln2 T temperature dependence (2.8) found in Section IIA.
For a more refined treatment including higher-order
interaction terms, it is necessary to keep track of the en-
ergy arguments E and E′ of the diffusons. Then the
A
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FIG. 10: Self-energy counterparts to the vertex interaction
(Fig. 2), resulting in the self-energy (4.15). In addition to the
diagrams shown, equivalent possibilities to insert self-energy
lines into the advanced Green’s function exist. The detailed
calculation can be found in Appendix D.
Hartree correction to the conductivity can be evaluated
using the diagrams which now should contain diffusons
renormalized by additional self-energy and vertex inter-
action lines. This implies that the fermionic part B of
the diagrams becomes η-dependent, since there is a time
difference between the Hartree bubble and the main “con-
ductivity fermionic loop”, owing to the slow dynamics of
gauge fields.
In technical terms, in the first-order interaction dia-
grams in Fig. 3, each effective interaction line U˜ is dressed
from both sides by impurity ladders, see, e.g., Eq. (4.11).
In higher-order diagrams, the product of the effective in-
teraction U˜ with the two adjacent bare diffusons is re-
placed by a single fully dressed diffuson D˜η, minus the
completely disconnected contribution D˜∞ (with only self-
energy interaction lines but no vertex interaction line),
see Fig. 11:[
D0 (−i)Re{U˜}D0
]
η
→ 1
2πν
[
D˜η − D˜∞
]
. (4.12)
The subtraction of the disconnected part ensures the
Hartree structure of the contribution under considera-
tion: at least one vertex interaction line connects the
two fermionic bubbles. This formula will be used in Sec-
19
tion IVB for T ≪ T0, when dephasing can be neglected.
Transforming the fully-dressed diffuson (4.8) to delay
time space and subtracting the disconnected part D˜∞,
we find
1
2πν
[
D˜η − D˜∞
]
= D˜∞ (−i)u(η) D˜η . (4.13)
Since Im U˜ enters the dephasing self-energy Σϕη , only
Re U˜ should be kept for the renormalization. Equation
(4.13) explicitly singles out a Hartree (renormalization)
interaction line. The dephasing is then included into the
diffusons on the right-hand side of (4.13). This expres-
sion will be used in Section IVC for calculation of the
Hartree conductivity correction at intermediate tempera-
tures T0 ≪ T ≪ T1, when dephasing may be strong com-
pared to the renormalization effects.
1. Disconnected diffuson
Now we include the dephasing into the delayed diffu-
son. We start with the simpler case of a disconnected dif-
fuson (infinite delay time), which has already appeared
in Section III B as the UCF-diffuson. As discussed in
Appendix D, the disconnected diffuson D˜∞ has the form
D˜∞ = 1
Dq2 − iω − iΣZ∞ +Σϕ∞
(4.14)
with the renormalization part of the self-energy
ΣZ∞ =
3λ2
2π
g ω · fZ
(
T0
ω
)
(4.15)
where fZ(x) is a slowly varying function
fZ(x) ≈
{
lnx+ 1 , x≫ 1
π (4x)
1/3
, x≪ 1 . (4.16)
The high-ω behavior of Eq. (4.15) is reminiscent of the
ballistic behavior in a clean system.6 The self energy ΣZ∞
can be cast in the form
ΣZ∞ = ω[Z(ω)− 1], (4.17)
where Z(ω) = 1 + (3λ2g/2π)fZ(T0/ω) represents an ef-
fective Z-factor renormalizing the frequency, hence the
superscript Z.
The dephasing-induced part Σϕ∞ of the self-energy of
the disconnected diffuson is also given by diagrams in
Fig. 10, now with the imaginary part of the interac-
tion propagator and the appropriate thermal factor [see
Eq. (4.18)]. For ω ≪ T it can also be obtained by the
path-integral calculation of Section III C, using the clas-
sical (thermal) part of the interaction propagator for
ǫ≪ T , since for ω,E ≪ T the high-energy transfers with
|ǫ| > T are suppressed by the standard inelastic thermal
factor coth(ǫ/2T ) − tanh(ǫ/2T ). Then Σϕ∞ ∝ λ2gT is
=
−
FIG. 11: In the presence of self-energy and vertex interac-
tions dressing the diffusons, the effective interaction block U˜
together with the two adjacent dressed diffusons can be more
conveniently considered as one diffuson renormalized by the
self-energy and vertex interaction lines, and the disconnected
part subtracted to ensure the Hartree structure of at least one
interaction line connecting the fermionic bubbles.
given by Eqs. (3.42) and (3.45) with η =∞ and the log-
arithmic factor (see Sec. IVD below) modified by the
renormalization processes.
For ω & T and E . T , which is the range relevant for
the Hartree correction to the conductivity, the full inelas-
tic thermal factor24,37,39,51
coth
ǫ
2T
+
1
2
[
tanh
E − ǫ
2T
+ tanh
E − ω − ǫ
2T
]
≃ coth ǫ
2T
− 1
2
[
tanh
ǫ
2T
+ tanh
ω + ǫ
2T
]
≃


0, ǫ≫ T
2T/ǫ, |ǫ| < T
−1, −ω ≪ ǫ≪ −T
0, ǫ≪ −ω
(4.18)
allows also for real inelastic processes with energy trans-
fers −ω < ǫ < −T . Thus, in addition to the standard
range |ǫ| < T where the thermal factor is classical, 2T/ǫ,
we have a contribution described by the quantum fac-
tor −1 (the phase space available for inelastic scatter-
ing is then determined by ω rather than by tempera-
ture). It is convenient to separate the thermal (Σϕ,T )
and frequency-induced (Σϕ,ω) contributions to the de-
phasing self-energy,
Σϕ∞ = Σ
ϕ,T
∞ +Σ
ϕ,ω
∞ . (4.19)
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The thermal contribution can be still evaluated by the
path-integral method and is given by Eqs. (3.42) and
(3.45) with the logarithmic factor determined by the dif-
fuson momenta q through the infrared cutoff established
by the gauge-invariance:
Σϕ,T∞ = 3λ
2g T ×


ln
(
1
q2l2
)
, T ≫ T0
ln
(
T
T0q2l2
)
, T ≪ T0 .
(4.20)
The same result is obtained diagrammatically along the
lines described in Appendix D.
One sees that the thermal contribution to the de-
phasing is proportional to the conductance and tem-
perature, Σϕ,T∞ ∝ λ2gT . In the strong coupling regime
λ2g ≫ 1, the thermal-dephasing part of the diffuson self-
energy exceeds T . This result for the disconnected dif-
fuson self-energy agrees with the path-integral calcula-
tion of the Cooperon and UCF-diffuson dephasing rate,
Eqs. (3.23), (3.25) and (3.27): the path integral automat-
ically chooses characteristic values of q in Eq. (4.20).
The frequency-induced dephasing self-energy is simi-
lar to the renormalization part ΣZ∞: at high frequen-
cies ω ≫ T0 it is also determined by the ballistic en-
ergy/momenta transfers:
Σϕ,ω∞ = λ
2g ω · fϕ
(
T0
ω
)
, (4.21)
with
fϕ(x) ∼
{
1, x≫ 1
x1/3, x≪ 1 . (4.22)
The high-frequency (ω ≫ T0) asymptotics of Eq. (4.21),
Σϕ,ω∞ ∝ ω2/3 is, in fact, determined by the imaginary part
of the self-energy of a single particle Green’s function
and agrees with the result of Ref. 6. However, in con-
trast to the clean case, there is no need in resummation
of the higher-order interaction terms (for not too high
ω < T3/2), since disorder generates a larger self-energy
i/2τ in the Green’s function.
2. Fully dressed delayed diffuson
The fully dressed diffuson D˜η is characterized by a can-
cellation between self-energy and vertex lines, which is
complete at zero delay time
D˜η=0(ω, q) = D0(ω, q) (4.23)
and partial at finite delay time,
D˜η = 1
Dq2 − iω − iΣZη +Σϕη
. (4.24)
The renormalization part ΣZη of the self-energy (see
Fig. 10) is at low frequencies ω ≪ T0 given by
ΣZη =
3λ2
2π
g ω
[
ln
T0
ω
(
1− sinωη
ωη
)
+ 1− Si(ωη)
ωη
]
, ω ≪ T0 , (4.25)
where Si(x) is the integral sine function. At high frequencies ω ≫ T0, the renormalization part of the self-energy reads
ΣZη =


O(1) · λ2g ω (ωη)2
(
T0
ω
)1/3
, η ≪ 1/ω ≪ 1/T0
ΣZ∞ − 3λ2gT02−1/3Γ(5/3) (T0η)−2/3 , 1/ω ≪ η ≪ 1/T0
ΣZ∞ − 3λ2g/η , 1/ω ≪ 1/T0 ≪ η .
(4.26)
The dephasing part of the self-energy can be evalu-
ated in a similar way. Below we present only the leading
terms in the relevant range of frequencies ω ≫ T . At
low temperatures T ≪ T0, the dephasing part Σϕη of the
self-energy is given by the frequency-induced part
Σϕη ∼
{
λ2gω(ωη)2 , η ≪ 1/ω
λ2gω , η ≫ 1/ω
(4.27)
for T ≪ ω ≪ T0. For higher frequencies T ≪ T0 ≪ ω we
get
Σϕη ∼


λ2gω2/3T
1/3
0 (ωη)
2 , η ≪ 1/ω,
Σϕ,ω∞ , 1/ω ≪ η ≪ 1/T,
3λ2gT ln(Tη) + Σϕ,ω∞ , 1/T ≪ η ≪ 1/T0q2l2,
Σϕ,T∞ +Σ
ϕ,ω
∞ , η ≫ 1/T0q2l2,
(4.28)
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which now features the competition between the thermal
and frequency-induced contributions at long η. Finally,
at temperatures T ≫ T0, we find a similar result
Σϕη ∼


λ2gω2/3T
1/3
0 (ωη)
2 , η ≪ 1/ω
Σϕ,ω∞ , 1/ω ≪ η ≪ 1/T0
3λ2gT ln(T0η) + Σ
ϕ,ω
∞ , 1/T0 ≪ η ≪ 1/T0q2l2
Σϕ,T∞ +Σ
ϕ,ω
∞ , η ≫ 1/T0q2l2 .
(4.29)
In the limit ω ≪ T , the dephasing part of the self-energy
just reduces to the dephasing rate calculated using path
integral in Section III C.
In the strong coupling regime, when ΣZ∞ ≃ ωZ(ω) ≫
ω, the integration over the diffuson momentum q in the
Hartree conductivity correction is dominated by
Dq2 ∼ max{ΣZ ,Σϕ,ω,Σϕ,T} . (4.30)
One can see from Eqs. (4.15), (4.21) and (4.22) that
Σϕ,ω . ΣZ for any frequency: at ω ≪ T0 there is an ex-
tra logarithmic factor in ΣZ , while at ω ≫ T0 the two
quantities are of the same order. Therefore, in what fol-
lows we neglect Σϕ,ω for simplicity: its inclusion may
only change the numerical coefficients in the results for
the Hartree conductivity correction, which are anyway
beyond the accuracy of the present approach.
On the other hand, the relation between Σϕ,T and
ΣZ depends on the frequency and temperature. At low
temperatures inelastic scattering is suppressed. As a
result, at T ≪ T0 we have ΣZ ≫ Σϕ,T for all relevant
frequencies ω ≫ T . For T ≫ T0, the thermal dephas-
ing dominates in the range of sufficiently low frequen-
cies, T ≪ ω ≪ T (T/T0)1/2, while the Z-factor renormal-
ization wins at higher frequencies, ω ≫ T (T/T0)1/2. The
self-energy part due to the thermal dephasing can always
be evaluated using the path-integral approach developed
in Section III C.
The diffusion approximation breaks down at high fre-
quencies, when the self-energy of the disconnected dif-
fuson becomes comparable to the elastic scattering rate
1/τ . The dephasing part Σϕ,T restricts our subsequent
consideration at λ = 1 to sufficiently low temperatures
T ≪ T1 since Σϕ,T∞ (T ∼ T1) ∼ 1/τ . The Z-factor poses
the restriction on the frequency domain for diffusive dy-
namics, ω < 1/g1/2τ ≡ T3/2, since ΣZ∞(ω ∼ T3/2) ∼ 1/τ .
We only consider the diffusive regime and hence restrict
ourselves to the case T < T1. We are now in the position
to calculate the Hartree conductivity correction, using
the above results for the delayed diffuson self-energies.
B. Low temperatures, T ≪ T0: strong
renormalization by self-energies
We start with the case of low temperatures, T ≪ T0.
In this situation, the dephasing part of the self-energy
Σϕ (4.19) is smaller than the renormalization self-energy
ΣZ (4.26) for all ω and η and may be neglected. In Sec-
tion IVC we consider the situation T ≫ T0, where this
is not the case and both renormalization and dephasing
should be retained. In both temperature ranges we cal-
culate the Hartree correction in the realistic case λ = 1.
We use the generalization of diagrams a and b with
fully dressed diffusons, as described by Eq. (4.9). The
result consists of a low-frequency contribution and a high-
frequency contribution, with the low-frequency contribu-
tion given by
δσHω<T0 =
σ0
πν
T0∫
−T0
dω
2π
∂
∂ω
[
ω coth
ω
2T
]
×
∞∫
−∞
dη
∫
(dq)
[
D˜η − D˜∞
]
. (4.31)
The details of the calculation of the low-temperature
Hartree correction are presented in Appendix E. The
results reads
δσHω<T0 =
e2
2π
[
c1
π2
· ln T0
T
+
1
2π
ln g ln
[
ln
T0
T
+ 1
]]
.
(4.32)
The value of the constant given by a dimensionless inte-
gral (E.4) is c1 ≈ 5. The strong renormalization of the
frequency ω by a factor which is of order g at T ≪ T0 re-
sults in the prefactor of the ln(T0/T )-term in Eq. (4.32)
being of order unity rather than of order g.
At the low temperatures T ≪ T0 under consideration
here, the contribution of high frequencies ω ≫ T0 satu-
rates to a constant (again dephasing is unimportant com-
pared to the self-energy),
δσHω>T0 = O(1) · e2
[
g1/2 − 1
2
ln g
]
, T ≪ T0 , (4.33)
see also Eq. (4.39) below. The coefficient depends on
details of the high-frequency cutoff, which we do not at-
tempt to calculate here.
Thus the temperature-dependent part of the Hartree
correction at very low temperatures is given by Eq. (4.32)
δσH(T ) =
e2
2π3
c1 · ln T0
T
, T ≪ T−1 . (4.34)
Due to the renormalization of the diffusons by the
large self-energies, the coefficient of the low-temperature
Hartree correction (4.34) is of order unity rather than
of order g, in contrast to what could be expected from
the perturbative result (2.8) taken at λ = 1. As a result,
the temperature dependence of the Hartree correction is
overcompensated at low temperatures T < T0 by the neg-
ative exchange correction17, which carries a coefficient of
order ln g, see Fig. 12. It should be emphasized that in
contrast to the Hartree contribution, the exchange cor-
rection involves only true diffusons D0 (zero delay time)
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which are affected neither by dephasing nor by renormal-
ization.
At higher temperatures, T ≫ T0, dephasing and renor-
malization effects are of similar importance. This situ-
ation is considered in Section IVC below. We remind
that at high T ≫ T1 the diffusion approximation breaks
down due to the strong dephasing (Lϕ ≪ l), so that
we restrict ourselves to intermediate temperature range,
T0 ≪ T ≪ T1.
C. Interplay of renormalization and dephasing at
intermediate temperatures, T0 ≪ T ≪ T1
Using the results of Section III C for self-energies of de-
layed diffusons, we will now construct a scheme to treat
the interaction to all orders, while ensuring the Hartree
structure of the calculated contributions also in the pres-
ence of dephasing by means of Eq. (4.13). The Hartree
correction at T0 ≪ T ≪ T1 can be then written as
δσH =
σ0
πν
T3/2∫
−T3/2
dω
2π
∂
∂ω
[
ω coth
ω
2T
]
Re
∞∫
−∞
dη
∫
(dq) D˜∞ · (−i)u(η) D˜η . (4.35)
The dephasing self-energy Σϕ∞ in one of the two diffusons ensures that the contribution from short delay times
η . 1/T0 is subleading, so that the main contribution is given by
δσH ≈ 4σ0
πν
T3/2∫
0
dω
2π
∂
∂ω
[
ω coth
ω
2T
]
Re
∞∫
1/T0
dη
∫
(dq) D˜∞ · (−i)u(η) D˜η
∼ e2
T3/2∫
T
dω Re
ηmax∫
1/T0
dη
g
η
ln
ΣZ∞ + iΣ
ϕ,T
∞
ΣZη + iΣ
ϕ,T
η[
ΣZ∞ − ΣZη + iΣϕ,T∞ − iΣϕ,Tη
] , (4.36)
where ηmax = g
2/max
{
ΣZ∞,Σ
ϕ,T
∞
}
is related to the in-
frared momentum cutoff of the bare interaction propa-
gator, which is established by the characteristic diffuson
momenta q.
Using Eqs. (4.26) and (4.29), we find for η ≫ 1/T0
ΣZ∞ − ΣZη ∼ g/η
Σϕ,T∞ − Σϕ,Tη ∼ gT ln(ηmax/η) . (4.37)
For relevant values of 1/T0 . η . ηmax, these differences
arising due to the vertex interaction terms in the diffu-
son self-energies are small compared to ΣZ∞,Σ
ϕ,T
∞ which
simplifies the expression for the conductivity correction:
δσH ∼ e2 Re
g3/2T0∫
T
dω
ηmax∫
1/T0
dη
g
η
1
ΣZ∞ + iΣ
ϕ,T
∞
.
(4.38)
For higher frequencies, T 3/2/T
1/2
0 ≪ ω ≪ T3/2, the
Z-factor self-energy ΣZ is larger than Σϕ,T , while for
lower frequencies, T0 < T . ω . T
3/2/T
1/2
0 , the dephas-
ing part dominates. The result reads
δσH = O(1) · e2
{
g1/2 −
(
T
T0
)1/2 [
1 +
1
2
ln
T1
T
]}
,
(4.39)
where the temperature dependence arises be-
cause dephasing strongly suppresses the frequencies
ω . T 3/2/T
1/2
0 in the Hartree correction.
A schematic overview of the result in the different tem-
perature ranges in shown in Fig. 12. In this plot, we also
show the results for the exchange contribution17
δσex = − e
2
(2π)2
{
ln2(Tτ) , T ≫ T0
4 ln g ln(1/T τ) , T ≪ T0 .
(4.40)
Most remarkably, while the positive Hartree contribu-
tion is larger than the negative exchange contribution
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T1/τ
δσ
−ln(g)ln(1/T )τ
τ
T1
exδσ
T
−ln (1/T )2
−1 T0
1/2
δσH
1/2
g   +ln(T /T)0
0 1g   −(T   /T   )[1+(1/2)ln(T /T)]1/2 1/2
FIG. 12: Schematic plot of the Hartree correction to the con-
ductivity, δσH(T ) for λ = 1, in the different ranges of tem-
peratures (log-T scale). The solid and dot-dashed lines of
δσH are described by the sum of Eqs. (4.32) and (4.33) and
by Eq. (4.39), respectively. The exchange contribution17 δσex
is shown for comparison. Due to the high dephasing rates
of delayed diffusons, the Hartree contribution can be calcu-
lated within the diffusive approximation only at temperatures
below T1. At low temperatures T < T0, the exchange contri-
bution overcompensates the T -dependent part of the Hartree
contribution, so that the total correction becomes localizing,
dσ/dT > 0.
over a wide range of temperatures, at low temperatures
(T ≪ T0) the exchange contribution dominates the tem-
perature dependence again.
D. Dephasing at strong coupling: weak localization
and mesoscopic conductance fluctuations
Let us now turn to the dephasing rate of the Cooperon
and UCF-diffuson. The path-integral calculation of Sec-
tion IIIA is modified by inclusion of the Z-factor in
the Cooperon propagators in Eq. (3.19). In the pres-
ence of time-reversal symmetry, the relevant Cooperons
are given by disconnected diffusons D˜∞ which contain
the renormalization part of the self-energy ΣZ∞, given by
Eq. (4.15).
In this Section we will concentrate on the lowest-
T limit, T ≪ T0; the generalization onto the case of
higher temperatures is straightforward. For ω ≪ T0, in
the strong-coupling regime λ2g ≫ 1 we have Z(ω) ≃
(3λ2g/2π) ln(T0/ω) ≫ 1, which implies that one should
replace ω by Zω ≫ ω in all the Cooperon denominators
in Eq. (3.19) [in the argument of the logarithm in Z(ω)
the frequency can be replaced by its characteristic value,
ω ∼ 1/t]. This amounts to the rescaling of frequency
ω → Zω (inducing the prefactor 1/Z from the integra-
tion measure dω) and of the time variable t→ t/Z. The
return probability is then given by
C˜(t) =
1
Z
C(0)(t/Z) =
1
Z
Z
4πDt
=
1
4πDt
, (4.41)
so that the corresponding prefactor in the dephasing ac-
tion (3.18) is not changed by the renormalization.
As a result of the rescaling, we get from Eq. (3.26)
∆S˜eff(t) ≃ 3λ2gT t
Z(t)
ln
[
T
T0
t
Z(t)τ
]
≃ 3λ
2gT t
(3/2π)λ2g ln(T0t)
ln
T t
λ2gT0τ
≃ 2πT t ln(gT t/λ
2)
ln(T0t)
. (4.42)
From the condition ∆S˜eff(t ∼ τ˜ϕ) ∼ 1, we obtain the
characteristic dephasing rate in the strong coupling
regime
1
τ˜ϕ
∼ T ln(g/λ
2)
ln(T0/T )
. (4.43)
We see that the conductance enters the dephasing rate
only under the logarithm: in the realistic case of λ = 1,
the Cooperon dephasing rate is given by temperature, up
to logarithmic factors. This conclusion remains valid in
the strong coupling regime also for the time-decay of the
diffusons involved in the mesoscopic conductance fluctua-
tions and in the second-loop weak localization correction.
It is also worth noticing that in the limit of t→∞, the
dephasing action becomes
∆S˜eff(t→∞) ≃ 2πT t . (4.44)
On the other hand, the characteristic dephasing length
Lϕ is not affected by the frequency renormalization. In-
deed, the dephasing length is the “static” object, which
is defined by the Cooperon at ω = 0. The term Dq2 in
the Cooperon denominator is not renormalized by inter-
action, in contrast to −iω, so that the renormalization
effects related to the Z-factor are absent at ω = 0. To
extract the dephasing length Lϕ, one has to compare
Dq2 at q ∼ 1/Lϕ with Σϕ:
Lϕ ∼
√
D/Σϕ∞ ∼ LT /g1/2 ≪ LT , (4.45)
where LT = (D/T )
1/2 is the thermal length. The de-
phasing length Lϕ is thus directly determined by the de-
phasing part of the Cooperon self-energy Σϕ∞ and not by
the dephasing rate 1/τ˜ϕ ∼ Σϕ∞/Z.
Therefore, while the dephasing rate is moderate
(1/τϕ ∼ T ) in the strong coupling regime, the dephas-
ing length is anomalously short (Lϕ ≪ LT ). Note that
the standard interference experiments (e.g., measuring
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the magnetoconductivity) usually probe directly the de-
phasing length rather than the dephasing rate.
The situation when τϕ ∼ 1/T but Lϕ and LT are para-
metrically different is an indicator of strong renormaliza-
tion that may occur in strongly-correlated systems and
in the vicinity of quantum critical points (in particular,
at the Anderson transition in the presence of electron-
electron interactions25).
In the context of gauge-field models, a related physics
has been encountered in Ref. 10 and 11, where the case
of rapidly fluctuating gauge fields has been considered.
This case may be realized in the gauge field formulation
of the t-J-model of high temperature superconductors,
with two species of pseudoparticles, holons and spinons.
There the electric charge is carried by holons, while a fic-
titious gauge field effecting the projection onto the phys-
ical part of the Hilbert space is controlled by the spinons.
The spinons are scattered much more weakly by impuri-
ties than the holons, allowing the anomalous skin effect
regime with typical gauge field frequency ω ∝ q3 to be
reached at sufficiently high temperatures. In that regime
the gauge field fluctuations lead to a spatially nonuni-
form diffusion coefficient. As a consequence, the phase
breaking length varies with temperature as Lϕ ∝ T−1/6,
while the relevant time scale for phase breaking processes
is still given by the inelastic scattering rate, 1/τϕ ∼ T .
This behavior has been seen in experiment52.
V. UNSCREENED COULOMB INTERACTION
Finally, we contrast the results of the previous sections
with a calculation for the case of a long-range electron-
electron interaction. The aim of this section is to point
out how the different (less singular) gauge field prop-
agator modifies the quantities of interest. We use the
susceptibility6
χ(k) = χ0 +
e2v(k)(
2πφ˜
)2 (5.1)
with the 2D unscreened Coulomb interaction
v(k) = 2πe2/k, the free-fermion susceptibility
χ0 = e
2/12πm, and the number of attached flux
quanta φ˜, which for the half-filled lowest Landau level
is φ˜ = 2. While a short-range interaction, v(k) = const,
would just renormalize the value of χ, the long-range
interaction leads to a less singular behavior of the gauge
field propagator at small k,
Uαβ(k, ǫ) =
1
χ(k) k2 − iσ(k)ǫ δ
⊥
αβ
=
1
χ0κk − iσ(k)ǫ δ
⊥
αβ , k≪ kF ,
(5.2)
and the corresponding correlator for thermal fluctuations
in the static approximation
〈aαaβ〉k,ǫ =
T
χ(k) k2
δ⊥αβ 2πδ(ǫ)
≈ T
χ0kκ
δ⊥αβ 2πδ(ǫ) , (5.3)
with the inverse screening length
κ =
e4
2πχ0φ˜2
. (5.4)
For the experimentally relevant case of composite
fermions, kF and κ are not independent, κ/kF = 3C∗/2
with C∗ (see Ref. 17) a numerical constant, which is of
order 10 according to experiments.53 We will now con-
sider this situation, κ & kF , to complement the results
for the point-like interaction from the previous section
with corresponding results for unscreened interaction.
A. Cooperon dephasing
We will first consider the dephasing within the static
approximation. As we discuss below, the latter is justi-
fied for not too low temperatures. For the situation that
the Coulomb interaction is unscreened for all relevant
momenta, κ≫ kF , the less singular gauge field propaga-
tor (5.3) should be used instead of (3.3) in Eq. (3.18).
Then the result is determined by characteristic momenta
k ∈ [l−1, k∗]. Here k∗ ∼√mT/C∗ is the highest momen-
tum for which the static approximation is valid. Taking
into account that the factor D in the interaction vertex
of the left diagram of Fig. 6 acquires a k-dependence,
D(k) ∝ σ(k) ≃
{
σ0 , kl ≪ 1
2σ0/kl , kl ≫ 1 , (5.5)
the equivalent of Eq. (3.19) (the dephasing action within
the static approximation) reads
∆Seff(t) = 4πDt
4λ2e2DT
χ0
∫
dω
2π
exp{iωt}
∞∫
0
q dq
2π
k∗∫
l−1
k dk
2π
2π∫
0
dφ
2π
1
(Dq2 − iω)2
1
κk
−2
kl
, (5.6)
consistent with the interpolation formula derived in
the microscopic calculation of Ref. 18. Compared to
Eq. (3.19), we have dropped the second term in brack-
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ets, which is important only for the correct low-k cutoff,
since in the present case important k are from the range
k ∈ [l−1, k∗] rather than k ∈ [L−1ω , l−1]. The condition
k∗l ≫ 1, which determines the range of validity of the
static approximation, holds in the range of relatively high
temperatures,
T ≫ C∗/gτ . (5.7)
Evaluating Eq. (5.6), we find
∆Seff =
16λ2
C∗
T t ln
gT τ
C∗
, T ≫ C∗
gτ
, (5.8)
resulting in the dephasing rate
1
τϕ
=
16λ2
C∗
T ln
gT τ
C∗
, T ≫ C∗
gτ
. (5.9)
Equation (5.9) is a more moderate dephasing rate than
the corresponding result (3.23) for the more singular
gauge field propagator (3.3) arising from a short-range
interaction, since it does not carry the large parameter g
in the prefactor.
In the realistic case λ = 1, we find at T ≫ C∗/gτ a
dephasing rate 1/τϕ ∼ (T/C∗) ln(gT τ/C∗), similar to the
result of Section IVD. Using the conventional relation
Lϕ = (Dτϕ)
1/2 (which is now valid in view of the absence
of strong renormalization effects), we get
Lϕ ∼ (C∗/ ln g)1/2LT , (5.10)
so that the dephasing length Lϕ is of the order
of LT for realistic parameters. This should con-
trasted to the case of short-range interaction, Sec-
tion IVD, where the anomalously short dephasing length,
Lϕ ∼ LT /g1/2 ≪ LT , was obtained.
At lower temperatures, T ≪ C∗/gτ , the reduced ther-
mal phase-space for inelastic scattering restricts the rel-
evant transferred momenta to the “diffusive range”, q ≪
k ≪ l−1. The static approximation breaks down for
such momenta: the fluctuations of the gauge-fields be-
come fast on the scale of the dephasing time, yielding for
λ = 1
1
τϕ
∼ T
2gτ
C2∗
ln
C∗
gT τ
, T ≪ C∗/gτ , (5.11)
which corresponds to
Lϕ ∼ L2T /l≫ LT . (5.12)
Thus at T ≪ C∗/gτ we have a standard Fermi-liquid-
type situation: 1/τϕ ≪ T and Lϕ ≫ LT . At the lowest
temperatures T ≪ C2∗/g2τ , the dephasing is in fact gov-
erned by the scalar (density-density) part of the interac-
tion and is the same as in the standard situation,
1
τϕ
∼ T
g
ln g , T ≪ C2∗/g2τ , (5.13)
1/gτ1/g2τ
L TL T/g
1/2
L T
2 /l
T
Lφ
1/τ
L T 1/2g
l
FIG. 13: Schematic plot (log-log scale) of temperature de-
pendence of dephasing length Lϕ due to gauge field interac-
tion for the cases of screened (short-range) interaction [dashed
line, Eq. (4.45)] and unscreened Coulomb interaction [dash-
dotted line, Eqs. (5.10) and (5.12)]. The conventional de-
phasing length, Eq. (5.14), due to the scalar part of inter-
action (which dominates the lowest-T total dephasing in the
unscreened case) is shown by the solid line. For simplicity,
the logarithmic factors and C∗ are suppressed.
with
Lϕ ∼ LT g1/2 ≫ LT . (5.14)
Figure 13 illustrates of the behavior of the dephasing
length in both the cases of screened (Section IVD) and
unscreened Coulomb interaction.
B. First-order Hartree correction
We now turn to the evaluation of the effective interac-
tion appearing in the Hartree correction. Since, as we will
see below, the behavior of the quantum conductivity cor-
rections are much less dramatic than for the short-range
interaction, we set the coupling constant λ to unity in this
subsection. Similar to the dephasing action ∆Seff , the ef-
fective interaction box U˜ is now dominated by transferred
momenta up to kF . A calculation accounting for the mo-
mentum differences in the Green’s functions is given in
Appendix F, with the following result to logarithmic ac-
curacy,
U˜(ǫ = 0) =
4
πνC∗
ln g . (5.15)
Eq. (5.15) results in the following first-order Hartree cor-
rection to conductivity,
δσH(T )
σ0
=
2
π2C∗g
ln g ln
1
Tτ
. (5.16)
Similar to the dephasing rate (5.9), the correction (5.16)
is not as large as in the case of a short-range interaction,
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since the effective interaction (5.15) is not too strong.
For experimentally accessible parameters, the first-order
result (5.16) is valid down to exponentially low temper-
atures.
It should be noted that in addition to the Hartree cor-
rection (5.16) and the exchange correction17,
δσex = − e
2
(2π)2
×


ln2(Tτ),
C∗
gτ
≪ T ≪ 1
τ
,
A− ln2
[
g2Tτ
C2∗
]
,
C2∗
g2τ
≪ T ≪ C∗
gτ
,
A− g
C∗
(Tτ)1/2, T ≪ C
2
∗
g2τ
,
(5.17)
[with A = 2 ln2(g/C∗)] there is also the “standard”
Altshuler-Aronov contribution
δσC = − e
2
2π2
ln(1/T τ) (5.18)
from the scalar Coulomb interaction24. Using the experi-
mental parameters of g and C∗ for composite fermions in
the lowest Landau level, δσC dominates over the Hartree
gauge field contribution over the whole range of tem-
peratures. At very low temperatures, when the gauge
field exchange contribution saturates, it is the “standard”
contribution δσC that determines the T -dependence of
the conductivity (see Fig. 14) for not too large conduc-
tance g < exp[πC∗/4] ∼ 103, resulting in a negative total
correction to the conductivity. In the opposite (purely
academic) limit of very high conductances, the effective
coupling constant ∼ ln(g)/C∗ becomes larger than unity,
leading to an effective Z-factor Z > 1. In this situation,
the resummation scheme of Section IV applies.
VI. SUMMARY
We have presented a systematic investigation of the
quantum corrections to conductivity in a disordered sys-
tem of fermions interacting via a fluctuating gauge field,
concentrating on the Hartree-type contributions. As a
closely related effect, we also analyze the dephasing in-
duced by the gauge-field interaction. We have shown
that the anomalously short dephasing length and strong
Hartree interaction correction result from the infrared
singularity of the gauge field propagator, arising from a
short-range electron-electron interaction.
In general, an important outcome of our analysis is
the absence of unphysical divergencies (all the singulari-
ties are cut off by disorder). In particular, the results of
the paper prove that disorder stabilizes the “mean-field”
composite-fermion model of the half-filled lowest Landau
1/τ TC /g2 2τ
δσ
δσ
2
1/2
τ
τ2
τ
−ln T τ
ln [g T  /C ] −const22
τ−ln(1/T )
−O(1)
*
*
C /gτ
(g/C )(T )   −const
*
*
(1/C )ln(g)ln(1/T )
*
H
exδσ
δσC
FIG. 14: Schematic plot (log-T scale) of the contributions to
the conductivity correction for unscreened Coulomb interac-
tion: the Hartree contribution δσH given by Eq. (5.16), the
exchange contribution δσex given by Eq. (19) of Ref. 17, and
the standard Altshuler-Aronov contribution δσC due to the
scalar Coulomb exchange interaction24. For realistically large
conductances ln g ≪ C∗ ≪ g, δσ
ex dominates in magnitude
over δσH in both magnitude and temperature-dependence
at T & C2∗/g
2τ , with the dependence in the vicinity of
T ∼ C∗/gτ taking the form δσ
ex
≃ −2 ln (g/C∗) ln (1/Tτ ).
The temperature-dependence of δσex saturates at low temper-
atures, so that at very low temperatures the standard contri-
bution δσC becomes dominant. The sum of all contributions
is negative for all T , in contrast to the situation of composite
fermions with short-range interaction.
level, which in the clean situation suffers from infrared
singularities.
For weak coupling λ2g ≪ 1 of the fermions to the gauge
field discussed in Section II, the first-order Hartree con-
ductivity correction (2.8), δσH ∼ λ2g ln2T , exceeds the
exchange contribution by a large factor g (dimensionless
conductance). The correction is found to be finite in the
thermodynamic limit, at variance with Ref. 22. This is
intimately related to the gauge-invariance which requires
summation of a certain set of the leading-order diagrams
(Figs. 2 and 3). In Section II B we elucidate the physi-
cal meaning of the obtained contribution and show that
it is governed by scattering on static mesoscopic fluctu-
ations of local currents. At exponentially low T , when
the first-order correction becomes of the order of the
Drude conductivity, we expect that the resummation of
higher-order interaction terms would effectively “screen”
the ln2 T contribution, similarly to the situation of strong
coupling discussed in Section IV.
In Sections III A and III B, we discuss dephasing of
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weak localization and mesoscopic conductance fluctua-
tions at weak coupling. This, in particular, provides
the background for the discussion of the dephasing ef-
fects on the Hartree correction to conductivity at strong
coupling. Within the analysis of dephasing by thermal
fluctuations of the gauge field, we have calculated the
Cooperon dephasing rate, extending the result of Ref. 18
to a broader temperature range, see Eqs. (3.23), (3.25),
and (3.27). We have also shown that, similarly to the case
of Coulomb interaction40,47, first-order weak localization
and mesoscopic conductance fluctuations are subject to
essentially the same dephasing rate, see Eq. (3.32). Since
this demonstration has been performed on the path-
integral level, it also applies to the counterparts of these
phenomena in nontrivial geometries, e.g. h/e and h/2e
Aharonov-Bohm oscillations. We also have analyzed the
dephasing rate applicable to the two-loop weak localiza-
tion correction, Eq. (3.47), which for composite fermions
in the half-filled lowest Landau level is the leading one
since the first-order Cooperon contribution is absent.
For stronger coupling λ2g ≫ 1, an infinite summation
of higher-order interaction terms is necessary, see Sec-
tion IV. A surprisingly rich behavior is found in sev-
eral distinct temperature regimes, owing to the inter-
play of the strong dephasing and the renormalization
effects. An important ingredient of the theory is the
“delayed diffuson” characterized by large real and imag-
inary parts of the interaction-induced self-energy, see
Eq. (4.24). Virtual interaction processes manifest them-
selves in the delayed-diffuson frequency renormalization
by the Z-factor in the self-energy: ΣZ ∼ gω ≫ ω. This
renormalization effectively leads to the “screening” of the
lowest-order contribution to the Hartree correction and
dephasing rates.
We have identified two main temperature regimes,
dominated by (i) strong frequency renormalization by
the virtual processes (low temperatures, T ≪ T0, Sec-
tion IVB) and by (ii) interplay of renormalization and
dephasing (intermediate temperatures, T0 ≪ T ≪
gT0, Section IVC). The temperature-dependent part
of the Hartree conductivity correction is antilocalizing,
dδσH/dT < 0. At intermediate temperatures, the cor-
rection is given by Eq. (4.39) and is parametrically larger
than the exchange correction17. At lowest tempera-
tures, the temperature-dependent part of the Hartree
conductivity correction, Eqs. (4.32) and (4.33), is log-
arithmically divergent with a prefactor of order unity,
δσH ∼ ln (T0/T ). As a result, the negative exchange
contribution17 δσex ∝ − ln g ln (1/T ) becomes dominant,
yielding localization in the limit of T → 0.
Taking into account the influence of the renormaliza-
tion processes on dephasing at strong coupling, we show
in Section IVD that for λ = 1 the dephasing rates are of
the order of T : the renormalization of the frequency by
virtual processes compensates the large factor of g in the
dephasing part of the self-energy. On the other hand, the
dephasing length is anomalously short compared to the
thermal length, Lϕ ∼ LT /g1/2 ≪ LT .
Finally, in Section V we have considered composite
fermions that, in addition to the gauge field, interact
via unscreened Coulomb interaction which leads to a less
singular gauge field propagator. As a result, the large pa-
rameter g does not appear in the perturbative expressions
for the dephasing rate as well as the first-order Hartree
correction and the resummation of higher-order gauge-
field interaction terms is not needed. At not too low
temperatures, the dephasing rate is of the order of the
temperature and Lϕ ∼ LT , while at T ≪ gT0, we find
Lϕ ∼ L2T /l ≫ LT . For lowest temperatures T ≪ T0, the
conventional dephasing due to scalar interaction becomes
dominant. The Hartree correction, Eq. (5.16), takes the
conventional form, δσH ∝ ln (1/T ) (the prefactor is pro-
portional to ln g but becomes large for unrealistically high
conductances only).
On the experimental side, our results have an impor-
tant implication for composite-fermion systems at half-
filling of the lowest Landau level. In view of the para-
metrically different results for interaction corrections in
systems with Coulomb and short-range interactions at
intermediate temperatures, we expect a strong influence
of an external gate (located sufficiently close to the 2D
gas) on transport properties of the system. Also the de-
phasing lengths due to gauge field fluctuations arising
from screened or unscreened electron-electron interaction
differ parametrically. This should be important for the
interpretation of experiments where interference of com-
posite fermions might be observed. In Ref. 21, a loga-
rithmic temperature-dependence of the conductivity has
been reported in high-mobility samples. In those samples
most likely the Coulomb interaction was unscreened, so
that the Hartree correction was small compared to the
exchange contribution. Thus the interpretation of the
experimental data in terms of the gauge-field exchange
correction17 retains its validity.
We close on a more general note. Low-temperature
transport and quantum coherence phenomena in
strongly-correlated systems have become a field of great
research interest. The present work, where the interplay
of disorder, strong renormalization, and dephasing effects
was studied in a system with singular gauge-field inter-
action, demonstrates the complexity of physics emerging
in this context. We expect that the ideas and methods
developed here may be useful for the analysis of meso-
scopic phenomena in a broad class of strongly-correlated
systems.
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APPENDIX A: EFFECTIVE INTERACTION
In this Appendix, we calculate the effective interaction
box U˜ given by Eq. (2.5),
U˜ = U˜ (0) + U˜ (1) + U˜ (2) , (A.1)
with the three contributions arising from the three dia-
grams shown in Fig. 2. Since U˜ is part of the first-order
Hartree diagrams, there is no energy transfer through the
gauge field line. The bare box, shown in the left of Fig. 2,
is calculated as follows,
U˜ (0) =
1
(2πντ)
2
l−1∫
(dk) Uαβ(k, ǫ = 0) (e
∗)
2
∫
(dp) vαvβ G
R(p)GR(p− k)GA(p)GA(p− k)
=
1
(2πντ)2
l−1∫
(dk)
(e∗)
2
χ0k2
∫
(dp) v2xsin
2φ τ2
[
GR(p)GA(p− k) +GA(p)GR(p− k)]
=
1
(2πντ)
2
l−1∫
(dk)
(e∗)
2
χ0k2
2τ2 2πiνv2F
∫
dφ
2π
sin2φ
(pFk/m) cosφ+ i/τ
=
1
(2πντ)2
(e∗)
2
v2F
χ0
4πντ3
∫
(dk)
1
k2
1
1 +
√
1 + k2l2
= 8π (e∗)2
3g
πν
∫
(dk)
1
k2
1
1 +
√
1 + k2l2
(A.2)
with φ the angle between k and p. This integral is determined by small momenta k,
U˜ (0) ≈ 2 (e∗)2 3g
πν
l−1∫
dk
k
. (A.3)
The boxes with the diffusons crossing the gauge field line are calculated by expanding both fermionic boxes to the
leading order in ql ≪ 1 and kl ≪ 1. We find
U˜ (1) =
1
(2πντ)2
l−1∫
(dk) Uαβ(k)
1
(q− k)2 − iω/D
(e∗)
2
v2F
2
2πντ3
[
− 4qαqβ + 2qαkβ + 2kαqβ − kαkβ
]
, (A.4)
U˜ (2) =
1
(2πντ)
2
l−1∫
(dk) Uαβ(k)
1
(q+ k)2 − iω/D
(e∗)
2
v2F
2
2πντ3
[
− 4qαqβ − 2qαkβ − 2kαqβ − kαkβ
]
. (A.5)
U˜ (1) and U˜ (2) do not contribute at k ≫ q, while at k ≪ q
they cancel the low-k divergence of the bare box U˜ (0): In-
serting the sum of the three contributions into the stan-
dard exchange diagrams of type d+e, the average of the
entire diagram (consisting of the effective interaction U˜
times fermionic part B) over the relative angle φ between
q and k has the structure
〈
U˜ Bd+e
〉
φ
∼
〈[
δαβ − kαkβ
k2
] [
δαβ − 4qαqβ
q2
]
qxqx
〉
φ
∼ 1− 〈cos2φ〉− 4 〈cos2φ〉+ 4 〈cos4φ〉
= 0 . (A.6)
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For the logarithmic accuracy of the calculations of this
paper, the details of the low-k cutoff are not important.
Since U˜ is always integrated against a fermionic part con-
taining diffusion propagators, which set ω ∼ Dq2, this
also holds for the ω-dependence. We may thus apply the
low-k cutoff q to the integral in Eq. (A.3) and find the
effective interaction (2.5).
APPENDIX B: GAUGE INVARIANCE AND
EXTRA DIAGRAMS
While calculating the Hartree conductivity correction
for the gauge-field problem, one encounters certain can-
cellations between diagrams, similarly to the case of con-
ventional scalar interaction24. Such cancellations greatly
facilitate the evaluation of δσH , as discussed in this Ap-
pendix.
There are two types of such cancellations. First, all di-
agrams arising from the variation of the generating func-
tionals shown in Fig. 15 can be combined to zero. This
follows from gauge-invariance arguments in the limit of
zero gauge field momentum (the variation of a gauge-
invariant functional with respect to a static uniform
gauge field must vanish), and has been explicitly demon-
strated in Ref. 54. The result is that only diagrams
where retarded Green’s functions are changed into ad-
vanced ones at the external current vertices [“retarded-
advanced” (RA) diagrams of type a and b] remain. This
kind of cancellation is used in the strong-coupling regime
(Section IV), where diagrams of the RA-type (a + b)
with interaction-dressed diffusons were evaluated.
An alternative cancellation allows one to take into ac-
count only diagrams of type d and e, using the argument
of Ref. 24 that the sum of diagrams a,b, and c is zero
in the diffusion approximation. In view of this, the re-
sult (2.8) has been calculated from diagrams d and e (see
Fig. 3) in terms of the effective interaction U˜ , Fig. 2.
Let us note that one should exercise certain caution
employing this type of cancellation to the gauge-field
problem. The point is that additional diagrams with dif-
fusons crossing the gauge field line which do not contain
the closed effective interaction box U˜ exist. We show be-
low, however, that these “non-standard” diagrams cancel
out to the leading order. This justifies using the standard
diagrams of type d and e with the effective interaction U˜
for calculating the Hartree correction.
The extra diagrams can be obtained, along with dia-
grams of type c,d,e, and the part of type a which con-
tains two retarded (two advanced) Green functions at the
current vertices (RR part), from the generating function-
als shown in Fig. 15. The functional without a diffuson
crossing the gauge field line gives the exchange diagrams
in terms of the bare part of the effective interaction U˜ ,
plus diagrams with the velocity vertices next to the in-
teraction vertices, where the latter are small due to an
insufficient number of diffusons. However, the functional
with the additional diffuson gives, apart from exchange
A
R
A
R
A
R
FIG. 15: Generating functionals which lead to Hartree dia-
grams. Mirrored versions of the middle and right diagram are
also possible.
FIG. 16: Examples of diagrams which do not contain the
effective interaction U˜ . The left diagram has an external cur-
rent vertex adjacent to the diffuson crossing gauge field line;
the right diagram has a velocity vertex splitting the diffuson
which crosses the gauge field line.
diagrams in terms of the dressed part of U˜ , also rele-
vant diagrams which cannot be classified in terms of U˜
because they do not contain the closed interaction box.
In addition, the functional with only the diffuson which
crosses the interaction line leads to contributions of the
same order too.
We start with the diagrams obtained by inserting two
velocity vertices into different bubbles of the second func-
tional of Fig. 15. There are 25 possibilities to place the
two velocity vertices. In addition, when both vertices
are inserted into the same diffuson, the different sub-
possibilities of placing them have to be taken into ac-
count. When placing both vertices in the same bub-
ble, there are 15 possibilities of placing them, which
again have to be further distinguished if both vertices
are placed in the same diffuson. Of all these possibil-
ities, some contributions are small, some represent the
standard diagrams24 in terms of the closed box U˜ , and
some give a contribution which is of the leading order
but cannot be expressed in terms of U˜ (see two examples
in Fig. 16). Also, vertices can be placed splitting the
diffuson of the third functional of Fig. 15 (otherwise the
contribution is small).
All the remaining contributions which cannot be writ-
ten in terms of U˜ are only relevant in the case k ≪ q,
since in the opposite case one or more diffusion poles are
displaced by k. Explicitly evaluating the relevant contri-
butions which do not contain U˜ , we find that they cancel
and thus do not affect the cancellation of Eq. (A.6).
From the second functional of Fig. 15, inserting both
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velocity vertices into different bubbles so that they split
the lower diffuson gives (the part with the dressed gauge
field line of) the standard diagrams of type c (if the ver-
tices are not separated by an impurity line) and type e
(if the vertices are separated by a part of the diffuson),
both in terms of U˜ . Similarly, inserting the vertices into
the lower diffuson into the same bubble gives part of the
standard diagrams of type d and the RR part of type a,
respectively. Evaluated in the limit k ≪ q, it can be seen
explicitly that these diagrams cancel.
APPENDIX C: PATH INTEGRAL TRANSFORMATION BETWEEN WEAK LOCALIZATION AND
MESOSCOPIC CONDUCTANCE FLUCTUATIONS
In this Appendix we present the details of the path integral transformation which results in Eq. (3.32). For
convenience, only the diffuson part of the conductance fluctuations will be considered, assuming that the time-
reversal symmetry is broken by random or uniform magnetic field, or that harmonics of the Aharonov-Bohm effect
are considered, the amplitude of which is determined solely by the diffuson part19.
We consider here the weak-coupling situation λ2g ≪ 1, resulting in l, LT ≪ Lϕ: In this case the regime of interest
is T ≫ D/L2, and the function (3.30) can be approximated by a delta function. For a static gauge field configuration
a(r), the amplitude of mesoscopic conductance fluctuations can be written as
〈
δg2
〉
=
16πD2
3TL4
∫
ddR1
∫
ddR2
∞∫
0
dt
r1(t)=R1∫
r1(0)=R2
D[r1(t)]
r2(t)=R1∫
r2(0)=R2
D[r2(t)]
×
〈
exp
{
−
t∫
0
dt′1
[
r˙21(t
′
1)
4D
+ iλe r˙1(t
′
1)
[
a1[r1(t
′
1)]− a2[r1(t′1)]
]]
−
t∫
0
dt′2
[
r˙22(t
′
2)
4D
+ iλe r˙2(t
′
2)
[
a1[r2(t
′
2)]− a2[r2(t′2)]
]]}〉
. (C.1)
Clearly, a static gauge field, a1 = a2, drops out of Eq. (C.1). In the opposite limit of the time between measurements
being long compared to the gauge field dynamics, correlators between different measurements vanish, 〈a1a2〉 = 0.
Performing the average over Gaussian variables a(r) results in 16 gauge-field induced terms in the exponent. Half of
them correlates gauge fields from the same measurement, so that in the static approximation discussed in the main
text the result is
〈
δg2
〉
=
16πD2
3TL4
∫
ddR1
∫
ddR2
∞∫
0
dt
r1(t)=R1∫
r1(0)=R2
D[r1(t)]
r2(t)=R1∫
r2(0)=R2
D[r2(t)]
× exp
{
−
t∫
0
dt′
[
r˙21(t
′)
4D
+
r˙22(t
′)
4D
]
− λ2e2
t∫
0
dt′1dt
′
2
[
r˙1(t
′
1)
〈
a[r1(t
′
1)] a[r1(t
′
2)]
〉
r˙1(t
′
2) +
〈
a2[r1(t
′
1)] a2[r1(t
′
2)]
〉]
+ r˙2(t
′
1)
〈
a[r2(t
′
1)] a[r2(t
′
2)]
〉
r˙2(t
′
2) +
〈
a2[r2(t
′
1)] a2[r2(t
′
2)]
〉]
− r˙1(t′1)
〈
a[r1(t
′
1)] a[r2(t
′
2)]
〉
r˙2(t
′
2) +
〈
a2[r1(t
′
1)] a2[r2(t
′
2)]
〉]
− r˙2(t′1)
〈
a[r2(t
′
1)] a[r1(t
′
2)]
〉
r˙1(t
′
2) +
〈
a2[r2(t
′
1)] a2[r1(t
′
2)]
〉]]}
. (C.2)
Using the transformation
r(t′) =


r1(t+ t
′) , −t ≤ t′ ≤ 0
r2(t− t′) , 0 ≤ t′ ≤ t
(C.3)
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this is equal to the the path-integral representation of the weak-localization correction in a static random gauge field
a(r) after rescaling the gauge field correlator by a factor 2,
〈
δg2
〉
=
16πD2
3TL4
∫
ddR
∞∫
0
dt
r1(t)=R∫
r(−t)=R
D[r(t)] exp

−
t∫
−t
dt′
r˙2
4D
− λ2e2
t∫
−t
dt′1dt
′
2 r˙(t
′
1)
〈
a[r(t′1)] a[r(t
′
2)]
〉
r˙(t′2)


=
16πD2
3TL4
∫
ddR
∞∫
0
dt
r1(t)=R∫
r(−t)=R
D[r(t)] exp

−
t∫
−t
dt′
r˙2
4D


〈
exp

−2iλe
t∫
−t
dt′ r˙(t′)
1√
2
a[r(t′)]


〉
. (C.4)
For thermal gauge field fluctuations this is equivalent to rescaling the temperature by a factor of 2, resulting in
Eq. (3.32). The different short-scale cutoffs47 have been discussed in the main text.
APPENDIX D: DIFFUSON SELF-ENERGY
In this Appendix we calculate the delay-time dependent diffuson self-energy ΣZη used in Sections IVB and IVC
Since in Section IVB the Hartree structure of the contribution to the conductivity correction is ensured by subtracting
the disconnected part, here we take into account all possible virtual contributions to the effective interaction box (the
diagrams in Fig. 10 plus the vertex part given by the first diagram in Fig. 2). Similarly to the situation in Appendix A,
where the diffusons crossing the gauge field line set the low-momentum cutoff, the low-momentum cutoff for the self-
energy contributions of Fig. 10 is set by corresponding diagrams with a diffuson covered by the impurity line. In the
following, we will therefore only consider the bare boxes with the appropriate cutoff k & q.
We start with the evaluation of the self-energy of the disconnected diffuson D˜∞ at low frequencies, ω ≪ T0. Because
these frequencies are smaller than the characteristic width of the gauge field propagator T0, the interaction vertices
may change retarded into advanced Green’s functions. As a result, the three contributions shown in Fig. 10 (and the
corresponding ones with the gauge field line inserted into the advanced Green’s function) are possible. The second
and third diagram of Fig. 10 form a Hikami-box (see, e.g., Refs. 29 and 50 for discussion of Hikami-box contributions
to the self-energy) which combines to one half the second diagram, while the fourth diagram simply acts as a low-k
cutoff for the first one, similar to the second and third diagram in Fig. 2 for the first diagram there. We find the
following result for the self-energy of the disconnected diffuson,
ΣZ∞ = −2πiν
1
(2πντ)
2
∫
(dp)
∫
(dk) λ2e2 vαvβ

 E∫
−∞
dǫ
2π
(
GR
)3
GA +
1
2
∞∫
E
dǫ
2π
(
GR
)2 (
GA
)2
+
∞∫
E−ω
dǫ
2π
GR
(
GA
)3
+
1
2
E−ω∫
−∞
dǫ
2π
(
GR
)2 (
GA
)2 (−i)ReUαβ(k, ǫ) (D.1)
Similarly to the calculation of the vertex interaction part in Appendix A, we get (neglecting E ≪ ω)
ΣZ∞ = −2πiν
i
(2πντ)
2 2πντ
3 λ
2e2v2F
2
0∫
−ω
dǫ
2π
∫
(dk) Re
1
χ0k2 − iσ0ǫ
= −2πiν i
(2πντ)2
2πντ3
λ2e2v2F
2
ω
2π
1
2πχ0
1
2
[
ln
T0
ω
+ 1
]
=
3
2π
λ2gω
[
ln
T0
ω
+ 1
]
, ω ≪ T0 . (D.2)
The renormalization self-energy ΣZ∞ can be cast in the form
ΣZ∞ = 2πν
ω∫
0
dǫ
2π
Re U˜(ǫ) . (D.3)
32
with
ReU˜(ǫ) =
2
(2πν)2T0
kF∫
q
kdk
k2l2(1 +
√
1 + k2l2)
[k2l2(1 +
√
1 + k2l2)]2 + (2ǫ/T0)2
. (D.4)
Evaluating the momentum integral in (D.4) leads to Eq. (4.3).
For the fully dressed diffuson D˜η, it is straightforward to see that at zero delay time the vertex contribution (first
diagram of Fig. 2, now with the energy transfer through the gauge field line integrated over the interval [−ω, 0] set
by the RA channel) exactly cancels with the self-energy (D.2).
For the fully dressed diffuson at finite delay time, we account for the partial cancellation with the vertex terms by
inserting the factor [1− cos ǫη] [see also Section III C and Eq. (4.7)] into the ǫ-integral in Eqs. (D.2),(D.3) and find
ΣZη =
3
2π
λ2g
0∫
−ω
dǫ ln
T0
|ǫ| [1− cos ǫη] =
3
2π
λ2g ω
[
ln
T0
ω
(
1− sinωη
ωη
)
+ 1− Si(ωη)
ωη
]
,
with Si(x) the integral sine function.
We now turn to the situation of high frequencies, ω ≫ T0. Starting from Eq. (D.1), we now allow for the situation
of larger energy transfers, thus taking into account contributions from k ≫ l−1. Neglecting ω and q in the arguments
of the Green’s functions, we find
ΣZ∞ = −2πiν
1
(2πντ)2
∫
(dp)
∫
(dk) λ2e2 vαvβ

 E∫
−∞
dǫ
2π
[
GR(E,p)
]2
GR(E − ǫ,p− k)GA(E,p)
+
∞∫
E
dǫ
2π
[
GR(E,p)
]2
GA(E − ǫ,p− k)GA(E,p)− iτ
∞∫
E
dǫ
2π
[
GR(E,p)
]2
GA(E − ǫ,p− k)
+
∞∫
E−ω
dǫ
2π
GR(E,p)
[
GA(E,p)
]2
GA(E − ǫ,p− k) +
E−ω∫
−∞
dǫ
2π
GR(E,p)GR(E − ǫ,p− k) [GA(E,p)]2
+iτ
E−ω∫
−∞
dǫ
2π
GR(E − ǫ,p− k) [GA(E,p)]2

 (−i)ReUαβ(k, ǫ) . (D.5)
Using the relation GRGA = iτ
[
GR −GA] and neglecting the energy differences in the arguments of the Green’s
functions, this can be simplified to the form analogous to Eq. (D.2),
ΣZ∞ = −2πiν
1
(2πντ)
2
∫
(dk)
λ2e2v2F
2
[−2πντ3] 2
1 +
√
1 + k2l2
×
0∫
−ω
dǫ
2π
(−i) 1
σ(k)
k2l2T0
(
1 +
√
1 + k2l2
)
/2[
k2l2T0
(
1 +
√
1 + k2l2
)
/2
]2
+ ǫ2
. (D.6)
The factor 2/[1 +
√
1 + k2l2] arises from the momentum difference in the combination GR(p)GA(p− k) and is derived
in detail in Appendix F. It is cancelled by the k-dependence of σ(k). At ω ≫ T0, Eq. (D.6) therefore is dominated
by the high-momentum part. It can be calculated as follows:
ΣZ∞ =
2λ2
ν
0∫
−ω
dǫ
2π
∫
(dk)
1
2k
2l2T0
(
1 +
√
1 + k2l2
)
[
1
2k
2l2T0
(
1 +
√
1 + k2l2
)]2
+ ǫ2
=
λ2
8πgτ
0∫
−ω/T0
dy
∞∫
0
dz
z
2
(
1 +
√
1 + z
)
[
z
2
(
1 +
√
1 + z
)]2
+ y2
=
λ2
8πgτ
ω
T0
∞∫
0
dz˜ arctan

 2z˜ (1 +√1 + z˜ω/T0)

 =


3
2π
λ2g ω π
(
4T0
ω
)1/3
, ω ≫ T0
3
2π
λ2g ω
[
ln
T0
ω
+ 1
]
, ω ≪ T0 ,
(D.7)
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both confirming Eq. (D.2) and providing the behavior for larger ω. Again it is straightforward to see that at zero
delay time the vertex contribution exactly cancels Eq. (D.6).
To calculate the self-energy of the fully dressed diffuson at high frequencies and finite delay time, we again insert
the factor [1− cos ǫη] into Eq. (D.6). We first calculate the result for short delay times, η ≪ 1/ω:
ΣZη =
λ2
ν
0∫
−ω
dǫ
2π
1
2
(ǫη)
2
∫
(dk)
1
2k
2l2T0
(
1 +
√
1 + k2l2
)
[
1
2k
2l2T0
(
1 +
√
1 + k2l2
)]2
+ ǫ2
=
λ2
8πgτ
1
2
(T0η)
2
0∫
−ω/T0
dy y2
∞∫
0
dz
z
2
(
1 +
√
1 + z
)
[
z
2
(
1 +
√
1 + z
)]2
+ y2
≈ λ
2
8πgτ
(T0η)
2
0∫
−ω/T0
dy y2
∞∫
22/3|y|2/3
dz z−3/2 =
λ2
8πgτ
(T0η)
2 3
8
(
2ω
T0
)8/3
= O(1) · λ2g ω (ωη)2
(
T0
ω
)1/3
, η ≪ 1/ω . (D.8)
For long delay times, η ≫ 1/ω, the long-η tail of the self-energy can be obtained by extending the limits of the
integration over the cosine contribution from [E − ω,E] to [−∞,∞] and evaluating it using the residue theorem,
ΣZη = Σ
Z
∞ −
λ2
8πgτ
∞∫
0
dz π exp
{
−1
2
T0ηz
(
1 +
√
1 + z
)}
=
{
ΣZ∞ − 3λ2gT02−1/3Γ(5/3) (T0η)−2/3 , T0η ≪ 1
ΣZ∞ − 3λ2g/η , T0η ≫ 1 .
(D.9)
The results of this Appendix are summarized in Eqs. (4.15),(4.25), and (4.26). A similar calculation gives also the
dephasing part Σϕη of the self-energy, Eqs. (4.27), (4.28), and (4.29). The only difference is in using ImU˜(ǫ) instead
of ReU˜(ǫ) and in a thermal factor (4.18) which is used instead of tanh([ǫ + ω]/2T )− tanh[ǫ/2T ].
APPENDIX E: LOW-TEMPERATURE HARTREE CORRECTION
In this Appendix, we calculate the Hartree conductivity correction at low temperatures, T ≪ T0. We start with
the contribution of low frequencies, T . ω ≪ T0 (note that the function f(T0/ω) drops out exactly):
δσω<T0 = 2σ0
T0∫
−T0
dω
2π
∂
∂ω
[
ω coth
ω
2T
] ∞∫
−∞
dη
∫
(dq)
1
2πν
[
D˜η − D˜∞
]
=
e2
2π3
T0∫
0
dω
∂
∂ω
[
ω coth
ω
2T
] ∞∫
0
dη ln
ω +ΣZ∞
ω +ΣZη
≈ e
2
2π3
T0∫
0
dω
∂
∂ω
[
ω coth
ω
2T
] ∞∫
0
dη ln
ΣZ∞
ΣZ∞
[
1− sinωη
ωη
]
+ δΣZη
(E.1)
with
δΣZη =
3λ2
2π
g ω
[
sinωη
ωη
− Si(ωη)
ωη
]
. (E.2)
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Since δΣZη is only important for η & 1/ω, this can be written as
δσω<T0 ≈ e
2
2π3
T0∫
0
dω
∂
∂ω
[
ω coth
ω
2T
] 1
ω
∞∫
0
dx ln
1
1− sinx
x
+
ηmax∫
1/ω
dη
3
2π gω Si(ωη)
ωηΣZ∞


≈ e
2
2π3
T0∫
0
dω
∂
∂ω
[
ω coth
ω
2T
] 1ω c1 +
ηmax∫
1/ω
dη
η
π/2
ω
(
1 + ln
T0
ω
)


=
e2
2π3
T0∫
0
dω
∂
∂ω
[
ω coth
ω
2T
]

 1ω c1 + π ln g
2ω
(
1 + ln
T0
ω
)


=
e2
2π3
[
c1 · ln T0
T
+
π
2
ln g ln
(
ln
T0
T
+ 1
)]
, (E.3)
resulting in Eq. (4.32). Here ηmax is given by the low-k cutoff which is set by the dressed boxes containing extra
diffusons, which occurs on the scale Dq2 ∼ ΣZ∞, so that ηmax ∼ 1/
[
q2l2T0
] ∼ 1/ [ΣZ∞τT0] ∼ 1/ [gωτT0 ln(T0/ω)]. The
numerical constant c1 is given by the integral
c1 =
∞∫
0
dx ln
1
1− sinx
x
. (E.4)
APPENDIX F: EFFECTIVE INTERACTION BOX FOR UNSCREENED COULOMB INTERACTION
In this Appendix we calculate the effective interaction U˜ , given by the diagrams in Fig. 2, for the less singular
gauge field propagator (5.2) corresponding to unscreened Coulomb interaction between the fermions. As mentioned
in the main text, relevant transferred momenta are now k ∈ [l−1, kF ], so that we only need the bare interaction box.
Neglecting the diffusive momentum q and the energy transfer ǫ through the gauge field line, the effective interaction
is
U˜ =
1
(2πντ)
2
∫
(dk)
e2
χ0κk
∫
(dp) v2xsin
2φ GR(p)GR(p− k)GA(p)GA(p− k)
=
1
(2πντ)2
∫
(dk)
e2
χ0κk
∫
(dp) v2xsin
2φ τ2
[
GR(p)GA(p− k) +GA(p)GR(p− k)]
=
1
(2πντ)
2
∫
(dk)
e2v2F
χ0κk
2τ2 2πiν
∫
dφ
2π
sin2φ
(pFk/m) cosφ+ i/τ
=
1
(2πντ)
2
∫
(dk)
e2v2F
χ0κk
4πντ3
1 +
√
1 + k2l2
. (G.1)
Performing the momentum integration, we get, within the logarithmic accuracy,
U˜ ≈ 1
(2πντ)
2 4πντ
3 e
2v2F
2πχ0κl
kF∫
l−1
dk
k
=
12g
πνκl
ln g, (G.2)
which is Eq. (5.15) of the main text. The last factor in
Eq. (G.1), interpolating between small and large k, is the
precise version (for particular disorder scattering model)
of the interpolation factor in Eq. (21) of Ref. 18, where
it was derived for the dephasing action.
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