Abstract Chest radiologists rely on the segmentation and quantificational analysis of ground-glass opacities (GGO) to perform imaging diagnoses that evaluate the disease severity or recovery stages of diffuse parenchymal lung diseases. However, it is computationally difficult to segment and analyze patterns of GGO while compared with other lung diseases, since GGO usually do not have clear boundaries. In this paper, we present a new approach which automatically segments GGO in lung computed tomography (CT) images using algorithms derived from Markov random field theory. Further, we systematically evaluate the performance of the algorithms in segmenting GGO in lung CT images under different situations. CT image studies from 41 patients with diffuse lung diseases were enrolled in this research. The local distributions were modeled with both simple and adaptive (AMAP) models of maximum a posteriori (MAP). For best segmentation, we used the simulated annealing algorithm with a Gibbs sampler to solve the combinatorial optimization problem of MAP estimators, and we applied a knowledge-guided strategy to reduce false positive regions. We achieved AMAP-based GGO segmentation results of 86.94%, 94.33%, and 94.06% in average sensitivity, specificity, and accuracy, respectively, and we evaluated the performance using radiologists' subjective evaluation and quantificational analysis and diagnosis. We also compared the results of AMAP-based GGO segmentation with those of support vector machine-based methods, and we discuss the reliability and other issues of AMAP-based GGO segmentation. Our research results demonstrate the acceptability and usefulness of AMAP-based GGO segmentation for assisting radiologists in detecting GGO in high-resolution CT diagnostic procedures.
Introduction
Ground-glass opacities (GGO) are highly significant findings in high-resolution computed tomography (HRCT) images of diffuse parenchymal lung diseases (DPLD), since they often indicate the presence of an active and potentially treatable process and they are found in over 80% of patients with DPLD [1]. Ground-glass opacities are defined as areas with increased attenuation that do not obscure the texture of bronchi and vessels. In DPLD, GGO were initially believed to represent an active and reversible disease caused mainly by inflammation. Subsequently, it was found that GGO could also result from fibrotic processes [2] . In a non-solitary nodule situation, the growth rate measurement of GGO is one of principal factors that determine whether the nodule is malignant [3] .
Many algorithms and methods have been developed that detect, segment, and classify solitary pulmonary nodules from lung CT images [4] [5] [6] [7] ; however, it is considered to be much more difficult to automatically segment and analyze GGO from lung CT images. The task is difficult even for radiologists, and it is important to address since the segmentation and analysis of GGO CT images is very important in CT imaging diagnoses. A great deal of research has focused on the development of computeraided analyses for disease diagnosis from lung CT images. Much of the research related to lung CT image segmentation for DPLD uses classifiers, e.g., artificial neural networks (ANN) and support vector machines (SVM), to segment the areas of diseases; abnormal regions are classified into the type of abnormality, such as honeycombing, GGO, or bronchovascular, nodular, and emphysematous tissues, as well as normal tissues [3, [8] [9] [10] [11] [12] [13] . Although classifier-based segmentation methods have some advantages in segmenting the DPLD, such as the ability to perform simultaneous multiple findings segmentation, the accuracy of the results depend on the sizes of the divided blocks. There has been a lack of systematic evaluation on the segmentation performance of lung CT images with GGO.
In the present study, we focused on ground-glass opacities segmentation using the Markov random field (MRF) method on lung CT images. The MRF method has been successfully applied to sonar image segmentation [14] , synthetic aperture radar image segmentation [15] , and brain MR image segmentation [16] . Also, researchers [13] have previously employed MRF-based methods to the segmentation of ground-glass nodules after a radiologist specifies a click point; however, this method was limited since it is semi-automatic, relies on radiologists' findings, and can only handle local abnormalities.
In this paper, we present a method of building MRF algorithms to perform segmentation in lung CT images showing ground-glass opacities, and we develop an objective evaluation procedure to evaluate the segmentation results. First, we briefly describe Markov random field theory and Bayesian estimations. Second, we present a method of building a simple MRF model and an adaptive MRF model to segment the GGO based on the prior trained parameters resulting from the manual segmentations of three experienced radiologists. These results are verified using lung CT image data sets with GGO. Next, we used a simulated annealing algorithm with a Gibbs sampler to solve the combinatorial optimization problem of maximum a posteriori (MAP) estimators, in order to achieve the best segmentation results on lung CT images with GGO. In addition, we introduce an image processing procedure to reduce false positives in the GGO segmentation with an adaptive MRF-based method. Then, we present the preliminary results of both simple MRF and adaptive MRF-based segmentations on lung CT images with GGO and present a performance evaluation of the adaptive MRF-based segmentation provided by two senior radiologists. Finally, we discuss the reliability of the developed segmentation algorithms and compare the segmentation results of the AMAP-based method with that of the SVM-based classifier. We discuss the segmentation results of non-solitary nodules having a GGO pattern, in addition to other issues such as partial volume effects and the time requirements of MAP methods for clinical applications.
Material and Methods

Introduction to Markov Random Field and Bayesian Estimations
A Markov random field is a stochastic process defined on a discrete lattice having the Markov property. Let S ¼ s 1 ; s 2 ; . . . ; s N f gdenote a set of lattice points. A mapping G from S to its power set is a neighborhood system on S if for all r, s∈S s 2 G r , r 2 G s ; and s = 2 G s X ¼ X s : s 2 S f gdenotes any family of random variables. For each s, X s ∈ Λ, where Λ={1, 2, …, L} is a common set of class labels. Let Ω be the set of all possible configurations. X is a MRF if its probability mass function p(x) possesses the local property, that is, for all x∈Ω
The distribution of any strictly positive MRF is determined by these conditional probabilities; however, it is difficult to determine its distribution. The HammersleyClifford theorem [17] provides a simple way to solve this problem. We first define the clique and Gibbs distribution. Given a lattice S with neighborhood system G, a clique c is a subset of S such that any pair of distinct points in c are neighbors.
A Gibbs distribution on the lattice S with the neighborhood system G is a probability measure with the following representation:
where Z is a normalizing constant, T is a constant representing the temperature, and U ðxÞ ¼ P 
The Hammersley-Clifford theorem describes the relation between an MRF and a Gibbs distribution. The theorem states that a strictly positive random field X is an MRF relative to the neighborhood system G, if and only if P(X=x) is a Gibbs distribution. The discrete MRF is used to model the segmentation field. Given an observation image Y which has L categories of regions, the segmentation problem becomes how to label each pixel according to certain criteria. Let X denote the labeling field. At each site s, X s is a random variable that takes the value in a common set of labels Λ={1, 2, …, L}. Consider the joint distribution of {Y, X}. The a posteriori distribution is:
where P(x) is called the segmentation model and the conditional probability P yjx ð Þ is called the data model. Here X is modeled as an MRF; thus, P(x) is a Gibbs distribution. The data model is usually Gaussian, i.e., the distribution of pixel values for a given category is modeled as a Gaussian distribution.
From a decision theory point of view, the segmentation problem consists of taking an action (finding a configuration) that minimizes a certain expected cost. A cost function C x; x 0 ð Þ is defined on Ω, where x′ is the desired action and x is a possible configuration. The segmentation problem becomes finding a configuration b x that minimizes the Bayesian risk, that is, 
which is the modes of the posterior distribution given the observation y; thus, the estimator is called MAP. This is a combinational optimization problem that is solvable by the simulated annealing method [18] . The simulated annealing method is generated from a Monte Carlo method used to solve the equations of state and frozen states of n-body systems [19] . In the original Metropolis scheme, an initial state of a thermodynamic system was chosen at energy E and temperature T. With T held constant, the initial configuration is perturbed and the change in energy dE is computed. If the change in energy is negative, the new configuration is accepted, and if the change in energy is positive, it is accepted with a probability given by the Boltzmann factor exp −(dE/T). This process is then repeated enough times to provide good sampling statistics for the current temperature. The temperature is decremented and the entire process repeated until a frozen state is achieved at T=0.
In the following, we will use the simulated annealing method with the Gibbs sampler to solve Eq. 5. Assuming that the pixel number of the image is N, indicated by sð0Þ; sð1Þ Á Á Á ; s N À 1 ð Þ, the maximum likelihood estimates of μ i and σ i for four kinds of category images (background, normal opacities, ground-glass opacities, and high-intensity regions) are taken from statistical measurements of lung CT images with GGO as segmented by senior radiologists. The initial state of the image to be segmented or configured can be represented by X (0) , which is calculated using the maximum likelihood estimations as follows:
where L is the category number. We chose a decreasing temperature sequence T k as the "annealing schedule," which decreases from T 0 ¼ 4K 0 to T k ¼ 0K 0 during the simulated annealing. At iteration k, the new configuration X (k+1) is generated from X (k) as follows:
1. For each pixel number s(i), choose a random category η.
2.
Calculate the probability as follows: where
Gaussian parameters, average, and standard deviation, related with l y s jx s ð Þ, and β is experienced constant 3. s(i) in X kþ1 ð Þ sðiÞ is set to be η depending on q.
If the temperature T k employed in executing the kth site replacement satisfies the bound T k ! T 0 log 1þk ð Þ for every k, where T 0 is a constant independent of k, the configurations generated by the algorithm will be those having minimal energy with probability converging to one (as k → ∞) [18] . Typically, by setting T k ! T 0 log 1þk ð Þ for iteration k, the simulation converges to b x MAP almost surely; however, this is too slow. To improve the speed, we tried several T k sequences which achieved an approximate solution and at last identified the following sequence which converges much faster than the original:
where T 0 and T N are the starting and ending temperatures and m is a fixed number which could be considered the total iteration time.
Data Collection and Image Preprocessing
We enlisted 78 patients having diffuse lung diseases and had their lung images scanned using CT imaging modalities. All the patients bore ground-glass opacities, if we excluded scanned images in the expiration phase or images scanned when the patient was not holding his breath well. As a result, we conducted the study using images from 41 patients. The images were obtained by Somatom 16 (Siemens AG, Germany). The settings were either 120 kV, 110 mA, 1 s scanning time, and standard reconstruction algorithm or 120 kV, 160-190 mA, 0.5 s scanning time, and standard reconstruction algorithm (B31f or B40f). The size of the images was 512×512. We used images with a slicing thickness around 1.0 mm for most cases. We selected three slices for each lung from the 41 selected patients. One slice of the three was obtained from the upper (carina), one from the middle (lower lung veins), and the third from the lower lung field (superior area of diaphragm), which presented the condition of different parts of the lung. Thus, 123 slices were taken into this study. The images were preprocessed by a median filter, which effectively removed salt and pepper noise while preserving the edges. The shape of the median filter was square and the size was the 3×3. As the noise of CT images is not serious, we used the median filer to remove the extreme point in order to smooth the images. The general method to remove noise is the mean filter, which would blur the images and affect the segmentation results. So we employed the median filter. Then the lung boundaries in a processed CT image were determined using threshold and morphological operations. Generally speaking, as the lung is an organ filled with air, it appears as a dark area surrounded by the chest walls and other organs, which are bright on CT images. First, we obtained a binary image by setting those pixels with CT values below a threshold (say, −374HU) to one. If the image had severe ground-glass opacities or consolidations which contact the border of the lung, a higher threshold (say, −174HU) was used to generate the binary image. The severity and slight of the GGO were classified by the radiologists, and the threshold value was chosen manually. We used the linearity search method to choose the parameter. We set the threshold from the initial value (the minimum pixel value of the image) to the end value (the maximum value of the image) with the increment one to find the proper threshold. Figure 1a , b shows an original Digital Imaging and Communications in Medicine (DICOM) lung CT image and the binary image. Second, any bright objects in the binary image that contacted the border were eliminated, as were bright objects with less than 1,500 pixels since the lung fields are relatively large. The area of single lung is from 15,000 to 30,000 pixels. So we chose 1/10 of the lower limit of lung area as small region threshold and removed the area less than 1,500 pixels. Figure 1c shows the refined segmentation of the lung field. Next, the border of the boundary was smoothed by a morphological open operation, the holes in the bright structures were filled, and a morphological erosion operation was applied to the binary image to remove some of the chest wall that was included during binarization. The pixels that were outside lung field were set equal to the mean of the background (−1,024HU). Figure 1d shows the extracted lung field. We used the manual segmented results identified by the radiologists as a gold standard and found that this technique worked well for most HRCT images. In our study, we extracted lung fields from 123 images with DPLD, and 112 of these achieved good segmentation results, accounting for 91% of all cases. The other 11 images excluded some serious consolidation areas on the peripheral lung. Since we were interested in GGO areas, the exclusion of some consolidation areas was acceptable.
Implementation of a Bayesian Segmentation Model for GGO CT Images
Statistical Feature Measurements of Segmented Lung CT Images with GGO After the lung field extraction, the next step was segmentation of the ground-glass opacities. Image segmentation can be viewed as a process of assigning a label to each pixel that indicates its category. In this investigation, the labels used were background, normal opacities, groundglass opacities, and high-intensity regions such as consolidations and some blood vessels. The labels of neighboring pixels are dependent on each other, and the MRF is suitable for modeling such dependency. Thus, we selected typical lung CT images that contain the category label features (background, normal opacities, ground-glass opacities, and high-intensity regions) and used them to train the parameters describing the distribution features of these category images for use in the MRF-based segmentation process.
The statistic features of each category were estimated by examining their intensity histograms, and senior radiologists confirmed the diagnostic conclusions. We retrieved image series with/without DPLD, separate from our testing data, and selected typical images to estimate the statistics such as the averages and standard deviations of pixel values. The regions of interest were manually segmented by senior radiologists, including normal regions from ten patients without DPLD, GGO regions from ten typical GGO images, and consolidations from ten typical consolidation images. The parameters obtained that describe the distribution features of the category images can be used to segment the different category images in the next MRFbased segmentation process.
Simple Data Model
As most distribution limit state is Gaussian distribution, we assume that the pixel value of each category can be modeled as a Gaussian distribution and define simple data model which is characterized by its mean and standard deviation. From a set of regions identified by several expert chest radiologists, the mean and standard deviation of normal parenchyma were computed as −848.6HU and 62.7, respectively. Ground-glass opacities have a mean attenuation of −598.4HU and a standard deviation of 131.2. The mean and standard deviation of consolidations are −12HU and 58.4, and those of background regions are −1,024HU and 0, respectively. To avoid dividing by zero, the standard deviation of the background regions was set to be 1. Then, we used the simulated annealing algorithm with a Gibbs sampler, calculated with Eq. 7, to classify the lung region into these four categories. Figure 2 shows the preliminary results of a MAP estimation of the segmentation field using the simple data model (SMAP). With Fig. 1d considered as one observation of Y, Fig. 2 shows the estimation of SMAP. The colors from black to white illustrate the background, normal opacities, ground-glass opacities, and high-intensity regions, respectively.
Adaptive Data Model
Unlike other texture segmentation applications in which regions belonging to the same category are homogeneous and share the same pixel value distribution, the intensities of GGO regions vary with their severity, i.e., the intensities of severe GGO regions are much higher than those of mild GGO regions. Thus, in this study, we employ the adaptive data model for MAP estimation (AMAP), in which the distribution of GGO is modeled locally and adaptively. The local Gaussian distribution in pixels for a given category x s is
where the μ s is the mean value of the local image and depend on the neighborhood of pixel s. We assumed that the local distribution is Gaussian and the local variation of the GGO regions is fixed, while the local mean value varies from region to region. Thus, we modeled severe GGO regions with high mean intensities and mild regions with low mean intensities. In a Gaussian distribution, about 68% of the values lie with 1 standard deviation of the mean. In statistical notation, this is represented as μ±σ. These two values were chosen as the upper and lower bounds for ground-glass opacities to characterize the maximum and minimum local means, respectively. We used the mean and standard deviation parameters referred to in the simple data model to calculate the upper and lower bounds. The intensities in the local mean image that are below the lower bound are assigned to the lower bound, and those that are higher than the upper bound are assigned to the upper bound. The background, normal opacities, and high-intensity regions are homogeneous; thus, they do not need to be adaptively modeled. Their means and standard deviations are the same as with the simple data model, and the simulated annealing algorithm with Gibbs sampler was also applied to perform the classification. Figure 3 shows the preliminary segmentation results of an AMAP.
False Positive Reduction
The MRF segmentation technique uses intensity information; thus, the intensities of texture structures similar to GGO may be likely mistaken as GGO. Therefore, our study included a targeted effort to reduce the identification of false positive regions.
Since vessels are the most common false positive regions, their identification is a crucial step in reducing false positive regions in GGO segmentation. The processing steps leading to vessel identification are shown in Fig. 4 , and the processing method is described here.
Near the mediastinal surface of each lung, bronchi and major vessels appear in lung CT images as tubular structures with a certain width that are brighter than their immediate neighbors. These bright structures could be detected by a morphological top hat filter, i.e., by subtracting the opened image from the original one. As some severe GGO regions far from the hilum might be mistaken for vessels by this method, we made a central mask to cover the regions near the hilum of the lung, as determined using the lung region segmentation method described by Zrimec et al [20] . Only the vessel candidates in it were reserved.
Small vessels are usually darker than larger ones, due to the partial volume effect. Therefore, we used a local contrast stretch operation to highlight the small vessels. The top hat transformed image divided its Gaussian smoothed version, yielding the contrast stretched image. A threshold was carefully selected to obtain a binary image of small vessel candidates. We calculated the false positive regions of the final results as the measures to choose the Fig. 2 MAP estimation of the segmentation field using a simple data model threshold and used the linearity search method, from a relatively large value to a small value to choose the best value. Finally, we merged the two vessel candidates' images into one and removed its small regions. Figure 5a shows an overlay of the identified final vessels with the original image, and Fig. 5b shows the segmentation result from the adaptive data model with the removed vessels from the image of Fig. 3 .
Although this technique correctly detected vessels in most of the tested lung CT images in our research, there were still some cardiac motion artifacts surrounding the vessels. These artifacts and the normal regions surrounding the vessels were line-like in the segmentation results. From the radiologists' perspective, GGO regions do not contain line-like objects; therefore, we removed line-like objects from the segmentation results. These line-like regions were identified using morphological operations, in which they could not contain a structuring element above a certain width. Thus, regions defined as line-like were narrower than those of a certain width and would disappear after a morphological open operation. After tests on 20 images to choose suitable parameters, we selected the following thresholds: Regions were removed if they contained a disk-shaped structuring element with radius 3 pixels and areas greater than 75 pixels, and regions were removed if they contained a "disk" with radius 4, 5, or 7 pixels and areas greater than 147, 205, or 475 pixels, respectively. In addition to removing line-like regions, small holes in the GGO regions were filled to maintain integrity. Figure 6a is the Fig. 5b with line-like object highlighted by gray color. Figure 6b shows segmentation results with line-like objects (cardiac artifacts highlighted in gray color) excluded compared to Fig. 6a . As the final operations, the border of the GGO regions was smoothed by a morphological open operation, and small regions were removed as shown in Fig. 6c . 
Results
Segmentation Results of the Simple Data Model and the Adaptive Data Model
As mentioned above, a gold standard did not currently exist, so we used as our "gold standard" the segmentation results on lung CT images with GGO made by three experienced radiologists. All three radiologists had more than 20 years of thoracic imaging diagnostic experience. This "gold standard" was used to evaluate the segmentation resulting from the algorithms described here. The images were magnified by a factor of two using bi-linear interpolation and were displayed on a diagnostic image display workstation with a resolution of 1,200×1,600. The window was chosen to be 1,450, and the level was chosen to be −450HU. The final borderlines of the GGO regions were confirmed by two of the three or all of the three radiologists, and the borderlines were delineated by one radiologist.
We applied two approaches for MRF-based segmentation of the lung CT images with GGO: One used the Gibbs sampler with adaptive data model (abbreviated AMAP), and the other used the simple data model (SMAP). The processed results from the AMAP and SMAP approaches are shown in Fig. 7b , c, respectively. In contrast with the "gold standard" shown in Fig. 7a as identified by senior radiologists, we could see that mild GGO areas which could not be detected by the SMAP approach are included in the final AMAP results, and the borderlines of GGO regions segmented using AMAP are almost consistent with the "gold standard" shown in Fig. 7a . Since the image segmentation of the MRF-based method is at the pixel level, we used the number of processed pixels as the area of the region of interest to calculate some of the parameters used to evaluate the segmentation performance.
To more exactly evaluate the classification performance of the segmentation method, we calculated the sensitivity (SE), specificity (SP), and accuracy (AC) of the two approaches. Their formulas are given as follows:
Accuracy ¼ TP þ TN area of lung ð10cÞ TP is the area of the GGO region which has been correctly classified, and TN is the area of the non-GGO region which has been correctly classified. P is the total area of the GGO region while N is the total area of the non-GGO region. The sum of P and N is the total lung area. Using the manually identified regions as the "gold standard," the average sensitivity, specificity, and accuracy of SMAP and AMAP were found (Table 1) . We can see that AMAP has much higher sensitivity than SMAP. Paired t test was performed and showed that the p value, 4.01× 10 −39 , was smaller than 0.01. Thus, the hypothesis that the sensitivity of AMAP is greater than that of SMAP cannot be rejected at the 1% level of significance. Figure 8 shows some of the AMAP segmentation results compared with the "gold standard" from senior radiologists. The figure shows five GGO images (a, b, c, d, and e) from five patients. For each case, we illustrated three images marked by the numbers 1, 2, and 3. The first image, such as "a1" or "b1," was the original GGO image in the DICOM format, the second image (a2 or b2 …) was the "gold standard" manually identified by senior radiologists, and the third image (a3 or b3 …) was the final segmentation result from AMAP. Figure 8a shows an image with small, mild regions of GGO; in this case, the AMAP segmentation results were achieved using a threshold of −374 HU, and a SE, SP, and AC of 95.21%, 98.81%, and 98.73%, respectively. Figure 8b shows nodular GGO which has a "clear boundary," using the threshold −374 HU and SE=93.44%, SP=99.61%, and AC=99.53%. Figure 8c -e all had general regions of GGO and used thresholds −174HU, and SE, SP, and AC were (94.79%, 94.38%, 94.66%), (90.22%, 98.31%, 92.59%), and (93.95%, 85.66%, 90.98%), respectively. From Fig. 8 , we see that the final AMAP segmentation results were consistent with the "gold standard" from senior radiologists.
Radiologists' Evaluation
Although we achieved positive results using AMAP segmentation methods, it was still necessary for radiologists of different grade levels to evaluate the segmented results to see whether the segmentation approach is acceptable and helpful statistically to potential users. So we selected several images to be visually evaluated by experienced chest radiologists.
Thirty CT images from ten patients were randomly selected as the testing data set from the total 41 patients. Two senior radiologists from the radiology department with over 20 years experience in reading lung CT images were invited to score the segmentation results. Neither of them had ever read these particular images before. First, the observers were shown high-resolution CT images on picture archiving and communication system diagnostic workstations, and then they compared them with the segmented images. The evaluated GGO images were in DICOM format, and the GGO edges were marked with white curves generated from the AMAP segmentation results. The radiologists independently evaluated 30 segmented images using the following numeric scoring method according to their own experience: The detailed results are listed in Table 2 . The two senior radiologists gave high scores to our segmented results. Out of the 30 data sets, one of the radiologists scored 17 images as 10 or 9 ("excellent"), ten images as 8 or 7 ("no significant error"), two images as 6 or 5 ("one or two misclassifications"), one image as 4 or 3 ("segmentation in doubt"), and no image as 2 or 1 ("unusable"). For the other radiologist, the number of images scored at each level was 23, 5, 0, 2, and 0, respectively. The average scores of the two senior radiologists were 8.53 and 8.80. These evaluation results indicate that the MRF-based segmentation approach and results were acceptable to experienced radiologists, and it is possible to use this algorithm to assist radiologists in detecting GGO in HRCT diagnostic procedures. Fig. 8 Final results of the AMAP method: a1 The original DICOM image with small mild regions of GGO. a2 The "gold standard" manual of a1 identified by senior radiologists. a3 The final segmentation result of a1, using the threshold −374 HU with SE=95.21%, SP=98.81%, and AC=98.73%. b1 The original DICOM image with nodular GGO having "clear boundaries." b2 The "gold standard" manual of b1 identified by senior radiologists. b3 The final segmentation result of b1, using the threshold −374 HU with SE=93.44%, SP=99.61%, and AC=99.53%. c1 The original DICOM image with general regions of GGO. c2
The "gold standard" manual of c1 identified by senior radiologists. c3 The final segmentation result of c1, using the threshold −174HU with SE= 94.79%, SP=94.38%, and AC= 94.66%. d1 The original DICOM image with general regions of GGO. d2 The "gold standard" manual of d1 identified by senior radiologists. d3 The final segmentation result of d1, using the threshold −174HU with SE=90.22%, SP= 98.31%, and AC=92.59%. e1
The original DICOM image with general regions of GGO. e2
The "gold standard" manual of e1 identified by senior radiologists. e3 The final segmentation result of e1, using the threshold −174HU with SE=93.95%, SP= 85.66%, and AC=90.98%
Discussion
Comparison of MAP-Based Segmentations with SVM Classifier-Based Segmentation
In segmentation studies of lung CT images with GGO diseases, texture-based classification (such as ANN-based classifiers or SVM-based classifiers) have been adopted to segment the disease areas. For example, Delorme et al [8] . used multivariable discrimination analysis to classify 5× 5-pixel blocks using texture parameters and categorized each region of interest as normal, emphysema, groundglass, intralobular fibrosis, and vessels. The overall accuracy was 70.7%. Uppaluri et al [9] . classified honeycombing, ground glass, bronchovascular, nodular, emphysematous, and normal tissue. In general, 17 texture features were used, including gray level distribution features, run-length features, and co-occurrence matrix features. Results obtained using observer-defined regions (test set 1) showed sensitivities greater than 82.0%, specificities greater than 82.0%, and an overall accuracy of 93.5%. Shamsheyeva and Sowmya [21] used a redundant quincunx wavelet transform for classification feature extraction and achieved a sensitivity of 74.53% and a specificity of 99.04%. As we mentioned in the "Introduction," the segmentation accuracy of ANN-or SVM-based classifiers has been strongly dependent on the size of the divided blocks [8, 12] . Below, we compare the performance of AMAP-based segmentation with texture-based approaches on the same lung CT image data sets with GGO. Five kinds of texture features were used in our study, including Gabor transform features [22] (referred to as features 1 to 12 in this paper), the multi-scale Hurst features [23] (features 13 to 20), the wavelet frame decomposition features [24] (features 21 to 30), Gaussian Markov random field parameter features [25] (features 31 to 35), and the intensity of origin image (feature 36). The 36 total features were calculated for each pixel in the lung area.
We chose the SVM as the classifier and performed classification using the libsvm software package [26] . The SVM-RFE algorithm was applied to select the optimal set of features; this algorithm was proposed by Guyon et al [27] . for selecting genes relevant to a cancer classification problem. The goal of optimal feature selection is to find a subset of size r among d variables (r<d) which maximizes the performance of the predictor. The method is based on a backward sequential selection. The method starts with all features and sequentially removes the one feature with the least influence on the weight vector norm until r features remain. Twenty features were optimally selected to build the SVM-based classifier to identify GGO from lung CT images. Figure 9 shows the average segmentation results of the SVM-based classifier and the MRF-based methods on 41 lung CT images. A paired t test was performed to compare the sensitivity, specificity, and accuracy between the SVM and AMAP methods. The sensitivity of the two methods for classifying ground-glass opacities was not significantly different across the evaluations using the paired t test (p> 0.01). But the p values of the specificity and accuracy were 3.50×10 −18 and 6.40×10 −18 , which showed that the AMAP method significantly outperformed the SVM-based classifier. The overall sensitivity, specificity, and accuracy for the SVM method were 86.94%, 94.33%, and 94.06%, respectively.
Quantificational Analysis and Diagnosis Using AMAP-Based Segmentation
One of our research objectives for GGO segmentation was to quantificationally analyze the disease from CT images by Scores by radiologist2 9  9  10  8  3  10  10  4  8  9  10  10  10  9  9  Number. of GGO images  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30   Scores by radiologist1  8  10  10  9  9  10  10  8  6  7  10  5  10  10  9  Scores by radiologist2  10  9  8  10  9  10  9  9  9  8  1 0  7  9  1 0  9 exactly segmenting the ground-glass opacities. Patients with diffuse lung diseases usually have their lungs scanned multiple times to observe changes in the disease over time. Currently, radiologists can only qualitatively analyze the progress of inflammation and approximately describe it in reports. It is difficult to calculate the lesion region absorbed or growing. In the following, we evaluate the performance of quantificational diagnosis using the AMAP segmentation algorithm on CT images with GGO.
We selected several studies of lung CT images from one patient with GGO disease, which occurred at different scanning times. We chose one slice from each series, each of which should distinctly show GGO, and all slices should correspond to the same position of the lung. The GGO regions for each slice are segmented using our AMAP method, and the statistical ratios of variety on segmented GGO areas between the slices over different scan times are calculated. We also retrieved the corresponding reports from radiological information system (RIS) to verify the results. Generally speaking, radiologists compare current diagnostic results with those from the initial scan on the same patient when they report on the progress of inflammation and the disease. Thus, we verified our segmented results using prior radiologists' reports.
We chose two patients with pulmonary inflammation who had more than one CT scanning procedure for their pulmonary disease. For the first patient, three studies were selected with an interval scanning time between two studies of about 3 months. We used AMAP segmentation to examine three slices selected from the three series of studies at the same scanning position. The total GGO areas segmented were 5,972, 5,249, and 1,032 pixels, increasing in time. The GGO area in the second slice was almost the same as in the first one, and 82.74% of the GGO region disappeared in the third one. The diagnostic conclusion from the third RIS report concurred, as it included wording such as "GGO region in the second series was approximately same with first one, but the GGO area in the third one was absorbed." We selected a different set of slices, which were in the same series of patient; the result was 79.42%. We use the method to quantitative analyze the process of GGO. The result changes if a different set of slices selected. Although the result changes, the tendency is similar, which could quantitative analysis the progress of GGO.
For the second patient, two studies were chosen with an interval scanning time of about 2 weeks. The GGO areas in the two slices from the two series were segmented to be 14,870 and 10,682 pixels using the AMAP method. This showed that the GGO region of the second slice image was reduced by 28.16%. The second related report described that "a small amount of GGO was absorbed," which is consistent with the segmentation result.
Reliability of the Ground-Glass Opacities Segmentation Method
Since the MRF estimator uses random variables, there may be tiny differences in the segmented results each time an analysis is performed. To examine this effect, we investigated the reliability of our ground-glass opacities segmentation method. We used the AMAP method to compute an average accuracy on a randomly selected image and repeated the test three times. The first time, the average sensitivity, specificity, and accuracy were 86.69%, 94.36%, and 86.59%, respectively. The second time, the corresponding results were 86.59%, 94.31%, and 94.03%, and the third time, the corresponding results were 86.71%, 94.35%, and 94.08%. There was no significant difference between these three sets of results for this image. Table 3 shows the exact comparison results between three tests of sensitivity, specificity, and accuracy for all tested images using the AMAP segmentation method. It is seen that the maximum offset error was about ±2%, and for most cases, there was only a slight difference between each result. This verified that our GGO segmentation methods were reliable.
Segmentation Accuracy for Ground-Glass Opacity Nodules (Part Solid and Nonsolid) Ground-glass opacities may also be found in pulmonary nodules called non-solitary or part-solitary nodules. These nodules are more likely to be malignant than solid ones [28] . The GGO around these nodules usually have relatively clear boundaries compared with general GGO. Five cases with nodular GGO were selected to test our collected patient data. They all had "clear boundaries" as found in radiologists' reports. The segmentation results are listed in Table 4 . The average sensitivity, specificity, and accuracy were 89.98%, 97.59%, and 97.40%, respectively, which is a better result than in the general GGO cases. So, our developed AMAP segmentation algorithm also performs well in detecting GGO nodules with clear boundaries.
Other Issues of MAP Segmentation Methods on Lung CT Images with GGO Due to the partial volume effect, vessels between two slices show attenuations quite close to ground-glass opacities. Although special effort has been made to identify vessels in our research, portions of vessels in some images are still classified as GGO in the MAP segmentation methods developed in our study.
Cardiac motion artifacts present one common type of false positive results. Although most cardiac artifacts were identified as line-like regions in our study, some artifacts in some images are still identified as GGO.
Unlike texture feature-based techniques, our approach does not require a complete set of training patterns; only local distribution characteristics are needed. The severity of the GGO could also be measured by the area and the local CT values.
Conclusions
CT image studies from 41 patients with diffuse lung diseases were enrolled in the study. Both a simple data model (SMAP) and an adaptive data model (AMAP) were employed to model the local distributions of each category. The simulated annealing algorithm with a Gibbs sampler was used to solve combinatorial optimization problems of MAP estimators for best segmentation results. The manual segmentations of three experienced radiologists were used as the gold standard to evaluate the segmentation performance of the AMAP data model. The evaluation proved that the presented segmentation approach efficiently segments the lung CT images with ground-glass opacities, providing segmentation results of 86.94%, 94.33%, and 94.06% in average sensitivity, specificity, and accuracy, respectively. The method has been demonstrated to be acceptable and useful for assisting radiologists in detecting GGO in HRCT diagnostic procedures. Compared with SVM-based segmentation methods, the AMAP-based GGO segmentation has better performance, not only in sensitivity, specificity, and accuracy but also in processing time.
We discuss the reliability, false positive reduction, and other issues of AMAP-based GGO segmentation methods. Our approach works well for screening GGO images, is objective, and involves little interaction with the users. Compared to visual assessment, which is a complex subjective process, the developed MAP-based segmentation can be used for computer-aided detection and analysis of ground-glass opacities.
