Abstract-Naturalistic affective expressions change at a rate much slower than the typical rate at which video or audio is recorded. This increases the probability that consecutive recorded instants of expressions represent the same affective content. In this paper, we exploit such a relationship to improve the recognition performance of continuous naturalistic affective expressions. Using datasets of naturalistic affective expressions (AVEC 2011 audio and video dataset, PAINFUL video dataset) continuously labeled over time and over different dimensions, we analyze the transitions between levels of those dimensions (e.g., transitions in pain intensity level). We use an information theory approach to show that the transitions occur very slowly and hence suggest modeling them as first-order Markov models. The dimension levels are considered to be the hidden states in the Hidden Markov Model (HMM) framework. Their discrete transition and emission matrices are trained by using the labels provided with the training set. The recognition problem is converted into a best path-finding problem to obtain the best hidden states sequence in HMMs. This is a key difference from previous use of HMMs as classifiers. Modeling of the transitions between dimension levels is integrated in a multistage approach, where the first level performs a mapping between the affective expression features and a soft decision value (e.g., an affective dimension level), and further classification stages are modeled as HMMs that refine that mapping by taking into account the temporal relationships between the output decision labels. The experimental results for each of the unimodal datasets show overall performance to be significantly above that of a standard classification system that does not take into account temporal relationships. In particular, the results on the AVEC 2011 audio dataset outperform all other systems presented at the international competition.
I. Introduction

I
N the affective computing field [1] , various studies have been carried out to create systems that can recognize the affective states of their user by analyzing their vocal [2] , [3] , facial [4] - [6] , body expressions [7] - [10] , touch [11] and even H. Meng is with the School of Engineering and Design, Brunel University, Uxbridge, Middlesex UB8 3PH, U.K. (e-mail: hongying.meng@brunel.ac.uk).
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Digital Object Identifier 10.1109/TCYB.2013.2253768 their physiological changes [12] . Most of that work has been done on acted or stereotypical expressions. More recently, there has been a shift toward using naturalistic expressions to create systems that can interact with people in their everyday life (e.g., [11] , [13] - [20] ), as well as to provide automatic measures for user experience studies [21] - [26] or even platforms for research in affective computing [27] . Naturalistic expressions present a big challenge to the research community because they are less stereotypical and not always fully-fledged expressions. Furthermore, the dynamic of these expressions is more complex, leading to a larger variability in the way affect is expressed. Finally, naturalistic expressions tend to change more slowly than acted expressions. A few datasets of naturalistic expressions have been made available recently, with the aim to support the creation of emotion recognition systems that are usable in a real context.
An example of such a dataset is the FAU dataset [28] containing naturalistic vocal expressions of children playing with Sony's pet Robot Aibo. The FAU dataset was manually segmented and annotated at word level with 11 discrete emotion categories by different human labelers. This dataset was used in various academic events [16] , [29] , challenging the research community to improve the automatic recognition of continuous naturalistic vocal expressions.
More recently, the research community has been moving toward datasets that are labeled using a dimensional, rather than a categorical approach. An affective dimensional approach allows a more complete description of the emotional state [30] . An example of such a dataset is the AffectME naturalistic corpus [17] containing a large set of naturalistic affective postures of whole body game players. The affective postures of players playing different sport games were manually extracted and annotated accordingly not only to four discrete emotional states but also to four affective dimensions.
An even more interesting case is provided by the combination of both the continuous labeling along the temporal dimension and the labeling along a set of affective dimensions. Among the datasets featuring this type of labeling process, the audio and video dataset used in the AVEC 2011 challenge [31] provides a unique dataset of naturalistic vocal and facial expressions to help investigate the modeling of the transition between levels of affective dimensions over time. Another interesting dataset is the UNBC-McMaster Shoulder Pain Expression Archive Database (also called PAINFUL dataset) [32] containing videos (but no audio) of naturalistic expressions of acute pain. The facial expressions in the videos are labeled 2168-2267 c 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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by using the Prkachin and Solomon pain intensity metric [33] based on the activation of core facial action units. All these datasets provide a more natural scenario of everyday life where expressions change continuously. In this paper, we tackle the problem of affective dimension level recognition by extending the methodology presented in our AVEC 2011 audio subchallenge workshop paper [34] , which we showed to outperform the Latent-Dynamic Conditional Random Fields method proposed in [35] . In this methodology, the temporal relationships between consecutive levels of a given affective dimension are analysed and modeled by using a Markov model based approach [36] . The affective dimension level recognition problem is solved through a multistage automatic pattern recognition system where the temporal relationships are modeled through the Hidden Markov Model (HMM) framework. Here, we refine the multi-stage classification architecture and test its performance over four affective dimensions (arousal, valence, expectation, dominance) not only on the audio but also on the video data of the AVEC 2011 dataset. We further test it on the pain intensity dimension by using the PAINFUL dataset in order to get a better understanding of the pros and cons of the approach. In particular, we expand the analysis to understand how the duration of affective expressions affects its performance. Our experimental results show its effectiveness and generalization capabilities as well as highlight some insights on the importance of each stage.
The remainder of the paper is structured as follows. Section II provides a review on related works. Section III analyzes and models the labeling of the naturalistic expression datasets. Sections IV presents the multistage pattern recognition system and its variations. Sections V and VI present the experimental results. The paper ends with a discussion on the approach and some conclusions.
II. Related work
As promising results have been obtained in emotion recognition on acted expressions, it is now necessary to move toward modeling naturalistic expressions [37] , [38] , [10] . In particular, an important challenge is to create systems that can continuously (i.e., over time) monitor and classify affective expressions into either discrete affective states or continuous affective dimensions.
Various continuous and dimensional emotion recognition systems have been built using machine learning techniques, such as support vector machines (SVM) [31] , [39] . The typical approach is to model each unit of expression (e.g., a video frame, a word) independently and to make it a standard classification problem at frame or word level. The results have been very encouraging [31] , [37] , [39] . Another interesting approach uses the temporal relationship between different concurrent information to provide a better classification over levels of affective dimensions. Eyben et al. [40] proposed a string-based prediction model and multimodel fusion of verbal and nonverbal behavioral events for the automatic prediction of human affect in a dimensional space. Recently, Nicolaou et al. [41] described a dimensional and continuous prediction method for emotions from naturalistic facial expressions that augments the traditional output-associative relevance vector machine (RVM) regression framework by learning nonlinear input and output dependencies inherent to the affective data.
Long short-term memory (LSTM) recurrent neural networks have also been successfully used for modeling the relationship between observations [42] - [45] . Wöllmer et al. [42] first proposed a method based on LSTM recurrent neural networks for continuous emotion recognition that included modeling of long-range dependencies between observations. This method outperformed techniques, such as support vector regression (SVR). Eyben et al. [43] used it for audiovisual classification of vocal outbursts in human conversation and the results showed significant improvements over a static approach based on SVM. Nicolaou et al. [44] also used LSTM networks to outperform SVR due to their ability to learn past and future contexts. Wöllmer et al. [45] used bidirectional long short-term memory (BLSTM) networks to exploit long-range contextual information for modeling the evolution of emotions within a conversation.
HMMs are another method typically used to model processes characterized by temporal relationships and they have been applied for facial expression recognition [46] , affective vocal expression recognition [47] , [48] and audiovisual affect recognition [49] , [50] , [51] . Nwe et al. [47] used a four-state fully connected HMM to recognize six archetypical emotions from speech, obtaining recognition performance comparable to subjective observers' ratings. Lee et al. [52] showed that HMMs produce better results when the unit of recognition is not the entire emotional expression (i.e., from the onset of the expression to its end) but the subunits that compose it as the expression develops and ends (phonemes in their case). HMMs have also been combined into multilevel systems with other machine learning algorithms, such as k-nearest neighbor (k-NN) (e.g., [53] ).
Like HMMs, dynamic Bayesian network based methods [54] , [55] have been used for facial expression recognition and semantic relationship modeling between facial affect behaviors [56] . They have been used to describe this temporal relationship in the affective states [57] and action units [58] in a probabilistic framework. Latent-dynamic conditional random fields [35] were used to represent indirectly the extrinsic dynamic between emotional labels. The temporal relationships between labels were computed on the basis of the structure of the expressions (e.g., relationship between AUs). More recently, Hammal and Kunz [59] proposed a system for dynamic recognition of spontaneous and nonprototypic pain expressions based on the transferable belief model from video sequences.
All these works show that learning techniques that exploit the relationship between consecutive observations outperformed approaches based on local information only. In particular, LSTM appears to provide higher performance than approaches based on local information, especially when the contextual information is very important but the exact nature of the relationship is not known a priori [43] . Similarly, in the HMM and dynamic Bayesian-based methods presented above, the temporal relationship was represented by the transition probabilities between hidden states. The main shortcoming of these approaches is that the hidden states are unknown and need to be estimated based on assumed probability distributions of the data. Although optimization methods, such as the expectation maximization algorithm, could be used, the estimation is not always accurate because the data might violate the assumptions.
In this paper, we aim to overcome this problem by modeling the transitions (over time) between affective dimension levels as first order Markov models. The temporal sequences of affective dimension levels (i.e., labels) can be defined as the hidden states sequences in the HMM framework. Then the probabilities of these hidden states and their state transitions can be accurately computed from the labels of the training set. In contrast to how HMMs are used in the works above, in our approach the hidden states during the training process are known, as they correspond to the sequence of affective labels in the training set. This approach transforms the dimension level classification problem into a best path-finding optimization problem in the HMM framework. Through a multistage classification approach, the output of a first-stage classification is used as observation sequences for a secondstage classification, modeled as a HMM-based framework. A third classification stage, a decision fusion tool, is then used to boost overall performance. Indeed, it has been shown that multiclassifier systems can outperform traditional approaches while simultaneously reducing computational requirements (see [2] for a review).
In the following section, we describe the AVEC 2011 and PAINFUL datasets along with the features used for the modeling and labeling processes. Then, using an information theory approach, we confirm the suitability of using a firstorder Markov model approach to model the transition between the levels of each affective dimension.
III. Datasets and Affective Transition Modeling
A. Data and Feature
1) AVEC 2011 Dataset: Conversational Context:
The AVEC 2011 challenge dataset is part of the SEMAINE corpus [60] , which consists of a large number of emotionallycolored interactions between human participants and an emotionally-stereotyped character. The videos were recorded by using five high-resolution (780×580 pixels), high framerate cameras (50 fps), and four microphones. The AVEC 2011 dataset was created from the first 140 operator-user interactions, which constitutes the sensitive artificial listener (Solid-SAL) partition of the SEMAINE corpus. The Solid-SAL partition consists of a human participant interacting with another person, who plays the role of the emotionally stereotyped character. The SEMAINE database is fully described in [60] . The AVEC 2011 challenge dataset consists of 31 videos used for training, 32 videos for development, and another 31 videos for testing. Fig. 1 shows examples of video frames. There are 20 participants in the whole data, and approximately 15 000 frames (50 min) per video.
In this paper, we use the video and audio features provided by the AVEC 2011 challenge database [31] briefly described here. The unit of classification for the video dataset is a video frame. For each video frame, a set of features is computed. They consist of information describing the position and the pose of the face and of the eyes, and a locally dense appearance description. The OpenCV implementation of the Viola and Jones face detector [61] was employed to identify the face position and its features. The dense local appearance descriptor used is the uniform local binary pattern (LBP) [62] , [63] . By employing uniform LBPs, instead of full LBPs, and by aggregating the LBP operator responses in histograms taken over regions of the face, the dimensionality of the features is kept relatively low (59 dimensions per region). For this reason, the registered face region is divided into 10×10 blocks, resulting in a feature vector with 5900 components.
The unit of classification for the audio dataset is a user-uttered word. The feature vector for each word consists of 1941 components, composed of 25 energy-and spectral-related low-level descriptors (LLD)×42 functionals, six voicing-related LLD×32 functionals, 25 delta coefficients of the energy/spectral LLD×23 functionals, six delta coefficients of the voicing-related LLD×19 functionals, and ten voiced/unvoiced durational features. The set of LLD covers a standard range of commonly-used features in audio signal analysis and emotion recognition. The functional set is carefully reduced to avoid LLD/functional combinations that produce values that are constant, contain very little information, and/or high amounts of noise. A detailed description of the features can be found in [31] .
2) The PAINFUL Dataset: Facial Expressions of Pain: The second dataset used is the PAINFUL dataset, i.e., part of the UNBC-McMaster Shoulder Pain Expression Archive Database [32] . This dataset contains only videos of patients experiencing shoulder pain. The videos were collected while patients were performing a series of active and passive rangeof-motion tests with either their affected limb or the unaffected one. The dataset contains 200 video sequences containing spontaneous facial expressions (no audio is provided). The unit of classification is a video frame. 48 398 frames of the dataset were coded by experts using the facial action coding system (FACS) [64] . Examples of frames from the PAINFUL dataset are shown in Fig. 2 . There are 25 participants in this dataset.
As with the previous dataset, we used the features provided with the dataset. There are 66-point Active Appearance Model (AAM) [65] landmarks for each frame of the videos. The AAMs were used to track the face and extract its visual features. For each point, the horizontal and vertical coordinates are provided, forming a vector of 132 components for each frame. Fig. 3 shows an example of these points on a video frame. Detailed information on how these landmarks were generated can be found in [32] .
B. Data Labels
1) AVEC 2011 Video Labeling:
The video frames were continuously labeled over time by at least two raters according to four affective dimensions: activation, expectation, power, and valence. These dimensions are well established in the psychological literature and appear to account for most of the variability between everyday emotion categories [66] . The valence dimension indicates the overall positive or negative feeling of an individual toward the object at the focus of his/her emotional state. Activation indicates the individual's global level of dynamism or lethargy. The power dimension subsumes two related concepts-power and control. It relates to social experience of dominance and is also characterized by vocal and action tendency responses. The expectation dimension also subsumes various concepts, such as expecting, anticipating, and being taken by surprise.
The original continuous label traces were binned in temporal units of a duration corresponding to a single video frame for the facial expressions. The levels considered in the AVEC 2011 database were binarized by testing each value against the mean, i.e., a video frame is labeled as 1 (high) if the frame's original label (affective dimension level) is above the mean level for that dimension, 0 (low) otherwise. Fig. 4 shows an example of binarized labeling of a video recording along the four affective dimensions.
2) AVEC 2011 Audio Labeling:
The AVEC 2011 audio dataset was labeled using a similar process. However, the traces were binned over the duration of the words (unit of classification for the AVEC 2011 audio dataset) uttered by the recorded participant, resulting in a single binary label per word. The word timings were obtained by applying forced alignment on the manual transcripts of the interactions. An example of four-dimensional labels for a word sequence in the training set is shown in Fig. 5 .
3) PAINFUL Dataset Labeling: Each video frame contains action units (AUs) coded by certified FACS coders. Self-report and observer measures at the sequence level were taken as well. 1738 frames selected from one affected-side trial and one unaffected-side trial of 20 participants were randomly sampled and independently coded for interobserver agreement assessment. The Prkachin and Solomon pain intensity (PSPI) [67] metric was used to classify the level of pain (PSPI-FACS pain scale), as it is currently the only metric that can define pain intensity on a frame-by-frame basis. The pain intensity is computed as the sum of intensities of brow lowering, orbital tightening, levator contraction, and eye closure [32] .
A PSPI value greater than 0 indicates a certain level of pain, with a maximum value of 15 in the dataset. Fig. 6 shows the pain level labels of the frames of a sample video recording. In this paper, following the study in [32] , the pain levels were binarized, i.e., any PSPI higher than 0 was set to 1 to denote the presence of pain.
C. Label Analysis and Modeling
To provide a measure of the relationship between affective labels of consecutive units of classification (words or video frames), we computed the rate entropy of binary label sequences associated with each dataset. Given an affective or pain intensity dimension d, the label sequence associated with d is treated as a first-order Markov source, and its entropy is defined as
where i and j represent two possible levels of d; p i is the probability that the level i occurs; and p j|i is the probability that level j occurs given the occurrence of level i as the previous level. For a sequence of binarized levels (0 or 1), the entropy for an affective dimension d is therefore given by
This implies that the assumption that the probability of occurrence of a certain affective dimension level depends only on the immediately preceding level. Table I shows very low entropy rate values (i.e., very low level of randomness) for each affective dimension, which is illustrated by Figs. 4, 5, and 6. Fig. 5 shows that, for all dimensions except expectation, the sequences of high levels are very long, i.e., the probability of two neighbor units having the same high level is very high. For all dimensions, the low levels are relatively long, which confirms that a first-order Markov model is an appropriate way to describe these types of label sequences. We thus suggest that, for naturalistic affective expressions, sequences of affective dimension levels have the Markov property.
Accordingly, an HMM framework can be used to model each affective dimension or the pain intensity dimension. We propose to design an HMM with two hidden states: 0 and 1. These two states are exactly associated with the two dimension levels. These hidden states capture the temporal structure of the data. p 0|0 and p 1|1 are the probabilities that the system remains in the current state and p 0|1 and p 1|0 are the transition probabilities between states. For each dimension, a typical transition matrix is represented in Fig. 7 . The complete topology of the HMM is discussed in Section IV-C.
IV. A Multistage Classification System
A. System Overview
The aim of the classification system is to classify consecutive units (either words or video frame) of the input modality (audio or video) according to the levels of the affective dimension to be modeled. Each affective dimension of each modality is treated separately. Three variations of the architecture are proposed, which are shown in Fig. 8 . Each of them performs an initial preprocessing of the input data and, through two or three classification stages, maps each unit of the input data into a dimension level value. For all three variations, feature extraction and dimension reduction processes in the preprocessing stage are applied to each unit of expression (e.g., frames for the video set or uttered words for the audio set).
In the first stage, the system classifies each unit by treating it independently of the other units. The output of each classification is a set of decision values indicating the likelihood that the classified unit expresses a particular affective dimension level (e.g., the probability to express a high rather than a low activation level). For simplicity, we call this set of values soft decision values. In the variation (a) shown in Fig. 8(a) , this stage is performed by 1 classifier. However, to maximize the performance of this classification level, a number N of different classifiers could be used as illustrated in the first stage of Fig. 8 (b) and (c) .
The three architecture variations differ mainly in their second stage. In the two-stage architecture version [ Fig. 8(a) ], the output of the first-stage classifier is used as input to its paired HMM in the second classification stage. The HMM reclassifies each input unit by taking into account not only the output of its paired first-stage classifier but also its classification of the previous units. In this way, each unit is classified on the basis of both its feature vector and its temporal relationship with previous units.
In the second variation [ Fig. 8(b) ], each of the N classifiers used in the first stage is paired with one HMM in the second stage. To optimize the final classification result, a third classification stage is added that uses a single HMM to combine the predicted labels from the N second-stage HMMs.
In the final variation [ Fig. 8(c) ], the second stage is skipped and the predicted labels from the first stage are combined and processed directly by a single HMM. The task of this third stage is, therefore, both to fuse the outputs of the first stage and to account for the relationship between consecutive units. The rationale behind this variation is that, when some of the classifiers in the first stage perform poorly, the HMMs in the second stage may be too sensitive. Skipping this stage thus reduces the weight of these first-stage classifiers.
B. First-Stage Classification
The first stage is a standard pattern recognition system in which every unit (e.g., frame or word) of the data is treated as an independent sample. The temporal relationship between these units is not taken into account. In this stage, any type of classifier can be used. The output of the classifier can be a real value, such as the posterior probabilities in naive Bayes classification, or the decision values in the SVM. In Fig. 8 . Overview of the multi-stage automatic affective dimension level classification system. The system was tested under three different variants of the architecture: system (a), system (b) and system (c). After a common pre-processing stage, there are three possible classification stages of which the first can be modeled using any type of classifiers, whereas the last two are based on HMMs.
this paper, we propose to use the k-NN algorithm because it is simple and can conveniently output a very limited set of discrete values for each sequence of units. These outputs form the observed sequence to be input to the paired HMM in the second stage. In variations (b) and (c) of the system, the first stage uses N k-NN classifiers differing in their k value. This allows the system to take into consideration different degrees of variability in expressive cues (features) between levels of an affective dimension.
k-NN is a lazy learning method for classifying objects based on the closest training examples in the feature space. For a classification problem with binary label {0, 1} and M training samples, the predicted labelŷ of a test sample x can be decided by the majority of the labels in its k neighbors, namelŷ
Since the predicted label is decided based on the value of k l=1 y l , we can define a decision function for k-NN as the count of 0 neighbors as
This decision function will be the input for the HMMs in the subsequent stage of the system as the observed variables. As shown in Fig. 9(a) , when k=5, the neighbors of the testing sample are five samples with labels 1 or 0. The predicted label of the testing sample, 0, is decided by the number of 0s in its neighbors' labels. It should be noted that there is no difference with counting the number of label 1 instead.
C. Second-Stage Classification
Each classifier of the first stage is paired with an HMM in this second stage. For each HMM, the observed sequence is based on the decision values output by its paired firststage classifier. The decision values can be continuous values or discrete values depending on the classifier used. For continuous decision values, Gaussian mixture models can be used to estimate their probability distribution. For discrete decision values, a discrete probability distribution can be used for probability matrices estimation.
With k-NN in the first stage, a fully connected discrete HMM [ Fig. 9(b) ] with two hidden states (S i is 0 or 1) can be built based on the decision function (observation O i ) from its paired k-NN classifier. The transition and emission probability matrices of the HMM can be estimated from the labels of the training set directly, see Figs. 9(c) and 7 for examples of emission and transition matrices when k=5 and the decision values are within {0, 1, 2, 3, 4, 5}.
D. Third-Stage Classification
In this decision fusion stage, the Markov property of temporal relationships in the sequences is further taken into account through the use of another HMM that fuses the outputs from the preceding stage. Two variations are proposed. In the variation presented in Fig. 8(b) , the third-stage HMM fuses the output produced by the N k-NN-HMM pairs. In the variation shown in Fig. 8(c) , the first stage feeds directly into the thirdstage HMM. Hence, this HMM fuses the output produced by the N k-NNs. For simplicity, we will use the term channel to refer to either a k-NN-HMM pair feeding into the third stage or a single k-NN feeding into the third stage. There are N such channels.
The observed sequence for the third-stage HMM is based on the output of the N channels. For each input unit (i.e., video frame or uttered word), each channel produces a 0 or 1 output [ Fig. 9(d) ]. The number of 0's, predicted for an input unit by the N channels, is used as observed value for the third-stage HMM for that unit. For N=5 channels, the observed sequence for the third-stage HMM would therefore be a sequence of values between 0 and 5. It should be noted here that the topology of the channels and the type of classifiers need not be restricted to those used in our implementation. As discussed in the final section of this paper, more complex structures could be explored.
E. HMM Implementation
Each HMM is implemented as a fully-connected network with two hidden states. The training of each HMM in both the second and the third stages is based on the original training set. The state transition matrix (Fig. 7) is directly estimated from the labels associated with the training set. The state emission matrix is also estimated from the discrete probability distribution of the training labels in the training dataset. For the HMM testing, the classification problem is converted into a best path-finding problem for the decision value sequence. The Viterbi algorithm [68] is used to produce the best match label sequence. In our experiments, a topology with two hidden states and one-dimensional integer observation variables was sufficient. A more complex version of HMM could be used when the decision values are vectors.
V. Experimental Results
Independent experiments were carried out for each modality (audio or video) and for each affective dimension. Different evaluation methods were used for the three datasets (AVEC 2011 video, AVEC 2011 audio, PAINFUL dataset) according to the amount of data available. The methods used are detailed in dedicated subsections below. Performance was measured by weighted accuarcy (WA) and unweighted accuracy (UA) at unit of classification level (i.e., frame for video and word for audio). For binary classification, WA and UA are defined by equation 5 based on the number of true positive (tp), false positive (fp), true negative (tn), and false negative (fn) obtained.
To evaluate the advantages of a three-stage architecture over a one-stage classifier, the one-stage classifier and the three variations of the proposed architecture were trained and tested. Different trials were run for each type of architecture. In the case of system (a), N=1, i.e., the first stage was formed by one k-NN and the second stage by one HMM. At each trial, a different value of k was used, varying between 2 and 20. Twenty was set as the maximum value because when k was increased, the performance of the classifier appeared to converge very quickly (Figs. 10, 11, 13) . Furthermore, high values of k can result in over-smoothing of the boundary between classes.
In the case of systems (b) and (c), N k-NN classifiers with incremental values of k were used for the first stage. For example, the first trial used 19 k-NNs with k varying between 2 and 20 (indicated as [2:20] ). At each trial, the value of N was decreased and the k-NN with the smaller k value was removed. For example, the second trial used only 18 k-NNs with k varying between 3 and 20 (indicated as [3:20] ). Nineteen trials were run in total with the 19th trial using only one k-NN with k=20. The rationale was to evaluate if, by decreasing the number of k-NNs but keeping higher values of k, the performance of the architecture would increase. For k=20 only, one k-NN was used. This is because, by looking at the results obtained with system (a), the results appear to increase generally or stabilize as k increases. An optimization of the k value is beyond the scope of this paper. The results for k=20 are used to compare the gain of using systems (b) and (c) compared to using system (a) or a single-stage architecture (i.e., without modeling the temporal relationship between consecutive labels). In the following sections, we present the results for each dataset modality separately before providing a thorough comparison of the architecture variations in Section VI.
A. AVEC 2011: Video Development Dataset
In this dataset, each frame is represented by a vector of 5900 features. To reduce the dimensionality of the feature vector and to make calculations computationally tractable, PCA was used and only 1000 principal components (accounting for 72% of the variance) were selected for the classification stage. Thirtyone video sequences were used for the training phase (AVEC 2011 training dataset: number of frames = 501277) while 32 video sequences were used for the initial testing phase (AVEC 2011 development dataset: number of frames = 449074). Due to computer memory limitations, only 3% of the training frames were randomly selected for the training process.
Performance was measured by weighted accuracy at frame level, i.e., the percentage of correctly classified video frames, as shown in Fig. 10 . Performance obtained with the multistage architectures show improvements with respect to the one-stage architecture for affective dimensions activation and valence. Only a very small improvement is observed for power, while lower performance is obtained for expectation.
In Table II , we compare the best results on the development set with the AVEC 2011 baseline results [31] , with the associated confusion matrices shown in Table III . Our results show a clear improvement on the baseline rates for activation and valence. There was a slight drop in performance for power and expectation. Possible reasons for the reduction in performance will be discussed in Section VI.
B. AVEC 2011: Audio Development Dataset
To reduce the dimensionality of the feature vector, PCA was used and only 100 principal components were selected as they accounted for 99% of the variance. Thirty-one audio sequences were used as the training set (AVEC 2011 audio training set) and 32 sequences of the AVEC 2011 audio development set were used for initial testing.
The weighted accuracy results for audio are shown in Fig. 11 . Here, the multistage architectures show a clear improvement in the recognition rate with respect to the one-stage architecture for three of the dimensions, namely, activation, power, and valence, and only a marginal improvement for expectation as k increases. Comparisons were also made with the baseline weighted rates for the development dataset, as shown in Table II . Apart from a slight drop on dimension activation, our results clearly outperform the baseline rates. The associated confusion matrices are shown in Table III .
C. AVEC 2011: Challenge Test Dataset
Our approaches were also tested on the test datasets of the AVEC 2011 video and audio subchallenge, which contain 11 sample sequences each. The rates were computed by the AVEC 2011 organizers as the true labels of the test samples were not Video  1  197923  50397  63360  114936  163327  99908  215120  69464  0  96787  102878  89371  180318  107393  77357  87540  75861  Audio  1  7360  2114  740  4710  8884  2031  9367  1287  0  2197  4629  586  10264  3782  1603  3591  2055 Table IV and was compared with the baseline performance provided in [31] . Table IV clearly shows our method to outperform the baseline rates for all affective dimensions in the AVEC 2011 audio subchallenge and all but the expectation dimension in the video subchallenge. For the audio data, the official overall average performance comparison on weighted and unweighted accuracy among all the participants of the audio subchallenge are shown in Fig. 12 . The panels show that our method (denoted as UCL in the graphs [34] ) performs similarly to that of the Uni-Ulm team [69] in weighted accuracy, but outperforms all teams in unweighted accuracy.
For the AVEC 2011 video subchallenge, results for four of our methods (i.e., k-NN with k=9, system (a) with k=9, system (b) and (c) with k= [9:20] ) were higher than the baseline. Our accuracy (average: 52%) was bettered only by the top two performers in the competition, 1 with [35] (average: 61%) and [70] (average: 54%); although it should be noted that, whereas we limited ourselves to the features provided with the AVEC 2011 video dataset, the above works made use of optimized input features, and hence the results are not directly comparable.
D. PAINFUL Dataset
Since 83.6% of the frames corresponded to a no pain expression [15] , this dataset (25 different subjects in 200 video .., [19:20] , [20] ).
clips) was tested only on binary labels, i.e., pain or no-pain. Person-independent tests were carried out using leaving oneperson-out cross validation. Average performance over the 25 trials is shown in Fig. 13 . Although systems (a) and (b) did not yield an improvement over the one-stage architecture, a very significant improvement was obtained with system (c). These results are comparable with those of [15] , even if slightly lower. However, the two results cannot be directly compared, as the authors of [15] have preselected the input features. Here, we have taken a more general approach to focus on the ability of the architecture to learn the mappings. Table V shows the confusion matrix for the results obtained with system (c) and k=20. It shows performance to be very good for the no-pain class but less convincing for the pain class. This may be due to the highly unbalanced training set. This imbalance may affect the performance of the k-NNs in the first-stage classification. It is possible that system (c) produced better results because the third stage carries out fusion and temporal modeling at the same time by favoring the first stage classifiers that produce better performance. However, given that in this case, the best k-NN classifiers may have overfitted the no-pain class, system (c) may have further enhanced that overfitting. In contrast, systems (a) and (b) may have detected the overfitting thanks to the intermediate level, however, failing to converge to a better solution.
It may be the case that we obtain better performance by simply balancing the data. However, this could reduce the ability to generalize to different non-pain expressions given that we may expect more variability in non-pain cases. Instead, it is possible that by using a more robust type of classifier capable of better generalization over small data sets (e.g., SVM, multitask learning [71] ) or unbalanced datasets (e.g., weighted k-NN [72] ) better performance would be achieved in the first stage, leading to a more effective action for each version of the multistage architecture in general.
VI. Architectures Comparison
To evaluate if one architecture statistically performed better, the parametric repeated measure test with greenhouse correction was applied to the results presented in Figs. 10, 11 and 13. An effect of architecture type and interaction effect between architecture and affective dimensions was found for the AVEC 2011 video dataset (respectively, F = 30.846, df = 1.261, p < 0.000, η better performance than the other three variants. In the case of the pain intensity dimension for the PAINFUL dataset and expectation for the AVEC 2011 audio dataset, the best performance was obtained with the multistage system (c). However, in the case of expectation for the AVEC 2011 video dataset, the best accuracy was obtained with the one-stage architecture. The only cases in which all multistage architectures performed worse than, or equal to, the one-stage architecture are expectation and power in the AVEC 2011 video dataset. A possible explanation for this lower performance is that, if in the initial stage some of the classifiers show lower performance, these inaccuracies are propagated to the higher stage, unless an optimization of the results from the first level is performed, as is done by multistage system (c). Another possible explanation for the lower performance for expectation could be that this type of expression is sudden (e.g., surprise) and lasts, on average, shorter than the others [73] , thus making the assumption of Markov property slightly less suitable. This can be observed in Table VII , where the average lengths for the sequences of 1 (high level) for each dimension are reported. The Mann-Whitney test was used to compare the lengths of the sequences between affective dimensions (see last column of the table). The Mann-Whitney test shows that the expectation sequences are significantly shorter than those from other dimensions. A similar, but less significant, situation can be observed for the power dimension. This higher randomness is confirmed by a slightly higher entropy rate, as shown in Table I . It would be of interest to explore further this apparent difference in duration between affective dimensions and possibly exploit this information in the modeling process.
VII. Discussion and Conclusion
In this paper, a Markov model approach was proposed to model the transitions between levels of affective dimensions or between pain intensity levels. This approach exploits the naturally slow changes of natural affective expressions. As discussed in Section II, our approach differs from other works that model the temporal relationship between observations, by associating the hidden states of the HMMs with levels of affective dimension labels. Therefore, the classification problem is converted into a best path-finding problem to obtain the best hidden state sequence in the HMM framework, hereby, using the Viterbi algorithm. Three variants of a multistage classification system were described and compared to a onestage classifier. Upon testing of these four variants on the video and audio data of the AVEC 2011 challenge datasets, as well as the PAINFUL dataset, it was found that, on the whole, the multistage approach outperformed a one-stage k-NN classifier that does not consider the temporal information. However, the fact that accuracy gains were uneven between dimensions (e.g., no improvement in power and expectation for the video data) revealed that the rate at which expression transitions occur should be taken into account when deciding what architecture variant should be used. If the transitions are relatively frequent, as in the case of sudden and short duration emotional expressions, a one-stage architecture or system (c) appear most suitable; however, further work is needed to identify a suitable set of selection criteria. When compared to the baseline rates proposed for the AVEC 2011 dataset, a significant improvement in accuracy was observed. Results for the PAINFUL dataset were promising, with multistage architecture system (c) yielding a clear improvement over onestage classifiers. However, results on the AVEC 2011 video test dataset, while higher than the baseline, suggest that there is much scope for improvement.
In our experiments, the architecture was tested over a reasonable but limited set of values for k (the number of neighbors) and N. Use of the system would likely require a thorough optimization of these parameters. It should be noted here that we tested for both even and odd values of k. As it could have been expected, the systems performed better with k an odd number (Figs. 10, 11, 13 ) since we have an even number of classes (i.e., always two classes). Hence, in further testing the choice of k should take into consideration the number of classes to be recognized.
In this paper, k-NN classifiers were used for the firststage classification. It is possible that, by using more robust classifiers (e.g., SVM, Bayesian classifiers), higher performance could be achieved. This is particularly important for naturalistic datasets, where there is a high probability of having unbalanced classes. Transfer learning algorithms could be worth exploring in such a scenario, as they show higher performance in the case of small, sparse, and unbalanced datasets [71] [74] . For systems (a) and (b), the use of other types of classifiers may require some refinement. For example, as SVM classifiers return real-valued decision values, the observation sequences for the paired HMM in the second stage would also be real values. While the transition probabilities would not change, a Gaussian distribution would have to be considered to estimate the emission probabilities.
A number of possible extensions of this approach are worth mentioning. First, it would be of interest to investigate and characterize the extent to which a multistage approach improves on the first-stage classification when the latter is already performing well. This may indeed be the case since the multistage approach makes it possible to consider different temporal length relationships and operates as a fusion level. While classifiers in the first stage only varied according to their k value, more interesting combinations could be used. For example, variations could be based on different units of classification for each classifier in order to take into account local variations and to incorporate a broader range of features.
Second, an interesting extension would be to consider the second and third stages as means to model the fusion between different modalities, and their temporal relationship. In such a scenario, the first-stage classifiers could be dedicated to the local classification of units from different modalities. A critical issue would then be how to perform the alignment between modalities. A possibility could be to use different channels tuned to different temporal units of classification and let the system identify, through training, the best temporal alignment function. In addition, other variations of the HMM topology could be used to explore more complex temporal relationships between modalities.
Finally, in this paper, we only considered binary dimensions by a fully connected HMM with two hidden states. However, the approach can be applied to multilevel dimensions by simply using a Markov model with a number of states equivalent to the number of dimension levels to be recognized.
