ABSTRACT The use of Markov random fields (MRFs) is a common approach for performing image segmentation, where the problem is modeled using MRFs that incorporate priors on neighborhood nodes to allow for efficient Maximum a Posteriori inference. These local MRF models often result in smoothed segmentation boundaries, since they penalize the assignment of different labels to neighboring pixels and are limited in the use of long-range interactions. Although recent work on fully connected random fields and deep random fields has shown to be very promising in addressing these issues, both streams of approaches face certain limitations, which could affect inference performance and computational tractability. In this paper, we introduce the concept of deep randomly connected conditional random fields DRCRF, which fuse fullyconnected random fields and deep random fields together to obtain benefits from long-range interactions while allowing for efficient inference using arbitrary potential functions. Leveraging random graph theory, the concept of stochastic cliques is incorporated into a deep CRF structure to take better advantage of longrange interactions while maintaining computational tractability. The experimental results demonstrate that the proposed DRCRF framework outperforms existing fully connected CRF frameworks and provides results comparable to the principled deep random field framework, which is among the state of the art in random field frameworks for image segmentation.
I. INTRODUCTION
Interactive image segmentation is an important problem in computer vision [1] , [2] , where the goal is to identify the pixels associated with the object of interest based on usermarked areas of the object of interest and the background ( Figure 1) . A popular approach to interactive image segmentation, along with other segmentation problems [3] , is to model the framework using random fields, and to formulate the problem as Maximum a Posteriori (MAP) [1] , [4] . These methods incorporate prior information regarding interactions between neighboring pixels into the model.
The most common strategy is to train a unary potential based on information provided by the user (i.e., marked area of the object and the background, or other training data) and then to introduce pairwise potentials to refine the result of the unary segmentation. Although successful proposed methods using these models reported efficient MAP inference using graph cuts [1] , they have been restricted in their ability to handle complex object structures [5] since they utilize local MRF (adjacency) models that incorporate pairwise potentials on neighboring pixels [3] , [6] . These structures are limited in their ability to take advantage of long-range connections within the image and generally result in excessive smoothing of object boundaries [7] , [8] .
In an attempt to address this important issue, frameworks have been introduced that expand the clique structure to higher-order cliques [9] , [10] , as well as to introduce novel and effective penalty functions in place of the standard Gibbs energy function [11] to better handle complex object structures. For example, in the work by Jegelka and Bilmes [11] , the Gibbs energy was modified within the graph cuts optimization framework [12] . The smoothing issue was introduced as the short-boundary bias problem, resulting from the fact that penalizing the assignment of different labels to neighboring pixels leads to smooth segmentations in the standard pairwise models [13] . FIGURE 1. Interactive image segmentation: (a) User-specified marked area; (b) Ground truth segmentation; Segmentation results of (c) FCRF [15] , (d) principled deep random field [19] , and (e) DRCRF. A GMM is trained by the user-specified areas corresponding to the object and background. The blue and the red areas show the background and the object seeds, respectively. It can be observed that the principled deep random field cannot find the optimal solution since the number of types of color dissimilarity is more than usual and the background is very complex. The FCRF cannot find the optimal boundary since the foreground and background have similar color distributions. The power of the DRCRF is to select informative clique connectivities in long-range distances. The image is selected from [20] for illustrative purposes.
Although new potential functions addresses the shortboundary bias and overcome the boundary smoothness, this approach has some drawbacks when dealing with situations characterized by background clutter. Figure 1 demonstrates an example of such images. In these situations, the number of types of label discontinuities is more than usual and the penalty function has a negative effect. The aforementioned drawback is also encountered in corrupted and distorted images, as well as images having complex textures. In these aforementioned situations, there are varying types of discontinuities and there is a possibility that a background discontinuity and a boundary discontinuity may be grouped into the same cluster, leading to an incorrect labeling. As a result, image segmentation of complex object structures remains an open challenge.
More recently, there have been two main streams of approaches that aim at addressing the smoothing issue to better handle more complex object structures. One stream is to introduce inference frameworks that utilize fully-connected random fields for semantic image labeling [14] . By taking advantage of a large number of long-range connections, such methods have been shown to provide superior performance when compared to those with lower-order connectivity. However the complexity of inference in those initial inference frameworks using fully-connected conditional random field models limits their usage to only hundreds of nodes or fewer, as they become computationally intractable beyond such scenarios. To address the computational intractability issue of fully-connected conditional random fields, Krähenbühl and Koltun [15] proposed a tractable inference procedure by using specific potential functions. In their work, a fully-connected conditional random field (which we will refer to as FCRF) was presented to model the multi-class image segmentation problem, with the edge potentials obtained using Gaussian kernels. Based on these new feature functions, they formulated the inference problem as a filtering problem.
Following [15] , Zhang and Chen [16] relaxed the Gaussian assumption to any distribution by using a stationarity constraint. More statistical information was encoded by different distributions since they showed that the spatial potentials over two pixels depend only on their relative positions. Campbell et al. [17] generalized the pairwise potentials to a non-linear dissimilarity measure, such that the pairwise terms are encoded by the density estimates of the conditional probability, with the probabilities expressed by a dissimilarity measure. A continuous FCRF was proposed by Ristovski et al. [18] , similar to [15] , but targeting the regression problem with continuous outputs.
By approximating the inference on a FCRF model using the aforementioned frameworks, the computational complexity of inference using a FCRF is reduced from O(N 3 ) to near linear complexity, making it computationally tractable to solve, but with a corresponding limitation that only specific potential functions can be used. This limitation restricts the effectiveness of CRFs in modeling, as one of the key strengths of CRFs is the ability to utilize arbitrary feature functions.
The second stream introduces inference frameworks that utilize deep random fields for semantic image labeling [19] , [21] , [22] . Such approaches leverage deep, multi-layer graphical architectures to take advantage of higher-order potentials within the model. As such, a fundamental difference between fully-connected random fields and deep random fields is that, while fully-connected random fields consider all possible pairwise connections in the inference process to enable higher-order connectivity, deep random fields consider only a subset of connections at each layer but rely on inter-layer connections within the deep graphical architecture to represent higher-order interactions. For example, Kohli et al. [19] proposed a deep, multi-layer pairwise model with hidden auxiliary random variables [23] for representing useful higher-order interactions, and derived an exact yet practical algorithm for MAP inference using this model. The advantage of this deep modeling approach is that it mitigates the computational tractability problem while allowing for the use of arbitrary feature functions which allows for greater modeling flexibility. While reported results [19] demonstrate the superiority of this new deep modeling approach over conventional approaches, and have been shown to provide state-of-the-art performance in image segmentation, they only implicitly take advantage of long range relationships and are more limited in this aspect when compared to fully-connected graphical models.
Given the respective benefits and limitations of the two different streams of thought in addressing the smoothing issue to better handle more complex objects, in this work we are motivated to investigate the marriage of fully-connected random fields and deep random field inference frameworks to achieve computationally tractable inference frameworks that are well suited to the segmentation of complex objects. Here, we propose a new inference framework based on the concept of deep randomly-connected conditional random fields (DRCRF), which allows for computational tractability for inference without limiting the use of specific feature functions. Leveraging the idea of stochastic cliques, first introduced in [24] , we introduce a deep graphical structure consisting of multiple layers of FCRFs where the clique connectivity is determined randomly to take better advantage of long-range interactions while maintaining computational tractability.
In the context of combining fully connected and deep structure random field, Wong et al. [25] proposed a deeplystructured fully-connected random field (DFRF), in which a sparse auto-encoding framework was utilized to represent an image with a set of elements instead of pixels. It is worth noting that the DFRF framework models the problem with a set of elements to address the computational complexity, whereas the proposed DRCRF approach maintains computational efficiency despite operating at the pixel level.
The proposed deep randomly-connected conditional random field framework differs significantly from our preliminary work on efficient inference using stochastic cliques [24] . Inference using the model proposed in [24] using graph-cuts is NP-hard, thus the graph cut solution is necessarily approximate. In contrast, the proposed DRCRF framework leverages a novel deep, multi-layer architecture that allows for the number of clique formations to scale without incurring an exponential increase in the computational complexity, while simultaneously supporting graph cut in producing solutions that are closer to the optimal solution than those achieved in [24] . This paper is organized as follows. The general theory underlying the proposed DRCRF model, stochastic clique structures, and the associated graph representation are described in Section II. Experimental results are presented and discussed in Section III. Finally, conclusions are drawn and future work is discussed in Section IV.
II. DEEP RANDOMLY-CONNECTED CONDITIONAL RANDOM FIELDS
Let us first formulate the image segmentation problem using a conditional random field (CRF) model. Let X denote the set of pixels of image I being segmented and C denote the set of all pairwise interactions of the CRF model. 
where ψ u (·) is the unary potential and ψ p (·) represents the pairwise interaction between two nodes i and j. Since the model relies on pairwise interaction, c = {i, j} represents a pairwise clique, ψ p (·) a binary-variable function which is the contrast sensitive prior, and ψ u (y i ) the likelihood of pixel i to each class label. The pairwise potential ψ p (·) plays the role of a penalizing function, the cost of assigning different labels to pixels i and j based on color similarity. The inference of the Maximum a Posterior (MAP) solution of a CRF model P(Y |X ) can be formulated as minimizing the corresponding energy E(·). It has been shown [1] that the energy function can be minimized by graph cuts in polynomial time when the penalty function is nonnegative for all configurations of i and j. However, the inference of a high-order random field is NP-hard [19] . As a result, each node i usually interacts with only 4 or 8 other neighboring nodes, depending on the order of the Markov assumption in the random field model. In other words, each node i is contributing to at most 8 different cliques c. Thus, the pairwise potential penalizes the assignment of different labels only to neighboring pixels, leading to smoothed segmentation results. There has been strong recent evidence [9] , [10] , [22] that increasing the number of model interactions can attenuate this smoothness effect, with the extreme case being fully-connected interactions [14] , which are computationally intractable in general.
Although the framework proposed by Krähenbühl and Koltun [15] , along with subsequent frameworks [16] , [17] allow the inference of a fully-connected random field to be computationally tractable, they are limited to the use of specific potential functions which limit modeling flexibility. Furthermore, it was found in the experimental results conducted in [15] that classification accuracy peaked when not all possible interactions are involved in the inference process. These issues become significantly amplified for deep, fully-connected conditional random fields, making the combination of fully-connected random fields and deep random fields intractable using conventional approaches.
We are motivated to tackle the challenge of achieving computational tractability inference from a different perspective, with the aim of retaining the powerful ability of CRFs within a deep, fully-connected graphical model to use arbitrary feature functions. We focus on the graphical structure of the deep, fully-connected conditional random field itself, in which all possible pairwise cliques between nodes exist. Accounting for all such interactions in a direct manner within a deep, fully-connected conditional random field leads to an inference problem that is computationally intractable, however studying the problem from this perspective leads to an interesting idea: What if the pairwise cliques take shape in a random manner, coming into and out of existence with a certain probability? This idea of a deep, randomly-connected conditional random field (DRCFR) relates directly to random graph theory [26] , where graph nodes are connected based on some probability distribution. This new perspective allows us to retain the benefits of long range interactions and to account for them with arbitrary feature functions within a deep, fullyconnected graphical model, while achieving computational tractability since the probability of clique formation can now be controlled via the choice of probability distribution.
Furthermore, the proposed deep, randomly-connected conditional random field approach has significant benefits over the preliminary work on stochastic cliques [24] by leveraging graph cut, one of the best-known frameworks used for random field inference. It was shown [27] that graph cut can compute the exact optimal solution in polynomial time within specific constraints:
1) The problem is a binary labeling problem,
2) The observation values are also binary. These constraints can be relaxed [28] , and it was proved that the exact minimum can also be found efficiently via graph cuts when ψ(y p , y q ) = |y p − y q | and Y is a finite 1D set where ψ(·, ·) is the pairwise potential and y p is the state for node p. Nevertheless graph cut minimization remains an NP-hard problem [29] in general frameworks. Specifically Zeng et al. [30] proved that on a planar 2D grid, when the foreground is ''4-connected'' and the background is ''8-connected'', the graph cut problem is NP-hard. Following upon that proof, it is clear that optimization with the model proposed in [24] by graph cuts is similarly NP-hard, since the connectivity for each node is varying in the graph and graph cut necessarily results in an approximation. It has furthermore been demonstrated by Juan and Boykov [31] that having a better initialization can help graph cut find the best solution faster and closer to the optimal solution. By introducing a deep fully-connected conditional random field where each layer acts as an initialization for its successor layer, such a model supports graph cut in producing solutions that are closer to the optimal solution than achieved in [24] .
A. STOCHASTIC CLIQUE STRUCTURES
The stochastic clique structure within the DRCRF model can be described as follows. Let each node i be considered as a neighbor to all other nodes in the graph
where |N (i)| = n − 1, n is the number of random variables in the random field, and let C be the clique structure. In the proposed framework, the clique structure C is determined stochastically as
where C p (i) for node i is determined based upon a stochastic indicator function, 1 S {i,j} , to determine whether two nodes can form a clique. For the purpose of image modeling, this stochastic indicator function should consider the spatial relationship as well as the data relationship between the nodes; therefore, for this work, the proposed indicator function is defined as the following combination of spatiallydriven and data-driven probabilities (denoted by P s i,j and Q d i,j , respectively):
where γ is a sparsity factor that controls the sparsity of clique formations, and U (0, 1) is a uniform distribution over the unit interval. The stochastic indicator function 1 S {i,j} incorporates the spatial relationship between nodes via P s i,j , where it is assumed that two nodes in close proximity should have a higher probability of forming a clique than two nodes that are further apart. Furthermore, 1 S {i,j} incorporates the data relationship among the states via Q d i,j , where it is assumed that two nodes with strong data similarities should have a higher probability of forming a clique than two nodes that have dissimilar data. FIGURE 2. Examples of stochastic clique structures for an arbitrary node y 0 . In this example, y 0 is equidistant to the other nodes shown; hence, the spatially-driven probability P s 0,j is equal for all nodes and the stochastic clique indicator for y 0 depends solely on the data-driven
. Based on the random behavior of the clique formation process, different realizations for the clique structure within the fully connected graph are possible; (a), (b) and (c) show 3 different realizations of the clique connectivity for y 0 . Nodes with higher data similarity to y 0 (illustrated for visual purposes here based on grayscale similarity to that of y 0 ) are more likely to form cliques with y 0 . Brighter nodes have a higher probability, since y 0 is white.
Although the underlying graph of the random field is fully connected, the pairwise clique connectivities are determined randomly via the stochastic indicator function 1 S {i,j} . The proposed approach tries to utilize relevant information for each node i based on its distance to other nodes while preserving boundaries by guiding clique formation based on data similarity. Figure 2 shows examples of stochastic clique structures for an arbitrary node y 0 as determined based on the stochastic clique indicator. As shown, the probability of nodes with similar characteristics in forming cliques is greater than that of nodes with more dissimilar characteristics. However there is a probability, albeit a lower one, that nodes with more dissimilar characteristics will still form cliques (see Figure 2(c) ).
Intuitively, to formulate the energy function over the underlying conditional random field framework, the stochastic clique approach samples the most relevant pairwise clique structures such that minimizing the energy function based on this subset of pairwise cliques leads to the same result as a fully connected random field (i.e., all pairwise cliques are incorporated in the energy function). By this approach, a small subset of pairwise cliques are utilized in the energy function and, therefore, the energy function can be minimized by considering a lesser number of pairwise relations between nodes, making the optimization process much faster.
The stochastic cliques are provided in each layer in the deep structure of the proposed DRCRF framework; therefore, several cliques with different distance ranges are created to extract useful information among layers while preserving reasonable computational complexity. This hierarchical framework helps to manage the computational complexity such that a subset of randomly-realized pairwise cliques are considered in the optimization at each layer, resulting in a significant reduction in computational complexity of the optimization. for L graph layers and n nodes. Corresponding to each set of verticesȳ i in the graph G(·) is an observation x i ∈ X . The edges in G(·) are randomly realized via the stochastic indicator function, and thus G(·) is a realization of a random graph [26] . Based on the Erdös-Rényi theorem [26] , if the probability p of the random graphĜ n,p is greater than log n n the graph is connected with a high probability. As a result, the proposed graph G(·) is connected, has at least n − 1 edges in each layer, even for large values of γ , and satisfies a Gibbs distribution [32] . Figure 3 illustrates an example of a DRCRF, where the graph exhibits a deep, multi-layer structure composed of L layers, with each layer encoding a random field. As shown, each node in the graph is connected to all other nodes in one layer (the connections of the centered node in layer L are highlighted in Figure 3 to improve the visualization). The probability of two nodes forming a clique is different for each pair of nodes. According to P s i,j , the probability of two nodes forming a clique is inversely proportional to their distance from each other. However, there is a possibility for two distantly separated nodes y L i and y L k to form cliques, as illustrated in Figure 3 , and as such the DRCRF takes strong advantage of long-range interactions while significantly reducing inference complexity.
Each layer of G(·) encodes a separate random field where clique formations are determined by the stochastic clique indicator function. The clique formation probabilities varies in each layer of the graph: the lower layers are designed to better explore the informative cliques in long-range interactions, while the upper layers are design to exploit more FIGURE 3. A realization of a deep randomly-connected conditional random field graph. Clique formation between two nodes in each layer is determined based on a stochastic clique indicator (i.e., the cliques can be different from one layer to another). There is a measurement x i (pixel value) corresponding to each set of nodesȳ i = {y t i |t = 1, .., L}. Nodes in closer spatial proximity form cliques with a higher probability (red solid edges, e.g., between y L i and y L j ), whereas two nodes with a greater separation are less likely to form cliques (red dashed edges). The probability of clique formation varies in each layer, where the lower layers are designed to better explore the informative cliques in long-range interactions while the upper layers are design to exploit more local information. The clique formations for the center node in the last layer (L) are shown here for illustrative purposes only. local information. Therefore, by combining random graph theory and random field theory within a deep, multi-layer structure, the proposed DRCRF provides the benefits of fullyconnected conditional random fields and deep random fields while enabling computational tractability for inference.
C. MAP INFERENCE
The inference of the MAP problem is solved by minimizing the energy function E(·) of the conditional probability of P(Y |X ). The conditional probability is expressed as a deep random field:
where Y i represents the state configuration of layer i and the MAP solution can be formulated as
Y is the optimal configuration for states corresponding to observation X , and E i (·) represents the energy function regarding layer i. Therefore, the optimal solution Y is evaluated by minimizing the summation of the energy functions over all layers. This is done by a piecewise linear optimization of (7): the optimal solution of each layer is formulated as a (s, t)-mincut problem [1] and found by the graph cuts algorithm.
To accelerate the graph cut computation and boost performance, a deep, multi-layer computation approach is proposed to include long-range interactions and to better initialize the graph cut method in order to arrive at a superior solution. A different extent of connectivity is incorporated into each layer of the framework, such that graph cut can deal with only a limited number of pairwise connectivities each time. In each case, the output from the preceding layer is utilized as the initialization of graph cut in the present layer.
The final result is approximated by finding the best solution of each factor E i (·) in (7) separately. In each layer, one factor of (7), E i (·), is minimized and the next factor, E i+1 (·), will be minimized by considering the optimal value of E i (·).
The interactive potentials are pairwise and the penalty function θ (x i , x j ) ≥ 0; therefore, the energy function of each layer i can be minimized in polynomial time [1] .
III. EXPERIMENTS
The performance of the proposed DRCRF framework was compared with that of different state-of-the-art frameworks in the context of the interactive image segmentation problem. Natural images from the Weizmann segmentation evaluation database [33] , the complex scene saliency dataset (CSSD) [34] , and the Microsoft research interactive dataset (MRIS) [35] were used in this evaluation. The Weizmann database actually consists two different datasets: i) 100 images of single objects, and ii) 100 images of pairs of objects. The CSSD and MRIS datasets contain 200 and 50 images, respectively. To evaluate performance under noisy and corrupted situations, the images were also corrupted by white Gaussian noise with a standard deviation of 25% of the image dynamic range. The segmentation procedure is conducted based on user-specified areas corresponding to the object of interest and the background.
The parameters of two distributions P s i,j , Q d i,j and the number of layers for the DRCRF were learned via a grid search on a holdout validation set. The 25 images from the Weizmann single object dataset were chosen as the validation set. The parameters for P-GC, Coop-Cut, PD, and DFRF are selected as the optimal parameters reported by the authors [19] , based on the validation set and the publicly available source code. The FCRF was based on the source code that the authors [15] provided publicly as well; however, their optimal parameters had not produced the best result, consequently the FCRF parameters were selected based on a grid search optimization using the validation set.
A. COMPETING ALGORITHMS
The proposed DRCRF is compared against random field frameworks, including both deep as well as fully-connected random field approaches:
• Pairwise graph cuts (P-GC) [19] finds the MAP solution of a standard pairwise random field model by graph cuts.
• Cooperative cut (Coop-cut) [11] couples the edges based on the pairwise potential function and penalizes based on the number of types of label discontinuities.
• Fully-connected CRF (FCRF) [15] performs fast inference on a fully-connected CRF based on Gaussian potential functions and a permutohedral lattice [36] .
• Principled deep random field (PD) [19] undertakes inference using a deep, multi-layer pairwise model with hidden auxiliary random variables [23] for representing useful higher-order interactions.
• DFRF [25] uses a deep, fully-connected random field through the use of intermediate sparse autoencoding layers to significantly reduce the computational complexity of inference.
• SFCRF [24] is a single-layer FCRF using stochastic cliques, included to examine the benefits of the deep, multi-layer structure of the proposed DRCRF framework. The same unary potentials are utilized in all methods, and are computed via a Gaussian mixture model with five components based on the color intensities of the pixels within the seed regions. The contrast-dependent Potts pairwise potential used is the same for all methods except FCRF (since it is implemented there via a different approach):
where σ is the mean of the color gradients of the image for P-GC, Coop-Cut, PD, and DFRF, but selected as a constant of 0.2 for DRCRF. Since FCRF has a different setup, based on a permutohedral lattice and fast implementation, the utilized potential function is a type of bilateral filter with different parameters. The standard deviations of the Gaussian pairwise potential function are set as (3, 3) with a weight of 5, while the standard deviations of the bilateral potential function are (20, 20, 0 .08) with a weight of 10, where the first two values show the spatial standard deviation and the last one is the color standard deviation, based on a normalized image dynamic range of [0, 1]. Two-layer and three-layer DRCRF models (DRCRF(2L) and DRCRF(3L)) were utilized for the non-noisy case, where P s i,j = N (s j |s i , 15) and γ = 0.945 for the first layer, P s i,j = N (s j |s i , 10) and γ = 0.9 as the second layer, and P s i,j = N (s j |s i , 7) and γ = 0.9 as the third layer in the three-layer framework, where s i denotes the location of node y i in the random field, and N (s j |s i , σ s ) denotes a Gaussian function with a mean of s i and a standard deviation of σ s . For the noisy case, a four-layer DRCRF model (DRCRF(4L)) was utilized to better handle the effects of noise; the first two layers are the same as above, P s i,j = N (s j |s i , 3) and γ = 0.2 selected for the third layer, and a deterministic second-order Markov model chosen as the fourth layer. For both of these DRCRF model configurations,
2) for all layers, where x i is the color intensity of y i , and N (x j |x i , σ x ) VOLUME 5, 2017 denotes a Gaussian function having a mean of x i and a standard deviation of σ x .
Based on (5), a larger γ gives those nodes having a lower probability a greater chance to be selected as neighbors. Since P s i,j is derived via the spatial distance between two nodes i and j, the left side of the inequality in (5) is smaller for the nodes which are far from node i. By increasing γ the likelihood of those nodes being selected is increased, meaning that longer-range information is incorporated into the model. Based on this explanation, a larger γ is utilized in the lower layers to capture longer-range information, while a smaller γ is selected to incorporate more local information in upper layers.
B. QUANTITATIVE EVALUATION
Three different quantitative measures are utilized to analyze the behavior of the compared methods. Since the underlying problem being evaluated is the image segmentation problem, one can evaluate the performance of the tested method using the F1-score:
s.t.
where TP, FN and FP are the number of true positives, false negatives, and false positives, respectively. Here, two types of F1-scores are evaluated, described below. Region F1-Score: The conventional region F1-score is evaluated based on the region-of-interest specified by the ground truth images. The foreground is chosen as the positive class label while the background is the negative class label:
where Pr and Re are computed based on the pixel-wise accuracy over the whole target image. This measure measures the degree to which the evaluated method can distinguish the background and foreground in terms of their regions. Boundary F1-score: Boundary accuracy is an important objective in image segmentation. Motivated by [20] , the extracted boundary of the ground truth is taken as the positive class while the other pixels are specified as the negative class:
Here Pr and Re are computed based on the boundary of the foreground object in the image. This measure shows how much the boundary of the extracted object overlaps with that of the ground truth foreground. Similar to [20] , a distance tolerance of 2 pixels is used in the calculation of this evaluation measure, meaning that the boundary detected by the algorithm is considered to be a true positive if it is within twopixels of a ground-truth boundary. Another quantitative measure which is commonly utilized in image segmentation is intersection over union (IOU) [37] , also known as the Jaccard index. The intersection of the estimated segmentation result per class and the ground truth, divided by the union, is reported as a metric:
The IOU measure demonstrates how much the segmented region overlaps with the ground truth, based on the number of pixels. Since our problem is a binary segmentation, the IOU metric is just reported based on the class corresponding to the object. Tables 1 and 2 show quantitative comparisons of the tested methods in terms of the region F1-score and the boundary F1-score. The proposed DRCRF is examined based on theDRCRF(2L) and DRCRF(3L) frameworks to obtain better insights about how the number of layers in the deep, multilayer structure comprising the DRCRF model influences the performance of the method. It can be observed that DRCRF performs as well as or outperforms other competing methods, especially regarding the preservation of boundaries. Table 1 also demonstrates the average running time of each algorithm, from which we can see that although increasing the number of layers in DRCRF can lead to accuracy improvements, this comes at additional computational complexity.
It can be observed that DRCRF(2L) and DRCRF(3L) broadly perform similarly to or better than the competing approaches, typically achieving 1% to 3% improvement in F1-score, certainly when compared to SFCRF and FCRF. For the boundary F1-score, the proposed DRCRF performs strongly, with the three-layer DRCRF outperforming all compared approaches for the CSSD and single-object Weizmann databases, and fairly significantly outperforming FCRF and SFCRF in all cases.
Relative to the related DFRF approach, the proposed DRCRF showed a 2% and 7% improvement over DFRF on the Weizmann and MRIS datasets. A possible reason for the improved performance in DRCRF over DFRF may be due to the fact that DFRF leverages intermediate sparse autoencoding layers to achieve computational tractability, which can limit its ability to preserve object boundaries due to the encoding process, when compared to pixel-wise methods such as the proposed DRCRF.
The competing methods are also tested on images corrupted by 25% Gaussian noise, with results reported in Tables 4 and 5 . Although DRCRF and PD exhibit comparable F1 performance in the noiseless case, interestingly in the noisy context, particularly in the boundary assessment of Table 5 , DRCRF was able to achieve significantly improved performance, by 10% to 20%, compared to PD and all other tested methods, indicating that it is able to better capture object boundaries in the presence of noise.
To analyze the robustness of the proposed method, all competing algorithms are compared in the context of salt & pepper noise. Table 7 demonstrates the quantitative measures for MRIS dataset when corrupted with 10% of FIGURE 4. The performance of competing methods based on various noise power. As seen, the DRCRF outperforms other methods in preserving object boundaries. PD, Coop-Cut and P-GC perform slightly better in region F1-score after 35% noise because they explicitly use the seed points label in the final result while others methods only utilize the seed points to train the unary potential (GMM).
FIGURE 5.
Quantitative analysis of σ on the performance of a two-layer DRCRF. The X and Y axes represent the σ value in layers one and two. The results are reported based on 30 images from the CSSD dataset. The plots show that to gain a strong segmentation result while preserving object boundaries, the first layer of the DRCRF needs to capture long-range information, while in later layers have no such requirement, and can be narrowed down to be limited to local information.
salt & pepper noise. The reported results show that the proposed DSCRF methods are robust to multiple noise types, with the DRCRF outperforming FCRF and PD in all three of F1, boundary F1, and IOU, and outperforming SFCRF in both region F1 and boundary F1.
Since the databases contain natural RGB images, Gaussian noise is most likely more appropriate. To allow a comprehensive analysis, all methods are tested as a function of noise level in the context of the Microsoft research interactive dataset (MRIS). Figure 4 demonstrates the performance of the competing algorithms, with the DRCRF performing very well, particularly under boundary F1.
The effect of various ranges of information are examined on 30 images from the CSSD dataset by a two-layer DRCRF. Figure 5 plots the boundary F1-score and IOU as a function of the information ranges in the two layers. To effectively preserve object boundaries while maintaining object segmentation, it is essential that the first layer capture sufficiently long-range information, whereas the results are much less sensitive to the locality of the the second layer.
The key strength of the DRCRF is that it is able to incorporate longer-range information more efficiently, leading to a better preservation of object boundaries, and more effectively addressing the short-boundary bias problem. As seen in Tables 3 and 6 the reported results of the IOU measure are consistent with the F1 results in Tables 1 and 4 .
C. QUALITATIVE EVALUATION
Example segmentation results for noise-free images are shown in Figure 6 (single-object and two-object Weizmann datasets) and in Figure 7 (CSSD and MRIS datasets). It can be seen that the PD and Coop-Cut methods had difficulty in preserving boundaries in the test cases shown, with either the background being merged with the object or parts of the object being classified as background. The ''reclining girl'' and the ''Man throws the ball'' in Figure 7 (columns (e) and (f)) are good examples in which P-GC, Coop-Cut and PD could not separate the body from the grass completely (the hands in column (e) and the legs in column (f)) because of the way in which they formulated FIGURE 6. Example segmentation results produced by the tested methods on the Weizmann dataset [33] without noise. As seen, the proposed method can preserve elongated boundaries in complex images. Furthermore, the proposed method is capable of dealing with situations characterized by complex and cluttered backgrounds, as is evident in the starfish image (d).
the pairwise potential in the random field. FCRF was able to preserve boundaries better than PD and Coop-Cut methods in the test cases shown, but also exhibited the introduction of segmentation artifacts (e.g., missing faces in Figure 7 (a), large incorrectly segmented patch in the top right corner of Figure 7 (f), etc.). DFRF has the same issues in the segmentation as seen in the Figures. Examples (a) and (c) of Figure 7 demonstrate the drawback of utilizing elements instead of pixels in formulating the segmentation, in that parts of the foreground object are assigned as background.
It can be observed that the proposed method is capable of preserving narrow and elongated boundaries, for example the preservation of the tree branches in Figure 6 (e) and the airplane tail in Figure 6 (a). Furthermore, it can be observed that the proposed method is capable of dealing with scenarios characterized by complex and cluttered backgrounds, in the starfish image of Figure 6(d) .
It is an interesting observation that DRCRF(2L) can preserve elongated boundaries better than DRCRF(3L), whereas DRCRF(3L) performs better when the object has a dense structure. A possible argument is that DRCRF(2L) has only two layers, but with higher σ values, whereas DRCRF(3L) has an extra layer configured with a lower σ . The higher σ prompts longer-range of connectivities resulting in a better preservation of elongated boundaries in DRCRF(2L), whereas having the final segmentation results produced based on a lower σ value, DRCRF(3L) is more powerful when facing objects with dense structure. In general, DRCRF(3L) results in a better quantitative boundary preservation since most of the database objects are dense, with relatively few elongated boundaries. Illustrations of the above explanation can be seen in ''tree'' (Figure 8 ), in which DRCRF(2L) performs better than DRCRF(3L) (i.e., due to the elongated boundary), whereas DRCRF(3L) better segments the dense structures in ''snake'' (Figure 6(c) ), ''plane'' (Figure 7(b) ), and ''flower'' (Figure 7(c) ).
The qualitative results of the algorithms when dealing with noisy images are demonstrated in Figure 9 . It can be observed that DRCRF is able to achieve strong segmentation results in the presence of noise, where it is able to capture elongated boundaries (''bird on barbed wire''), fine boundary detail (''cat'', where the cat's hairs are well captured), and boundaries around dense objects (''town hall'', where the boundary around the top of the tower is well captured).
FIGURE 8.
Example segmentation results of objects with elongated boundaries. The DRCRF methods can preserve elongated boundaries more effectively compared to other methods. The ''tree'' image is a good example of the superiority of the proposed method.
FIGURE 9.
Example segmentation results for images corrupted with 25% Gaussian noise. It can be observed that DRCRF is able to preserve boundaries in complex and noisy situations effectively.
The figure makes a compelling argument for the use of a multi-layer structure, in comparing the DRCRF (multi-layer) results against the single-layer SFCRF model.
IV. CONCLUSIONS
In this work, we proposed the concept of deep randomlyconnected conditional random fields (DRCRF) for the purpose of image segmentation. The DRCRF leverages the benefits of inference using fully connected random fields as well as deep random fields in a computationally tractable fashion by incorporating the concept of stochastic clique formation within a deep, multi-layer structure. The reported results of DRCRF in this work is based on the use of a standard graph cuts approach. Given that DRCRF has a deep, multi-layered structure, we aim to investigate the application of a dynamic graph cuts approach to speed up the running time of the proposed framework as future work. Furthermore, we aim to investigate and examine the application of the proposed DRCRF model for the purpose of multi-class image segmentation.
