The complexity of embedding a graph into a variety of topological surfaces is investigated. A new data structure for graph embeddings is introduced and shown to be superior to the previously known data structures. In particular, the new data structure efficiently supports all on-line operations for general graph embeddings. Based on this new data structure, very efficient algorithms are developed to solve the problem ~given a graph G and an integer/~, construct a genus k embedding for the graph G ~ for a large range of the integers k and for a large class of graphs.
I n t r o d u c t i o n
Graph embedding is a fundamental yet difficult problem, and it has many applications in diverse problem domains. The most studied is graph planar embeddings. The weil-known Hopcroft-Tarjan algorithm shows that a planar embedding of a planar graph can be constructed in linear time [19] . Graph planar embeddings have been studied extensively in a variety of areas such as Computational Geometry [22] and Graph Drawing [9] .
On the other hand, the computational complexity of constructing embeddings of a graph into non-planar surfaces is not well-understood yet. The complexity of graph minimum genus problem remained as a basic open problem in Garey and Johnson's list [16] until recently Thomassen proved that the problem is NP-complete [24] . Algorithms have also been developed for embedding a graph into a variety of surfaces. It is demonstrated by Furst, Gross, and McGeoch [15] that a maximum genus embedding of a graph can be constructed in time O(n 4 log 6 n). Filotti described an O(n 6) time algorithm for embedding cubic graphs of minimum genus 1 into the torus [11] . Filotti, Miller, and Reif [12] derived an O(n ~ time algorithm that embeds graphs of minimum genus _~ k into a surface of genus k, which was improved recently by Djidjev and Reif [10] who developed an algorithm of time O(2~176 Frederickson and others have considered the complexity of graph embeddings that give the minimum "hammock number" or minimum "face cover", and studied their applications to other computational graph problems [13, 14] . Very recently, Mohar described a linear time algorithm for embedding graphs of crosscap number 1 into the projective plane [21], and Chen described a linear time algorithm for embedding graphs of bounded average genus [2] . Chen, Kanchi, and Kanevsky have also studied approximation algorithms for graph minimum genus embeddings [8] . An open problem posed by Furst, Gross, and McGeoch [15] is to determine the complexity of graph embeddings into a general surface. There are several theoretical and practical reasons why this problem should be studied. First, the distribution of graph embeddings into topological surfaces provides a very useful isomorphism heuristic [4, 5, 6, 17] . Secondly, embedding a graph into a certain surface helps efficiently solving other computational graph problems [2, 3, 7, 13, 14, 15, 22] . Finally, study of graph embeddings has direct applications in the areas such as circuit layout and VLSI design.
In this paper, we will develop a number of ei~cient algorithms that embed a graph into a variety of surfaces. We start by introducing a new data structure for graph embeddings. We demonstrate that the new data structure is superior to the previously known data structures for graph embeddings. In particular, the new data structure efficiently supports all on-line operations for general graph embeddings. Based on this new data structure, we present an O(m log n) time greedy algorithm that constructs an embedding of genus at least/~(G)/8 for a graph G, where n, m, and ~(G) are the number of vertices, the number of edges, and the cycle rank of the graph G, respectively. Then we show how we can continuously move in time O(m log n) for a graph from one embedding to another embedding. This implies, in particular, that there is an O(m log n) time algorithm that, given a planar graph G and an integer k < ]~(G)/8, constructs an embedding of genus k for G. We will also study the complexity of embedding a graph into a surface of "average genus". We present an O(m ~) time randomized algorithm that, given a graph G and an integer k, either reports with a very small error probability that k is not equal to the average genus of G, or produces an embedding of genus k for G. These computational results demonstrate a very rich and interesting structure for computational complexity of graph embeddings.
We briefly review the fundamentals of the theory of graph embeddings. For further description, see Gross and Tucker [18] .
Unless stated explicitly, all graphs in our discussion are supposed to be connected simple graphs in which each vertex is of degree at least 3. An embedding must have the "cellularity property" that the interior of every face is simply connected.
A rotation at a vertex ~ is a cyclic permutation of the edge-ends incident on v. A list of rotations, one for each vertex of the graph, is called a ro~atioa system. An embedding of a graph G in an orientable surface induces a rotation system, as follows: the rotation at vertex v is the cyclic permutation corresponding to the order in which the edge-ends are traversed in an orientation-preserving tour around ~. Conversely, by the Heffter-Edmonds principle, every rotation system induces a unique embedding of G into an orientabh surface. This bijectivity enables us to study graph embeddings based on graph rotation systems, which is a more combinatorial structure. We will interchangeably use the phrases "an embedding of a graph" and "a rotation system of a graph".
Suppose that we insert a new edge e ---(u, v) into an embedding//(G), where u and v are vertices of G. There are two possibh cases.
If the edge-ends u and v of e are inserted between two corners of the same face f, then the new edge e splits the face f into two faces. In this case, the embedding genus remains the same. If the edge-ends u and v of e are inserted between corners of two different faces fl and f2, then both these faces are merged by e into one larger
