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MINERAL (MINeral ERror AnaLysis) is a MATLABs based program that performs mineral formula
recalculations and calculates the error on formula unit cations though the propagation of analytical
uncertainties. The program is focused on 9 common mineral groups. Other minerals are accommodated
through a generic routine in which users designate the number of cations and oxygens in the desired
formula. Additional functionalities provide users with a range of mineral appropriate output options.
Recalculations and uncertainty calculations include site assignments for multi-site cations (e.g.
tetrahedral and octahedral Al in maﬁc minerals), partitioning of Fe2þ and Fe3þ , and calculations of
mol fractions of end members. Until now, performing full propagation of uncertainty through mineral
formula recalculations was labor intensive and, for users unfamiliar with statistical notation or
techniques, a signiﬁcant computational challenge. The lack of precedent set by previous studies has
made it accepted practice within the discipline to not provide recalculated uncertainty information.
This oversight prevents analysts from assessing the quality of their data, and of their interpretations in
a robust and quantitative manner. This automated toolbox renders the process fast and simple.
& 2012 Elsevier Ltd. Open access under CC BY-NC-ND license.1. Introduction
The quantiﬁcation and reporting of analytical uncertainty is an
essential aspect of scientiﬁc data presentation because the mag-
nitude of uncertainty can directly inﬂuence data interpretation.
Error estimation is a function of both uncertainties inherent in
acquiring raw data, as well as on applied post-processing proce-
dures. Rigorous propagation of uncertainty through all steps of
data processing requires speciﬁc and sometimes complex calcula-
tions based on statistical methods.
In geology and petrology, major-element compositions of solid
phases, normally determined by electron probe micro-analysis
(EPMA), are commonly reported in two ways; a) wt% abundances
of elemental or oxide components, and b) atomic proportions
within a mineral formula, referred to as ‘formula cations’ or
‘atoms per formula unit’ (a.p.f.u.). Despite the automated pre-
processing commonly associated with EPMA data (e.g. Donovan
et al., 2007), elemental abundances in wt% are often considered
the ‘raw’ results. Typically, users will convert these to wt% oxides,
where oxygen is calculated stoichiometrically. Where results are
calculated from averaging ‘n’ data points, uncertainty is reportedlaska.edu,
C-ND license.as the standard deviation on ‘n’ analyses. On individual data
points, uncertainty can be calculated based on either the counting
statistics of each individual measurement, or multiple analyses of
a ‘‘bench’’ standard.
To report data as a.p.f.u., analysts are required to apply
mineral-speciﬁc recalculations to their data. These calculations
are used to determine the proportions of elements in each
crystallographic position, and are based on normalizing oxide
percentages against an ideal chemical formula. The recalculation
process involves multiple steps. Different methods exist for the
estimation of uncertainty on recalculated data. The two simplest
methods are; (1) to estimate uncertainties from the standard
deviation on ‘n’ analyses of a bench standards or, (2) to perform
formula recalculations on ‘n’ analyses of a sample and then
calculate the average and associated standard deviation. Alterna-
tively, uncertainty of formula cations can be calculated by
propagating uncertainty through each step of the recalculation
using a standard statistical method. In some cases the different
methods may yield similar (or functionally identical) results,
while in others uncertainties can vary by up to an order of
magnitude (Table 1).
While the most robust method statistically, propagating
uncertainty through mineral formula re-calculations using stan-
dard error analysis techniques is complex. Each step in the
recalculation procedure involves an associated calculation for
error propagation. This process cannot be performed for
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uncertainty on a cation is a function of the composition and
uncertainty of all input oxides.Table 1
Different types of uncertainty. Different types of uncertainty that can be applied to
recalculated mineral data. The examples shown are for a plagioclase and an
orthopyroxene analysis. In some cases the different types of error estimate show
little difference, whilst in other cases there are signiﬁcant differences in the
uncertainty calculated by different methods.
Type of uncertainty
A.p.f.u. Analyticala Averageb MINERAL
uncorrelatedc
MINERAL
correlatedd
Plagioclase feldspar
Si 2.34 0.019 0.009 0.013 0.009
Al 1.663 0.009 0.009 0.010 0.009
Fe3þ 0.02 0.002 0.002 0.002 0.002
Ca 0.67 0.012 0.007 0.011 0.007
Na 0.30 0.009 0.005 0.008 0.005
K 0.010 0.001 0.001 0.001 0.001
Orthopyroxene
Si 1.96 0.013 0.017 0.014 0.017
Ti 0.004 0.001 0.001 0.001 0.001
Aliv 0.020 0.001 0.014 0.008 0.012
Alvi 0.023 0.001 0.007 0.007 0.000
Fe3þ 0.039 0.001 0.026 0.024 0.029
Fe2þ 0.60 0.010 0.023 0.026 0.025
Mn 0.037 0.003 0.004 0.003 0.004
Mg 1.25 0.022 0.014 0.016 0.014
Ca 0.067 0.003 0.003 0.003 0.003
a Standard deviation on ‘n’ analyses of the bench standard.
b Standard deviation on the average a.p.f.u. calculated from ‘n’ analyses of the
sample.
c Standard deviation on the average oxide values from ‘n’ analyses of the
sample, propagated through the formula recalculation using the partial error
method in the MINERAL software.
d Standard deviation on the average oxide values from ‘n’ analyses of the
sample, propagated through the formula recalculation using the full error method
in the MINERAL software.
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Fig. 1. Examples of Need. Examples of recalculated amphibole formula parameters d
plotted against A-site alkalis (sodiumþpotassium; Y axis). (B) tetrahedral aluminum (X
(A) and (B), respectively, with the inclusion of error bars as calculated using MINERALPublished a.p.f.u. results typically do not include uncertainties,
due to two primary issues. First, propagation of uncertainty
through multi-step, mineral speciﬁc, recalculations of a mineral
formula is laborious, and analysts may be unwilling and/or unable
to perform the necessary calculations. Second, the lack of pre-
cedent set by previous studies has made it accepted practice
within the discipline to not provide recalculated uncertainty
information.
A.p.f.u. data is often used in models to infer geological
processes (e.g. Andersen et al., 1993; Holland and Blundy, 1994;
Putirka et al., 2003). Lack of uncertainty data is an oversight that
prevents analysts from quantitatively assessing the quality of
their data. Performing uncertainty calculations not only conforms
to standard scientiﬁc protocols, but also helps to identify ‘bad’
data (e.g. outliers, mixed analyses, compositionally heteroge-
neous crystals), and to conﬁrm the validity of conclusions. For
example, relationships between tetrahedral Al (in the crystal-
lographic T site) and A-site alkalis (NaþK; Fig. 1a) and tetrahedral
Al and B-site (the crystallographic M4 site) Ca in a volcanic
amphibole dataset (Fig. 1b) both show positive correlations,
indicating a relationship between the variables. The relatively
small error bars (in both X and Y; Fig. 1c) strengthen this
conclusion with respect to tetrahedral Al and A-site alkalis.
However, analytical uncertainty accounts for a signiﬁcant portion
of the total variation in B-site Ca (Fig. 1d).
MINERAL (MINeral ERror AnaLysis) is a new MATLABs based
program that provides mineral formula recalculations combined
with the associated propagation of the analytical uncertainties.
Methods are based on the work of Giamarita and Day (1990).
However, additional features have been added to provide users
with greater ﬂexibility in data reporting. Many programs exist to
recalculate wt% data into formula unit cations. Some generalized
programs can be used to recalculate the formula of multiple
minerals e.g. CALCMIN (Brandelik, 2009) and HYPER-FORM (De
Bjerg et al., 1992). Other programs are mineral speciﬁc e.g. AMPH
CLASS (Esawi, 2004) and PROBE AMPH (Tindle and Webb, 1994)
for the recalculation of amphibole analyses; ILMAT (Lepage, 2003)1.5
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isplayed with and without propagated errors. (A) tetrahedral aluminum (X axis)
axis) plotted against B-site calcium (Y axis). (C, D) contain the same datasets as in
. Dataset taken from author’s unpublished data.
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(Sturm, 2002) for the recalculation of pyroxene analyses.
MINERAL provides a rapid method for the recalculation of multi-
ple common minerals. However, its strength lies in the fact that is
the ﬁrst tool to incorporate the associated uncertainty propaga-
tion calculations. As these are performed concurrently with the
standard recalculations, no additional time is needed to perform
uncertainty propagation. While an understanding of the under-
lying calculations is strongly recommended, MINERAL is designed
to allow users with little or no experience operating MATLABs
and/or performing mineral formula recalculations and uncer-
tainty propagation to undertake both with ease.2. Review of past work
Giaramita and Day (1990) provide equations for the recalcula-
tion of mineral formula and for propagating the associated
uncertainties through these calculations. Two methodologies are
presented: full or partial uncertainty propagation. Full uncer-
tainty propagation includes the calculation of a covariance matrix.
The covariance matrix is omitted in the partial routine. For both
methods, different equations are provided depending on the type
of cation under consideration e.g. single or multi-valence, single
or multi-site. A full description of the equations provided by
Giaramita and Day (1990), and used in MINERAL are provided in
Appendix 1.
Giaramita and Day (1990) tested their method on amphibole
(hornblende), pyroxene (augite) and feldspar (bytownite) data-
sets. They conclude that: (1) While the uncertainty on major
oxides is a good approximation for uncertainty for single valance,
single site cations, the same is not for true multi-valance, multi-
site cations; (2) The absolute differences between uncertainties
calculated from full and partial error propagation are not large,Fig. 2. MINERAL GUI screenshot. Screen shot of the MINERAL GUI. Users are able to d
amphibole data, users can deﬁne the type of recalculation (13 or 15 cations). For gener
choose recalculation based on either cation or oxygen normalization, and utilizing anybut relative differences may be signiﬁcant. For high precision
work, multi-site cations, or multi valance cations, it is advisable to
conduct full error propagation. For example, Giamarita and Day
(1990) show that counting errors of just 0.5% relative on FeO in
amphibole and augite, can be magniﬁed to 2.25% and 7.26% for
Fe3þ calculations, respectively; (3) Errors in structural formulae
are magniﬁed or reduced compared to uncertainties on oxides.
Magniﬁcation depends on the composition of the mineral, the
normalization scheme employed, the structural formula, the
magnitude of uncertainty on oxides, and the contribution from
covariance.3. MINERAL (MINeral ERror AnaLysis)
The implementation of the Giaramita and Day (1990) method
is long and labor intensive (especially if full covariance is
calculated) and, for users unfamiliar with statistical notation or
techniques, may present a signiﬁcant challenge. This automated
toolbox provides for fast and simple implementations their
method along with added functionality that provides users with
a range of output options appropriate to the mineral under
consideration.
MINERAL is a toolbox that is run using the MATLABs platform.
The current version of MINERAL includes options for the recalcu-
lation of 9 common mineral groups: pyroxenes, feldspars, olivine,
spinels, ilmenite, amphiboles, micas, garnets, and epidotes. The
program also includes a generic recalculation function that
incorporates user-deﬁned recalculation parameters. Users are
able to select the type of uncertainty propagation, the type of
uncertainty reported, and, where appropriate, the method of
mineral recalculation. MINERAL can be operated from a simple
Graphical User Interface (GUI; Fig. 2), from the command line
using a wrapper script, or by embedding any of MINERALeﬁne input and output ﬁles, and select mineral type and calculation options. For
ic recalculations (i.e. for minerals not included in the main mineral list) users can
desired number of oxygen’s and cations per formula unit.
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cedures can be found in the MINERAL user manual, provided with
the program.
The input and output of MINERAL depends on the type of error
propagation required. For full error propagation, users input ‘n’
analyses from which average oxide composition, standard devia-
tions, and a covariance matrix are calculated. For partial error
propagation, users input a single set of wt% oxide values and an
associated (pre-calculated) uncertainty for each. Input data are
passed through the error propagation equations to yield recalcu-
lated and site assigned cations and the associated uncertainties.
Additional functionality is provided on a mineral-by-
mineral basis.
Giaramita and Day (1990) suggest that the primary advantage
to performing partial error propagation is simplicity. With
MINERAL, the application of either method is straightforward.
However, partial error propagation has other beneﬁts. While full
uncertainty propagation is preferred for multi-valance or multi-
site cations, or when high precision is required, it restricts the
input uncertainty to the standard deviation of ‘n’ analyses. Some
users may feel that analytical uncertainty is better expressed as
the standard deviation calculated from working standards or
counting statistics and applied uniformly to each analysis. Uncer-
tainties of this kind can only be handled using the partial error
propagation method, which allows the input of a user-deﬁned
uncertainty on major oxides, rather than the calculation of one by
MINERAL itself.
For each calculation, MINERAL must know the molecular
weights of all input oxides, and for this reason, the program is
currently restricted to 12 of the most common major oxides, SiO2,
TiO2, Al2O3, FeO, MnO, MgO, CaO, Na2O, K2O, Cr2O3, V2O3, NiO, as
well as F and Cl for amphibole. Output for full uncertainty
propagation includes calculated average oxides, calculated
cations, cation uncertainties, cation sum, and any mineral speciﬁc
outputs. Output for partial uncertainty propagation includes
calculated cations, cation uncertainties, cation sum, and any
mineral speciﬁc outputs. For each type of error propagation, users
are able to select how uncertainties are reported, e.g. absolute 1s,
2s, 3s, or s2 (variance). Users may view other calculation
outputs, e.g. calculated covariance matrices, by editing the
desired MATLABs script (see user manual for details).
MINERAL imports data from.csv ﬁles. These ﬁles can be created
in standard spreadsheet programs. Data must be input in a
speciﬁc manner, as explained in detail in the user manual.
MINERAL output is written to both.txt ﬁles and to MATLABs.mat
structures. MATLABs structures makes it easier for users to
continue using MATLABs for further data manipulation or plot-
ting. The.txt ﬁles can be read in common spreadsheet software.
Users wishing to recalculate amphibole can choose between
normalization to 15 or 13 cations. For normalization to 13
cations: 13¼SiþTiþAlþFeþMnþMg in the T and C (M1, M2,
M3) sites. This method excludes Ca from the C sites and Fe2þ , Mn
and Mg from the B (M4) site. In contrast, for normalization to 15
cations: 15¼SiþTiþAlþFeþMnþMgþCa in the T, C, and B sites.
Users should refer to the literature for the more appropriate
choice of calculation type (Cosca et al., 1991; Leake et al., 1997;
Robinson et al., 1982; Schumacher, 2007).
The stoichiometric calculation of Fe2þ and Fe3þ in minerals
such as amphibole and pyroxenes is standard practice and this is
reﬂected in the calculations offered by MINERAL. However,
numerous studies have shown stoichiometric methods to be
unreliable and prone to signiﬁcant uncertainty, especially in
amphiboles where incomplete occupancy of the hydroxyl site is
common (Al’meev et al., 2002; Blundy and Holland, 1990; Cosca
et al., 1991; Hawthorne and Oberti, 2007). For calcic amphibole, it
is generally thought that 13-cation normalization is the mostaccurate stoichiometric methods of calculating Fe2þ and Fe3þ ,
while for Fe–Mg–Ca amphibole, 15-cation normalization is more
appropriate (Al’meev et al., 2002). However, those requiring
highly accurate data on Fe2þ/Fe3þ partitioning should consider
direct measurement by wet chemistry techniques or Mo¨ssbauer
spectroscopy (e.g. Blundy and Holland, 1990; Cosca et al., 1991).
MINERAL users should be aware of the pitfalls of stoichiometric
calculations and recognize that uncertainties on Fe2þ and Fe3þ
represent minimum error estimates.
Most MINERAL recalculations are based on normalization to
cations except for the amphibole-15, epidote, and mica routines,
which are normalized to formula oxygen. This is consistent with
other commonly used programs for the recalculations of mineral
formula e.g. CALCMIN (Brandelik, 2009); ILMAT (Lepage, 2003);
PROBE AMPH (Tindle and Webb, 1994). The generic routine
allows users to decide between recalculation normalized to
oxygen or cations.
Additional functionalities, above and beyond the calculations
of Giaramita and Day (1990), primarily include the calculation of
mol fraction mineral end members (and their associated uncer-
tainties). For ease of calculation, and regardless of the type of
uncertainty propagation used to calculated cation errors, the
errors on end members are calculated without the use of the
covariance term. Calculated variables and end members for each
mineral were chosen to allow users the greatest ﬂexibility in
reporting their results. However, users should be aware that not
all variables are appropriate for all recalculations, despite their
presence in the output. For example, the mol fraction ulvospinel
calculated by the spinel routine is only appropriate for magnetite
spinels. Similarily, the end members reported for the complex
mineral groups e.g. epidote and garnet, are not exhaustive and
users should be aware that other, rarer end members also exist.
Users should take care to report the most appropriate variables
for their analyses. For some users, this may mean discarding end
members, and site assigned cations, and reporting the total
cations (and associated uncertainties) only.
3.1. Mineral speciﬁc considerations
3.1.1. Feldspar
Feldspar end member calculations include mol fraction An
(anorthite; Ca end member), Ab (albite; Na end member), and Or
(orthoclase; K end member). Fe is reported as Fe(t). As only Fe3þ
is incorporated into the feldspar structure, Fe(t) represents
Fe3þ(t). The conversion of FeO (Fe2þ) to Fe2O3 (Fe
3þ) is per-
formed within MINERAL; users should ensure that the original
data input is in wt% FeO.
3.1.2. Olivine
Olivine end member calculations include mol fractions of Fo
(forsterite; Mg end member), Fa (fayalite; Fe end member), Te
(tephroite; Mn end member), CaOl (calcium olivine end mem-
bers), and Lei (liebenbergite; Ni end member). All Fe is assumed
to be Fe2þ .
3.1.3. Pyroxene
Pyroxene end member calculations include those appropriate
for both calcic and sodic pyroxenes. Users should decide which
classiﬁcation scheme is the most appropriate. Calcic end mem-
bers include mol fraction En (enstatite; Mg end member), Fs
(ferrosilite; Fe end member), and Wo (wollastonite; Ca end
member). Sodic end members include mol fraction Aeg (aegirine;
Na/Fe end member), Jd (jadite; Na/Al end member), and Di
(diospide; Ca/Mg end member). In addition to total Fe and Al,
Fe2þ , Fe3þ , Aliv, and Alvi (tetrahedral and octahedral Al) cation
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FeO and Fe2O3 oxide wt% is based on stoichiometric and charge
balance criteria (Droop, 1987).
3.1.4. Spinel
Spinel end member calculations include those for both mag-
netite spinels and for the spinel group. Users should decide which
classiﬁcation scheme is the most appropriate. Mol fractions are
calculated for Chr (chromite group), Mag (magnetite group), and
Spl (spinel group). Further, the mol fraction Usp (ulvospinel) is
calculated. Usp is only appropriate for magnetite spinels; mol
fraction Mag (magnetite) may be calculated as 1-Usp. In addition
to Fe(t), Fe2þ and Fe3 cations and cation uncertainties are
calculated. The calculation of FeO and Fe2O3 oxide wt% is based
on stoichiometric and charge balance criteria (Carmichael, 1967).
3.1.5. Ilmenite
The ilmenite routine includes the calculation of mol fraction
Ilm; mol fraction Hem (hematite) may be calculated as 1-Ilm. In
addition to Fe(t), Fe2þ and Fe3 cations and cation uncertainties
are calculated. The calculation of FeO and Fe2O3 oxide wt% is
based on stoichiometric and charge balance criteria (Carmichael,
1967).
3.1.6. Amphibole:
In addition to total Fe, Al, Na, Fe2þ , Fe3þ , Aliv, and Alvi, Na (B
site) and Na (A site) cations (and their uncertainties) are calcu-
lated. The halogens (F and Cl) are calculated, although H2O is not.
The calculation of FeO and Fe2O3 oxide wt% is based on stoichio-
metric and charge balance criteria (Droop, 1987). Users are
referred to Leake et al. (1997) for amphibole classiﬁcation
nomenclature. End member calculations may be added to
MINERAL at a later date.
3.1.7. Garnet:
Given the large number of garnet varietals, only the most
commonly found end members are calculated by MINERAL.
Pyralspite (Al in y-site) garnet end members included are alman-
dine, pyrope, and spessartine. Ugrandite (Ca in X-site) garnet end
members included are andradite, grossular, and uvarovite. In
addition to Fe(t), Fe2þ and Fe3 cations and uncertainties are
calculated. The calculation of FeO and Fe2O3 oxide wt% is based
on stoichiometric and charge balance criteria (Droop, 1987).
3.1.8. Epidote
Given the large number of epidote end members, only the
most commonly found are calculated by MINERAL. For monoclinic
epidote users should refer to the end members: epidote (Fe end
member), clinozoisite (Al end member), and tawmawite (Cr end
member; Franz and Liebscher, 2004). For zoisite, the orthorhom-
bic polymorph of clinozoisite, users should refer to the calculated
mol fractions of Fe, Mn, and V. Users are referred to Franz and
Liebscher (2004) for a full discussion of the nomenclature of
epidote group minerals. As only Fe3þ is incorporated into the
epidote structure, all Fe is converted to Fe2O3 and Fe(t) represents
Fe3þ(t). The conversion of FeO (Fe2þ) to Fe2O3 (Fe
3þ) is per-
formed within MINERAL; users should ensure that the original
data input is in wt% FeO.
3.1.9. Mica
Mica is a complex mineral for which there are a number of
recalculation methods. MINERAL performs its calculations based
on normalization to 22 oxygens per formula unit. Halogens (F and
Cl) are recalculated, although H2O is not. This method assumes
that all Fe is present as FeO. Cation normalization methods thatcalculate the distribution of FeO and Fe2O3 are available, but are
only appropriate when there are no vacancies in the octahedral
sites (Yavuz and Oztas, 1997). The option to recalculate micas
based on cation normalization may be added to MINERAL at a
later date. Aliv, Alvi and their uncertainties are calculated. Users
are referred to Rieder et al. (1998) for amphibole mica nomen-
clature. End member calculations will be added at a later date.
3.1.10. Generic
The generic routine allows users to calculate uncertainties on
minerals not speciﬁcally included in MINERAL. Cation calculations
for all input elements are made, however, no site assignment
calculations are included. In addition to Fe(t), Fe2þ and Fe3þ
cations and cation uncertainties are calculated. The generic
calculation function cannot be used if unusual mineral-speciﬁc
changes need to be made to the recalculation scheme. For
example, recalculating feldspar through the generic routine
would be problematic, as the generic routine does not convert
FeO(t) to Fe2O3(t). Similarly, the generic routine could not be used
for the recalculation of amphibole, as recalculations of amphibole
exclude Ca, Na, and K from the cation sum.4. Testing MINERAL
4.1. Mineral formula recalculations
To test the formula recalculations performed by MINERAL,
results were compared with those derived from published results
and other published recalculation programs (Fig. 3). There is
excellent correlation between the results from MINERAL and
other published sources. For example, calculated XILM values for
ilmenite were equal to 7 or more decimal places (d.p.) (relative
differenceso0.001%). Calculated An values for plagioclase were
identical to 6 or more d.p. (relative differenceso0.01%). Calcu-
lated XFo values for olivine were identical to 4 or more d.p
(relative differencesr0.1%). The results from amphibole compar-
isons depend on valency and on the number of sites in which a
cation resides. However, in general calculated values are identical
to 3–4 or more d.p (relative differences predominantlyr0.5%).
Given than a.p.f.u results are rarely reported to greater than 3 d.p.,
the MINERAL calculations are functionally identical to other
calculation tools. Minor variations are likely the result of differ-
ences in the number of signiﬁcant ﬁgures used for the input
molecular weights of each oxide, as well as differences between
programs in rounding and the number of signiﬁcant digits that
are carried through the calculations.
4.2. Formula uncertainty calculations
MINERAL is tested by attempting to reproduce the results of
calculations reported in Giaramita and Day (1990). For partial
error propagation, recalculated formula unit cations show relative
differences between 0.00 and 4.17% (Table 2). However, in
absolute terms the results are identical to 4 or more signiﬁcant
ﬁgures. Given that oxide and cation data are rarely reported to
more than 3 decimal places, the results are functionally identical.
The relative differences between calculated uncertainties are
higher, ranging between 0.00 and 12.0%. However, in absolute
terms, the results are identical to 3 or more signiﬁcant ﬁgures.
For full propagation, Giaramita and Day (1990) provide the
calculated covariance matrix (with data rounded to 2 decimal
places), but not the original oxide data (as required by MINERAL).
As a result, the full error propagation results cannot be realisti-
cally compared. However, complex spreadsheets set-up to test
the calculations (in preparation for the writing of MINERAL)
Table 2
Calculation comparison: MINERAL cs. Giaramita and Day (1990). Results of an
augite recalculation and partial propagation of uncertainty, as reported by
Giamarita and Day (1990) and produced by the MINERAL software. Input data
(with ﬁgures in brackets representing standard deviation), taken from Giamarita
and Day (1990), is provided in the table footnotes. For both calculated atoms per
formula unit and calculated 1 sigma uncertainty the absolute and relative
differences between the results reported by Giamarita and Day (1990) and those
calculated by MINERAL are provided. In order to compare like calculations, this
pyroxene recalculation was conducted in the generic MINERAL routine to allow
normalization on the basis of oxygen, in line with Giaramita and Day, 1990. As a
result tetrahedral and octahedral Al assignment is not included in the results, as
would normally be the case with a pyroxene calculation.
Atoms per formula unit Calculated 1 sigma uncertainty
G&D MINERAL Ab.
diff.
%
Diff.
G&D MINERAL Ab.
diff.
%
Diff.
Sia 1.8264 1.8265 0.0001 0.01 0.0070 0.0071 0.0001 1.43
Tib 0.0231 0.0230 0.0001 0.43 0.0014 0.0014 0.0000 0.00
Fe3þc 0.0363 0.0364 0.0001 0.28 0.0145 0.0148 0.0003 2.07
Fe2þ 0.1520 0.1518 0.0002 0.13 0.0139 0.0142 0.0003 2.16
Mnd 0.0048 0.0046 0.0002 4.17 0.0013 0.0012 0.0001 7.69
Mge 0.9002 0.9006 0.0004 0.04 0.0064 0.0065 0.0001 1.56
Caf 0.6230 0.6231 0.0001 0.02 0.0054 0.0054 0.0000 0.00
Nag 0.0848 0.0847 0.0001 0.12 0.0025 0.0028 0.0003 12.0
Cri 0.0043 0.0043 0.0000 0.00 0.0015 0.0014 0.0001 6.67
a 50.16 (0.23).
b 0.84 (0.05).
c 6.18 (0.16).
d 0.15 (0.04).
e 16.59 (0.14).
f 15.97 (0.15).
g 1.2 (0.04).
i 0.15 (0.05).
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Fig. 4. Recalculated Fe values vs. Relative uncertainty. A.p.f.u. values for total Fe,
Fe3þ and Fe2þ (X axis) in magnetite, plotted against their calculated error (Y axis;
reported as relative standard deviation).
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reproduced to levels similar to those seen for the partial error
propagation routine (Table 2). In summary, the results reported
by Giaramita and Day (1990) and those calculated by MINERALare close, but not identical. As with the recalculated cations
themselves, these minor variations likely result from differences
in the number of signiﬁcant ﬁgures used for the molecular
weights of each oxide, and also in the way the results of various
stages of the calculations have been rounded.
Giaramita and Day (1990) highlighted the particular impor-
tance of uncertainty propagation for multi-site and multi-valance
cations. MINERAL results are consistent with this observation. For
example, Fig. 4 shows a.p.f.u. values for total Fe, Fe3þ and Fe2þ in
a number of magnetite analyses, plotted against their calculated
error (reported as relative standard deviation). When recalculated
values are reported as total Fe, relative uncertainty is less than 1%,
however, when the distribution of Fe2þ and Fe3þ is calculated,
uncertainties are magniﬁed by up to 3-fold.
S.M.H. De Angelis, O.K. Neill / Computers & Geosciences 48 (2012) 134–1421405. Conclusion
Giaramita and Day (1990) conclude that for minerals contain-
ing single-valance, single-site cations, uncertainties on measured
oxides provides a good approximation for uncertainties on recal-
culated cations. Several subsequent studies have cited this as a
reason to ignore full uncertainty propagation calculations (e.g.
Agrosi et al., 2002). However, the provision of an automated
system for performing uncertainty propagation renders the com-
plexity and time-intensive nature of the calculations irrelevant
and eliminates the need for approximations. The MINERAL pack-
age will continue to be developed and expanded. It is likely that
developments will include amphibole classiﬁcation, plotting
tools, adoption of the covariance term in the calculation of end
member error, and addition of other mineral groups such as
sulphides and carbonates.
MINERAL is designed to be easily accessible for users with no
prior knowledge of either MATLABs or of statistical analyses. The
program transforms calculations of analytical uncertainty on
formula unit cations from a time consuming effort, ignored by
most, to a simple and fast procedure. With the main barrier to
performing these calculations removed, it is hoped that a pre-
cedent for reporting uncertainty on recalculated data will be
developed. In the long term this will help to encourage a culture
of more robust evaluating of data quality in geology and
petrology.Acknowledgments
The authors wish to extend their gratitude to Marty Giaramita
and Howard Day for their support of this project, and Ken Severin
for providing formative ideas and computational assistance. The
authors also thank John Brady, Silvio De Angelis, Ronni Grape-
nthin, Julia Hammer, Eric Hellebrand, Pavel Izbekov, Jessica
Larsen and Franz Meyer for providing data and critical comments
on early versions of MINERAL. and Pavel Plechov and Thomas
Shea for their constructive reviews that helped to improve the
manuscript and software.
The authors wish to acknowledge the following grants that
helped support this work: NSF EAR 0911694 (S.M.H. De Angelis
through J.F. Larsen), NSF PIRE—Kamchatka Award OISE 0530278
(O.K. Neill through P.E. Izbekov and J.C. Eichelberger), and NSF
CAREER Award EAR04-49888 (O.K. Neill through J.E. Hammer).Appendix A
The formulation of Giaramita and Day (1990) is based on a
Taylor series expansion of the basic error propagation
equation (Eq. (1); Hahn and Shapiro, 1967).
s2Y ¼
X
i ¼ 1
n X
j ¼ 1
n
sxixj ð@Y=@xiÞð@Y=@xjÞ ð1Þ
The derivation of Eq. (1) assumes a normal distribution, and a
negligible contribution from terms of higher order than the ﬁrst
partial derivative (Roddick, 1987). Giaramita and Day (1990)
investigated both assumptions and concluded that they were
met for mineral recalculation error propagation. The method is
applicable to mineral groups in which data are reported as oxides.
This restricts practical application to silicate minerals, although
Fe–Ti oxides are an obvious exception. Giaramita and Day (1990)
provide two general equations for calculating uncertainty on
formula proportion cations. Eq. (2) provides for a full propagation
of uncertainty, where the covariance of measured oxides is
required. Eq. (3) provides a shortened version, in which thecovariance term is ignored. A full description of all equation
variables is provided in Appendix Table 1.
s2ci ¼
X
j ¼ 1
n X
k ¼ 1
n
swjwk ð@ci=@wjÞð@ci=@wkÞ ð2Þ
s2ci ¼
X
j ¼ 1
n
s2wj ð@ci=@wjÞ
2 ð3Þ
Eqs. (2) and (3) can be solved by inserting the covariance
matrix and/or appropriate partial derivatives into the function.
The appropriate partial derivatives are provided by Giaramita and
Day (1990). Eq. (4a) provides the function for calculating the
formula proportion of a given cation, assuming normalization on
the basis of formula oxygen.
coi ¼
wiðcoxi =f iÞb
o
so
¼ wik
c
i b
o
so
ð4aÞ
Eq. (5a) calculates the formula proportion of a given cation,
assuming normalization on the basis of formula cations.
cci ¼
wiðcoxi =f iÞb
o
sc
¼ wik
c
i b
c
sc
ð5aÞ
For each equation, the two partial derivatives that can be
inserted into Eqs. (2) or (3) for error calculations are provided.
Eqs. (4b) and (5b) are the partial derivative of the cation with
respect to the wt% oxide of the same element
@coi =@wi ¼
sokci b
owikci koi bo
ðsoÞ2
ð4bÞ
@coi =@wi ¼
sckci b
cwiðkci Þ2bc
ðscÞ2
ð5bÞ
Eqs. (4c) and (5c) are the partial derivative of the cation with
respect to the wt% oxide of a different element.
ð@coi =@wjÞia j ¼
wik
c
i k
o
j b
o
ðsoÞ2
ð4cÞ
ð@coi =@wjÞia j ¼
wik
c
i k
c
j b
c
ðscÞ2
ð5cÞ
Eqs. (4a) and (5a) are appropriate for simple elements: single
valence cations that reside in a single sites in the mineral
structure. For complex elements, different equations are required.
Fe2þ and Fe3þ partitioning is calculated stoichiometrically. Eqs.
6a and 7a are used to calculate formula cations of Fe3þ and Fe2þ
respectively.
cFe3þ ¼ 2 bo
Pn
i ¼ 1 wjk
o
i b
cPn
i ¼ 1 wik
c
i
 !
ð6aÞ
cFe2þ ¼ cFencFe3þ ð7aÞ
Eqs. (6b) and (7b) represent the partial derivatives for inser-
tion into Eqs. (2) or (3), for the calculation of the associated
uncertainties.
@cFe3þ =@wi ¼ 2bc
sokcisckoi
ðscÞ2
 !
ð6bÞ
@cFe2þ =@wi ¼ @cFen=@wi@cFe3þ =@wi ð7bÞ
Some cations, within some minerals, are spread across multi-
ple sites. A common example of this is Al, which is distributed
between tetrahedral and octahedral sites in minerals such as
pyroxene and amphibole. Eq. (8a) calculates the amount of the
last cation to ﬁll a site, where the site is ﬁlled before the cation is
exhausted (e.g. tetrahedral Al in amphibole). Eq. (9a) calculates
Table A1
Calculation variables.
Variable Symbol
Variance s2Y
Covariance of n measurements of xi and xj sxixj
Partial derivative of Y with respect to xi ð@Y=@xiÞ
Variance on the cations of the ‘ith’ element s2ci
Standard deviation of ‘n’ measurements on the ‘ith’ oxide swi
Number of cations of the ‘ith’ element in a formula normalized to oxygen coi
Number of cations of the ‘ith’ element in a formula normalized to cations cci
Weight % of the ‘ith’ oxide wi
Number of cations in the ‘ith’ oxide coxi
Number of oxygens in the ‘ith’ oxide ooxi
Mol weight ‘ith’ oxide f i
Ideal oxygens per formula unit bo
Ideal cations per formula unit bc
Sum of mol oxygens (from all oxides) in formula
Pn
i ¼ 1
wik
o
i
 !
so
Sum of mol cations (from all oxides) in formula
Pn
i ¼ 1
wik
c
i
 !
sc
Cations per oxide weight of the ‘ith’ oxide ð ¼ coxi =f iÞ kci
Oxygens per oxide weight of the ‘ith’ oxide ð ¼ ooxi =f iÞ koi
Cations per formula unit of Fe3þ cFe3þ
Cations per formula unit of Fe2þ cFe2þ
Total Fe cations per formula unit cFen
Total cations that can ﬁt in a given structural site s
Number of cations of ‘i’ to ﬁll a site (when ‘i’ is the last element to ﬁll a site) li
Number of cations of ‘i’ that remain after ‘i’ is the last cation to ﬁll a site ri
S.M.H. De Angelis, O.K. Neill / Computers & Geosciences 48 (2012) 134–142 141the amount of remaining cation after partial assignment to a
previous site (e.g. the remaining Al after the tetrahedral site is full
is generally assigned to the octahedral site in amphiboles and
pyroxenes).
li ¼ s
X
ja i
ccj ð8aÞ
ri ¼ ccili ð9aÞ
Eqs. (8b) and (9b) represent the respective partial derivatives
of Eqs. (8a) and (9a), and can be substituted into Eqs. 2 or 3 for
calculation of associated uncertainties.
@li=@wk ¼
X
ja i
@ccj =@wk ð8bÞ
@ri=@wk ¼ @cci =@wk@li=@wk ð9bÞ
Table A1 lists the variables required for the calculation of
formula unit cations and for the calculation of the associated
uncertainties. Symbols correspond to Eq. (1)–(9) and follow the
style of Giamarita & Day (1990).
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