Abstract. By establishing a unified estimate of the twisted Kohn-MorreyHörmander estimate and the q-pseudonconvex Ahn-Zampieri estimate, we discuss variants of Property (Pq) 
Introduction
Given a bounded domain Ω in C n , one of the most important problems in the ∂-Neumann theory is to study whether there exists a bounded inverse of the complex Laplacian q on the L 2 -integrable (0, q)-type forms of the domain Ω (1 ≤ q ≤ n) and if there exists such a bounded inverse operator, what the regularity property it has. We call the (bounded) inverse of q as the ∂-Neumann operator and denote it as N q . Kohn and Nirenberg ( [18] ) showed that the compactness of N q implies the global regularity of N q , namely on smooth bounded pseudoconvex domains Ω the operator N q maps the space of forms with components smooth up to the boundary of Ω to itself. Given that the compactness of N q has a quantified estimate (see section 2) and is a local property (see for example [23] , Proposition 4.4), analysis on the compactness of N q is more robust and has its own interest. We refer the reader to [4] , [9] , [11] , [12] , [21] and [25] for a number of useful consequences of the compactness of N q .
Based on Catlin's work ( [2] ), Property (P q ) implies compactness of N q on smooth pseudoconvex domains. Property (P q ) requires the existence of a family of bounded plurisubharmonic functions with additional conditions on the eigenvalues of their complex Hessians near the boundary of the domain. McNeal ( [20] ) introduced Property ( P q ) by replacing the boundedness condition in Property (P q ) with the boundedness condition of the gradient in the metric induced by the complex Hessian of the functions. While it is clear that on the level of an individual function, Property ( P q ) is weaker than Property (P q ), it is not clear on the level of families whether Property ( P q ) is weaker than Property (P q ) or not. We also refer the reader to [23] , section 4.10 for useful background and remarks regarding McNeal's Property ( P q ).
On the other hand, there are numerous work which generalize the regularity results of N q on bounded pseudoconvex domains to a large class of bounded nonpseudoconvex domains in C n . A typical domain in this regard is the q-pseudoconvex domain which can be traced back to [15] . In [1] and [24] , the authors established the Kohn-Morrey-Hörmander estimate on q-pseudoconvex domains and proved regularity results of the ∂-problem on such domains. In [16] , the authors proved a sufficient condition for the subelliptic estimate of the ∂-Neumann problem on q-pseudoconvex domains which generalizes a well-known result of Catlin ([3] ). In [17] , the authors proved a sufficient condition for the compactness estimate of the ∂-Neumann problem on q-pseudoconvex domains, where the condition is a generalization of Property (P q ) of Catlin ([2] ) on q-pseudoconvex domains.
The purpose of this article is to study the possibility of weakening or varying the conditions on the eigenvalues of the complex Hessian of the functions in the definition of Property (P q ) and Property ( P q ), which still imply the compactness of N q on a smooth bounded pseudoconvex domain. The first new ingredient in this paper is a unified estimate of the twisted Kohn-Morrey-Hörmander estimate (see in [20] or section 2.6 in [23] ) and the q-pseudonconvex Ahn-Zampieri estimate (see section 1.9 in [24] or [1] ) on a smooth bounded domain. Because of the differentiation applying both on the twisted factor and the weighted function, error terms in the unified estimate are treated differently. The second new ingredient in this paper is introducing variants of Property (P q ) and Property ( P q ), which still imply the compactness of ∂-Neumann operator N q for high level forms (q > 1) on a smooth bounded pseudoconvex domain. Our result on the (0, n − 1)-forms is in particular interesting, since under this case, our variants of Property (P n−1 ) and Property ( P n−1 ) can be formulated on any smooth pseudoconvex domains and the definition involves with the diagonal entries in the complex Hessian under special boundary charts, rather than the sum of eigenvalues in the complex Hessian. Our result depends on the lower bound of the diagonal entry in the complex Hessian, which is weaker than the requirement of the lower bound of complex Hessian in Property (P n−1 ) and ( P n−1 ), if we restrict to a small neighborhood of a fixed boundary point (see Remark 4.2) . Our results on general (0, q)-forms are restrictive to certain levels of q dependent on the behavior of the Levi form of the domain on the boundary, which in particular requires q > 1 and hence the first nontrivial case under our setting is on (0, 2)-forms in C 3 . The basic estimate which we derive for the compactness of N q is based on the recent work of Ahn ( [1] ) and Zampieri ([24] ). Although their work focuses on the generalization of the ∂-Neumann theory from classical bounded pseudoconvex domains to q-pseudoconvex domains mentioned above, the idea in their work is valid in our case but applied in a different way (see discussion in section 6). Finally we point out that the variants condition in this article are different from Catlin's Property (P q ) and McNeal's Property ( P q ) on the level of individual function. However, on the level of function families, the relation between our variants and Catlin's Property (P q ) is not fully understood, nor is the difference between these variants and McNeal's Property ( P q ) known here. Since for Catlin's Property (P q ) there are potential theoretic characterizations by the work of Sibony ([22] ), it is also expected that there are certain potential theoretic characterizations parallel to Sibony's work ( [22] ) regarding our variant of Property (P q ).
The paper is organized as follows: in section 2, we list some facts and background materials about the ∂-Neumann problem; in section 3, we prove the unified estimate of the twisted Kohn-Morrey-Hörmander estimate and the q-pseudonconvex Ahn-Zampieri estimate; in section 4, we apply the unified estimate to (0, n − 1) forms and formulate the variant of Property ( P n−1 ) and give the proof that this variant condition implies the compactness of N n−1 ; in section 5, we formulate the definition of the variant of Property (P n−1 ) and give the proof that this variant condition also implies the compactness of N n−1 ; in section 6, we formulate the general definition of the variant of Property (P q ) and ( P q ) and prove these condition imply the compactness of N q . Acknowledgment. The author wishes to thank Emil Straube and Harold Boas for their reading on a draft version of this manuscript. The author also wishes to thank Andrew Raich, Phillip Harrington and Song-Ying Li for their discussion and suggestion in the author's research during his postdoc in University of Arkansas and University of California, Irvine.
Preliminaries
Let Ω be a bounded domain in C n (n ≥ 2). Let L where the derivatives are viewed as distributions. We denote the domain of ∂ by
By functional analysis results, ∂ is a linear, closed, densely defined operator on L 2 (0,q) (Ω) and hence has a Hilbert adjoint ∂ * . We denote the domain of ∂ * by dom(∂ * ) and dom(
When Ω has a C 2 smooth boundary, by using integration by parts, we know that given any u ∈ C 1 (0,q+1) (Ω), u ∈ dom(∂ * ) if and only if n j=1 u jK ∂ρ ∂zj = 0 on bΩ for all multi-indices K of length q (see for example in [23] , section 2.1).
The ∂-complex can be set up in the weighted L 2 -spaces as well. We denote the resulting adjoint by ∂ * ϕ and its domain is dom(∂ * ϕ ). It is well known that
For a smooth pseudoconvex domain, given that the smooth forms in dom(∂ *  ) satisfy the above equality, we can introduce a special boundary chart induced by the local complex tangents near the boundary and within the special boundary chart, a smooth form in dom(∂ * ) has a simple expression. Most of our setting and notation in this regard can be found in [1] , [7] or [24] .
Near a boundary point P of Ω, we choose vector fields L 1 , · · · , L n−1 of type (1, 0) which are orthonormal and span T C z (bΩ ǫ ) for z near P , where Ω ǫ = {z ∈ Ω|ρ(z) < −ǫ}. L n is defined to be the complex normal and we can normalize the length of L n to be 1. Note that {L j } n j=1 locally induces an orthonormal coordinate system near the boundary point P .
Define (1, 0)-forms {ω j } n j=1 to be the dual basis of {L j } n j=1 near P . For a C 1 smooth function f , ∂f in the basis {ω j } n j=1 has the expression: ∂f = n j=1 (L j f )ω j . By taking wedge products ofω j 's, we have a local orthonormal bases for (0, q)-forms (q ≥ 1) near P . We say {ω j } n j=1 , {L j } n j=1 and their induced coordinates form a special boundary chart near P . Now let c i jk defined by
Then for a C 2 smooth function f we have
The dots in above two equations are the terms that only involve with the coefficients of u and the differentiation of the coefficients of L j orω K . In particular, u is not differentiated and ϕ does not occur in above terms of dots.
The following integration by parts formula can be found in section 5. 
where
We also have the following observation regarding the product rule of δ ωi (see [20] ): for any C 1 smooth function g and C 1 smooth (0, q) form v,
where the 0-order operator B is defined in δ ωi = L i − L i (ϕ) + B and does not involve ϕ.
In a special boundary chart near any boundary point P of a C 2 smooth domain Ω, we have a simple expression for dom(∂ * ): given any u ∈ C 1 (0,q) (Ω) and u is supported in a special boundary chart, u ∈ dom(∂ * ) if and only if u J = 0 on bΩ when n ∈ J. If u = ′ J u J ω J in a special boundary chart, the tangential part of u is defined as u Tan = ′ n / ∈J u J ω J and the normal part of u is defined as
We define the complex Laplacian as q u :
Here we suppress the subscript of the level of the form in ∂ and ∂ * for simplicity. We call the (bounded) inverse operator of q as the ∂-Neumann operator, and denote it as N q . Hörmander ( [13, 14] )showed that q has a bounded inverse N q on L 2 (0,q) (Ω) for bounded pseudoconvex domains. Now we move onto the background materials regarding the compactness of N q . In the perspective of functional analysis, N q is said to be compact on L 
With a more quantified viewpoint, on a bounded pseudoconvex domain Ω, we can characterize the compactness of N q by the following well known fact (see [20] or [23] 
We call the estimate in (ii) of Proposition 2.3 the compactness estimate of N q . Here || · || −1 is the unweighted L 2 Sobolev W −1 -norm defined coefficientwise for any (0, q)-form u, i.e., a form u = ′ J u J dz J is in W −1 (Ω) if and only if u J ∈ W −1 (Ω) for all J. In general, we define the Sobolev W s -norm (s ∈ R) for any (0, q)-form u in the same way as above:
We give the definition of Property (P q ) as follows:
there exists an open neighborhood U of K and a C 2 smooth function λ on U such that 0 ≤ λ ≤ 1 on U and ∀z ∈ U , the sum of any q eigenvalues of the complex Hessian
The following linear algebra result is useful when proving Property (P q ) and related estimates. See for example in [2] for its application in proving Property (P q ), here we follow [23] .
Lemma 2.4 ([23]). Let λ be a C
2 smooth function in C n . Fix any z ∈ C n , 1 ≤ q ≤ n and let u be any (0, q)-form at z. The following are equivalent:
The sum of any q eigenvalues of
The importance of Property (P q ) lies in the fact that it implies the compactness of N q :
The gap between Property (P q ) of the boundary and the compactness of N q is not clear on general pseudoconvex domains. Christ and Fu ([6] ) showed that on a smooth complete pseudoconvex Hartogs domain in C 2 , N 1 is compact if and only if bΩ has Property (P 1 ). Fu and Straube ([8] ) showed that on any smooth convex domains, N q is compact if and only if bΩ has Property (P q ).
We give the definition of Property ( P q ) as follows:
if there is a constant C such that for any M > 0, there exists an open neighborhood U of bΩ and a C 2 smooth function λ on U such that (1)
holds for any z ∈ U and any (0, q)-form w at z, and (2) for any z ∈ U , the sum of any q eigenvalues of the complex Hessian
The part (1) in the definition 2.2 essentially says the gradients of the function family λ M are uniformly bounded in the metric induced by their complex Hessians. This condition weakens the uniform boundedness requirement in the Definition 2.1 on each individual function level, but on the level of function families it is still not clear if the condition is weaker. We note that the constant C in the Definition 2.2 can be rescaled to arbitrarily small positive (i.e., set λ to be aλ). This observation is implicitly used in [20] .
The unified estimate
In this section, we prove the unified estimate of the twisted Kohn-MorreyHörmander estimate and the q-pseudonconvex Ahn-Zampieri estimate on a smooth bounded (pseudoconvex) domain. For a history of the standard Kohn-MorreyHörmander estimate and the twisted version, one may check [20] or section 2.6 in [23] and the references there. For a history of the q-pseudonconvex Ahn-Zampieri estimate, one may check section 1.9 in [24] and the references there. Since there are twisted factor g and weighted function ϕ, the estimates on error terms along the proof of previous two types of estimates must be handled differently. Apart from above, we mainly follow along the argument in [1] and [24] when handling the integration by parts and estimating the commutators of the form [δ ωj , L j ]. A part of the treatment of the twisted factor g and its derivatives in the estimate can also be found in [20] . 
and 0 < ǫ < 1 be arbitrary, then we have for every integer s with 0 ≤ s ≤ n − 1, there is a constant C ǫ,γ > 0 independent of u, ϕ and g such that:
Proof. By (1) and (2), we have
where R denotes the errors terms involving integration of products of the type: gL j u iK · u or gδ ωj u jK · u with coefficients independent of g, ϕ that only depend on the derivatives of the coefficients of each ω j (1 ≤ i, j ≤ n). Now we have
In the main part of (6), we apply the integration by parts formula (3):
We remark here that in both equalities, the boundary integrals from the integration by parts vanish because L j r = 0 for j < n on bΩ and u nK = 0 on bΩ. The R term is the same type of the error terms in (6) . Now apply (4) to right sides of (8), we have:
Now we go back to the first term in (6):
Use double integration by parts in each inner product with indices j ≤ s and we have:
where the error termR j≤s involved products of the type: g(L j u J )u or g(δ ωj u J )u with j ≤ s, and coefficients are independent of g, ϕ inR j≤s . Since by assumption s ≤ n − 1, generically j ≤ n − 1 in the error termR j≤s . We also used the product rule (4) and boundary assumption (i.e., L j r = 0 for j < n on bΩ and u nK = 0 on bΩ) in the above equalities.
Hence we apply (9) and (10) to (6) on the respective side:
We now handle the commutator term of the type [δ ωi , L j ] along the argument in [1] and [24] . By formula (1.9.17) in [24] , we have:
Hence apply above equality in the commutator terms in (11) individually, we have:
Apply integration by parts to the second term in (12) (and (13)) and use L n (r) = 1 on bΩ under normalization, we have:
Apply above in (12) (and (13)), we have:
and for j ≤ s we have:
Let R * denote the summation of R, integrals of the terms ofR j≤s , X 1 , X 2 , W 1 , W 2 , R 1 to R 3 and T 1 to T 3 over their respective indices. We have the following claim regarding the estimate of |R * |: for any 0 < ǫ < 1 and γ > 0, there exists a constant C ǫ,γ > 0 independent of u, g, ϕ such that
Let us postpone the proof of this claim to the end of proof and see how the rest of arguments work. Apply (15), (14) in (11):
The term X and term Y are handled as follows. Use integration by parts, the first term in X and Y respectively becomes
Integrals of the error term S can be absorbed into the estimate of R * term (i.e., the last two terms in the right side of (16)) by applying Cauchy inequality (|ab| 1 ǫ |a| 2 + ǫ|b| 2 ). Apply above two equalities in X and Y , we have:
Now we relate g ij to L j L i g and show that the error terms can still be absorbed into the estimate of |R * | in (16) . By definition and
Integral of the last term in above two equalities can be absorbed into the estimate of |R * | term in the same way as estimating the term S above. Now apply (20) , (21) into (18), (19) , then combine (18), (19) and (17):
Now apply the Cauchy inequality to the second and third term in above estimate
absorb γ ′ into γ, combine the terms of || √ g∂ * ϕ u|| 2 ϕ and the theorem follows. Now we prove the estimate (16) of |R * | and this shall completely finish the proof. If the terms in R * involve products of g(L j u J )ū with j ≥ s + 1 or g(δ ωj u J )ū with j ≤ s, apply the Cauchy inequality:
The right side of (23) is precisely contained in the right side of (16). This part of argument covers the estimates of R 1 , R 2 , T 1 , T 2 terms completely. The estimates of X 1 , X 2 , W 1 and W 2 follows trivially by using the Cauchy inequality or upper bound the derivatives of r, which are contained in the right side of (16) as well.
To estimate R 3 and T 3 terms, we write (gB
For the term (gc l ji δ ω l u iK , u jK ) ϕ with l ≤ s, we estimate it the same as in (23) and hence the resulting terms are in the right side of (16) .
For the term (gc l ji δ ω l u iK , u jK ) ϕ with s + 1 ≤ l ≤ n − 1, we apply integration by parts and
Apply the Cauchy inequality to each term on the right side of above inequality, it is clear to see that the resulting terms are contained in the right side of (16) . Note that the boundary integral vanishes by the fact that L j r = 0 for j < n on bΩ and u nK = 0 on bΩ.
For the term (gc l ij L l u iK , u jK ) ϕ , we argue in the same way as above: if l ≥ s + 1, apply the Cauchy inequality and we are set; if l ≤ s, we can again interchange L l terms with δ ω l terms by integration by parts and then use the Cauchy inequality. The boundary integral vanishes again since l ≤ s ≤ n − 1. Hence the resulting terms in the estimates of R 3 and T 3 terms are contained in (16) .
If R * term involves the term of the type gδ ωn (u nK )ū, we apply integration by parts first:
The boundary integral vanishes since u nK = 0 on bΩ. The second term on the right side of (25) can be estimated the same way as in (23) . Apply the Cauchy inequality to the first term on the right side of (25), the resulting terms are in the right side of (16) . Now apply the above estimates of gδ ωn (u nK )ū to the corresponding R term, and the rest of the R term are estimated the same way as we did to R i and T i terms (1 ≤ i ≤ 3). For theR j≤s terms, our argument is the same since all terms inR j≤s are the known terms which we estimated above. The proof of (16) (21), when we only consider the unified estimate (5), the term g ij is essentially comparable to
) with an error term of the sum over first order derivatives L i g (or L i g) and the coefficients only depend on c i jk 's. By the argument in above theorem, such error terms can be again absorbed. Hence we can replace g ij with L i L j g and g jj with L j L j g in the unified estimate (5) if necessary.
(2) The smoothness assumption on u can be weaken to u ∈ dom(∂) ∩ dom(∂ * ), by using the density result that C
in the graph norm u → (||u|| 2 + ||∂u|| 2 + ||∂ * u|| 2 ) 1 2 (see [13] ).
We now derive an estimate from (5) which will be used in the next section. Under the assumption of Theorem 3.1, we assume further that the domain Ω is pseudoconvex, n > 2, s = n − 2 , q = n − 1 and take ǫ = 
Note that r jj ≥ 0 on bΩ for all j ≤ n − 1 by the pseudoconvexity of Ω. In the terms:
first take the two sums running over the indices of the tangential part of u, hence the sum of those parts is equal to
Combining (25) and (26), note that the error terms from the difference of indices are only the normal parts of u and therefore we obtain the following estimate:
where the tuples J * , iK * and jK * contain n.
The variant of Property
In this section we define a variant of Property ( P n−1 ), and prove that this condition implies the compactness of N n−1 on the associated forms. We start with the following proposition which estimates the tangential part of any (0, n − 1)-form u. 
arbitrary, there is a constant C γ > 0 independent of u and φ such that:
for any 1 ≤ t ≤ n − 1.
Proof. We start with the estimate (28). Take ϕ = φ and g = e −φ . By using
Apply (30) in (28) and we have
where the tuples J * , iK * and jK * contain n. Now we estimate the last three terms in (31), which only involve (coefficients of) the normal parts of u. The argument is a classical elliptic regularity argument: Let I be an increasing (n − 1)-tuple fixed. By the classical Sobolev estimates of ∆ (see [10] for example), we have:
The second inequality of (32) follows from the fact that ∂ϑ + ϑ∂ acts coefficientwise as − 1 4 ∆ on domains in C n (see for example in [23] , lemma 2.11), where ϑ is formal adjoint of ∂ in the weighted L 2 -space. Since we only need to estimate the (weighted) L 2 norm of the normal parts of u, we can use the interpolation of Sobolev norms (from W 1 -norm to W −1 -norm) to make the constant C φ in (32) be independent of φ:
Take ǫ sufficiently small, i.e., ǫ ≪ min(
, and hence we have:
In (34), the c ǫ is sufficiently small by our choice of ǫ and we can further make it smaller and absorb the coefficients of the derivatives of φ in the last three terms on the right side of (31). Now first apply the Cauchy inequality to the last three terms on the right side of (31), use (34) to estimate the normal parts of u, absorb terms and hence we have:
The estimate (35) finishes the proof of the case t = n − 1. Now we interchange the basis in the special boundary chart L 1 , · · · , L n−1 but keep the complex normal L n remain the same (so that the complex tangent part of u is still u 1,··· ,n−1 ), hence by running the argument again, our proposition follows.
In viewing Proposition 4.1, we define the variant of Property ( P n−1 ) as follows. Proof. By Proposition (2.3), it suffices to establish compactness of ∂ * N n−1 and ∂ * N n . Since the ∂-Neumann problem on (0, n)-forms in C n degenerates to an elliptic partial differential equation with Dirichlet boundary condition, N n is always compact. Hence ∂ * N n is compact in viewing Proposition (2.3) again. The compactness of ∂ * N n−1 is equivalent to compactness of its adjoint (∂ * N n−1 ) * , hence we only need to prove the compactness of (∂ * N n−1 ) * . This operator has the advantage that it is identically zero on ker(∂) and gives to canonical solution to ∂ * -problem on ker(∂) ⊥ . Given any M > 0, on each V j , we take γ = 1 2τ − 1 and φ = λ, where we can assume λ is smooth on all of U ∪ Ω (shrinking U if necessary). Apply the estimate (29) and we have:
By pairing with compact supported forms, we have:
Now take squared L 2 -norms, absorb first order derivatives of λ of the last term in above equality to the left side of (36) by taking the constant τ in the Definition (4.1) sufficiently small. Hence we have:
where the constant C 1 is independent of λ hence of M . The L 2 estimate for normal part of u can be done exactly the same as we did in the proof of Proposition 4.1 (see the argument along formula (32) to (34)). Apply the Definition 4.1, adding (37) and the L 2 estimate for normal part, moving M to the right side and hence we have for any u ∈ C
We remark here that by first varying τ and then varying M ,
C2
M is arbitrary small positive. Now for any (0, n − 1)-form u ∈ C ∞ (Ω) ∩ dom(∂ * ) without any assumption on support, we use partition of unity with support functions in Ω and near bΩ. Notice that ∂ and ∂ * produce derivatives of those support functions which contain no derivatives of u. These terms are compactly supported in Ω and can be treated in the same way as normal parts of u by using the interior elliptic regularity argument. Therefore, adding (38) over all partitions, we conclude that the estimate (38) holds true for any u ∈ C
can also be replaced by u ∈ dom(∂) ∩ dom(∂ * ) (see Remark 3.1). Therefore we have for any (0, n − 1)-form u ∈ ker(∂) ∩ dom(∂ * ),
The estimate (39) is the compactness estimate for (∂ * N n−1 ) * on e −λ ker(∂). Since we need to prove the compactness estimate for the same operator on ker(∂), it is necessary to argue further to overcome the "movement" of the space.
There are two methods at this point, one is to follow along McNeal's argument in [20] where the author analyses on the space of {e −φ ∂ * φ u}, locates one solution to ∂-problem in the dual space and uses the minimal L 2 -norm property of the canonical solution to obtain the desired compactness estimate on ker(∂). Applying such argument in our case requires additional treatment on the ||e −λ u|| −1 term in (38). The second method is to follow along Straube's argument (see section 4.10, [23] ) where the author uses a weighted Bergman projection P n−1,λ and corrects the movement of ker(∂) in the compactness estimate. We choose to follow the second method since the ||e −λ u|| −1 term is benign under such argument. Given the estimate (39), the argument afterwards is now trivial by following Straube's argument (see the argument along formula (4.82) to (4.85) in section 4.10, [23] ). We only point out key steps for reader's convenience.
Define the Bergman projection P n−1 as the orthogonal projection from L 2 0,n−1 (Ω) to ker(∂) under the L 2 inner product. Define the weighted Bergman projection P n−1,λ as the orthogonal projection from L 2 0,n−1 (Ω) to ker(∂) under the weighted inner product (·, ·) λ . Given any v ∈ ker(∂) ∩ dom(∂ * ), Straube's argument shows that for above v,
The operator
(Ω) and the canonical solution operator to ∂ * -problem is continuous in L 2 -norm (see [13] ). By using above two facts, the norm in the last term of (40) is compact not only with respect to ||v|| 0 but also with respect to ||∂ * v|| 0 . In viewing Lemma 2.2, the operator (∂ * N n−1 ) * restricted to ker(∂) ⊥ , is compact. Notice that (∂ * N n−1 ) * is zero on ker(∂), the proof is complete. It is the difference on the requirement of complex Hessian and diagonal entry that makes our result particularly interesting. A complex Hessian of some function η such as a diagonal 3 × 3 matrix with diagonal entries M, 0, −M satisfies η 11 ≥ M but it does not satisfy the condition that the sum of any two eigenvalues of the Hessian is at least M . On the other hand, take a function ψ in C 3 that the sum of any two eigenvalues of its complex Hessian is at least M , hence at one fixed point P , there must exist one eigenvalue of the Hessian of ψ greater than M 2 . By the well-known Schur majorization theorem in linear algebra, there must exist one diagonal entry ψ tt ≥ M 2 in the Hessian at P . A continuity argument gives to a neighborhood of P (dependent on M ) that above inequality still holds. The above examples show that on the level of individual function, the requirement of λ tt ≥ M does not imply the sum of any two eigenvalues of the Hessian is greater than M . And at one fixed point P , the requirement that sum of any two eigenvalues of the Hessian is greater than M implies the existence of a certain λ tt ≥ M 2 at same point P . Although it is not clear if the continuity argument can be patched together, our condition on the diagonal entry does provide a candidate of weaker sufficient condition for the compactness of the ∂-Neumann operator on (0, n − 1)-forms than Property ( P n−1 ).
The Variant of Property
In this section, we study a different variant of Property (P n−1 ) on smooth pseudoconvex domains in C n , which implies the compactness of N n−1 on L 2 (0,n−1) (Ω). We first derive an estimate for the tangential part of the (0, n − 1)-form supported near the boundary, the desired compactness estimate for N n−1 will then follow.
The start point is to take g = 1, ǫ = γ = 1 2 in the unified estimate (5) , and this gives to the following q-pseudoconvex Ahn-Zampieri estimate. Denote ρ as the defining function of Ω, u ∈ C ∞ (0,n−1) (Ω) ∩ dom(∂ * ) with support inΩ ∩ U and ϕ ∈ C 2 (Ω).
, [24] ). For every integer s with 1 ≤ s ≤ n − 1:
Here u, ϕ, Ω and ρ are defined as above.
To apply above estimate in our case, notice that since we work with (0, n − 1) form u, the only tangential part of u is u 1,2,··· ,n−1 ω 1 ∧ω 2 ∧· · ·∧ω n−1 , therefore if we control the regularity estimate of u 1,2,··· ,n−1 , we can derive the desired compactness estimate. forms a special boundary chart defined as above. Let ϕ ∈ C 2 (Ω) and denote ρ as the defining function of Ω. We have the following estimates:
Proof. The framework of proof is similar to that in Proposition 4.1. We make use of the estimate in Proposition 5.1 in our proof. Take s = n − 2 in Proposition 5.1. We start with the last two terms in the estimate (41) and put in the condition u nK = 0 on bΩ (since u ∈ dom(∂ * )), hence the last line in the estimate (41) becomes:
Notice that ρ jj ≥ 0 on bΩ for all j ≤ n − 1 by pseudoconvexity of Ω.
To estimate the second line in the estimate (41), we first take the two sums running over the indices of the tangential part of u:
where K is the set of (n − 2)-tuples of K which do not contain n and J is the of (n − 1)-tuples of J which do not contain n.
To estimate the error terms from the difference of indices, we notice that the error terms only involve (coefficients of) the normal parts of u. Therefore the treatment is the same as in the proof of Proposition 4.1. We have:
Now first apply Cauchy inequality to all normal parts of u in the second line of the estimate (41), use (45) (the coefficients ϕ jk can be absorbed by C ǫ in (45)) to estimate the normal parts of u, then use (44) to estimate the tangential parts of u in the second line of the estimate (41) and apply Proposition 5.1, we have:
We proved the proposition for t = n − 1, for the rest cases we just need to permute the basis in the special boundary chart and by symmetry, our proposition follows.
With the proof of Proposition 5.2, it is quite clear to see how we formulate the variant of Property (P n−1 ). We have the following definition:
Definition 5.1. For a smooth bounded pseudoconvex domain Ω ⊂ C n (n > 2), bΩ has Property (P # n−1 ) if there exists a finite cover {V j } N j=1 of bΩ with special boundary charts and the following holds on each V j : for any M > 0, there exists a neighborhood U of bΩ and a C 2 smooth function λ on U ∩V j , such that 0 ≤ λ(z) ≤ 1 and there exists t (1 ≤ t ≤ n − 1) such that λ tt ≥ M on U ∩ V j .
Remark 5.1. The difference between the complex Hessian and diagonal entry in Property (P n−1 ) and Property (P # n−1 ) is discussed in Remark 4.2. We only point out that by Schur majorization theorem, Property (P n−2 ) implies Property (P # n−1 ), but it is still unclear what the relation is between Property (P n−1 ) and Property (P # n−1 ) on the level of function families. Now we prove the main theorem in this section:
Proof. Fix M > 0, by Proposition 2.3 we need to prove the following compactness estimate for (0, n − 1) forms u ∈ dom(∂) ∩ dom(∂ * ):
It suffices to establish (47) for u ∈ C ∞ (0,n−1) (Ω) ∩ dom(∂ * ) by using the density of these forms in dom(∂) ∩ dom(∂ * ) (See [13] ).
Since bΩ has Property (P # n−1 ), on each special boundary chart V j , there exists an open neighborhood U M of bΩ and a C 2 smooth function
By choosing a function η in C 2 (Ω) which agrees near U M ∩ V j with λ M and 0 ≤ η ≤ 1 on Ω, we can further assume λ M ∈ C 2 (Ω) and 0 ≤ λ M ≤ 1. Now assume first that u is supported near the boundary and by a partition of unity, we may assume that u is supported in V j ∩ U M for some j. We apply Proposition 5.2 with ϕ = λ M and notice that the weighted norm is comparable to the usual unweighted L 2 -norm since 0 ≤ λ M ≤ 1, hence we have:
By estimate (48), we only need to estimate the normal part of u, but this can be done exactly the same as we did in the proof of Proposition 5.2. Hence estimate (48) holds when we replace the left side with normal components of u. Now absorbing the the C M ||u|| 2 into the left side, we have:
Hence the compactness estimate is established when u is supported near the boundary. When u has compact support in Ω, the desired compactness estimate follows from the interior elliptic regularity of ∂ ⊕ ∂ * with the constant C independent of the support. This part of the argument is the same as in the argument along the formula (34) in Proposition 4.1. Hence the compactness estimate follows for u compactly supported in Ω.
Finally choose a partition of unity of Ω, such that χ 0 is supported in Ω and χ 1 is supported near bΩ. We have established the compactness estimates for χ 0 u and χ 1 u. Notice that ∂ or ∂ * produces derivatives of χ 0 and χ 1 which contain no derivatives of u. Hence these terms are compactly supported in Ω and can be estimated in the same way as normal parts. Therefore our compactness estimate holds and the theorem follows.
Remark 5.2. The formulation of Property (P # n−1 ) depends on the choice of s in Proposition 5.1 which implies the third line in (41) nonnegative. We note that for (0, n − 1)-forms, it is still valid to choose any 1 ≤ s ≤ n − 2 and it is easy to carry out a parallel argument and definition regarding the associated variant of Property (P n−1 ) and the compactness of N n−1 still follows. In contrast to Property (P 1 ), the functions in the definition of Property (P q ) for q > 1 are not required to be plurisubharmonic, hence this allows additional flexibility on each individual eigenvalue and each diagonal entry of the complex Hessian of the function involved in the definition to be positive, negative or zero. We refer the reader to [26] and [27] for the above phenomenon regarding Property (P q ) for q > 1. The above observation still occurs in the second line of (41) of Proposition 5.1: the term ′ |K|=n−2 n j,k=1 ϕ jk u jK u kK characterizes the sum of any n − 1 eigenvalues of the matrix (ϕ jk ) (compare Lemma 2.4), and each diagonal entry ϕ jj can be positive, negative or zero.
6. The general case for (0, q)-forms The study of the arbitrary level of the form is motivated by the Remark 5.2. We first list the generalized version of Proposition 5.1 on (0, q)-forms, which can be obtained from the unified estimate (3.1) as well. Let U be a neighborhood of any boundary point of a smooth pseudoconvex domain Ω, equipped with a special boundary chart. [24] ). For every integer q, s with 1 ≤ q ≤ n − 1 and 0 ≤ s ≤ n − 1:
Here ϕ, Ω and ρ are defined as Proposition 5.1, and u =
To utilize Proposition 6.1 in our study, the third line of (50) need to be nonnegative. By Schur majorization theorem, the sum of smallest q eigenvalues of an n × n Hermitian matrix is less than or equal to the sum of smallest q diagonal entries of the same matrix (1 ≤ q ≤ n). This fact together with the calculation in (43) implies that for a fixed s (1 ≤ s ≤ n − 2), there exists q 0 (s + 1 ≤ q 0 ≤ n − 1) such that the following estimate holds for all u ∈ C 
We mention that the left hand side of (51) is purely determined by the behavior of the Levi form restricted to the complex tangents space in the boundary. In fact, the first term of the left hand side of (51) characterizes the sum of smallest q eigenvalues on the Levi form restricted to the complex tangents space in the boundary (compare Lemma 2.4) and the second term in (51) only involves the diagonal entries of the Levi form restricted to the complex tangents space in the boundary, which we know by the pseudoconvexity of Ω, ρ jj ≥ 0 on bΩ for 1 ≤ j ≤ n − 1.
We also point out the difference in applying the q-pseudoconvex estimates between this article and [17] in which Khanh and Zampieri discussed a (q−P ) property for the compactness of N q on q-pseudoconvex domains. In [17] , the level of L 2 forms are fixed first, after which a maximal possible s (the q 0 in [17] ) is obtained in the definition of q-pseudoconvex and (q − P ) property. We reverse the treatment by first fixing s then considering the minimal possible level q 0 of forms on which (51) and the compactness estimate holds. It is essentially this part of idea that leads to the variants of Catlin's Property (P q ) and McNeal's Property ( P q ).
Definition 6.1. Given a smooth bounded pseudoconvex domain Ω ⊂ C n (n > 2), for a fixed s (1 ≤ s ≤ n − 2), with q 0 defined as in (51) we define Property (P Proof. We briefly outline the proof and address the difference with the case q = n − 1. It is clear that with s and q 0 above, the third line in the estimate of (50) is nonnegative. To estimate the second line in the estimate (50), we again take the two sums running over the indices of the tangential part of u and assume u is supported in a special boundary chart of bΩ:
where W denotes the lower bound of the part (ii) in Definition 6.1. Use the estimate (52) instead of the estimate (44) to estimate the tangential parts of u. The rest arguments only involve with the estimate on the normal parts of u and by following verbatim the proof of Proposition 5.2 and Theorem 5.3, hence our theorem follows.
Finally we give the definition of Property ( P # q ), the proof of this condition implying the compactness of N q is verbatim by our discussion so far, so we skip the proof.
Definition 6.2. Given a smooth bounded pseudoconvex domain Ω ⊂ C n (n > 2), for a fixed s (1 ≤ s ≤ n − 2), with q 0 defined as in (51) we define Property ( P # q ) for q ≥ q 0 as follows:
bΩ has Property ( P # q ) for q ≥ q 0 if there exists a finite cover {V j } N j=1 of bΩ with special boundary charts and the following holds on each V j : for any M > 0, there exists a neighborhood U of bΩ and a C 2 smooth function λ on U ∩ V j , such that: for any z ∈ U ∩ V j and any (0, q)-form w. And the constant τ > 0 is independent of M . 
