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EQUATIONS OF KALMAN VARIETIES
HANG HUANG
Abstract. The Kalman variety of a linear subspace is a vector space consisting of all
endomorphisms that have an eigenvector in that subspace. We resolve a conjecture of
Ottaviani and Sturmfels and give the minimal defining equations of the Kalman variety
over a field of characteristic 0.
1. Introduction
Let V be a vector space over a field of arbitrary characteristic. For a subspace L $
V , we can look at all the matrices that have a nonzero eigenvector in L. This is called
Kalman variety. We define a more general version of it and give some basic properties in
Section 2.3. Motivated by Kalman’s observability condition in control theory [Kal], Ottaviani
and Sturmfels studied their algebraic and geometric properties in [OS].
In particular, Ottaviani and Sturmfels find minimal generators for the prime ideal of
the Kalman variety when dim L = 2. The minimal resolution in the case dimL = 2 and
minimal generators for the prime ideal in the case dimL = 3 is obtained by Sam in [SSam1].
Furthermore, he conjectured the existence of a long exact sequence involving the Kalman
variety and their higher analogues and proved his conjecture in the case dimL = 2, 3.
Our main results involve proving Sam’s conjecture when we assume the ground field is
of characteristic 0 (Theorem 3.1) and use that to get minimal generators for the prime ideal
of the Kalman variety in general over a field of characteristic 0 (Corollary 4.3).
The main tool is the geometric approach to free resolutions via sheaf cohomology (Sec-
tion 2.1). This is not a straightforward application since the Kalman variety is not normal if
dimL > 1. So the approach only gives information about the normalization of the Kalman
variety. But through the existence of the long exact sequence we proved (Theorem 3.1), we
are able to extract information about the Kalman variety using information about normal-
ization of all generalized Kalman varieties we got in the geometric approach.
The Kalman variety should be a good testing ground for studying the equations and free
resolutions of non-normal varieties. In particular, the approach in Section 2.1 is known
to work effectively to study the nilpotent orbits of type A in Lie theory [Wey, Chapter 8]
since they are all normal. But outside type A there are many nilpotent orbits that are not
normal and very little is known about the equations and free resolutions of them. Hopefully
the insights gained from studying the Kalman varieties will be useful in more complicated
situations.
The outline of the article is as follows. In Section 2, we summarize the properties of
Kalman varieties that we will be using, as well as necessary constructions and theorems that
we will need. In Section 3, we prove the existence of the long exact sequence and use that to
get the minimal defining equations of the Kalman Variety as representations. In Section 4,
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we identify those representations with actual minimal defining equations for the Kalman
variety.
Acknowledgements. The author would like to send thanks to Steven Sam for bringing
this problem into consideration. The author would also like to send special thanks to him
for all the fruitful conversations during the writing and conception of this work.
2. Preliminaries and Notations
2.1. Geometric Approach to Syzygies. Fix a base field K. Let X be a projective variety
and U be a vector space. Let S ⊂ U×X be a subbundle of the trivial bundle whose quotient
bundle we denote T . Let Z be the total space of S. We have the following map:
Z

⊆ U ×X
p1

p2
// X
Y := p1(Z) ⊆ U
where p1 and p2 are projections. Let ξ = T
∗ and the coordinate ring for U to be A =
Sym(U∗) with grading defined by deg(U∗) = 1. We denote the ring A with a grading shift
to be A(−i)d = Ad−i.
Theorem 2.1. We can take a locally free resolution of OZ over OU×X which is given by the
Koszul complex K• =
∧• ξ. Then there exists a sequence of free A-modules F• which is a
minimal free graded representative of R(p1)∗K• = R(p1)∗OZ where
Fi =
⊕
j≥0
Hj(X ;
i+j∧
ξ)⊗K A(−i− j).
Furthermore, if all higher direct image of Sym(ξ∗) vanish and p1 |Z is birational, then F• is
a minimal free resolution of the normalization of OY which we denoted by O˜Y .
Proof. See [Wey, Theorem 5.1.2,5.1.3]. 
2.2. Flag Varieties. Given sequence of positive integers v = (v1, v2), we will use the no-
tation Flag(v, L) to denote the partial flag variety. The typical point of Flag(v, L) is a
sequence of subspaces of L
0 ⊂ Rv1 ⊂ Rv1+v2 ⊂ L.
The subscript of each subspace denotes its dimension. We will use the symbol Ri to denote
the tautological subbundle of dimension i on the flag variety. Qi denotes the corresponding
quotient bundle. Thus on a flag variety we have the tautological exact sequence 0→ Ri →
L→ Qi → 0. L denotes here the trivial bundle.
2.3. Kalman Variety. We denote V our basic vector space of dimension n. K is our base
field. We will also fix a subspace L $ V of dimension d and pick an integer 1 ≤ s ≤ d. The
Kalman variety is defined as follows:
Ks,d,n = {ϕ ∈ End(V ) | ∃U ⊂ L such that dim(U) = s and ϕ(U) ⊂ U}.
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To get set theoretically defining equations, we can pick an ordered basis for V such that the
first d vectors form an ordered basis for L. In this case, we write the matrix ϕ into a block
matrix form:
(
α β
γ δ
)
. The reduced Kalman matrix is defined by:


γ
γα
...
γαd−1

 .
Then according to [OS, Theorem 4.5], the ideal Is,d,n generated by (d− s+ 1)× (d− s+ 1)
minors of reduced Kalman matrix defines Ks,d,n set theoretically. The equations can be easily
shown to be not minimal.
Note that using notations in Section 2.1, we can set
• Y = Ks,d,n,
• X = Gr(s, L) is the Grassmannian consisting of s dimensional subspaces of L,
• U = End(V ),
• S = {(ϕ, U) | ϕ(U) ⊆ U}.
In this case, ξ = Rs ⊗ (Q
∗
s ⊕W ) where W = (V/L)
∗. According to [SSam1, Proposition
2.1], if char(K) = 0, higher direct images of S vanish and F• is a minimal free graded
representative of O˜s,d,n.
Ks,d,n is an irreducible variety whose codimension is s(n− d). For s = d, Ks,d,n is defined
by γ = 0 and hence resolved by a Koszul complex. If s < d, the non-singular locus of
Ks,d,n = non-normal locus of Ks,d,n = Ks+1,d,n [OS, Theorem 4.4]. In particular if n > d+ 1,
Ks,d,n is not Cohen-Macaulay by Serre’s criterion for normality. Even though the Kalman
varieties are of determinantal type in general, they are not Cohen-Macaulay varieties when
dimV −1 > dimL > 1. So the resolution is not obtained from the Eagon-Northcott complex.
When s = 1 and n = d + 1, K1,d,d+1 is a hypersurface and it is Cohen-Macaulay. We know
that I1,2,n is prime [OS, Theorem 3.2] and the minimal free resolution of K1,2,n is given in
[SSam1, Theorem 3.3] for arbitrary characteristic of K. According to [SSam1, Theorem 3.6],
we can conclude that I1,3,n is prime in arbitrary characteristic. But we do not know the case
in general. In this paper, we show that over a field of characteristic 0, I1,d,n is prime.
2.4. Schur Functors and Skew Schur Functors. If we have a partition λ = (λ1, . . . , λn),
we denote l(λ) = the largest i such that λi 6= 0. If
∑
i λi = n, we write |λ| = n. The dual
partition λT is defined by λTi = #{j | λj ≥ i}. If the sequence λ = (λ1, . . . , λn) has
repetitions we use exponential notation, for example if λ = (3, 3, 3, 1, 1, 0, 0, 0) then we write
λ = (33, 12, 03).
Let R be a commutative ring and let U be a free R-module of finite rank n. We define
the determinant of U to be detU = ∧nU . We are dealing with characteristic 0 case. We
denote the Schur functor to be SλU . Also if λ = (λ1, . . . , λn) is a dominant integral weight
for GL(n), which is the same as a weakly decreasing integer sequence, we have SλU =
S(λ1−λn,λ2−λn,...,0)U ⊗ (det U)
⊗λn . The functor Sλ is compatible with base change. Hence it
makes sense to construct SλU when U is a locally free sheaf on a scheme.
We will also need skew Schur functors, which have the following interpretation. They are
defined for a pair of partitions (λ, µ) where µ ⊂ λ. Equivalently, we want µi ≤ λi for all i.
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According to [Wey, Proposition 2.1.9],
SλT /µTU =
λ1−µ1∧
U ⊗
λ2−µ2∧
U ⊗ . . .⊗
λs−µs∧
U/R(λ/µ, U)
where s = l(λ) and R(λ/µ, U) is spanned by the subspaces:
λ1−µ1∧
U ⊗ . . .⊗
λa−1−µa−1∧
U ⊗ Ra,a+1(U)⊗
λa+2−µa+2∧
U ⊗ . . .⊗
λs−µs∧
U
for 1 ≤ a ≤ s − 1, where Ra,a+1(U) is the free R module spanned by the images of the
following maps θ(λ/µ, a, u, v;U) with u+ v < λa+1 − µa:
∧u U ⊗∧λa−µa−u+λa+1−µa+1−v U ⊗∧v U
1⊗∆⊗1
∧u U ⊗∧λa−µa−u U ⊗∧λa+1−µa+1−v U ⊗∧v U
m12⊗m34
∧λa−µa U ⊗∧λa+1−µa+1 U
Here ∆ is the comultiplication map and mij is the multiplication of the ith tensor component
with the jth one.
2.5. Bott’s Theorem. For calculation of cohomology of homogeneous vector bundles on
the Grassmannian we will use the following version of Bott’s Theorem. Given a permutation
ω of size d, we define the length of ω to be l(ω) = #{i < j | ω(i) > ω(j)}. Furthermore,
define ρ = (d − 1, d − 2, . . . , 1, 0). Given any sequence of integers α of length d, define
ω • α = w(α+ ρ)− ρ.
Theorem 2.2. Suppose that the characteristic of K is 0. Let α,β be two partitions and set
ν = (α, β). Then exactly one of the following situations occur.
(1) There exist ω 6= id such that ω•ν = ν. Then all cohomology of SαQs⊗SβRs vanishes.
(2) There is a unique ω such that η = ω • ν is a weakly decreasing sequence. Then
H l(ω)(Gr(s, L);SαQs ⊗ SβRs) = SηL and all other cohomology vanish.
Proof. See [Wey, Corollary 4.1.9]. 
2.6. Cauchy’s Formula. In our following proof we will use this formula that gives the
decomposition of the exterior powers of E ⊗ F in terms of Schur functors.
p∧
(E ⊗ F ) =
∑
|λ|=p
SλE ⊗ SλTF
Proof. See [Wey, Theorem 2.3.2]. 
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3. Equations of Kalman Varieties as Representations
We assume char K = 0 throughout the paper. Let n = dim(V ) and d = dim(L). We will
compute minimal defining equations for Kalman varieties as GL(L)×GL(W ) representations
using the following theorem.
Theorem 3.1. Fix d, assume char K = 0. For s = 1, . . . , d, let Bs = O˜s,d,n(−
s(s−1)
2
). There
is a long exact sequence
0 −→ O1,d,n −→ B1 −→ B2 −→ . . . −→ Bd −→ 0.
Lemma 3.2. We can split the term Fi of the minimal free resolution F• of O˜s,d,n into three
parts:
Fi = F
(I)
i ⊕ F
(II)
i ⊕ F
(III)
i
where
F
(I)
i =
s(d−s)⊕
p=0
⊕
µ⊆s×(d−s)
µ⊆λ⊆s×(n−s)
|λ|=p
l(µ)=s
Hp−i(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗A(−p)
F
(II)
i =
s(d−s)⊕
p=0
⊕
µ⊆(s−1)×(d−s)
µ⊆λ⊆(s−1)×(n−s)
|λ|=p
Hp−i(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗A(−p)
F
(III)
i =
s(d−s)⊕
p=0
⊕
µ⊆(s−1)×(d−s)
µ⊆λ⊆s×(n−s)
|λ|=p
l(λ)=s
Hp−i(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗ A(−p).
When i = 0, we have
F
(I)
0 =
s(d−s)⊕
p=0
⊕
µ⊆s×(d−s)
|µ|=p
l(µ)=s
A(−p)
F
(II)
0 =
s(d−s)⊕
p=0
⊕
µ⊆(s−1)×(d−s)
|µ|=p
A(−p)
F
(III)
0 =0.
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Proof. Since ξ = Rs ⊗ (Q
∗
s ⊕W ), by Cauchy’s Formula in Section 2.6, we have
p∧
ξ =
⊕
|λ|=p
SλRs ⊗ SλT (Q
∗
s ⊕W )
=
⊕
|λ|=p
µ⊆λ⊆s×(d−s)
µ⊆s×(n−s)
SλRs ⊗ SµTQ
∗
s ⊗ SλT /µTW.
We get the lemma by combining the above equation with the fact that
Fi =
s(d−s)⊕
p=0
Hp−i(Gr(s, L);
p∧
ξ)⊗K A(−p).
In the case when i = 0, we observe that, according to Borel-Weil-Bott Theorem, the vector
bundle SλRs ⊗ SµTQ
∗
s, where µ ⊆ λ, has cohomology in degree |λ| if and only if µ = λ.
Furthermore, in this case, we have H |λ|(Gr(s, L);SλRs ⊗ SµTQ
∗
s) = H
|λ|(Gr(s, L);SµRs ⊗
SµTQ
∗
s) = K for all partitions µ = λ. This also follows from [SSam2, Lemma 2.7]. 
Lemma 3.3. The following direct summand of Fi of the minimal free resolution F• of O˜s,d,n
is 0 when s > i:
F
(III)
i =
s(d−s)⊕
p=0
⊕
µ⊆(s−1)×(d−s)
µ⊆λ⊆s×(n−s)
|λ|=p
l(λ)=s
Hp−i(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗ A(−p).
Furthermore, the following direct summand of Fs of the minimal free resolution F• of O˜s,d,n
is:
F(III)s =
s(d−s)⊕
p=0
⊕
µ⊆(s−1)×(d−s)
µ⊆λ⊆s×(n−s)
|λ|=p
l(λ)=s
Hp−s(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗A(−p)
=
⊕
µ⊆(s−1)×(d−s)
λ=(d−s+1,µ1+1,µ2+1,...,µs−1+1)
d∧
L⊗ SλT /µTW ⊗ A(−|λ|).
Proof. We proceed by induction on s.
When s = 1, we have µ = (0), µT = (0d−1), and λ = (p). According to Borel-Weil-Bott
Theorem in Section 2.5, we can see that the cohomology of SλR1 ⊗ SµTQ
∗
1 exists in degree
strictly less than p. The cohomology concentrate in degree p− 1 exactly when p = d.
Suppose we have such a pair (µ, λ) where µ ⊆ s×(d−s−1) and µ ⊆ λ ⊆ (s+1)×(n−s−1),
with the conditions that l(λ) = s + 1 . This is equivalent to λs+1 ≥ 1. Suppose further
that l(µ) ≤ s. This is equivalent to µT1 ≤ s. Also set m = µ1, look at the weight vector
ν = (0d−s−1−m,−µTm, . . . ,−µ
T
1 , λ1, . . . , λs+1) associated to SλRs+1⊗SµTQ
∗
s+1 on Gr(s+1, L).
Suppose ω is the permutation that makes ω • ν weakly decreasing. Define ν(1) =
(0d−s−m−1, λ1−µ1) and ν(2) = (−µ
T
m+1, . . . ,−µ
T
1 +1, λ2, . . . , λs+1) . If ωi is the permutation
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that makes ωi •ν(i) weakly decreasing for all i = 1, 2 , then we know l(ω) = l(ω1)+ l(ω2)+µ1
by first applying the permutation (d−s−m, d−s−m+1)(d−s−m+1, d−s−m+2) . . .(d−
s− 1, d− s) to ν. Furthermore, define ν(3) = (0d−s−m,−µTm + 1, . . . ,−µ
T
1 + 1, λ2, . . . , λs+1)
and ω3 to be the permutation that makes ω3 • ν(3) a weakly decreasing sequence. Note we
have the weight vector ν(3) is associated to the bundle Sλ′Rs ⊗ Sµ′TQ
∗
s on Gr(s, L) where
λ′ = (λ2, . . . , λs+1) and µ
′ = (µ2, . . . , µs). So µ
′ ⊆ (s− 1)× (d− s− 1) ⊆ (s− 1)× (d − s)
and µ′ ⊆ λ′ ⊆ s × (n − s − 1) ⊆ s × (n − s). Furthermore l(λ′) = s. Hence by induction
hypothesis, we have l(ω3) ≤ |λ
′| − s = |λ| − λ1 − s. Therefore, l(ω1) ≤ λ1 − µ1 − 1 and
l(ω2) ≤ l(ω3) ≤ |λ|−λ1−s. Combining them, we get l(ω) ≤ |λ|−(s+1). This completes the
induction and implies the cohomology vanishing statement using Borel-Weil-Bott Theorem.
Moreover, we get that the equality holds exactly when λ = (d−s, µ1+1, µ2+1, . . . , µs+1)
in the case l(λ) = s+ 1. This gives us the last statement. 
Let Cs be the submodule of O˜s,d,n generated by
⊕
µ⊆(s−1)×(d−s)A(−|µ|). Also define Cd+1 =
0. Note that C1 = O1,d,n and Cd = O˜d,d,n. We have the following proposition.
Proposition 3.4. For s = 1, . . . , d, there are short exact sequences
0 −→ Cs −→ O˜s,d,n −→ Cs+1(−s) −→ 0.
Furthermore, the term Fsi of the minimal free resolution F
s
• of Cs for i ≤ s− 1 is
Fsi =
⊕
µ⊆(s−1)×(d−s)
µ⊆λ⊆(s−1)×(n−s)
H |λ|−i(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗ A(−|λ|).
Moreover, the s-th term of Fs• is given by
Fss =
⊕
µ⊆(s−1)×(d−s)
µ⊆λ⊆(s−1)×(n−s)
H |λ|−s(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗A(−|λ|)
⊕
d⊕
k=s
⊕
µ⊆(k−1)×(d−k)
λ=(d−k+1,µ1+1,...,µk−1+1)
d∧
L⊗ SλT /µTW ⊗ A(−|λ| −
(s+ k − 1)(k − s)
2
).
Before the actual proof, we will need the following lemma and notation.
Notation. Let C = {(µ, λ) | µ ⊆ s × (d − s), µ ⊆ λ ⊆ s × (n − s), l(µ) = s}. And set
p = |λ|. Assume λ = (λ1, λ2, . . . , λs) and µ = (µ1, µ2, . . . , µs). We define λ˜ = (λ1 − 1, λ2 −
1, . . . , λs − 1, 0) and µ˜ = (µ1 − 1, . . . , µs − 1, 0). We can see that µ˜ ⊆ (s + 1)× (d − s− 1)
and µ˜ ⊆ λ˜ ⊆ (s+ 1)× (n− s− 1). Also |λ˜| = p− s and λT/µT = λ˜T/µ˜T .
Lemma 3.5. There exists a map between O˜s,d,n and O˜s+1,d,n(−s) such that the map identifies
Hj+s(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗ A(−|λ|)
and
Hj(Gr(s+ 1, L);Sλ˜Rs+1 ⊗ Sµ˜TQ
∗
s+1)⊗ Sλ˜T /µ˜TW ⊗A(−|λ˜| − s)
for each j and pair (λ, µ) ∈ C in the minimal free resolution F• of O˜s,d,n and O˜s+1,d,n(−s)
respectively. And it maps everything else to 0. In other words, we are identifying F
(I)
i in
O˜s,d,n and F
(II)
i (−s) in O˜s+1,d,n(−s) for each i.
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Proof of Proposition 3.4. We will assume the above lemma and show the existence of that
short exact sequence first and prove the lemma at the end. The proof of exactness is done
by induction on s.
When s = d − 1, Cd = O˜d,d,n is resolved by a Koszul complex. When i ≤ d − 1, the i-th
term of its minimal resolution is given by:
Fi =
i∧
(L⊗W )
=
⊕
|λ|=i
λ⊆d×(n−d)
SλL⊗ SλTW ⊗A(−|λ|)
=
⊕
|λ|=i
λ⊆(d−1)×(n−d)
SλL⊗ SλTW ⊗A(−|λ|).
The d-th term of the Koszul complex is given by:
Fd =
⊕
|λ|=d
λ⊆d×(n−d)
SλL⊗ SλTW ⊗ A(−|λ|)
= (
⊕
|λ|=d
λ⊆(d−1)×(n−d)
SλL⊗ SλTW ⊗ A(−|λ|))⊕ (
d∧
L⊗ SdW ⊗ A(−d)).
The map O˜d−1,d,n ։ Cd(−(d − 1)) will induce a surjection between Fi and F
d
i (−(d − 1))
for i ≤ d− 1. By the long exact sequence on Tor and Lemma 3.3, we see that
Fd−1i =
⊕
µ⊆(d−2)×1
µ⊆λ⊆(d−2)×(n−d+1)
H |λ|−i(Gr(d− 1, L);SλRd−1 ⊗ SµTQ
∗
d−1)⊗ SλT /µTW ⊗A(−|λ|)
for i ≤ d− 2. And when i = d− 1
Fd−1d−1 =
⊕
µ⊆(d−2)×1
µ⊆λ⊆(d−2)×(n−d+1)
H |λ|−d+1(Gr(d− 1, L);SλRd−1 ⊗ SµTQ
∗
d−1)⊗ SλT /µTW ⊗A(−|λ|)
⊕
⊕
µ⊆(d−2)×1
µ⊆λ⊆(d−1)×(n−d+1)
l(λ)=d−1
H |λ|−d+1(Gr(d− 1, L);SλRd−1 ⊗ SµTQ
∗
d−1)⊗ SλT /µTW ⊗ A(−|λ|)
⊕
d∧
L⊗ SdW ⊗ A(−d− (d− 1))
=
⊕
µ⊆(d−2)×1
µ⊆λ⊆(d−2)×(n−d+1)
H |λ|−d+1(Gr(d− 1, L);SλRd−1 ⊗ SµTQ
∗
d−1)⊗ SλT /µTW ⊗A(−|λ|)
⊕
d⊕
k=d−1
⊕
µ⊆(k−1)×(d−k)
λ=(d−k+1,µ1+1,...,µk−1+1)
d∧
L⊗ SλT /µTW ⊗ A(−|λ| −
(d+ k − 2)(k − d+ 1)
2
).
Similarly, by induction, we see the proposition is true. 
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Now we will prove the previous lemma and construct the map between O˜s,d,n and O˜s+1,d,n(−s)
as follows.
Proof of Lemma 3.6. Look at the following commutative diagram:
Flag(s, s+ 1, L)
pi1
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠ pi2
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
Gr(s, L)
p1
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
Gr(s+ 1, L)
p2
vv❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
Spec(K)
Let L = Rs+1/Rs be a line bundle on Flag(s, s+1, L). And let P• be the Koszul complex
on Gr(s, L) where Pi =
∧i(Rs ⊗ (Q∗s ⊕ W )). Let Q• be a similar Koszul complex on
Gr(s+ 1, L) where Qi =
∧i(Rs+1 ⊗ (Q∗s+1 ⊕W )).
Let us look at the quotient of (π1)
∗(P•) which we denote R
′
• = π
∗
1(P
′
•) where
P′i =
⊕
µ⊆λ⊆s×(n−s)
µ⊆s×(d−s)
l(µ)=s
|λ|=i
SλRs ⊗ SµTQ
∗
s ⊗ SλT /µTW.
and
R′i =
⊕
µ⊆λ⊆s×(n−s)
µ⊆s×(d−s)
l(µ)=s
|λ|=i
SλRs ⊗ SµTQ
∗
s ⊗ SλT /µTW.
Let R• be another complex on Flag(s, s+ 1, L) whose ith term is defined by
Ri =
⊕
µ⊆λ⊆s×(n−s)
µ⊆s×(d−s)
l(µ)=s
|λ|=i
SλRs ⊗ Sµ˜TQ
∗
s+1 ⊗L
−s ⊗ SλT /µTW.
Here µ˜ is defined in paragraph 3.
We can see that this complex is a quotient of R′• = π
∗
1(P
′
•) in the following ways. Let us
recall that there is well-known equivalence of categories
[homogeneous vector bundles on GL(L)/P ]
h
−→ [P −modules]
where h(V ) is the fiber at identity and P is the stabilizer of the flag 〈e1, . . . , es〉 ⊂ 〈e1, . . . , es+1〉.
Under this equivalence we can look at the P -module associated to SµTQ
∗
s on Flag(s, s+1, L).
Let us call it SµTQ
∗
s. Let e
∗
s+1, . . . , e
∗
n be the weights of the action of P on Q
∗
s. Then P acting
on SµTQ
∗
s admits a filtration by weights. Set Qi be the span of weight vectors in SµTQ
∗
s
whose weight on the basis e∗s+1 is at most i. Since P never takes e
∗
i to e
∗
s+1 if i > s + 1, P
cannot increase the weight on e∗s+1. Qi is clearly a submodule of SµTQ
∗
s. Now take i = µ
T
1 −1
and look at the quotient module SµTQ
∗
s/Qi. This is exactly the P -module associated to the
vector bundle Sµ˜TQ
∗
s+1 ⊗ L
−s since µT1 = s in our case.
We will show later in Lemma 3.6 that P• ։ (π1)∗R• and R
s(π2)∗R• →֒ Q•[−s].
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Assuming the above, we construct the map first. Now P• ։ (π1)∗R•. Since over charac-
teristic 0 field, the exterior algebra of Rs ⊗ (Q
∗
s ⊗W )) is semisimple, this surjection splits
for each term and makes (π1)∗Ri a direct summand of Pi for each i. Furthermore, we
also have the minimal free resolution of O˜s,d,n is a minimal free graded representative of
R(p1)∗P•. Thanks to the splitting, this will surject onto a minimal free graded representa-
tive of R(p1)∗((π1)∗R•) = R(p1 ◦ π1)∗R• = R(p2 ◦ π2)∗R• = R(p2)∗(R
s(π2)∗R•). Similarly,
the same representative will be a subcomplex of the minimal free graded representative
of R(p2)∗Q•[−s] which is the minimal free resolution of O˜s+1,d,n(−s). This subcomplex is
induced by the map Rs(π2)∗R• →֒ Q•[−s].
We will compute the terms of the minimal free graded representative of R(p1 ◦ π1)∗R•
using geometric approach to syzygies. According to the relative version of Borel-Weil-Bott
Theorem, we know that all higher direct images of R• under π1 vanish and R(p1 ◦ π1)∗R• =
R(p1)∗((π1)∗R•). On the one hand,
(π1)∗Ri =
⊕
µ⊆λ⊆s×(n−s)
µ⊆s×(d−s)
l(µ)=s
|λ|=i
SλRs ⊗ SµTQ
∗
s ⊗ SλT /µTW.
So the ith term is
Fi =
⊕
µ⊆λ⊆s×(n−s)
µ⊆s×(d−s)
l(µ)=s
H |λ|−i(Gr(s, L);SλRs ⊗ SµTQ
∗
s)⊗ SλT /µTW ⊗ A(−|λ|).
On the other hand,
Rs(π2)∗Ri =
⊕
µ˜⊆λ˜⊆s×(n−s−1)
µ˜⊆s×(d−s−1)
|λ|=i−s
Sλ˜Rs+1 ⊗ Sµ˜TQ
∗
s+1 ⊗ Sλ˜T /µ˜TW.
So the ith term can also be written as
Fi =
⊕
µ˜⊆λ˜⊆s×(n−s−1)
µ˜⊆s×(d−s−1)
H |λ˜|−i(Gr(s + 1, L);Sλ˜Rs+1 ⊗ Sµ˜TQ
∗
s+1)⊗ Sλ˜T /µ˜TW ⊗A(−|λ˜| − s).
We can identify them canonically. Therefore, composing the surjection with the injection
gives us the desired map between O˜s,d,n and O˜s+1,d,n(−s). 
Now we will show the remaining part.
Lemma 3.6. We have the following maps: P• ։ (π1)∗R• and R
s(π2)∗R• →֒ Q•[−s].
Proof. To show P• ։ (π1)∗R•, we apply (π1)∗ to the short exact sequence:
0 −→ N• −→ π
∗
1(P•) −→ R
′
• −→ 0
where N• is the kernel whose ith term is:
Ni =
⊕
µ⊆λ⊆s×(n−s)
µ⊆(s−1)×(d−s)
|λ|=i
SλRs ⊗ SµTQ
∗
s ⊗ SλT /µTW.
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Note that N• = π
∗
1(N
′
•) where:
N′i =
⊕
µ⊆λ⊆s×(n−s)
µ⊆(s−1)×(d−s)
|λ|=i
SλRs ⊗ SµTQ
∗
s ⊗ SλT /µTW.
Since π1 is a projective bundle, the structure sheaf of Flag(s, s + 1, L) has no R
1 under
π1. By projection formula, we see that R
1(π1)∗Ni = 0 for all i and (π1)∗π
∗
1P• = P•. So
according to the long exact sequence associated to (π1)∗, we have P• ։ (π1)∗R
′
•.
Now look at another short exact sequence:
0 −→ K• −→ R
′
• −→ R• −→ 0
To show (π1)∗Ki = 0, it is enough to show that H
0((Flag(s, s+1, L))y,Ki,y) = 0 for all y ∈
Gr(s, L) by Semicontinuity Theorem. Since they are all homogeneous vector bundles, it is
enough to check the case when y is identity inG/P . Set E = SλRs⊗Sµ˜TQ
∗
s+1⊗L
−s⊗SλT /µTW
be a homogeneous vector bundle on Flag(s, s+1, L). Note that π1 realizes Flag(s, s+1, L)
as a Pd−s−1 bundle over Gr(s, L), in this case, when looking at the fiber over identity, since
Ey is globally generated over Pd−s−1 where y is the identity, we have a natural surjection
(π1)∗E ⊗OPd−s−1 ։ E . So we have the following short exact sequence
0 −→ Kλ,µ −→ (π1)∗E ⊗OPd−s−1 −→ E −→ 0.
By construction , (π1)∗ applied to the surjection induces an isomorphism and hence (π1)∗Kλ,µ =
0. Moreover, Ki =
⊕
µ⊆λ⊆s×(n−s)
µ⊆s×(d−s)
l(µ)=s
|λ|=i
Kλ,µ by looking at the corresponding P module. Therefore
(π1)∗Ki = 0 for all i. This implies (π1)∗ applied to R
′
• ։ R• induces an isomorphism,
completing the proof of P• ։ (π1)∗R•.
To show Rs(π2)∗R• →֒ Q•[−s], we use Serre duality. By Serre Duality, R
s(π2)∗R• ∼=
((π2)∗(R
∗
• ⊗ ω))
∗ where ω is the canonical line bundle of the map π2. So ω =
∧sRs ⊗L−s.
By direct computation using Borel-Weil, the ith term of ((π2)∗(R
∗
• ⊗ ω))
∗ is given by⊕
µ˜⊆λ˜⊆s×(n−s−1)
µ˜⊆s×(d−s−1)
|λ|=i−s
Sλ˜Rs+1 ⊗ Sµ˜TQ
∗
s+1 ⊗ Sλ˜T /µ˜TW.
The differential between them is given by the dual of comultiplication coming from exterior
algebra, which is the same as the differential for Q•[−s]. This is a subcomplex of Q•[−s]
because the number of rows of a partition can only decrease when you apply the differential
and the differentials between these two complexes are compatible. So this finishes the proof
of Rs(π2)∗R• →֒ Q•[−s]. 
Corollary 3.7. The minimal defining equations for K1,d,n are
F11 =
d⊕
s=1
⊕
µ⊆(s−1)×(d−s)
λ=(d−s+1,µ1+1,...,µs−1+1)
d∧
L⊗ SλT /µTW ⊗A(−|λ| −
s(s− 1)
2
).
The projective dimension of K1,d,n is d(n− d)− d+ 1 and its regularity is
d(d+1)
2
− 1.
Proof. This follows from Theorem 3.1 and Proposition 3.4. 
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4. Equations of Kalman Variety as d× d Minors
In this section, we are going to show that the minimal defining equations we got from
Corollary 3.7 can be identified as d× d minors of reduced Kalman matrix. This implies that
the ideal I1,d,n is prime when char(K) = 0. In order to do this, we need the following lemma.
Lemma 4.1. The representations of minimal defining equations of K1,d,n given by Corol-
lary 3.7 can be interpreted as quotients of
∧d L⊗(∧a0 W⊕∧a1 W (−1)⊕. . .⊕∧ad−1 W (−d+1))
where ai are nonnegative integers and
∑
i ai = d.
Proof. Fix µ ⊆ (s − 1)× (d − s), notice that we have
∑
i(λi − µi) = |λ| − |µ| = d. And by
induction on size of µ, we can also get
∑
i((i− 1)(λi−µi)) = |µ|+
s(s−1)
2
. Then according to
interpretation of skew Schur functors in Section 2.4, we have
∧d L ⊗ SλT /µTW ⊗ A(−|λ| −
s(s−1)
2
) =
∧d L ⊗ SλT /µTW ⊗ A(−|µ| − s(s−1)2 − d) is a quotient of ∧d L ⊗ (∧λ1−µ1 W ⊕∧λ2−µ2 W (−1)⊕ . . .⊕∧λs−µs W (−s+ 1)). 
In this case, we can identify all minimal defining equations of K1,d,n as GL(L)×GL(W )-
representations with some d× d minors of the reduced Kalman matrix as GL(L)×GL(W )-
representations.
To show that those d×d minors are actually minimal defining equations of K1,d,n, we need
to show further that they do not generate each other. To do this, we need the following
lemma.
Lemma 4.2. Assume A, α are two d×d matrices. Then we have tr(
i∧
α)det(A) =
∑
I⊆{1,...,d}
|I|=i
det(AI)
where AI is the matrix obtained by replacing the ith row of A by the ith row of Aα for all
i ∈ I.
Proof. Let U be a vector space of dimension d. The matrix A defines a map A : U → U . And
the matrix α also defines a map α : U → U . Now we want to call the map on
∧i U inducing
from A to be:
∧iA : ∧i U → ∧i U . We will be looking at the following two diagrams:∧d U
∆
∧d−i U ⊗∧i U ∧d−iA⊗∧i(Aα)// ∧d−i U ⊗∧i U
p
∧d U
and ∧d U
∆

∧d U
∆
∧d−i U ⊗∧i U ∧d−iA⊗∧iA // ∧d−i U ⊗∧i U
p

Id⊗
∧i α
//
∧d−i U ⊗∧i U
p
∧d U ∧d U
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Here the map ∆ is comultiplication and p is multiplication. Now the map p ◦ (
∧d−iA ⊗∧i(Aα))◦∆ is a linear map between a 1-dimensional space. So it is defined by multiplication
of a number. If we trace the map, the number is exactly
∑
I⊆{1,...,d}
|I|=i
det(AI).
The calculation is as follows. We will just do the case when i = 1 and other cases are
similar. Let e1, . . . , ed be a basis of U , then
p ◦ (
d−1∧
A⊗ Aα) ◦∆(e1 ∧ . . . ∧ ed) = p ◦ (
d−1∧
A⊗Aα)(
d∑
j=1
(−1)d−je1 ∧ . . . ∧ eˆj ∧ . . . ∧ ed ⊗ ej)
= p(
d∑
j=1
(−1)d−jAe1 ∧ . . . ∧ Aˆej ∧ . . . ∧Aed ⊗ Aαej)
=
d∑
j=1
Ae1 ∧ . . . ∧ Aαej ∧ . . . ∧ Aed
=
d∑
I={j}
j=1
det(AI)e1 ∧ . . . ∧ ed.
So the number is exactly
d∑
I={j}
j=1
det(AI).
On the other hand, the map p ◦ ∆ is multiplication by
(
d
i
)
. Name its inverse to be
1
(di)
:
∧d U → ∧d U . This is multiplication by 1
(di)
. If we trace the map p◦(
∧d−iA⊗∧iA)◦∆,
it is defined by multiplication of the number
(
d
i
)
·det(A). If we trace the map p◦(Id⊗
∧i α)◦∆,
it is defined by multiplication of the number tr(
i∧
α). Therefore we have
p ◦ (
d−i∧
A⊗
i∧
(Aα)) ◦∆ = p ◦ (Id⊗
i∧
α) ◦ (
d−i∧
A⊗
i∧
A) ◦∆
= (p ◦ (Id⊗
i∧
α) ◦∆) ◦ (
1(
d
i
)) ◦ (p ◦ (d−i∧A⊗ i∧A) ◦∆).
By composing those three maps as in the last part of the equation, we get p ◦ (
∧d−iA ⊗∧i(Aα)) ◦∆ is also defined by multiplication of tr( i∧α)det(A), completing the proof. 
Now we finish the section by the following corollary.
Corollary 4.3. If char(K) = 0, I1,d,n is prime. Furthermore, if we identify those d × d
minors in reduced Kalman matrix, which as GL(L)×GL(W ) representations, are the same
as
d⊕
s=1
⊕
µ⊆(s−1)×(d−s)
λ=(d−s+1,µ1+1,...,µs−1+1)
d∧
L⊗ SλT /µTW ⊗A(−|λ| −
s(s− 1)
2
)
then they define a minimal set of defining equations of K1,d,n.
14 HANG HUANG
Proof. Now we split the proof into two parts. In the first part, we are going to show those
d×d minors in reduced Kalman matrix as stated in the above Corollary form a set of minimal
equations in I1,d,n. In the second part, we will show they define a minimal set of defining
equations of K1,d,n.
In order to show those equations are a set of minimal equations, we will show that they do
not generate each other in I1,d,n. Note that we are only using α and γ in the reduced Kalman
matrix. So we are done if we can show that the GL(L)×GL(W ) representations we got in
Corollary 3.7 will not land in each other when we tensor it with Sym•(L⊗ L∗ ⊕ L⊗W ) =
Sym•(L⊗L∗)⊗ Sym•(L⊗W ). Also notice that the representations we got in Corollary 3.7
are
∧d L as GL(L) representations. Therefore we only have to deal with tensoring it with
Sym•(L ⊗ L∗). Moreover, since L is d-dimensional, the only
∧d L we can get in ∧d L ⊗
Sym•(L⊗ L∗) are when we tensor
∧d L with the ring of invariants Sym•(L⊗ L∗)GL(L). It is
a well-known fact that the ring of invariants is a polynomial ring in tr(
∧i α) for i = 1, . . . , d.
Now if we take any minors which is in
∧d L⊗(∧a0 W⊕∧a1 W (−1)⊕. . .⊕∧ad−1 W (−d+1)),
we can take A to be the submatrix we are taking determinant, by the Lemma 4.2, we see
that the only linear combination of d×d minors of the reduced Kalman matrix that it could
generate when multiplying with tr(
∧i α) for i = 1, . . . , d are in the image of the map
∧d L⊗ (∧a0 W ⊕∧a1 W (−1)⊕ . . .⊕∧ad−1 W (−d+ 1))
∆
∑
d−1∑
j=0
bj=i
0≤bj≤aj
(
∧d L⊗ (∧a0−b0 W ⊕∧a1−b1+b0 W (−1)⊕ . . .
⊕
∧ad−1−bd−1+ad−2 W (−d+ 1)⊕∧bd−1 W (−d)))
So they all either land in the kernel of the quotients which are the skew Schur functors we
got in Corollary 3.7 or outside the skew Schur functors. Hence those equations which we
identified with those skew Schur functors cannot generate each other and they give a set of
minimal equations inside I1,d,n.
Now they form a set of minimal equations in I1,d,n. If those equations are not minimal
defining equations of K1,d,n, since they are contained in the defining ideal, in order to gen-
erate them, we need to either throw in equations of lower degree or increase the number
of equations. This contradicts the result in Corollary 3.7 giving the number of minimal
generating equations in each degree.
Therefore, we have if char(K) = 0, I1,d,n is reduced. And since each of them defines an
irreducible variety set theoretically, they are prime. 
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