We present an experiment comparing performance of 20 novice evaluators of accessibility carrying out Web Content Accessibility Guidelines 2.0 conformance reviews working individually to performance obtained when they work in teams of two. They were asked to first carry out an individual assessment of a web page. Later on they were matched randomly to constitute a group of two and they were asked to revise their initial assessment and to produce a group assessment of the same page.
RESEARCH HIGHLIGHTS
• When novice accessibility evaluators work in groups their ability to identify all the true problems increases (by 8%).
• Likewise, reliability of group evaluations increases (by 10%).
• Individual or group evaluations can be considered as equivalent methods with respect to false positives (if differences up to 8% in correctness are tolerated).
• Individual or group evaluations can be considered as equivalent methods with respect to overall effectiveness (if differences up to 11% in F-measure are tolerated).
INTRODUCTION
Web accessibility cannot be achieved only by following guidelines: there is a multitude of aspects that can affect the quality of accessibility evaluation results. Previous work has investigated several methodological aspects of web accessibility evaluations, ranging from sampling methods to evaluation techniques such as "barrier walkthrough" and conformance review, to the effect of 2 Brajnik, Vigo, Yesilada and Harper expertise on the outcome of an evaluation (Brajnik et al., , 2012 , to definitions and perceptions of accessibility (Yesilada et al., 2014) and accessibility metrics (Vigo and Brajnik, 2011) . All of these aspects can affect the outcome of an evaluation. Among them, the specific evaluation method being adopted plays an important role as well as the level of expertise of evaluators. For example, when considering the expertise effect on barrier walkthrough and WCAG 2.0 conformance review 1 it was found that expecting agreement at the 80% level, which was a level suggested for human testability, is not attainable when involving experienced or novice evaluators .
One factor that is expected to positively affect the results but that was not studied so far is the adoption of groupwise practices in evaluation: rather than having individuals performing independent evaluations of a web site, what happens when the same individuals are asked to interact while performing the assessment? As illustrated more deeply in the Related Work section, the following findings can be brought to bear on the question: (i) There are several factors that can potentially affect the performance of groups: if people interact, if people work on individual assessments or on group assessments, if people know each other, the size of the group, if people act as evaluators or as end-users, the expertise of people, if people work first individually and then in groups; (ii) Groups perform better than individuals on realistic settings; (iii) There are benefits of conducting groupwise usability evaluations over individual ones in terms of accuracy, correctness and sensitivity. (iv) These practices are being encouraged by standardization bodies and have been put in practice by the accessibility community. However, even if there are insights about the potential benefits of groupwise evaluation, nothing is known about its effectiveness when applied to accessibility.
In this paper we present results of an experiment involving 20 participants which was aimed at determining the effect of letting novice evaluators interact when using WCAG 2.0 to assess accessibility of given web pages. We decided to focus on novice evaluators and on small groups (of two people) because we argue that this is by far the most frequent situation: young inexperienced web developers that try to assess accessibility of what they develop; and should they ever work in groups, it is more likely that the group is small.
Our findings show that accuracy of results and the proportion of false positives are not significantly affected by working in groups. On the other hand, the ability to identify all true problems increases by 8% when working 1 A particular accessibility evaluation method based on using version 2.0 of a system of principles, guidelines and success criteria defined by the World Wide Web Consortium. in groups; a corresponding increase in an overall measure of effectiveness (F-measure) of about 4% is achieved by groups. Max-agreement, one measure of reliability that represents the majority view, shows an increase of about 10% when people work in groups, while other reliability measures show no significant change. Analysis of how individuals changed their mind when working in groups shows that besides a large agreement (between participants of the group and the group outcome), the group effect leads both to a slightly higher proportion of false positives and of true positives.
In a previous research, when we adjoined two individual evaluations performed totally independently, the false negatives rate was 22%; this time, when two evaluators interacted in a group they achieved a rate of 35%. While it is difficult to draw practical implications (because false negatives can only be assessed after-the-fact and this is possible only if one assumes that the correct ratings are already known), the results obtained from the current research suggest that letting people interact decreases (by 13%) the potential ability to catch all the true problems. Thus, working in pairs improves such an ability as opposed to working alone, but the improvement is smaller than expected.
RELATED WORK
This section investigates the existing work that has been conducted to compare the performance of individuals when working alone and when within groups, especially with regards to usability and accessibility evaluation methods.
Individual vs Group Performance
A vast literature analyzes the problem solving performance of individuals and groups. The work by Hill shed some light on the confusion about individual vs group performance by unifying the terminology used and the tasks described by previous studies (Hill, 1982) . Typically, in the analyzed studies participants have to apply their problem-solving skills to solve a task that requires a creative solution (e.g., "The missionaries and cannibals" type problems (Jeffries et al., 1977) ). Performance is usually measured in terms of task completion time, quality of solutions or number of trials for finding the solution. Hill's review indicates that group performance is generally superior to the average individual performance, but inferior to the best individual in a group. Subsequent work (Miner, 1984 ) corroborated Hill's review. Interestingly, this work revealed that an important factor is who the final judge is: in fact, when the best outcome was identified by the group, then the group outperformed individuals. However,
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Effects with Novice Evaluators 3 performance did not vary when the best individual decision is identified by an external observer (for example, the researcher). The order of the trials did not play any role: similar effects were found between group decisions that were not preceded by individual decisions as well as when they were preceded by individual decisions. Later research challenged these results and found that groups always outperformed the best individual of the group (Michaelsen et al., 1989) . But, for this to happen, the problem solving task, the group building criteria and the rewards needed to be more realistic than in previous works. For instance, participants have to know each other beforehand and they have to take their time to work on the problem. This is because extended periods of work boost trust and trustworthiness, increasing team performance. It was found that 40% of the groupwise gains cannot be explained by individual performance within the group, suggesting that groupwise work has a positive effect that exceeds the aggregated performance of individuals. Also, the prominence of the leading member of the group fades away as the task is prolonged over time (Watson et al., 1991) .
Individual vs Group Performance on Usability Evaluation
In (Hornbaek and Frøkjaer, 2008 ) the "evaluator effect" is discussed, i.e. the fact that usability evaluators in similar conditions identify substantially different sets of usability problems. It is argued that possible causes include vague evaluation procedures, variability of task scenarios, unclear problem descriptions, unclear criteria for what constitutes a usability problem, ambiguity regarding the matching procedure (such as who does the matching, those that carried out the evaluation or not? And is the matching performed individually or group-wise?). Another source of confusion is the number of users (or evaluators) required to catch a meaningful number of usability problems -and possibly reduce the evaluator effect; this has been and still is a heated issue in the HCI community (Faulkner, 2003; Hwang and Salvendy, 2010; Schmettow, 2012) . Nielsen (1992) showed that by pooling results from several evaluators the number of usability problems identified is increased. Similarly, Sears (1997) indicates that pooling results increases the evaluation's thoroughness compared to the results of a single evaluator. Thoroughness is the proportion of real problems found over all real problems, and it corresponds to our definition of sensitivity, which is explained in §4.3.
How group discussions, as opposed to individual evaluators, affect the output of usability inspection was also investigated by Følstad (2008) . This study shows that 25% of the usability issues generated in the group discussions were new, i.e. they were not predicted by single evaluators. Furthermore, 25% of the issues found individually were eventually discarded and 37% of them were modified when discussed groupwise. This typically happened on those issues that were deemed of low severity. Similar results have also been reported by Hertzum et al. (2002) : 11 usability experts inspected a web site individually and then discussed their findings groupwise. It was found that the actual overlap between the issues identified individually and groupwise was low (9% on average). However, despite of this low overlap, they perceived to be in agreement, which suggests that the groupwise method was more beneficial in increasing the confidence of evaluators than in removing the evaluator effect.
Individual vs Group Performance for
Evaluating Web Accessibility
Accessibility of a web page can be assessed with different evaluation techniques (Abou-Zahra, 2008) . These techniques can be broadly categorized into five classes: (i) inspection methods; (ii) automated testing; (iii) screening techniques; (iv) subjective assessments; (v) and user testing (Brajnik et al., 2012) . When focusing on inspection methods, which are based on an evaluator inspecting a web page, there are many inspection techniques including heuristic evaluation, estimation, cognitive walkthrough, pluralistic walkthrough, feature inspection, consistency inspection, standards inspection or conformance evaluation and formal usability inspection (Nielsen, 1994) . While some of these techniques are conducted by a single evaluator, some other may involve multiple evaluators. Feature inspection and standards inspection belong typically to the former group, whereas heuristic evaluation, cognitive walkthrough, pluralistic walkthrough and consistency inspection belong to the latter. When it comes to web accessibility evaluation, the most widely adopted technique is conformance review or standards inspection (Yesilada et al., 2014) . Conformance review is the technique by which the evaluator uses a set of accessibility guidelines or good practices that indicate how to prevent accessibility problems. The evaluator has to check whether a web page or web site meets these guidelines (Abou-Zahra, 2008; Thatcher et al., 2006; Henry and Grossnickle, 2007; DRC, 2004) . As mentioned in the Introduction, when considering two methods, barrier walkthrough and WCAG 2.0 conformance review (Brajnik et al., 2012) , it was found that expecting agreement at the 80% level, which was a level suggested for human testability, is not attainable when involving either experienced or novice evaluators. Table 1 summarizes the scores obtained by novice evaluators for different validity metrics in these studies. "Cumulative" scores refers to joining the results 4 Brajnik, Vigo, Yesilada and Harper that are produced by two non interacting evaluators (i.e., considering the results of either of the two evaluators), hence where no group work is involved. It can be observed that cumulative scores are most of the times higher than those produced individually, meaning that the results of two independent evaluators are usually better than single ones.
Recently, Bailey et al. (2014) in an experiment on an accessibility evaluation method called "structured walkthrough", yielded confirmation for some of the figures shown in Table 1 concerning performance of individual novices: they found reliability (max-agreement) to be about 70% and accuracy to be about 64%.
Other studies challenge the effectiveness of WCAG conformance reviews. For example, Power et al. (2012) experimentally discovered that only about half of the problems encountered by blind users were covered by WCAG 2.0 success criteria.
However, in all these studies nobody investigated how the performance of evaluators is affected when they work in groups collaboratively, in particular when they get together to pool individual results. For WCAG conformance reviews, it has been suggested that collaborative approaches could give better and more reliable results (WAI, 2002 (WAI, , 2014 . It is indicated that "it is less likely that one individual will have all the expertise that a collaborative approach can bring"; and further that "Using the combined expertise of different evaluators may sometimes be necessary or beneficial when one evaluator alone does not possess all of the required expertise." However, to this day, there is no empirical evidence that shows how the outcome is affected when a collaborative approach or a pooling technique to combine individual results is chosen compared to a single evaluator approach.
The idea of having multiple evaluators for assessing web accessibility is however not new. The rules of the AIR competition (Accessibility Internet Rally), which is organized by Knowbility since late '90s, prescribe that in a first round 2 evaluators independently review a web site and fill out a spreadsheet that computes a metric. In a second round, a more experienced judge corrects the initial assessments if the scores generated at the first stage differ more than 15 points. As a consequence of adjusting the initial results towards the "ground truth" -represented by the assessment made by quality control judge -one would expect more accurate ratings. Similarly, the procedure established by the German Government (BITV-Test 2 ), introduced the idea of having two independent evaluators who grade on a 5 point scale how a given web page meets the 50 checkpoints comprised by the test. Then, 2 Available at http://www.bitvtest.eu/bitv_test/intro/ overview.html the evaluators work together to reach an agreement on those criteria that got a different rating in the initial stage. It is claimed that this method increases accuracy and reliability, although no evidence supporting these claims is provided (Fischer and Wyatt, 2012) .
Summary
Based on the analysis of this section we can conclude that: (i) There are several factors that can potentially affect the performance of individuals working in groups: if people interact, if people work on individual assessments or on group assessments, if people know each other, the size of the group, if people act as evaluators or as end-users, the expertise of people, if people work first individually and then in groups; (ii) Groups perform better than individuals on realistic settings (see section 3.1); (iii) There are benefits of conducting groupwise usability evaluations over individual ones in terms of accuracy, correctness and sensitivity (see section 3.2). (iv) These practices are being encouraged by standardization bodies and have been put in practice by the accessibility community. However, even if there are insights about the potential benefits of groupwise evaluation, nothing is known about its effectiveness when applied to accessibility (see section 3.3).
EXPERIMENTAL PLAN
To address the gap highlighted in the previous section, the main goal of our research is to determine the difference in performance of accessibility evaluators that use WCAG 2.0 conformance process when they work individually compared to when they work in small groups. In particular, in both cases participants carry out individual evaluations. But in one case they match their results in small groups and produce a group report, rather than an individual one. We focus on novice evaluators because it is known that their performance differs from that of more experienced evaluators (Brajnik et al., , 2012 and they represent the most typical situation of developers inexperienced in accessibility trying to assess the accessibility shortcomings of what they develop. We also expect to see more impact when they work in groups.
We have seen in the Related Work section that, in general, accuracy produced by accessibility evaluators is relatively poor; a possible way to improve accuracy is to ask evaluators to work in groups so that joint exploration of pages and/or discussion of the issues that each individual evaluator finds could lead to better assessments. However, up to now, it is not clear if groupwork has any effect on performance, how much it might affect performance, and if the effect depends on the experience of evaluators. In this research we decided to tackle only part of this question, and defer the study of whether evaluator experience has any effect to later investigations, to be carried out after some effect of groupwork has been identified. In section 3 we saw that there are many different accessibility evaluation methods (AEMs). In this experiment we considered two of them:
Individual evaluation (IE) A WCAG 2.0 conformance review, whereby a single evaluator considers a given set of WCAG 2.0 success criteria, and corresponding sufficient/advisory/failure techniques and decides if the pages being assessed conform or not to one of the three WCAG 2.0 conformance levels; see (W3C/WAI, 2008) . This is also the same accessibility evaluation method that was adopted in previous experiments (such as (Fischer and Wyatt, 2012; Brajnik et al., 2012) ).
Individual evaluations and merging (IEM) In this case evaluators follow a two-step procedure: they first individually assess conformance to WCAG 2.0 of pages, and later on they meet and jointly revise their assessments to reach consensus, by smoothing out differences and resolving conflicts. This is similar to what is done with usability heuristic evaluations (Nielsen, 2002) . Notice that IEM subsumes IE, in that evaluators in the first step have to carry out an complete individual assessment.
For this experiment we used the same pages that were used in a previous study (Brajnik et al., 2012) . This was to make it easier (for us and for subsequent researchers) to compare results obtained in this experiment with the previous one. The pages we considered are (i) "I love God Father movie" Facebook group; (ii) "The Godfather at IMDB"; (iii) "Bloomberg.com: WorldWide"; (iv) "Biotechnology News, Articles, and Information from Scientific American". We used stored versions of these pages on a Web server that was made available to participants. As previously, these pages were chosen because they differ in layout, complexity, genre and also in terms of accessibility support. Because we wanted to have a sufficiently large sample for each of these pages, we first assigned subjects to two pages, and then started assigning them to remaining pages; for this reason in the end participants did not evaluate the Facebook group page.
Because the goal of the experiment is to assess the effect of group-work, in this experiment we are not concerned about the effect that different pages might play, and therefore results will not be generalized against pages, but only with respect to participants (i.e., the random factor is the evaluator, not the page being evaluated). We considered level A and level AA WCAG 2.0 success criteria, 25 and 13 respectively (W3C/ WAI, 2008) 3 . On one hand, these are the most important accessibility criteria and they are also the ones that are referred to by official regulations, such as the Italian accessibility law 4 .
Participants
Participants were recruited from students attending a third-year undergraduate course on "User-Centered Web Development" taught by one of the authors in December 2012. Lectures included about 14 hours of web accessibility that followed about 40 hours of lectures on usability and user-centered development. All of them were invited to join the experiment, and were told that their outcome would be graded; after being told of the grades, they could decide whether their outcome would become part of the exam and concur to the final score; if they did not want that, then no negative effect on their exam would take place. No compensation was given to participants.
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Procedure
Students became aware of the experiment during lectures. They were invited to join the experiment, and those who did, were included in a list. They were then sent a demographic questionnaire, with 2 5-points Likert questions asking them about their knowledge in web accessibility and in WCAG 2.0, and additional questions regarding the number of sites that they had evaluated in the previous 6 months, if they did that using WCAG 2.0, and if they worked as accessibility consultants. In addition we asked them their age, gender, first language and if they had any disability. They received also a spreadsheet containing the success criteria, grouped by guideline; the order of guidelines and of success criteria was randomized so that each participant received a different list. Each participant was also assigned to one of the test pages. For each success criterion (applied to the assigned page) the participant had to provide the outcome, in terms of passed, failed, not-applicable; he or she had also to rate the difficulty of such an assessment (5-point Likert scale), the WCAG 2.0 techniques that supported such a conclusion, and provide a brief explanation.
Finally, a post-hoc questionnaire had to be filled in which included questions asking how long the evaluation process took, which tools were used, if the page was already known, and four 5-point Likert scales asking to rate the effort needed, the perceived productivity, the ability to use WCAG 2.0, and the confidence in the outcome.
Participants were given 10 days to complete this first part of the work, which constitutes application of the IE method; they were asked to send via email all 3 questionnaires.
The second stage with the IEM method started after they did so. Participants were randomly grouped in pairs, provided that both members had evaluated the same page. They were given another copy of the spreadsheet with the success criteria (again guidelines and success criteria were randomized) and were asked to jointly re-evaluate the same page, by reconsidering what they individually found during the previous step, and by resolving possible conflicts. No particular method was suggested for conflict resolution. As before, they had to specify the outcome (passed, failed, not-applicable), difficulty, WCAG 2.0 techniques and possible explanations and comments. In the end they had to fill-in another copy of the posthoc questionnaire that asked how long did this evaluation take, if there were conflicts and on which success criteria, and the four questions on effort, productivity, ability and confidence. Participants were given one week to complete this second step. According to the factors identified by Hill, what we did was asking people to interact while working on a group product (the joint evaluation), people didn't necessarily know each other before hand and they worked first as individuals and only then in groups of two; performance of the group was evaluated externally from the group, i.e., by us (Hill, 1982) .
Independent and Dependent Variables
This experiment has one independent variable which is the adopted accessibility evaluation method (two levels, IE, IEM ). Other independent variables are the WCAG success criteria (38 levels, split into A and AA categories) and the page. Method and success criterion are withinsubjects factors, whereas page is between-subject.
Usability evaluation methods have been studied thoroughly; but despite this, several problematic issues still remains about them. In their seminal work Gray and Salzman (1998) highlight several validity threats of research aimed at assessing properties about these methods. One of their suggestion is to try to adopt several converging measures to "triangulate" on the notion of usability (Gray and Salzman, 1998, pp. 242) . For this reason we adopted several measures of effectiveness and of reliability of the two methods that we studied.
Dependent variables include reliability, which refers to the extent to which independent evaluations produce the same results (Brajnik et al., 2012 . Reliability is important because if an evaluation method consistently leads to low reliability scores then applying it in reality is likely to produce results that cannot be reproduced, and that are affected by disturbance factors outside the control of the people applying the method. Reliability can be operationalized in several ways, grouped into two families: one that reflects variability (such as standard deviation of the scores or of the number of problems identified by individual evaluators); an example is reproducibility, used by Sears (1997) . The other family is based on the agreement between evaluators, such as maximum agreement or any-two agreement. Max-agreement (MA) is defined as the relative frequency of the mode, i.e. the percentage of occurrence of the most frequent value of the set of ratings. Because the minimum value of MA is determined by the resolution scale of the ratings (for example, with ratings in {pass, fail, not-applicable} the minimum value for MA is 0.33, whereas for binary ratings the minimum value would be 0.5), one could also compute a linear adjustment to normalize MA within [0, 1], so that 0 corresponds to the minimum value and 1 to 1. In this paper we report the unnormalized value of MA, which can be more easily interpreted.
Any-two-agreement is a further way to characterize the amount of agreement between judges; it focuses on the number of objects that were rated similarly by two random judges; this is a measure that is often used in Group versus Individual Web Accessibility Evaluations:
Effects with Novice Evaluators 7 reliability studies of usability evaluation methods, for example by Brajnik et al. (2012 Hertzum and Jacobsen (2001) . Given a pair of judges that rated the same set of objects (in our case WCAG 2.0 success criteria), any-two-agreement (A2) is given by the ratio of the number of criteria on which the two ratings are the same over the total number of criteria. Given more than two judges, one can compute the mean value of A2 over all the possible unordered pairs of judges. We computed the mean A2 for all pairs of judges that evaluated a given page; therefore A2 is the mean of the proportion of criteria that were rated in the same way by any pair of judges. Another dependent variable in the experiment is accuracy, which together with correctness, sensitivity and F-measure, is associated to the quality of the outcomes produced by participants; this is similar to what was done in a previous experiment (Brajnik et al., 2012) , and indeed it rests upon some of its results. That experiment asked (among others) 25 experienced evaluators to apply WCAG 2.0 to the same pages we used here. In that experiment, a correct rating was a rating of a success criterion against a page such that the majority of experienced evaluators agreed on it; in other terms the values taken from {fail, pass, not-applicable} that, for each combination of page and success criterion, constitute the mode (the most frequent value). In case of ties all the modes were considered as correct.
For the current experiment, we adopted the same set of correct ratings of the previous experiment, relying in this way to the judgment provided by the majority of experienced evaluators.
Given a set of ratings, accuracy is the proportion of correct ratings. Because those depend of the kind of page and its features, other indexes of validity should be considered. After restricting to a given page, we can define the true violations (TV) for that page as the set of success criteria that are correctly rated as "fail"; the set of found violations (FV), given a participant and a page, is the set of ratings equal to "fail". These sets can be used to define three indexes:
is the proportion of found success criteria violations that are also correct.
is the proportion of all the true success criteria violations that were found. This matches the definition of thoroughness given by Sears (1997) .
C+S is the harmonic mean of C and S, a balanced combination of C and S summarizing validity of an evaluation. Neither correctness nor sensitivity alone can characterize validity, they have to be considered jointly: F-measure is a convenient way to provide an overall index of validity. Notice that a given change of x% in F-measure is equivalent to an x% change of correctness and a simultaneous x% change of sensitivity. Notice that we addressed another recommendation that Gray and Salzman (1998, pp. 239) suggested, that is, to consider all possible outcomes of an evaluation: truepositives (which they call "hits"), true-negatives ("correct rejections"), false-positives ("false alarms") and falsenegatives ("misses"). In fact we started with a golden notion of what a correct and an incorrect rating is, based on what a rather large set of experienced evaluators said, which allowed us to operationally fill-in all four of those categories.
Experimental Hypotheses
Based on the literature review, to support our overarching goal we formulated the following three hypotheses: H1 Evaluators working in groups compared to individuals achieve higher accuracy results. H2 Evaluators working in groups compared to individuals are more effective in terms of increased correctness and sensitivity (and, as a consequence, increased Fmeasure). H3 Evaluators working in groups compared to individuals achieve more reliable results in terms of significantly different max-agreement and any two agreements. H1 and H2 are inferred by the general results on group improvements of performance ( § 3.1) and on effects of group-based evaluations of usability ( § 3.2). H3 is inferred from general statistical considerations: if a population of n individuals is clustered in k < n disjoint groups, then variability of the k groups outcome is expected to be smaller than that of the n individuals.
Practical implications of these hypotheses are important. Depending on the effect size of group-work, it may be worthwhile to team 2 or more novice evaluators to get better accessibility results. Furthermore, it could be worthwhile to team novices so that they learn from each other and more quickly get to speed and reach performance levels that are similar to those of experts.
RESULTS
About 40 students were invited to join the study; 20 accepted it (5 females) and completed the assigned tasks. Their mean age was 22.5 (SD=2.61), with a range from 21 to 33. For the second step, they were grouped into 10 groups. No student reported any disability. Table 2 provides the distribution of the self-rated knowledge in accessibility and WCAG 2.0, for individuals and for corresponding groups (for a group we report the maximum value of the two members). The questions were 8 Brajnik, Vigo, Yesilada and Harper "Rate your knowledge in accessibility (1=very low, 5=very high)" and "Rate your knowledge in WCAG 2.0: (1=very low, 5: very high)". It can be seen that participants feel their knowledge in WCAG is weaker than that of accessibility, for which most of them state a neutral level (3). Also when looking at the same data groupwise, we see that the majority of groups feature a neutral level of knowledge.
It can be noted that our sample is quite homogeneous in terms of knowledge and experience.
The 20 participants, for the individual assessment (method=IE) produced a total of 924 ratings. Of these 19 ratings were incomplete because no success criterion outcome was given, and 49 lacked data about difficulty. We removed those 19 ratings from the dataset, leaving 459 for page scientific, 368 for imdb and 78 for bloomberg 5 , for a total of 905 ratings.
Each of the WCAG success criteria had between 17 and 40 ratings, M=23.8. Each participant provided between 39 and 47 ratings (some success criterion was duplicated when the evaluator found 2 or more places where the success criterion could apply), M=45.2, SD=2.90. There were 297 fail, 300 not-applicable and 308 pass. Tables A1 and A2 show the number of times each success criterion was rated as pass, fail or not-applicable. It can be seen that these numbers are relatively close to each other, indicating that each success criterion was being considered by participants. Notice that even some of the level A success criteria obtained relatively consistent scores (e.g., 1.4.2, 3.2.1, 1.2.3), whereas other ones are associated to ambiguous outcomes (e.g., 3.3.1, 1.2.1, 1.3.1). The same is true also for level AA success criteria: for example, 1.2.4 lead to unambiguous results, while 3.3.3, 2.4.7, 2.4.6 are among the most ambiguous ones. Figures 1 and 2 show the mean difficulty levels (grouped per success criterion) that participants declared when assessing each success criterion (a 5-point Likert question, from -2 to 2). The figure shows also the grand mean for level A success criteria (M=-1.02) and for level AA (M=-0.95). Level A were found to be slightly easier to apply than level AA (but the difference is not significant). No participant stated that success criteria were more difficult than the neutral value.
As mentioned above, the 20 participants were grouped into 10 groups, which collectively provided 462 valid ratings. Scientific got 235 ratings, imdb 188 and bloomberg 39; Table A3 shows the distribution of ratings across success criteria and rating values. When computed for individual evaluators, accuracy ranges from 42.55% to 71.79%, M=59.34%, SD=7.77%. The 25% and 75% deciles are Q1=55% and Q3=65%.
When computed for each success criterion, accuracy ranges from 5.00% to 100%, M=61.09%, SD=21.37%. Table A4 shows accuracy values for each success criterion.
Finally, when breaking down accuracy by possible rating values, we obtain the values shown in Table 3 : accuracy is significantly different than 0.5 (i.e., the case where evaluators could simply draw a coin to decide) only when rating is pass. Thus, deciding that pass is the outcome is generally a more accurate decision than opting for fail or not-applicable.
Groups
When working in groups, of the 462 valid ratings, evaluators gave 277 correct ones, i.e. an accuracy of 59.96% (this proportion is significantly different than 0.5: χ 2 (1) = 17.92, p < 0.0001, 95% confidence interval [0.55, 0.64]; Q1=0.54, Q3=0.65); a poor performance in this case too. When breaking down accuracy by possible rating values, we obtain the values shown in Table 4 : accuracy is significantly different than 0.5 (i.e., the case where evaluators could simply draw a coin to decide) only when rating is pass. Thus, also for groups deciding that pass is the outcome is generally a more accurate decision than opting for fail or not-applicable. When computed for each group, accuracy ranges from 51.06% to 74.36%, M=60.20%, SD=7.28%.
When computed for each success criterion, accuracy ranges from 0% to 100%, M=61.80%, SD=25.47%. Table A5 shows accuracy values produced by groups for each success criterion.
Individual vs groups
As apparent from reported values, the difference in accuracy when working alone (59.23%) and working in groups (59.96%) is negligible and not significant. When considering only level A success criteria, we found no significant difference in accuracy due to individual/group either; similarly for level AA. Thus adopting method IEM instead of IM leads to no increase in accuracy. Table 5 shows the set of 25% success criteria that achieved the highest accuracy for individuals and/or for groups, split by those which appear in both cases and those not. Similarly, Table 6 shows the worst 25% success criteria according to accuracy.
Some of the comments provided by judges suggest why these success criteria have so low scores. For example, when applying 1.4.4 judges gave contrasting opinions on whether to consider a page as responsive or not (depending on the degree of responsiveness), and on what negative consequences this could bring to people with disabilities. Furthermore, judges used different browsers that had different capabilities regarding text zooming. For 2.2.2 judges were unsure about whether the success criterion applies also to banner ads, of if they should be excluded from the assessment. For 2.4.7 questions arose because different browsers showed different default behavior with respect to how focussed elements in the page are highlighted. For 3.2.3 some judges were strict and marked it as not-applicable (because the analysis was limited to a single page); others explored nearby pages and discovered that some menu options were not consistently ordered. For 3.3.1 some judges overlooked a small form for entering an email address. For 1.4.5, some judges commented that because some of the CSS code was embedded in the HTML, the success criterion failed; Table 5 . Topmost success criteria according to accuracy for the two evaluation methods.
others focussed on some image that contained text (such as movie icons in imdb) then the success criterion was to be rated with a fail. For this success criterion some judges were even more confused regarding sufficient and necessary techniques. We argue therefore that the reasons why success criteria got low accuracy scores are due to potential difficulty in interpreting a success criterion, to ambiguity due to the way in which the analysis was carried out, and ambiguity in deciding to what parts of a page they should be applied to. Part of this might be due to the intertwined nature of usability and accessibility issues: for example, web sites not providing sufficient feedback (Power et al., 2012) . However, the likelihood that this has happened with our participants is low, because students were not instructed to bring usability issues into the analysis, and guidelines themselves do not promote such insights. And furthermore, no qualitative comment provided by students referred to usability.
An ANOVA for testing if method, correctness of ratings, and level of success criterion have some effect on difficulty (as rated by evaluators, individually and groupwise) shows that the only significant main effect is due to method (F (1) = 16.200, p < 0.0001). Although significant, this difference (M=-1.00 for individuals and M=-1.22 for groups, in a scale [−2, 2]) can be easily explained by noting that by design groupwise evaluations always followed individual ones, and therefore it is to be expected that participants rate the first evaluation as more difficult than the second one. No significant interactions were found.
Correctness
Correctness is the proportion of success criteria violations reported by an evaluator that are correct. To compute correctness scores, we grouped all the ratings by evaluator (and consequently by page too). For each of these subsets of data, we computed the success criteria that were reported as violated (all the instances of a success criterion whose outcome was fail), and the fraction of these that were correctly labeled as fail. Computing the ratio between the size of these two sets gives the correctness score for that evaluator.
Across all 20 participants, correctness ranges from 0.29 to 1.00, M=0.56, SD=0.15, Q1=0.50, Q3=0.63. It is normally distributed (Shapiro-Wilk's normality test, W = 0.922, p = 0.11, suggests to accept the null normality hypothesis), with a 95% CI=[0.49, 0.64].
For the ratings produced by groups we computed correctness in the same way. In this case it ranges from 0.40 to 0.73, M=0.54, SD=0.09, Q1=0.51, Q3=0.57. Again normality is assumed (as per Shapiro-Wilk's test), leading to CI= [0.48, 0.61] .
To compare correctness of IE vs IEM evaluations, we paired the data so that correctness of a group and correctness of the average of its two members could be compared. An ANOVA (treating evaluation method as a within-subjects factor) shows that no significant effect is caused by method, as could be expected from seeing how close the two means are (Bartlett's test was used to test homogeneity of variance).
To test equivalence we used the two one-sided t-tests method (equivalence testing means to determine how large a difference is deemed acceptable for the two groups to be considered the same). The null hypothesis is that the two means are different, in this case mean correctness for IE and for IEM. Application of such a test to the difference between correctness obtained by individuals and by corresponding groups leads to a significant result (p = 0.049), provided that the threshold for considering Table 6 . Bottom-most WCAG 2.0 success criteria according to accuracy for the two evaluation methods.
equivalent the two means is at least 0.081. In other words, when differences in correctness up to 0.081 (i.e., 8%) are considered negligible, then the two methods can be safely considered equivalent with respect to correctness. Figure 3 shows the distribution of the scores. To test whether the success criteria level played any role, we split the data into four subsets, one for each combination of the two levels (A and AA) and the two methods (IE and IEM). For each of these subsets we computed correctness (for each individual evaluator and for each group). On the resulting data set (on which Bartlett's test supported rejection of the hypothesis that variance is not homogeneous: K 2 (1) = 0.815, p = 0.367) a repeated measures ANOVA was carried out to determine whether level and method have any effect on correctness. Only a main effect of level was found (F (1) = 23.76, p < 0.0002); no interaction with method and no effect of method can be reported. For level A correctness is M=0.63, while for level AA it is M=0.45; the difference is significant (t(39) = 5.175, p < 0.0001), with a CI =[0.11, 0.25].
Sensitivity
Sensitivity, which is the proportion of correct success criteria violations that each participant reported, was computed in the same way as correctness.
Across all 20 participants, sensitivity ranges from 0.19 to 0.77, M=0.57, SD=0.20, Q1=0.47, Q3=0.74. It is not normally distributed (Shapiro-Wilk's normality test, W = 0.853, p = 0.0061, suggests to reject the null normality hypothesis). A bootstrap method (to cope with nonnormality) leads to a 95% CI= [0.49, 0.66] .
For the ratings produced by groups we computed sensitivity in the same way. In this case it ranges from 0.12 to 0.92, M=0.65, SD=0.22, Q1=0.62, Q3=0.75. Again normality cannot be assumed (as per Shapiro-Wilk's test); the bootstrap method leads to CI=[0.52, 0.77]. As before, to compare sensitivity of IE vs IEM evaluations, we paired the data so that sensitivity of a group and sensitivity of its two members could be compared. An ANOVA (treating evaluation method as a within-subjects factor) shows that a significant main effect is played by method: F (1, 19) = 5.32, p = 0.0325 (Bartlett's test was used to test homogeneity of variance: K 2 (1) = 0.0372, p = 0.85). Thus, the individual mean M=0.57 and the group mean M=0.65, when considering individual variability (i.e., when pairing data), are significantly different; see also Also in this case we split the data into four subsets, one for each combination of the two levels (A and AA) and the two methods (IE and IEM). For each of these subsets we computed sensitivity. On the resulting data set (on which Bartlett's test supported rejection of the hypothesis that variance is not homogeneous: K 2 (1) = 0.0198, p = 0.888) a repeated measures ANOVA was carried out to determine whether level and method have any effect on correctness. Besides a main effect of level (F (1, 19) = 55.79, p < 0.0001), a main effect of method was found (F (1, 19) = 5.497, p = 0.0301); no interaction of level with method can be reported. For level A sensitivity is M=0.68, while for level AA it is M=0.48, with a difference CI =[0.10, 0.30]. For the ratings produced by groups, F-measure ranges from 0.20 to 0.69, M=0.57, SD=0.14, Q1=0.56, Q3=0.66. It is not normally distributed (as per Shapiro-Wilk's test: As before, to compare F-measure of IE vs IEM evaluations, we paired the data so that F-measure of a group and F-measure of its two members could be compared. An ANOVA (treating evaluation method as a within-subjects factor) again shows that no significant effect is caused by method (Bartlett's test was used to test homogeneity of variance).
F-measure
Application of equivalence test to the difference of F-measure obtained by individuals and that obtained by corresponding groups leads to a significant result (p = 0.048), provided that the threshold for considering equivalent the two means is 0.11. In other words, when differences in F-measure up to 0.11 are considered negligible, then the two methods can safely be considered equivalent with respect to F-measure. Figure 5 shows the distribution of the scores.
And finally, as before, we computed F-measure for each combination of success criterion level and method. On the resulting data set (on which Bartlett's test supported rejection of the hypothesis that variance is not homogeneous: K 2 (1) = 0.1203, p = 0.7287) a repeated measures ANOVA was carried out to determine whether level and method have any effect on F-measure. Only a main effect of level was found (F (1) = 84.39, p < 0.0001);
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Reliability -Max agreement
Here we discuss reliability when measured as maxagreement, that is the unnormalized relative frequency of the mode of the ratings.
For individual data, max-agreement over the 38 success criteria ranges from 0.50 to 1.00, M=0.79, SD=0.20. Shapiro's test indicates non-normality of the data, the bootstrap method produces a 95% CI= [0.75, 0.83] .
For ratings produced by groups, max-agreement ranges from 0.50 to 1.00, M=0.89, SD=0.16. Also here Shapiro's test indicates non-normality of the data, the bootstrap method produces a very high 95% CI= [0.86, 0.92] .
To compare the two sets of values, across the two methods, we used the non parametric Wilcoxon rank test, which indicates a significant difference (W = 4604, p < 0.0001) and confirms the disjoint confidence intervals found with the bootstrap method. Application of such a method to compute confidence intervals for the difference between max-agreement due to the two methods yields CI=[0.05, 0.15]. 
Reliability -Any-two agreement
Any-two agreement is the fraction of success criteria that any two evaluators assessed and agreed upon. To compute it, we split the data into three sets, one per each page. For each subset we created all the possible different unordered pairs of evaluators, and for each pair we computed the list of success criteria where they agreed on the rating, and computed the ratio between this number and the total number of success criteria that both evaluators assessed. In case of multiple ratings for the same success criteria we adopted a conservative stance, and checked whether at least one was the same. At the end, we computed the average score over all pairs.
When doing so with individual data we found 1 pair for bloomberg, 28 for imdb and 45 for scientific. Any-two agreement ranges from 0.34 to 0.95, M=0.67, SD=0.15, CI=[0.64, 0.71].
When computing any-two agreement for groups, after removing data regarding bloomberg, we found 6 pairs for imdb and 10 for scientific. Any-two agreement ranges from 0.58 to 0.87, M=0.72, SD=0.09, CI=[0.67, 0.77] .
Both data are normally distributed (Shapiro's test: W = 0.97, p = 0.077, and W = 0.93, p = 0.289) and a t-test for comparing their means gives only a marginal difference (t(33.71) = 1.7924, p = 0.082).
Conversely, the test for equivalence supports rejection of the null hypothesis that they differ (assuming a difference up to 0.10: p = 0.0481). Hence, we can safely assume that there is no difference due to method. Figure 7 shows the distribution of any-two agreement.
When restricting only to level A success criteria, for individual data we get any-two agreement ranging from 0. Comparing (through a t-test) the means of any-two agreement within each of the success criteria levels and between the two methods, yields a non-significant difference for level A, and a marginally significant difference for level AA (t = 1.7085, p = 0.0965). There are no sufficient data points to test for equivalence, for either of the success criteria levels.
Intragroup analysis
With the collected data we can analyze if there is any association between what was reported by individuals compared to what was reported by the group they constituted. In particular we classified the outcome of each rating as being a true-positive, a false-positive, a truenegative or a false-negative and then looked at how the two members of a group reached a collective outcome. In reading Table 7 consider that entries "tn" and "tp" correspond to favorable outcomes (where groups skipped non-existing problems and found existing ones); and vice versa, "fn" and "fp" correspond to unfavorable cases: missed and non-existing problems.
Because several of the 905 valid individual ratings involved repeated applications of the same success criterion on the same page by the same judge, and because we have no ways to compare these ratings across different individuals or between an individual and the group (i.e., if evaluator P1 found 3 images failing success criteria 1.1.1, and evaluator P2 found on the same page 2 images that failed that success criterion, then we are unable to know which one of the first three images correspond to which one of the second set), then we decided to filter out all the duplicated ratings that within a page and judge refer to the the same success criteria. This left 612 individual ratings. For group ratings, from 462 valid ratings, filtering duplicates left 306 ones. To see if there is any pattern between the outcomes of the two members of the group and the corresponding group outcomes, we paired the outcomes of the two members and split the data according to all the unordered pairs of the possible outcomes. Table 8 shows the cross tabulation of the 612 individual ratings against the 306 ratings produced by groups. Notice that some entries in the table are empty because of consistency: for example, it is impossible that, given a success criterion and page, ratings by judges or groups can be simultaneously fp and fn. Consistent combinations are only {fp, tn} and {fn, tp}. As shown by Table 8 , of all the 612 individual ratings, the most frequent outcome is tn (with 357 occurrences), followed by tp (120), fp (93) and fn (42). For groups we get the same ranking: the most frequent outcome is tn (348), tp (136), fp (102) fp  fp  tn  1  fn  fn  tp  3  fn  fn  fn  6 =  fn  tp  fn  7  fn  tp  tp  17  fp  tn  tn  18  fp  fp  fp  22 =  fp  tn  fp  29  tp  tp  tp  48 =  tn tn tn 155 = Total 306 Table 9 . Frequency of the group outcome depending on the outcome of the individuals.
and fn (26). Diagonal entries represent the frequency of agreement between either member of the group and the group, and show a high level of agreement: (χ 2 (9) = 1031, p < 0.0001, Cramer s φ = 0.75). This means that working in group did not foster a change in a large number of ratings (the diagonal values in the table sum up to 533, i.e. 87% of all the ratings). Remaining entries show the number of times that an individual changed his/her mind when producing the group output (79, or 13%). Of these some turned out to be unfortunate decisions, leading to wrong answers (36, or 6%), and the remaining ones (43, or 7%) to correct decisions. Thus, there appears to be a small prevalence of correct over incorrect decisions taken as an effect of interacting; however this difference is not statistically significant. Table 9 shows how the pairs of outcomes produced individually correspond to the group outcome. It can be seen that in 29 cases over a total of 306 group ratings (i.e., 9%) when one evaluator marked a false positive and the other a true negative, the former prevailed. Conversely, in 18 cases (6%) when one thought of a false positive and the other of a true negative, the latter prevailed. In 17 cases (6%) a false negative and a true positive turned out to be a true positive. Thus it appears that overall the number of times that working in group improved the results (39) is similar to when it led to wrong decisions. When both participants made a wrong decisions (e.g., fp) the group outcome was almost always fp.
DISCUSSION
As we have discussed in the Related Work section ( § 3), even though the existing work shows the benefits of groupwise evaluation for usability and the accessibility community recommends it, there is no research that investigates its effectiveness. Our work aims to fill that gap and in particular the conducted experiment investigated how the effectiveness and reliability affected by the groupwise evaluation. Here we discuss our findings in terms of the hypotheses we have stated in § 4.4.
Accuracy
Hypothesis H1 states that evaluators working in groups compared to individuals achieve better results, in terms of increased accuracy. Data, however, do not support it. Accuracy is not influenced by the evaluation method: 59.23% and 59.96% of accuracy is obtained individually and groupwise respectively, which is not a significant difference. Considering that evaluators were supposed to resolve the evaluation conflicts they had, this may be an indication of (1) evaluators had almost similar ratings and therefore did not have to discuss anything so evaluations were not changed; (2) there was a counterbalancing effect when modifying their original evaluations: some wrong ratings were corrected and some correct ratings were turned into wrong ones. Indeed, data from § 5.7 suggest that in the vast majority of cases individuals did not change much (87%), which is compatible with the relatively high figures we got for reliability (maxagreement being 0.79 and 0.89, any-two agreement being 0.67 and 0.72). The counterbalancing effect also occurred, but in much smaller number of cases: +46 vs -36. We propend therefore for the former explanation, also after considering that evaluators had the same background and experience, and thus could not contribute varied experiences to the group.
If we look deeper and compare accuracy at A and AA levels, there is an increase of 2 percentage points groupwise for A level success criteria (62% for individual evaluations vs 64%), whereas there is a decrease of another 2 percentage points for AA (55% vs 53%); both differences are not statistically significant though. This suggests that any expected complexity in success criteria does not interact with adoption of a group method.
Regarding the counterbalancing effect, Table 10 contains the top 5 success criteria that obtained the highest levels of accuracy for individual evaluations, while Table 11 contains those that got the lowest scores for accuracy.
These tables clarify that the counterbalancing effect might also happen across success criteria, as follows: those success criteria that have higher levels of accuracy at individual level feature also a high groupwise accuracy, whereas for success criteria that have a low accuracy individually, groupwise evaluation tend to decrease their accuracy. Therefore groupwise evaluations produce the same overall accuracy although the worst and best SC tend to get closer to both ends. Table 11 . Least accurately rated success criteria.
Effectiveness
Hypothesis H2 states that evaluators working in groups compared to individuals are more effective in terms of increased correctness and sensitivity (and, as a consequence, increased F-measure). Our data partially supports this -we see an increase in sensitivity but not in correctness nor in F-measure. According to our analysis, there is equivalence for correctness and for Fmeasure between individual and groupwise evaluation. For correctness even differences of up to 8% may safely be considered negligible, while for F-measure the threshold is 11%. Notice however that these thresholds are relatively large: it would mean, for example, that differences up to 11% false positives and false negatives are not meaningful; which, in some settings such as formal assessments of conformity, may leave too much ambiguity. On the other hand, there is an effect for sensitivity (an increase of 8% for our sample). Correctness is affected by success criteria level (63% for A vs 45% for AA), sensitivity by method (57% vs 65%, for individual/groupwise evaluations) and by success criteria level (68% for A vs 48% for AA); F-measure varies accordingly, affected only by success criteria level (62% for A vs 50% for AA). These numbers tell us that level AA success criteria are more error prone and, because no interaction is detected, the evaluation method has the same effect for both levels (none for correctness, about 8% improvement for sensitivity).
The absence of effects for correctness and presence of an actual effect for sensitivity suggest that false negatives were reduced in groupwise evaluations, while the number of false positives leveled. This may indicate that the violations that were found individually -were these violations correct or not -were considered as-is also when reported groupwise if a second individual had initially reported an absence of violations, no matter if this absence was reported correctly. This interpretation is consistent with data shown by Table 9 . Therefore, we can say that one of the strengths of groupwise evaluation is that it helps identifying those violations that were not found individually. However, there is no effect for correctness as while the number of true positives may increase a number of false positives are also introduced, neutralizing in this way any positive effect.
One implication of this phenomenon is that when carrying out groupwise evaluations, individuals should be explicitly encouraged to discuss how success criteria were rated, especially, if individuals agreed. One way for spurring the discussion would be by instructing them to elaborate and walkthrough on their rationale for their ratings. Instructions should also warn evaluators that more careful scrutiny should be given to possible false positives, even when members of the group agree on that outcome.
Reliability
Hypothesis H3 states that evaluators working in groups compared to individuals achieve more reliable results in terms of significantly better max-agreement and any two agreements. Our data partially supports thisthere is a significant difference on max-agreement (79 vs 89%, for IE and IEM respectively) but not for anytwo agreement. Max-agreement depends on the success criteria levels, being higher for A (80% and 89%, for individual/groupwise evaluations) than for AA (77% vs 89%). When interpreting these results consider that the minimum possible value for max-agreement is 33%. Notice that complexity of success criteria has no effect on maxagreement.
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Thus, depending on how reliability is measured, a group effect can show up, with about a 10% increase when working in a group. Therefore, one should expect group assessments to be less variable when repeated over time than when the same kind of assessment are carried out individually.
Bear in mind, however, that our participants are quite similar in terms of background and experience; teaming people with more varied experience might lead to larger differences between groups.
Comparison with previous studies
In (Brajnik et al., 2012) effectiveness of novices and experts was compared when evaluating accessibility. That study is quite comparable to the current one as the demographic profile of participants and self-reported expertise is quite similar (see Table 12 ). Additionally, in this study we use a subset of the pages evaluated in that previous study. Table 13 reproduces the values obtained by novices in (Brajnik et al., 2012) and allows us to compare the metrics between studies. When observing individual data (first two rows in Table 13 ), one of the conclusions is that the scores obtained for correctness, sensitivity and F-measure have been corroborated in this study. However, there is a sensible decrease when it comes to accuracy and an increase on max-agreement and any-two agreement. This divergence between studies may have been caused by the additional pages that were used in the previous experiment.
In (Brajnik et al., 2012) cumulative correctness was computed by adjoining the ratings produced by any pair of evaluators, for all possible pairs; similarly for sensitivity and F-measure. From Table 13 we can see that while correctness and F-measure of this "simulated" groupwise evaluations are similar to what we obtained this time, this is not true for sensitivity. In fact, when adjoining two evaluations performed totally independently, we obtained a sensitivity of 78%; on the other hand, letting evaluators interact reduces it to 65%. While there are no practical implications to be considered here (because sensitivity can only be assessed after-the-fact and only if one assumes that the correct ratings are already known), the results obtained from the current research suggest that letting people interact decreases sensitivity (by 13%). Thus, working in pairs improves sensitivity as opposed to working alone, but the improvement is smaller than expected.
Methodological considerations and future work
Regarding the validity of our findings, we argue that involving young students soon to become junior web developers with limited knowledge and skills in web accessibility, increases the ecological validity of this study, rather than undermining it (as usually happens when experiments involve university students). A survey run in Brazil on 2008 interviewed more than 600 web developers (Freire et al., 2008) : they reported that formal training in web accessibility is limited, and lamented lack of experts. Similarly, a study with IBM developers (Trewin et al., 2010) reported that 60% of the respondents were accessibility novices or intermediate. We therefore argue that a large portion of people doing accessibility evaluations are not accessibility experts. Notice also that although our sample is not particularly large, because it is homogeneous, because most of the measures have a relatively small range and because some of the effects were found to be statistically significantly different, the "wildcard" effect discussed in (Gray and Salzman, 1998, p. 210) does not hold, namely that "people that are significantly better or worse than average and whose performance in the conditions of the study do not reflect the [evaluation method] but reflect their wildcard status".
The following limits of our work should be considered when interpreting the data. First, we did not match people in groups so that they could build trust on each other before performing the assessment. It is likely that if members of the group knew each other before hand, the kind of intra-group agreement could be different. Secondly, our participants were very homogeneous in terms of knowledge and experience, reducing therefore the potential benefits of constituting a group. Varying these factors could lead to very different results and a stronger group effect. In particular, we argue that including in a group experienced people with different background (such as adding usability or user-experience experts to a team of accessibility specialists) could provide a strong benefit. Another way for varying the group members is to include people with disabilities as end-users.
Consider also that in the experiment we controlled only some of the relevant factors; future research avenues could aim at understanding:
• If the results we got hold also for groups larger than two.
• If the same kind of results could hold also for groups made of homogeneous but experienced accessibility evaluators.
• If members could focus on improving the previously written individual reports rather than, as we did, asking group members to work on a single group report. Or, alternatively, if members could work directly on a group assessment, without carrying out a previous individual assessment.
Finally, research could be pursued aimed at finding out the reasons why certain success criteria were ranked high or low in terms of accuracy. All these issues point to possible interesting future research avenues that could pave the way to improve effectiveness and reliability of accessibility evaluation methods.
CONCLUSION
In this paper we presented the results of an experiment comparing performance of novice accessibility evaluators carrying out WCAG 2.0 conformance reviews to performance obtained when they work in teams of two.
Results indicate that accuracy of ratings is not significantly affected by group-work; similarly for correctness, F-measure and any-two agreement. Significant differences were found only for sensitivity (+8%) and max-agreement (+10%). Comparison of intra-group ratings shows that members of groups exhibited strong agreement among them, and with the group outcome. Therefore, overall, the conclusion is that constituting groups of two novice evaluators leads to a reduction of false negative rate (which goes as low as 38%) but no change in false positive rate, which remains high (about 45%). In addition, while working in a team of two improves the ability to catch all the true problems, the improvement is smaller than expected (by roughly 13%). Finally, when differences up to 8% in correctness and 11% in F-measure can be tolerated, the two accessibility evaluation methods are equivalent with respect to these performance indexes. Furthermore, groupwork is slightly more reliable (+10%).
The specific findings of this paper are the following:
• Groupwise evaluations produce the same overall accuracy although the accuracy of the worst and best success criteria tend to get closer to both ends.
• When carrying out groupwise evaluations, individuals should be explicitly encouraged to discuss how success criteria are rated no matter if individuals disagree or if they agree.
• Group assessments are less variable when repeated over time than when the same kind of assessment is carried out individually.
• Letting people interact reduces the false-negative rate. From a practical viewpoint, this means that when reducing the false negative rate is a requirement, employing groups of two novice evaluators is more useful than asking a single one of them to perform the assessment. Therefore, especially in situations were developers are inexperienced in accessibility, working in teams could be beneficial. The benefits could increase if they are particularly focused on screening false positives. In general, we expect that teaming novices will lead to mutual learning and better understanding of the whole range of accessibility problems; however this might not significantly affect the accuracy of their assessments. Table A5 . Success criteria (SC) and corresponding accuracy values produced by groups (Tot: number of ratings, N: number of correct ratings; Accuracy: accuracy in percentage).
