High-order asynchrony-tolerant finite difference schemes for partial
  differential equations by Aditya, Konduri & Donzis, Diego A.
ar
X
iv
:1
70
2.
00
49
6v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
1 F
eb
 20
17
High-order asynchrony-tolerant finite difference schemes
for partial differential equations
Konduri Adityaa,1,∗, Diego A. Donzisa
aDepartment of Aerospace Engineering, Texas A&M University, College Station, TX 77843,
United States
Abstract
Synchronizations of processing elements (PEs) in massively parallel simulations,
which arise due to communication or load imbalances between PEs, signifi-
cantly affect the scalability of scientific applications. We have recently proposed
a method based on finite-difference schemes to solve partial differential equa-
tions in an asynchronous fashion – synchronization between PEs is relaxed at a
mathematical level. While standard schemes can maintain their stability in the
presence of asynchrony, their accuracy is drastically affected. In this work, we
present a general methodology to derive asynchrony-tolerant (AT) finite differ-
ence schemes of arbitrary order of accuracy, which can maintain their accuracy
when synchronizations are relaxed. We show that there are several choices
available in selecting a stencil to derive these schemes and discuss their effect on
numerical and computational performance. We provide a simple classification
of schemes based on the stencil and derive schemes that are representative of
different classes. Their numerical error is rigorously analyzed within a statis-
tical framework to obtain the overall accuracy of the solution. Results from
numerical experiments are used to validate the performance of the schemes.
Keywords:
1. Introduction
Numerical simulations are an important tool in understanding complex prob-
lems in physics and engineering systems. Many of these phenomena are multi-
scale in nature, and are governed by nonlinear partial differential equations
(PDEs). With a wide range of scales at realistic conditions, like turbulence
phenomena in fluid flows, the numerical solution of these equations becomes
computationally very expensive. Advances in computing technology have made
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it possible to carry out intensive simulations on massively parallel computers.
Currently, state-of-the-art simulations are routinely being done on tens or hun-
dreds of thousands of processing elements (PEs) [1, 2, 3, 4].
It is known, at extreme scale, that data communication as well as synchro-
nization between PEs pose a major challenge in the scalability of scientific appli-
cations [5]. In the case of PDE solvers, where the parallelism is typically realized
by decomposing the computational domain among PEs, communications that
affect the scalability arise due to the computation of spatial derivatives in order
to propagate the physical information across the domain. The problem becomes
more acute in simulations of transient phenomena, where spatial derivatives are
evaluated at each time step over an integration of large number of steps. An-
other issue concerning the scalability is related to the performance variations
across the PEs in a parallel system. In this case, sub-optimal performance of
even a few PEs may lead to idling of others, as dictated by the data dependen-
cies involved in the computations. It is likely that in future Exascale computing
systems, which will have an extremely large PE count, communication and syn-
chronization will be a major bottleneck. It is thus not surprising that there
is a substantial increased interest in developing numerical methods that mini-
mize communications and relax data synchronizations at the mathematical level
[6, 7].
An early effort in solving PDEs in an asynchronous fashion has been pre-
sented in [8, 9]. Their method is based on finite-difference schemes and is re-
stricted to the solution of parabolic PDEs with at most second order accuracy.
More recent work [10, 11], again based on finite-difference method, has sug-
gested that due to the randomness in the arrival of messages at different PEs,
the resulting algebraic difference equations are stochastic in nature. In that
work, a statistical framework to analyze such systems was developed to study
the numerical properties of commonly used schemes in the presence of asyn-
chrony. Furthermore, they show that though the stability and consistency of
the schemes can be maintained, their accuracy is significantly degraded. They
also proposed the possibility of deriving schemes that are tolerant to communi-
cation data asynchrony. A follow up of this work to a simple specific equation
and numerical scheme has be presented in [12]. Although the authors were able
to maintain second order accuracy for their chosen scheme when asynchrony
is present, one can show using Taylor series that they are severely limited to
low order of accuracy. However, as mentioned earlier, a number of natural and
engineering systems are multi-scale in nature and will require higher order ac-
curate schemes. In this work, we present a general methodology to generate
different classes of high-order asynchrony-tolerant (AT) schemes. This is the
main objective of this paper.
The rest of the paper is organized as follows. We first briefly review the
concept of asynchronous computing for PDEs in section 2. A general method to
derive AT schemes, the choices in stencil available in arriving at these schemes
and their classification are presented in section 3. In section 4, we show a
statistical framework to analyze the overall accuracy of a numerical method
when AT schemes are used. Numerical experiments to validate the performance
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of AT schemes are shown in section 5. Conclusions and further discussions are
presented in section 6.
2. Concept
Let u(x, t) be a function of spatial coordinate x and time t, which is governed
by a time-dependent PDE in a one-dimensional domain. Fig. 1 illustrates the
discretized domain which is decomposed into P number of PEs. Let i and
n represent an arbitrary grid point in the domain and time level such that
u(xi, tn) = u
n
i . For clarity in the exposition, we assume that the grid points are
uniformly distributed in the domain with a spacing ∆x. A finite-difference to
approximate a spatial derivative at point i and time level n can be expressed,
in the most general case, as
∂du
∂xd
∣∣∣∣
n
i
=
J2∑
j=−J1
cju
n
i+j +O(∆x
a), (1)
where d is the order of the derivative, J1 and J2 are the number of points to
the left and right of point i in the stencil, and cj is the appropriate coefficient
or weight of uni+j such that the scheme is accurate to an order a in space. The
term O(∆xa) represents the truncation error of the scheme.
i+1ii−1
PE 0
PE 1Communication
No synchronization
Interior point
Physical boundary point
PE boundary point
Buffer point
Figure 1: Discretized one-dimensional domain decomposed into two PEs (P = 2).
Usually, the numerical solution of a time-dependent PDE is obtained by
advancing an initial condition according to an algebraic finite-difference equation
in small steps of time ∆t. During each time advancement, say, marching from a
time level n to n+ 1, spatial derivatives are computed at each grid point using
Eq. (1). In general, these computations are trivial to implement in a serial code,
as the value of the function at all the grid points will be locally available in the
memory of the PE. However, if the domain is decomposed into multiple PEs,
computations at points near PE boundaries may need values of the function
at stencil points that are computed in the neighboring PEs. Such values are
commonly communicated into buffer or ghost points, as shown in Fig. 1. Note
that the number of values communicated across the left and right PE boundaries
is equal to J1 and J2, respectively.
Let I represent the set of physical grid points in the domain and B represent
the set of buffer points. For convenience we divide the set I further such that
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I = II∪IB . The set of grid points near PE boundaries whose computations need
data from neighboring PEs will be denoted by IB . The complementary set of
interior points, whose computations are independent of communication between
PEs is denoted by II . In commonly used parallel algorithms, computations at
a point i ∈ IB cannot be advanced until the communication between PEs is
complete. This is typically ensured by enforcing communication synchronization
after messages are issued from one PE to another. As mentioned earlier, with
a large number of PEs such synchronizations become expensive and result in
poor scalability of codes at extreme scales. We refer to this as synchronous
computing.
In the case of asynchronous computing, communication between PEs is initi-
ated at each time step, however, the data synchronization is not enforced. This
means, we cannot ensure that the time level of the function at buffer points
is n. It can be n, n − 1, n − 2, ... depending on the status of messages from
successive time advancements. Due to the random nature of the arrival of mes-
sages at different PEs [13], the availability of a particular time level at a buffer
point is also random. Let n˜ = n − k˜j be the latest available time level at a
buffer point j, where k˜j is the corresponding random delay at that point
2. Note
that n˜ can be different at different locations and time levels. If we restrict the
maximum allowable delay levels to L, then n˜ ∈ {n, n− 1, ..., n− L+ 1} and
k˜j ∈ {0, 1, ..., L− 1}. The scheme in Eq. (1), when asynchrony is allowed, can
be rewritten as
∂du
∂xd
∣∣∣∣
n
i
≈
J2∑
j=−J1
cju
n−l
i+j , (2)
where l = 0 for i + j ∈ I and l = k˜i+j for i + j ∈ B. Unlike the scheme
in Eq. (1) which contains a single time level, this scheme uses multiple time
levels when some of the points in the stencil belong to the set B. It has been
shown in [11] that the accuracy of common finite-differences used in such an
asynchronous fashion is significantly affected. In particular, accuracy drops to
first order regardless of the original finite difference used. Thus, the need to
derive AT schemes that maintain accuracy even when there is a communication
delay. We do this next.
3. Asynchrony-tolerant (AT) schemes
3.1. General methodology
Taylor series and the method of undetermined coefficients provide a system-
atic procedure to derive finite-difference schemes. As we show momentarily,
this approach can also be used to construct AT schemes to approximate spa-
tial derivatives. Let un−li+j represent the function at a generic point i + j in the
2In order to distinguish random from deterministic variables, we will use a tilde (˜) over
the variable for the former.
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stencil with an arbitrary delay of l levels to compute a spatial derivative at a
point i and time level n. Using the L possible time delays, we can express an
AT scheme as
∂du
∂xd
∣∣∣∣
n
i
≈
J2∑
j=−J1
L−1∑
l=0
c˜lju
n−l
i+j , (3)
where c˜lj, for the range of j and l, are the appropriate coefficients that have to
be determined. Note that this scheme represents the most general case with
the function at all possible time levels at each point in the stencil. However,
depending on the delay at each grid point and time step, which is given by k˜i+j ,
only one or few time levels may be used in approximating the derivative. The
random nature of k˜i+j is, now, embedded into c˜
l
j . The merits of using older
time levels not just at buffer points, but also at interior points will be discussed
later.
The coefficients in the scheme expressed in Eq. (3) can be obtained by im-
posing constraints on different terms of the Taylor series, upon expansion of
the function at each combination of point and time level in the stencil. Let us
consider the Taylor series of un−li+j about the point i and time level n. The series
is an expansion in two variables, namely ∆x and ∆t, which is given by
un−li+j =
∞∑
η=0
∞∑
ζ=0
u(η,ζ)
(j∆x)η(−l∆t)ζ
η!ζ!
, (4)
where u(η,ζ) denotes the η-th and ζ-th partial derivative in space and time,
respectively, of u evaluated at i and n. When l = 0, the function corresponds
to a synchronous value of u. This makes the terms in the series a function of
∆x only:
uni+j =
∞∑
η=0
u(η,0)
(j∆x)η
η!
(5)
To obtain the constraints that will assure a given order of accuracy, we
substitute the Taylor series of u in the right hand side of Eq. (3).
J2∑
j=−J1
L−1∑
l=0
c˜lju
n−l
i+j =
J2∑
j=−J1
L−1∑
l=0
c˜lj
∞∑
η=0
∞∑
ζ=0
u(η,ζ)
(j∆x)η(−l∆t)ζ
η!ζ!
= u(0,0)
J2∑
j=−J1
L−1∑
l=0
c˜lj + u
(1,0)∆x
J2∑
j=−J1
L−1∑
l=0
jc˜lj −
u(0,1)∆t
J2∑
j=−J1
L−1∑
l=0
lc˜lj − u
(1,1)∆x∆t
J2∑
j=−J1
L−1∑
l=0
jlc˜lj +
u(2,0)
2
∆x2
J2∑
j=−J1
L−1∑
l=0
j2c˜lj +
u(0,2)
2
∆t2
J2∑
j=−J1
L−1∑
l=0
l2c˜lj + . . .(6)
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The linear combination of the function values, in the above equation, represents
a scheme when (i) the coefficient of the d-th derivative of u in space is unity,
and (ii) low-order terms are eliminated according to the desired accuracy of the
scheme.
Let a be the desired order of accuracy in space. This means that the leading
order term in the truncation error should vary with the grid spacing as ∆xa.
In the Taylor series of the function for synchronous schemes, as in Eq. (5), the
lower order terms can be readily identified as the ones with the power of ∆x
less than d+ a. However, when asynchrony is present this is not obvious. The
terms in the series can now be a function of either or both ∆x and ∆t, which
are usually not independent. In order to identify the lower order terms, let us
assume the relation ∆t ∼ ∆xr. Such a relation is often obtained from analysis
of the scheme’s numerical stability or other constraints posed by the physics
of the problem. Using this relation, we can arrive at the condition to identify
lower order terms that need to be eliminated to obtain a scheme of order a.
This expression is: η + rζ < d + a. Using Eq. (6), we can then summarize the
constraints as
J2∑
j=−J1
L−1∑
l=0
c˜lj
(j∆x)η(−l∆t)ζ
η!ζ!
=
{
1 for (η, ζ) = (d, 0)
0 for η + rζ < d+ a; (η, ζ) 6= (d, 0).
(7)
Clearly, the first condition in the above equation makes the coefficient of the
term corresponding to d-th spatial derivative on the right hand side of Eq. (6)
unity. The second condition will set to zero all the necessary lower order terms
to obtain an overall accuracy a. For a given stencil, these conditions give rise to
a system of linear equations. The number of equations in the system is one more
than the number of lower order terms that have to be eliminated from Eq. (6).
Let Ac˜ = b represent this system, where A is the coefficient matrix whose
elements are a function of j and l, c˜ is the vector of variables that contains
coefficients in the scheme and b is the vector with zero elements except for
the row corresponding to the order of the derivative to be approximated. The
solution to this system determines the coefficients of the scheme.
Before getting into the discussion on the choice of stencil, we make a few
observations regarding the linear system when asynchrony is present. To aid the
discussion we express the terms in the Taylor series of the function at the generic
stencil point, un−li+j , in a matrix format as shown in Fig. 2. This provides a simple
format to visualize different terms in the series and help us easily identify the
terms on which the conditions in Eq. (7) have to be imposed. In this graphical
representation, we omit constants in each term for the sake of clarity.
In words, Eq. (7) implies constraints on the term containing the derivative of
order (d, 0) and on all the terms that satisfy the inequality η+ rζ < d+ a, that
is, all terms above the η + rζ = d + a line in Fig. 2. With this representation,
we can easily separate terms that need to be eliminated from those that do not.
To illustrate this, let us choose d = 1, a = 2 and r = 1, which corresponds to a
second-order approximation of the first derivative, using a convective-type CFL
condition such that ∆t ∼ ∆x. For these parameters, conditions are imposed on
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u u
(0,1)
(l∆t)
u(0,2)
(l∆t)2
u(0,3)
(l∆t)3
. . .
u(1,0)
(j∆x)
u(1,1)
(j∆x)
(l∆t)
u(1,2)
(j∆x)
(l∆t)2
u(1,3)
(j∆x)
(l∆t)3
. . .
u(2,0)
(j∆x)2
u(2,1)
(j∆x)2
(l∆t)
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a = 3
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a = 2
Figure 2: Terms in the Taylor series of un−l
i+j
illustrated in a matrix format. Constant in each
term are omitted for clarity. Lines A, B and C represent η + rζ = d + a for different sets of
parameters.
the terms with (η, ζ) = {(0, 0), (1, 0), (2, 0), (0, 1), (1, 1), (0, 2))}, which are the
terms above the line A in the figure. If asynchrony is absent, that is, l = 0,
the only terms that are non-zero in the table belong to the first column. This
shows that, for a given accuracy, the number of terms on which conditions are
imposed is larger when asynchrony is present, which thus results in a larger
linear system.
The increase in the number of equations also depends on r, which relates ∆t
and ∆x. For example, the situation for r = 2 is also shown in Fig. 2 with line
B. The number of terms above the line B (4 terms) is less than A (6 terms),
which implies that a higher r will reduce the number of lower order terms due
to asynchrony for a given accuracy.
The other aspect is the increase in stencil size with increase in accuracy. In
commonly used synchronous schemes (l = 0), a successive increase in the order
of accuracy will impose a new condition on one more term in the Taylor series,
which adds an additional equation to the linear system. The linear system is
then solved by adding one more grid point to the stencil. However, in deriving
AT schemes more than one additional equation may be added to the system
(compare the number of terms above lines A and C). Thus, we expect the
stencil of AT schemes to grow larger than commonly used synchronous schemes
when the desired accuracy is increased.
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3.2. Choice of stencil
In principle one can choose a stencil that consists of different grid points and
time levels to approximate spatial derivatives. However, the stencil of commonly
used synchronous schemes are constructed exclusively with spatial grid points.
This has some advantages. First, the function at the synchronous time level is
available for spatial derivative evaluation at all points in the domain. Second,
as argued in [11], and elaborated in section 3.1 above, this choice avoids the
additional terms that will appear in Taylor series when the stencil consists of
delayed time levels.
When asynchrony is present, on the other hand, as is clear from Eq. (3),
the function can belong to multiple time levels. Thus, we can take advantage
of using the function at delayed time levels in deriving AT schemes. The choice
of stencil should be made according to the nature of terms in Taylor series on
which conditions in Eq. (7) are imposed. To understand this let us recall the
tabular representation of the Taylor series of un−li+j , as shown in Fig. 3. We can
u u
(0,1)
(l∆t)
u(0,2)
(l∆t)2
u(0,3)
(l∆t)3
. . .
u(1,0)
(j∆x)
u(1,1)
(j∆x)
(l∆t)
u(1,2)
(j∆x)
(l∆t)2
u(1,3)
(j∆x)
(l∆t)3
. . .
.
.
.
.
.
.
.
.
.
.
.
.
. . .
u(d,0)
(j∆x)d
u(d,1)
(j∆x)d
(l∆t)
u(d,2)
(j∆x)d
(l∆t)2
u(d,3)
(j∆x)d
(l∆t)3
. . .
.
.
.
.
.
.
.
.
.
.
.
.
. . .
Figure 3: Terms in the Taylor series of un−li+j illustrated in a matrix format. Constants in
each term are omitted for clarity. Different colors represent terms from different groups, as
explained in section 3.2.
classify terms into four groups, as represented by the four different colors in the
figure. Terms in blue are a function of ∆x alone. These terms will appear in the
Taylor series of the function when j 6= 0. Similarly, terms that are a function
of ∆t only are shown in green and they appear when l 6= 0. Terms in red are
a function of both ∆x and ∆t, and these appear when j 6= 0 and l 6= 0. The
term u in black is a function of neither ∆x nor ∆t and is present in the Taylor
series of the function at any point and time level. In order to eliminate specific
terms in the truncation error, it is apparent that we cannot arbitrarily choose
the points and time levels in a stencil. They have to be selected according to the
number of terms in each of these groups. For example, if a linear system consists
of three equations that correspond to condition on terms that belong to the red
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group, then the scheme would need the function evaluated at a minimum of three
combinations of j and l such that j 6= 0 and l 6= 0. If not, the linear system
may not have a solution or may have a solution which correspond to stencils
completely biased towards the synchronous side of the stencil, like forward and
backward differences.
The choice of stencil has consequences also in terms of the performance of
simulation codes on parallel machines. Expanding the stencil in space will lead
to larger message sizes to be sent over the network, which may be too expensive
at extreme scales. Using multiple levels in time will keep the messages relatively
smaller, but will increase the memory requirements in each PE. This choice,
thus, would require information on the specific computing system to be used for
the simulation.
i-2 i+2i-1 i i+1
n-L+1
n
J1 J2
PE Boundary
Figure 4: A schematic of stencil layout for a particular asynchrony-tolerant (AT) scheme.
The rectangular box in Fig. 4 illustrates the layout of the stencil used in
expressing the general scheme in Eq. (3). However, as mentioned earlier, not all
the time levels at all points are required to approximate the derivative. Instead,
one can limit the number of time levels at each grid point in such a way to
introduce the exact number of coefficients that would make the linear system
solvable. Eq. (3), then, becomes:
∂du
∂xd
∣∣∣∣
n
i
≈
J2∑
j=−J1
l˜2(j)∑
l=l˜1(j)
c˜lju
n−l
i+j , (8)
where l˜1(j) and l˜2(j) are the lower and upper limits on the time levels used
at the point i + j. These limits are computed according the latest time level
available and the number of time levels chosen at that point in the stencil. As an
example, in Fig. 4 we identify a stencil to solve a system with four equations. At
the two interior points the latest available time level is n, which has a zero delay.
Thus, the limits are l˜1(j) = l˜2(j) = 0, for j ∈ {−1, 0}. As specified before, the
latest available time level at the buffer point is given by n˜ = n− k˜i+1, and we
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use two successive time levels at this point. The limits on the time level at this
point are then l˜1(1) = k˜i+1 and l˜2(1) = k˜i+1 + 1.
A choice of stencil will lead to a scheme only when there exists a solution
to the resulting linear system Ac˜ = b. Since b 6= 0 due to the first condition in
Eq. (7), the system is non-homogeneous and has a unique solution only when
the matrix A is non-singular or has a full rank. If NA is the size of the linear
system, then the matrix has full rank when rank(A) = NA. We, then, obtain
the scheme by solving the system and substituting the coefficients into Eq. (8).
On the other hand, when rank(A) < NA, the matrix is singular and the linear
system possesses either no solution or infinite solutions. We can distinguish these
two cases by computing the rank of the augmented matrix A|b. If rank(A) 6=
rank(A|b), then the system is inconsistent and the choice of stencil does not
result in a scheme. In the case where rank(A) = rank(A|b), the linear system
is consistent, but has infinite solutions. The linear system, then, contains two or
more equations that are linearly dependent. This means that for the choice of
stencil, conditions on at least two of the terms are mathematically equivalent or
a condition on at least one of the terms can be obtained from linear combination
of others. In such a situation, we can get a scheme with greater accuracy with
the same stencil. In some cases, it is possible to construct a smaller linear
system (with a corresponding smaller stencil) comprised of linearly independent
equations, which does in fact have a unique solution. The greater the number
of linearly dependent equations, the smaller the linear system with linearly
independent equations will be. This suggests that a judicious selection of grid
points and time levels can be used to increase the number of linearly dependent
equations in the resulting system, and thus reduce the stencil size which in
turn reduces computations as well as the size of communication messages. This
will be of interest in deriving AT schemes, which demand larger stencil due the
presence of terms due to asynchrony.
Let us recall the second condition from Eq. (7), imposed to eliminate the
terms due to asynchrony in deriving a scheme. After cancelling out the term
∆xη∆tζ/η!ζ!, which is constant across the equation for a given (η, ζ), we get
J2∑
j=−J1
l˜2(j)∑
l=l˜1(j)
c˜ljj
ηlζ = 0. (9)
It is evident from the above equation that the existence of linearly dependent
equations rests on the values of j and l which are defined by the stencil, as
well as η and ζ which represent the order of the derivative corresponding to
the equation. As mentioned earlier, the function in the stencil can belong to
multiple time levels. The time level of the function at the interior points has a
zero delay, that is l = 0, and hence, will not appear in equations corresponding
to asynchrony terms. If we choose a single uniform time level with a delay
k˜i+j = k˜ for all i+ j ∈ B in the stencil, then l˜1(j) = l˜2(j) = k˜ which leads to a
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uniform value of lζ in Eq. (9). The equation then reduces to∑
i+j∈B
c˜k˜j j
η = 0, (10)
which is independent of ζ, and shows that for a given η, equations corresponding
to ζ 6= 0 are linearly dependent. With reference to Fig. 3, when we eliminate a
term in the red or green groups, all the other terms in the corresponding row
that are in the same group are also eliminated. This illustration shows that it
is possible to choose a stencil which results in linearly dependent equations in
a system.
We conclude this section by summarizing the steps to derive AT schemes.
1. List the terms on which conditions have to be imposed for a given d, a
and r
2. Identify an appropriate stencil (J1, J2, l˜1(j), l˜2(j)) according to the terms
in the list
3. Compute the rank of the matrix A
• rank(A) = NA: unique solution
• rank(A) < NA and rank(A) 6= rank(A|b): no solution, identify a
new stencil
• rank(A) < NA and rank(A) = rank(A|b): infinite solutions, add
more conditions to get greater accuracy or reduce the system size
with only linearly independent equations and adjust the stencil size
4. Solve for c˜ and substitute the coefficients into general scheme
3.3. Alternative approach
It is often necessary to use schemes with a specific structure in terms of
stencil and the corresponding coefficients to either improve computational per-
formance or satisfy numerical properties. In the context of AT schemes, it is
desirable to use schemes at PE boundary points that are similar in nature to
those at interior points. Such an implementation may improve the overall sta-
bility of a numerical method and relieve the natural tendency of concentrated
errors in the spatial distribution near PE boundaries (e.g. see Fig. (3) in [11]).
Though the method described earlier gives the flexibility to choose a particu-
lar structure for the stencil, there is not much control over the nature of the
resulting coefficients in the scheme. This is because the necessary conditions
imposed on the terms on the right hand side of Eq. (6) are all solved in a single
linear system. And, explicit conditions on the coefficients have to be added to
the linear system to address this issue.
In an alternative approach to derive schemes, we propose to impose necessary
conditions (similar to Eq. (7)) on the set of terms arising from Taylor series in a
step-by-step process. In each step, a subset of lower order terms are eliminated,
while retaining the derivative order term using a particular stencil. This process
is repeated until the desired accuracy is achieved. Linear systems of smaller
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size can be constructed in each step to enforces the conditions and obtain the
coefficients. The procedure described in bullet 3 in the summary of section 3.1
should be used in computing the solution of these systems.
We now proceed to outline the procedure to derive schemes similar to central
differences using this approach, and will later provide a detailed illustration in
example 3 of section 3.4.
Central difference schemes are widely used in solving parabolic and elliptic
PDEs, and are shown to have low numerical dissipation, necessary to resolve
all scales in multi-scale phenomena [14]. If we consider the structure of central
difference schemes, it can be characterized by a symmetric stencil about the
point of computation, and symmetric coefficients (in absolute value). A general
synchronous central difference scheme can be expressed as
∂du
∂xd
∣∣∣∣
n
i
≈
J∑
j=0
φj
(
uni+j + (−1)
duni−j
)
, (11)
where J determines the size of stencil and φj are the appropriate coefficients. Let
us consider this stencil in the presence of asynchrony. In practical simulations
each PE, typically, is assigned a large number of grid points. When asynchrony
is allowed in such cases, delays are experienced only on one side of the stencil,
that is, either on the left or right about the point of computation i for i ∈ IB .
If we assume the delay on the left side, which implies i − j is a buffer point,
then the terms in the sum in Eq. (11) take the form
(
uni+j + (−1)
dun−li−j
)
. To
maintain the above mentioned symmetries in AT schemes, we use this sum to
eliminate some of the lower order terms and retain the derivative order term in
the Taylor series in the first step. As delay is present only at i− j, none of the
terms due to asynchrony in the expansion of un−li−j are cancelled out in the sum
of the function at the two points. However, some of the terms, which are not a
function of ∆t, cancel out depending on the order of derivative d. If d is odd,
then terms that correspond to even power of ∆x cancel out, as shown next.
Consider the difference uni+j − u
n
i−j where we choose l = 0 to simplify the
analysis. The conclusions, though, are valid for arbitrary delays l > 0. A Taylor
series expansion can then be written as
uni+j − u
n
i−j = 2
[
u(1,0)
(j∆x)
1!
+ u(3,0)
(j∆x)3
3!
+ u(5,0)
(j∆x)5
5!
+ . . .
]
(12)
Similarly, if we consider the sum, uni+j+u
n−l
i−j , terms with odd powers of ∆x will
vanish. This reduces some of the terms on which conditions need to be imposed,
as we move on to the next step. A further decrease in the number of conditions
can be achieved by artificially imposing the same delay of l levels on the other
side of the stencil, that is,
(
un−li+j + (−1)
dun−li−j
)
. The Taylor series expansion of
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this difference, for odd d, is
un−li+j − u
n−l
i−j = 2
[
u(1,0)
(j∆x)
1!
+ u(1,1)
(j∆x)(−l∆t)
1!1!
+u(3,0)
(j∆x)3
3!
+ u(1,2)
(j∆x)(−l∆t)2
1!2!
+ . . .
]
, (13)
which shows that all the terms with even powers of ∆x, regardless of the power
of ∆t, are absent. Indeed, imposing this artificial delay on the function at the
interior point, though demands additional storage of more time levels at each
grid point, will lead to a smaller number of constraints. Thus, schemes with
delay on both sides will need a smaller stencil to compute derivatives.
In [12], this approach was used to recover the drop in accuracy due to delay
in communication in a particular application using central difference schemes.
The authors further suggested that imposing delay on both sides of the stencil
in central differences would suffice to maintain the accuracy under asynchronous
conditions. However, it can be shown from a Taylor series expansion that the
schemes cannot be accurate beyond second order under the conditions they
presented. It is essential to increase the stencil size to achieve higher order
accuracy when asynchrony is present, as shown in this work.
The remaining lower order terms can be eliminated by expanding the stencil
with additional terms of the form
(
uni+j + (−1)
dun−li−j
)
for different values of j
or l. This can be done either in a single or multiple steps, and both of them will
ensure symmetry in the coefficients. Assuming delay on the left of the stencil,
the resultant AT scheme takes the form:
∂du
∂xd
∣∣∣∣
n
i
≈
J∑
j=0
l˜2(−j)∑
l=l˜1(−j)
φ˜lj
(
uni+j + (−1)
dun−li−j
)
(14)
It is often useful to derive AT schemes that reduce to central difference
schemes when all delays are zero, that is k˜j = 0 for j ∈ B. Such schemes can
be derived by expanding the stencil in space, using the sum at different j, to
eliminate terms that are not a function of ∆t. And, use the sum at different
levels in time to cancel out the terms due to asynchrony. This approach, which
contains the essence of the alternative procedure presented in this section, will
be illustrated in detail as Example 3 below.
3.4. Classification of schemes
In arriving at AT schemes there are several choices available in terms of
choosing points and time levels in a stencil and on the nature of coefficients.
We first provide a simple classification of AT schemes based on these choices,
and then we present some examples.
Let us consider the stencil of the general AT scheme in Eq. (8), which is
given by the limits J1 and J2 in space and l˜1(j) and l˜2(j) in time. If J1 = J2,
the number of points are equal on either sides of the point of computation i.
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We refer to this as a symmetric stencil in space. Else, J1 6= J2 and the stencil
is asymmetric. Regarding the nature of the delays, schemes can potentially
have different delay values at different points in a stencil. However, enforcing
a uniform delay across all the buffer points in a scheme, that is k˜i+j = k˜
for all i + j ∈ B, may lead to linearly dependent conditions and a simpler
implementation of schemes. We can, thus, classify schemes according to the
presence or absence of uniform delay in schemes. In addition to the uniformity
of delays, schemes can also be classified with respect to the time levels chosen at
interior points. The function at these points can be either at the synchronous
time level or at artificially imposed levels which, as we have shown, provide
some numerical advantages.
Schemes can also be classified on the basis of the nature of coefficients. When
asynchrony is present, a stencil with symmetric points may not necessarily give
rise to symmetry in its coefficients. This is due to the non-uniform time levels
in the stencil at these points. To obtain symmetry in coefficients, as in standard
central difference schemes, we have earlier proposed to use a sum or difference of
the function at symmetric grid points. In this regard, we classify schemes with
symmetric coefficients as the ones which have |c˜0−j | = |c˜
0
j | (i.e. when k˜i+j = 0).
A summary of these classifications is given in Table 1.
Feature Classification
Layout of symmetric asymmetric
grid points J1 = J2 J1 6= J2
Nature of delay unconstrained uniform delay
at buffer points k˜i+j = K˜ ∀ i+ j ∈ B
Artificial delay zero delay non-zero delay
at interior point k˜i+j = 0 ∀ i + j ∈ I k˜i+j ≤ 0 ∀ i+ j ∈ I
Coefficients symmetric asymmetric
|c˜0−j | = |c˜
0
j | |c˜
0
−j| 6= |c˜
0
j |
Table 1: Summary of classification of asynchrony-tolerant (AT) schemes.
From the discussions in previous sections, it is clear that each of these classi-
fications will have consequences in terms of numerical properties and computa-
tional performance of schemes. We will now proceed to derive three AT schemes
and demonstrate how the conditions corresponding to the classification can be
implemented in arriving at them.
Example 1: first derivative - second order accurate (d = 1, a = 2)
Using r = 2, conditions in Eq. (7) are imposed on terms that satisfy the in-
equality η + 2ζ < 3. This gives rise to a linear system with four equations
corresponding to the terms with (η, ζ) = {(0, 0), (1, 0), (2, 0), (0, 1)} in the Tay-
lor series. The next step is to select a stencil with the function defined at four
different combinations of points and time levels. Let, as before, n − k˜i+j be
the latest available time level at a point i + j ∈ B with j > 0. Further, let
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us choose the function set {uni−1, u
n
i , u
n−k˜i+1
i+1 , u
n−k˜i+2
i+2 } to construct the linear
system Ac˜ = b. This results in


1 1 1 1
−∆x 0 ∆x 2∆x
∆x2
2 0
∆x2
2 2∆x
2
0 0 −k˜i+1∆t −k˜i+2∆t




c˜0i−1
c˜0i
c˜
k˜i+1
i+1
c˜
k˜i+2
i+2

 =


0
1
0
0

 . (15)
The rank of the coefficient matrix in the above equation is 4, which is equal to
the size of the system. Thus, the choice of stencil results in a scheme without
any further adjustments. After solving for the coefficients, we obtain the scheme
as
∂u
∂x
∣∣∣∣
n
i
=
(−4k˜i+1 + k˜i+2)u
n
i−1 + 3k˜i+1u
n
i − k˜i+2u
n−k˜i+1
i+1 + k˜i+1u
n−k˜i+2
i+2
2(3k˜i+1 − k˜i+2)∆x
+O
(
6k˜i+1 − k˜i+2
18k˜i+1 − 6k˜i+2
∆x2,−
k˜i+1k˜i+2
3k˜i+1 − k˜i+2
∆t
)
. (16)
Note that the coefficients are a function of the random delay at buffer points.
It is easy to see by inspection that this scheme has to be complemented in two
specific circumstances. First, when 3k˜i+1 − k˜i+2 = 0 the approximation has
an infinite value. This can be avoided by artificially altering the delays such
that 3k˜i+1 − k˜i+2 6= 0. Second, when the function at both buffer points is
at a synchronous time level, i.e., no delay, the above scheme will result in an
indeterminate form. In that case one can use
∂u
∂x
∣∣∣∣
n
i
=
−3uni−1 + 3u
n
i − u
n−k˜
i+1 + u
n−k˜
i+2
4∆x
+O
(
∆x2, k˜∆t
)
, (17)
which is obtained by substituting k˜i+1 = k˜i+2 = k˜ and simplifying Eq. (16). It is
interesting to see that the coefficients in the above scheme, with a uniform delay
across the buffer points, are independent of the delay value, which eliminates
the limitations of the scheme in Eq. (16). Similar schemes can be derived by
considering delays on the left of the stencil.
Example 2: second derivative - fourth order accurate (d = 2, a = 4)
The relationship between the time step and grid spacing is assumed as ∆t ∼ ∆x,
that is r = 1. For this set of parameters, Eq. (7) enforces conditions on 21
terms in the Taylor series, which are highlighted in red in Fig. 5. The resulting
linear system has 21 equations which, in principle, will need the function at 21
combinations of points and time levels. However, from Eq. (9) we can see that
a stencil with only two time levels, n for interior points and n − k˜ for buffer
points, will lead to linearly dependent equations in the system. We use this
choice of stencil to reduce the size of the linear system. Choosing the limits
{J1, J2} = {5, 6} in space and assuming the buffer points are on the right side
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u u
(0,1)
(l∆t)
u(0,2)
(l∆t)2
u(0,3)
(l∆t)3
u(0,4)
(l∆t)4
u(0,5)
(l∆t)5
. . .
u(1,0)
(j∆x)
u(1,1)
(j∆x)
(l∆t)
u(1,2)
(j∆x)
(l∆t)2
u(1,3)
(j∆x)
(l∆t)3
u(1,4)
(j∆x)
(l∆t)4
u(1,5)
(j∆x)
(l∆t)5
. . .
u(2,0)
(j∆x)2
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(j∆x)2
(l∆t)
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(j∆x)2
(l∆t)2
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(l∆t)5
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(j∆x)3
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(l∆t)
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(j∆x)3
(l∆t)2
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Figure 5: Terms in the Taylor series of un−li+j illustrated in a matrix format. Constants in each
term are omitted for clarity. To obtain the scheme in Example 2 conditions in Eq. (7) are
imposed on the red color terms.
of the stencil, leads to a smaller linear system with 11 equations that has a
unique solution. Upon solving the system, the resulting AT scheme is
∂2u
∂x2
∣∣∣∣
n
i
=
1
12∆x2
[
35uni−5 − 164u
n
i−4 + 294u
n
i−3 − 236u
n
i−2 + 71u
n
i−1 − 45u
n−k˜
i+1
+225un−k˜i+2 − 450u
n−k˜
i+3 + 450u
n−k˜
i+4 − 225u
n−k˜
i+5 + 45u
n−k˜
i+6
]
+O
(
∆x4, k˜∆x3∆t
)
. (18)
Note that a single linear system has been used to obtain the above scheme.
Example 3: second derivative - fourth order accurate (d = 2, a = 4)
In this example, we will use the alternative step-by-step approach described in
section 3.3 to derive an AT scheme that reduces to a standard central difference
scheme in the absence of delays. If we consider the Taylor series of u at a generic
point and time level in a stencil, and assume ∆t ∼ ∆x2, conditions have to be
imposed on terms with
(η, ζ) = {(0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (5, 0)
(0, 1), (1, 1), (2, 1), (3, 1), (0, 2), (1, 2)}. (19)
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In order to maintain a symmetry in the stencil points and coefficients, we use
the sum
(
uni+j + u
n−l
i−j
)
in the first step, which eliminates the terms with (η, ζ) =
{(1, 0), (3, 0)} upon Taylor series expansion. In the second step, conditions are
enforced on the terms that are only a function of ∆x or the terms with ζ = 0
by expanding the stencil in space. These are the three terms corresponding to
(η, ζ) = {(0, 0), (2, 0), (4, 0)}, which result in three equations using the function(
uni+j + u
n−l
i−j
)
for j = 0, 1, 2:

 2 2 20 ∆x2 4∆x2
0 ∆x
4
12
4∆x4
3



 φ˜l0φ˜l1
φ˜l2

 =

 01
0

 (20)
After solving the equations we obtain a linear combination of the function that is
free from lower order synchronous terms. We can express the linear combination
as
∂2u
∂x2
∣∣∣∣
n
i
=
−uni+2 + 16u
n
i+1 − 30u
n
i + 16u
n−l
i−1 − u
n−l
i−2
12∆x2
+O(∆x4, l∆t, l∆t/∆x2).
(21)
When l = 0, the terms in the truncation error due to asynchrony disappear
from the above expression, and we recover the standard fourth order central
difference scheme. In the next step, we eliminate the remaining lower order
terms which appear due to asynchrony. If we expand the stencil further in
space, which corresponds to j > 2, then the scheme would possess the required
symmetries, but will not reduce to the fourth order central difference in the
absence of delay. On the other hand, when the stencil size is increased in
time, i.e., l ∈ {k˜, k˜ + 1, k˜ + 2, . . . }, we get a scheme that does resemble a
standard central difference. The conditions on the six asynchrony terms from
the set in Eq. (19), need Eq. (21) at six time levels. However, with the use of
multiple time levels in the stencil, the resulting linear system has three linearly
dependent conditions. We find that conditions on terms with the same ζ are all
mathematically equivalent. This reduces the size of the linear system that uses
the linear combination in Eq. (21) at l ∈ {k˜, k˜ + 1, k˜ + 2} to three equations:

 −k˜ 5∆t4∆x2 −(k˜ + 1) 5∆t4∆x2 −(k˜ + 2) 5∆t4∆x2k˜2 5∆t28∆x2 (k˜ + 1)2 5∆t28∆x2 (k˜ + 2)2 5∆t28∆x2
1 1 1



 φ˜
k˜
0
φ˜k˜+11
φ˜k˜+22

 =

 00
1

 (22)
The solution to this linear system results in the scheme
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∂2u
∂x2
∣∣∣∣
n
i
=
1
2
(k˜2 + 3k˜ + 2)
−uni+2 + 16u
n
i+1 − 30u
n
i + 16u
n−k˜
i−1 − u
n−k˜
i−2
12∆x2
−(k˜2 + 2k˜)
−uni+2 + 16u
n
i+1 − 30u
n
i + 16u
n−k˜−1
i−1 − u
n−k˜−1
i−2
12∆x2
+
1
2
(k˜2 + k˜)
−uni+2 + 16u
n
i+1 − 30u
n
i + 16u
n−k˜−2
i−1 − u
n−k˜−2
i−2
12∆x2
+O
(
∆x4, k˜(k˜ + 1)(k˜ + 2)∆t3, k˜(k˜ + 1)(k˜ + 2)∆t3/∆x2
)
. (23)
Clearly, in the absence of delay, k˜ = 0, the scheme reduces to a standard fourth
order central difference scheme. Note that, like the scheme in Example 1, the
coefficients in the above scheme are a function of the random delay k˜. However,
unlike Eq. (16) in Example 1, this scheme can take any delay value in the range
[0, L− 1].
Some other useful examples with their leading order term in the truncation
error are collected in Tables 3 and 4. These will be used later on when we assess
the numerical performance of different AT schemes.
4. Error analysis
In previous sections, we presented a method to derive AT schemes of arbi-
trary accuracy. As explained earlier, these schemes are, typically, used at PE
boundaries (i ∈ IB) where asynchrony is experienced. The number of computa-
tions that are carried out asynchronously in a domain depend on the number of
PEs used to solve the problem, the stencil size of schemes used at interior points
and statistics of the random delays, which in turn depend on the characteris-
tics of communications in a computing system. These dependencies bring new
challenges when trying to understand the overall accuracy of these AT schemes.
First, due to the random nature of the delay, the associated truncation error is
also random in nature. Second, schemes to compute spatial derivatives at inte-
rior points are not the same as AT schemes at PE boundary points and have,
thus, different truncation errors. These issues result in a non-homogeneity of
error in the domain, both in space as well as time.
In our previous work [11], we have proposed a statistical description to ana-
lyze the overall error and determine the accuracy of the numerical solution. We
follow a similar procedure in this work. Before we develop the error analysis,
we present some necessary definitions that will be used. First, let us define the
probability of having a time level n˜ = n− k˜i at a grid point i as pk[i]. The sum
of probabilities of all levels at point i is obviously
L−1∑
k[i]=0
pk[i] = 1. (24)
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To obtain the statistics of the error, we define two types of averages for a
variable f : a space average and an ensemble average. The space average can be
performed over all points in the set I or the subsets II and IB . If the average is
over the entire domain, that is i ∈ I, it is denoted by angular brackets and given
by 〈f〉 =
∑
i=1,N fi/N . On the other hand, the average over the points in the
subsets II and IB are given by 〈f〉B =
∑
i∈IB
fi/NB and 〈f〉I =
∑
i∈II
fi/NI ,
respectively. The random nature of delays is taken into account by ensemble
averages, which is denoted by an overline f .
A common measure of the error incurred by using a finite difference represen-
tation of the original PDE is given by the so called truncation error. Formally,
it is given by the difference between the PDE and the approximate finite dif-
ference equation (FDE), that is E = PDE − FDE. As introduced in [11], the
assessment of the error of asynchrony schemes which are random in nature and
heterogeneous in space, can be done by applying the two averages described
above. That is,
〈E〉 =
1
N
∑
i=1,N
Eni , (25)
where Eni is the truncation error at the point i and time level n. Due to the
non-uniform expression for the truncation error at interior and PE boundary
points, it is convenient to split the error according to the two sets of points:
〈E〉 =
1
N
[∑
i∈II
Eni +
∑
i∈IB
E˜ni
]
(26)
Note that the error due to interior points does not possess randomness due to
delays and are, hence, unaffected by the ensemble average. On the other hand,
errors at PE boundary points have both random asynchronous and deterministic
synchronous components. This allows us to further split the error in the set IB
as
〈E〉 =
1
N
[∑
i∈II
Eni +
∑
i∈IB
Eni |s +
∑
i∈IB
E˜ni |a
]
, (27)
where the subscripts s and a denote the synchronous and asynchronous compo-
nents, respectively. It is clear that in the absence of delays E˜ni |a = 0.
The order of accuracy of a scheme will depend on the leading order term in
each of the error terms in the above equation. These terms comprise the sum of
the truncation error due to all the derivatives in the original PDE, including the
time derivative. Thus, it is important to choose the accuracy of time integration
to match the order of accuracy of space derivatives. We will discuss this topic
next and then present an example to illustrate the effect of asynchrony on the
error. We will end this section with a generalization of the results on accuracy
of asynchronous schemes.
4.1. Time integration
To understand the effect of time discretization on the overall order of ac-
curacy, let us consider the equation ∂u/∂t = f , where f depends on spatial
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derivatives of u, integrated using Euler scheme. The scheme is first order in time
with the leading order term being −u(0,2)∆t/2. As mentioned in section 3.1,
if we assume a relation of the form ∆t ∼ ∆xr , then the leading order term is
equivalent to O(∆xr) in space. When the accuracy of the space derivatives is
greater than r, the total error will, very likely, be dominated by the temporal
term and will dictate the order of accuracy of the solution.
Thus, if a certain order is desired for space derivatives, it is important to
select a time discretization with the same (or greater) order to keep the overall
order unchanged. We will follow this practice as we demonstrate the accuracy of
the proposed AT schemes next. For this, we choose a linear multi-step method
to compute the time derivative. A general expression with T time steps is given
by
un+1i = u
n
i +∆t
T−1∑
m=0
βmf
n−m
i , (28)
where the coefficients βm determine the particular temporal scheme [15].
The advantage of using a temporal scheme of the form Eq. (28) is that the
terms fn−mi can be computed using AT schemes and are thus, free of asynchrony
errors to the desired order of accuracy. Thus, so will be the linear combination
of fi at different time steps. For example, if one uses an AT scheme that is
fourth order accurate, with r = 2 (i.e. ∆t ∼ ∆x2), then one needs a temporal
scheme with second order accuracy to maintain fourth order accuracy globally.
This can be accomplished by a two-step Adams-Bashforth method
un+1i = u
n
i +∆t
(
3
2
fni −
1
2
fn−1i
)
, (29)
which is readily shown to be second order in time [15]. The generalization to
higher orders is straightforward.
4.2. Example: heat equation with fourth-order accurate AT schemes
Let us consider the 1D heat equation,
∂u
∂t
= α
∂2u
∂x2
, (30)
where u(x, t) is the temperature and α is the thermal diffusivity of the medium.
The above equation is solved on a uniform grid shown in Fig. 1 with periodic
boundary conditions. The equation is approximated with the second order
Adams-Bashforth scheme shown in Eq. (29) and standard fourth order central
difference for the space derivative at interior points. At the PE boundary points,
the space derivative is computed with a fourth order AT scheme which, with
delay in the left boundary, is given by Eq. (23) derived in Example 3.
Using Taylor series, the truncation error at interior points is
Eni =
(
−
1
6
u(0,3) −
1
4
αu(2,2)
)
∆t2 −
1
90
αu(6,0)∆x4 +O
(
∆x6,∆t3,∆x4∆t
)
.
(31)
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As mentioned above, at PE boundary points, the truncation error can be split
into the synchronous and asynchronous components,
E˜ni |k˜=k = E
n
i |s + E˜
n
i |a,k˜=k. (32)
Because by construction, the AT scheme in Eq. (23) reduces to the standard
central difference in the absence of delay, the synchronous component of the
error, Eni |s, is the same as Eq. (31). Note that since this scheme has a uniform
delay at buffer points, we drop the subscript for k˜ in the above expression for
simplicity. The asynchronous component of the error, considering delays only
on the left side of the stencil, can be readily shown to be
E˜ni |a,k˜=k = −
5
24
(
k3 + 3k2 + 2k
)
αu(0,3)
∆t3
∆x2
+O
(
k3∆t3/∆x
)
. (33)
The leading order term in the error remains the same when the delays are
experienced on the right of the stencil. Clearly, when k˜ = 0, we have E˜ni |a,k˜=k =
0 and thus also its ensemble average. On the other hand, if k˜ ≥ 0, then the
ensemble average is
E˜ni |a ≈
L−1∑
k=0
pkE˜
n
i |a,k˜=k
≈
L−1∑
k=0
pk
(
−
5
24
(
k3 + 3k2 + 2k
)
αu(0,3)
∆t3
∆x2
)
≈
(
−
5
24
αu(0,3)
∆t3
∆x2
) L−1∑
k=0
pk
(
k3 + 3k2 + 2k
)
≈
(
−
5
24
αu(0,3)
∆t3
∆x2
)(
k˜3 + 3k˜2 + 2k˜
)
, (34)
where moments are given by k˜n =
∑
k=0,L−1 pkk
n. It is interesting that the
average error under the presence of asynchrony, depends not just on the mean
of the delay as in [11], but also on its higher order moments. The implication
of this result is that in assessing the performance of asynchronous numerical
schemes a certain degree of details about the architecture of the computing
system would be needed, such as the probability density function of the delays
k˜. Conversely, one can quantitatively compare the performance of different
computing systems by comparing moments of k˜.
We now substitute the leading order terms in Eqs. (31) and (34) into Eq. (32).
Assuming the statistics of the delays are homogeneous in space, the average error
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is
〈E〉 ≈
1
N
[∑
i∈II
((
−
1
6
u(0,3) −
1
4
αu(2,2)
)
∆t2 −
1
90
αu(6,0)∆x4
)
+
∑
i∈IB
((
−
1
6
u(0,3) −
1
4
αu(2,2)
)
∆t2 −
1
90
αu(6,0)∆x4
)
+
∑
i∈IB
((
−
5
24
αu(0,3)
∆t3
∆x2
)(
k˜3 + 3k˜2 + 2k˜
))]
. (35)
The first two sums on the right hand side are due to synchronous computations
and can be conveniently combined by noting that I = II ∪IB. To determine the
spatial accuracy of the solution, we use the stability parameter rα = α∆t/∆x
2
to substitute the time step ∆t in terms of ∆x. This corresponds to r = 2 in the
formulation presented in section 3.1. The above equation then reduces to
〈E〉 ≈
1
N
[∑
i∈I
(
−
1
6
r2α
α2
u(0,3) −
1
4
r2α
α
u(2,2) −
1
90
αu(6,0)
)
∆x4
+
∑
i∈IB
(
−
5
24
r3α
α2
u(0,3)
)(
k˜3 + 3k˜2 + 2k˜
)
∆x4
]
, (36)
which can be rewritten as
〈E〉 ≈
[
−
1
6
r2α
α2
〈u(0,3)〉 −
1
4
r2α
α
〈u(2,2)〉 −
1
90
α〈u(6,0)〉
]
∆x4
+
[
NB
N
(
k˜3 + 3k˜2 + 2k˜
)(
−
5
24
r3α
α2
〈u(0,3)〉B
)]
∆x4. (37)
The average error is clearly seen to possess components due to synchronous
and asynchronous computations. Either of the terms can dominate the average
error depending on physical parameters (α, initial conditions, etc.), numerical
parameters (∆x, rα, etc.), and simulation parameters (P , network performance,
etc.). If the synchronous part dominates the overall error, then the resulting
scheme is fourth order accurate, that is 〈E〉 ∼ O(∆x4).
If, on the other hand, the asynchronous component dominates, the error is
given by
〈E〉 ≈
P (J1 + J2)
N
(
k˜3 + 3k˜2 + 2k˜
)(
−
5
24
r3α
α2
〈u(0,3)〉B
)
∆x4, (38)
where we have used NB = (J1 + J2)P , with J1 and J2 being the stencil size in
space at interior points. Using N = L/∆x, where L is the length of the domain,
and for all other parameters kept constant, the average error is found to scale
as
〈E〉 ∼
P
N
(
k˜3 + 3k˜2 + 2k˜
)
∆x4
∼ P
(
k˜3 + 3k˜2 + 2k˜
)
∆x5 (39)
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Interestingly, the order of accuracy of the numerical method now depends on
how the problem is scaled on a parallel machine. In the case of weak scaling,
where the computational effort per PE is kept constant, that is P/N = constant,
the error varies as ∆x4 and the method is fourth order accurate in space. On the
other hand, when the total computational effort is kept constant (N = constant)
and the simulations are carried out on increasingly large number of PEs, the
average error is 〈E〉 ∼ O(∆x5) and the method is fifth order accurate. We also
observe that the error scales linearly with P .
In some situations the error due the synchronous and asynchronous compo-
nents may be comparable. In such cases, the overall error will depend on the
sign of each contribution. If the synchronous and asynchronous components
have opposite signs, then it is possible to expect some error cancellation. The
order of accuracy though would remain unaltered.
4.3. Generalization
We now proceed to generalize the expressions for average error (〈E〉) pre-
sented in Eq. (39). For this, we restate the conditions and assumptions that
lead to Eq. (39). First, we assumed that the asynchronous component domi-
nates the overall error. Second, the AT scheme used in the analysis is fourth
order accurate, which lead to an O(∆x4) leading term due to asynchrony. We
have also assumed a uniform random delay in the stencil, that is k˜i+j = k˜ for
all i + j ∈ B. Also, the scheme uses three successive asynchronous time levels
(with delays k˜, k˜ + 1, k˜ + 2), which results in a cubic polynomial in k in the
leading order error term.
With the above observations, we can arrive at a general case which uses
AT schemes with T number of successive asynchrony time levels and is accurate
to an order a. If the asynchronous component of the error dominates the average
error, then it is easy to generalize Eq. (39) as:
〈E〉 ∼
P
N
∆xa
T∑
m=1
γmk˜m
∼ P∆xa+1
T∑
m=1
γmk˜m (40)
Note that the average error still scales linearly with the number of PEs. How-
ever, higher order moments of the delay are necessary to characterize the error
when the stencil size of AT schemes is expanded in time. A minimum accuracy
of order a is then assured, regardless of how simulations are scaled up.
5. Numerical Simulations
In this section, we verify the numerical performance of AT schemes. Let us
consider the general PDE:
∂u
∂t
=
∑
d=1,D
βd
∂du
∂xd
(41)
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where D is the highest derivative and the coefficient βd determines the char-
acteristics of the physical process associated with the d-th derivative. Of par-
ticular interest are the heat equation (D = 2 with β1 = 0 and β2 = α), and
the advection-diffusion equation (D = 2 with β1 = c and β2 = α), where α
is the thermal or viscous diffusivity and c is the advection speed. When the
coefficients βd are constant, Eq. (41) is linear and usually possesses an ana-
lytical solution, which will be used here to evaluate the error in numerically
computed solutions. The so-called nonlinear viscous Burgers’ equation, which
is widely used in understanding physical properties of fluid flows, is obtained
with D = 2, β1 = u(x, t) and β2 = α. We also perform simulations of this
equation to demonstrate the feasibility of AT schemes in solving multi-scale
phenomena with non-linear couplings.
5.1. Simulation details
The equations described in the above section are solved in a periodic domain
of length 2pi. For initial conditions, we use a multi-scale spectrum given by
superimposed sinusoidal waves:
u(x, 0) =
∑
κ
A(κ) sin(κx+ φκ), (42)
where κ denotes the wavenumber. A(κ) and φκ are the amplitude and phase
angle corresponding to each wavenumber κ. The phase φκ are included in order
to avoid circumstances like the coincidence of PE boundaries with zero-gradients
in the function, which may result in very special cancellations of some of the
error terms due to asynchrony. The results presented below are in fact ensemble
averages of multiple simulations with different phases. In addition to avoiding
special cases in terms of accuracy as mentioned above, this procedure provides
a probability space over which ensemble averages can be obtained.
Simulations are carried out using several configuration cases with different
governing equations to study the behavior of AT schemes in different regimes.
The synchronous computations of spatial derivatives are carried out using stan-
dard central difference schemes. Close to PE boundary points, the AT schemes
summarized in Tables 3 and 4 are used. The time derivatives are discretized ac-
cording to the procedure described in section 4.1. The details of each numerical
experiment are tabulated in Table 2.
In numerical simulations, we use a random number generator to simulate
communication delays (k˜j) at PE boundaries. This provides a complete control
over the statistics of the delays, thus, allowing us to compare the results against
the theoretical predictions in different parameter regimes. At each time advance-
ment, the delay at a buffer point is computed from a random number drawn with
a given initial seed from a uniform distribution in the interval [0, 1]. This inter-
val is divided into L bins according to the probabilities {p0[j], p1[j], . . . , pL−1[j]}
corresponding to delays k˜j = 0, 1, 2, . . . , L − 1, respectively. When a random
number is drawn, it is matched with the corresponding bin which determines
the delay. As we use i.i.d. random sequences at different PE boundaries in the
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Case Equation Time derivative Space derivatives
Synchronous Asynchrony-tolerant
1 AD Eul CD2 (1, 2, 2)b, (2, 2, 2)b
2 D Eul CD2 (2, 1, 2)
3 AD Eul CD2 (1, 2, 2)a, (2, 2, 2)a
4 AD AB2 CD4 (1, 4, 2), (2, 4, 2)
5 D AB3 CD6 (2, 6, 2)
6 VB AB2 CD4 (1, 4, 2), (2, 4, 2)
Table 2: Parameters of numerical experiments. In the table: AD - linear advection-diffusion
equation, D - diffusion equation, VB - non-linear viscous Burgers’ equation; Eul - first order
Euler scheme, AB2 and AB3 - second and third order Adams-Bashforth schemes; CD2, CD4
and CD6 - second, fourth and sixth order central difference schemes; AT schemes referred
according to (d, a, r) notation in Tables 3 and 4.
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Scheme Scheme at Leading order terms
(d, a, r) left boundary
(2, 1, 2)
(
uni+1 − u
n
i − u
n−k˜
i−1 + u
n−k˜
i−2
)
/2∆x2
1
2
k˜u
(1,1) ∆t
∆x
,
1
2
u
(3,0)
∆x
(1, 2, 2)a
(
3u
n
i+1 − 3u
n
i − u
n−k˜
i−1 − u
n−k˜
i−2
)
/4∆x
1
4
k˜u(1,1)∆t,
5
12
u(3,0)∆x2
(2, 2, 2)a
(
2u
n
i+2 − 4u
n
i+1 + 2u
n
i + u
n−k˜
i−1 − 2u
n−k˜
i−2 + u
n−k˜
i−3
)
/3∆x
2 1
3
k˜u(2,1)∆t,
13
12
u(4,0)∆x2
(1, 2, 2)b
(
uni+1 − (k˜ + 1)u
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i−1 + k˜u
n−k˜−1
i−1
)
/2∆x
1
6
u(3,0)∆x2
(2, 2, 2)b
(
u
n
i+1 − 2u
n
i + (k˜ + 1)u
n−k˜
i−1 − k˜u
n−k˜−1
i−1
)
/∆x
2 1
2
k˜(k˜ + 1)u
(0,2) ∆t
2
∆x2
,
1
12
u
(4,0)
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2
(1, 4, 2)
1
2
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(
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n
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i−1 + u
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i−2
)
/12∆x
−(k˜2 + 2k˜)
(
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n
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n−k˜−1
i−2
)
/12∆x
+
1
2
(k˜2 + k˜)
(
−uni+2 + 8u
n
i+1 − 8u
n−k˜−2
i−1 + u
n−k˜−2
i−2
)
/12∆x
1
30
u(5,0)∆x4
(2, 4, 2)
1
2
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2
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i−2
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/12∆x
2
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2
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i−2
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2
+
1
2
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n
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i−2
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5
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k˜(k˜ + 1)(k˜ + 2)u(0,3)
∆t3
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,
1
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6
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1
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+
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−
1
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Table 3: Asynchrony-tolerant (AT) schemes for left boundary used in numerical simulations (in section 5). The name of the scheme is represented
by the triplet (d, a, r). Two distinguish between two different schemes have the same triplet, we added ”a” and ”b” to the triplet. Note: minus sign
(−), if present, has been dropped in leading order terms.
Scheme Scheme at Leading order terms
(d, a, r) right boundary
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un−k˜i+2 − u
n−k˜
i+1 − u
n
i + u
n
i−1
)
/2∆x2
1
2
k˜u
(1,1) ∆t
∆x
,
1
2
u
(3,0)
∆x
(1, 2, 2)a
(
u
n−k˜
i+2 − u
n−k˜
i+1 + 3u
n
i − 3u
n
i−1
)
/4∆x
1
4
k˜u(1,1)∆t,
5
12
u(3,0)∆x2
(2, 2, 2)a
(
u
n−k˜
i+3 − 2u
n−k˜
i+2 + u
n−k˜
i+1 + 2u
n
i − 4u
n
i−1 + 2u
n
i−2
)
/3∆x
2 1
3
k˜u(2,1)∆t,
13
12
u(4,0)∆x2
(1, 2, 2)b
(
(k˜ + 1)un−k˜i+1 − k˜u
n−k˜−1
i+1 − u
n
i−1
)
/2∆x
1
6
u(3,0)∆x2
(2, 2, 2)b
(
(k˜ + 1)u
n−k˜
i+1 − k˜u
n−k˜−1
i+1 − 2u
n
i + u
n
i−1
)
/∆x
2 1
2
k˜(k˜ + 1)u
(0,2) ∆t
2
∆x2
,
1
12
u
(4,0)
∆x
2
(1, 4, 2)
1
2
(k˜2 + 3k˜ + 2)
(
−un−k˜i+2 + 8u
n−k˜
i+1 − 8u
n
i−1 + u
n
i−2
)
/12∆x
−(k˜2 + 2k˜)
(
−un−k˜−1i+2 + 8u
n−k˜−1
i+1 − 8u
n
i−1 + u
n
i−2
)
/12∆x
+
1
2
(k˜2 + k˜)
(
−un−k˜−2i+2 + 8u
n−k˜−2
i+1 − 8u
n
i−1 + u
n
i−2
)
/12∆x
1
30
u(5,0)∆x4
(2, 4, 2)
1
2
(k˜
2
+ 3k˜ + 2)
(
−u
n−k˜
i+2 + 16u
n−k˜
i+1 − 30u
n
i + 16u
n
i−1 − u
n
i−2
)
/12∆x
2
−(k˜
2
+ 2k˜)
(
−u
n−k˜−1
i+2 + 16u
n−k˜−1
i+1 − 30u
n
i + 16u
n
i−1 − u
n
i−2
)
/12∆x
2
+
1
2
(k˜2 + k˜)
(
−un−k˜−2i+2 + 16u
n−k˜−2
i+1 − 30u
n
i + 16u
n
i−1 − u
n
i−2
)
/12∆x2
5
24
k˜(k˜ + 1)(k˜ + 2)u(0,3)
∆t3
∆x2
,
1
90
u(6,0)∆x4
(2, 6, 2)
1
6
(k˜3 + 6k˜2 + 11k˜ + 6)(
2un−k˜i+3 − 27u
n−k˜
i+2 + 270u
n−k˜
i+1 − 490u
n
i + 270u
n
i−1 − 27u
n
i−2 + 2u
n
i−3
)
/180∆x2
−
1
2
(k˜3 + 5k˜2 + 6k˜)(
2un−k˜−1i+3 − 27u
n−k˜−1
i+2 + 270u
n−k˜−1
i+1 − 490u
n
i + 270u
n
i−1 − 27u
n
i−2 + 2u
n
i−3
)
/180∆x2
+
1
2
(k˜3 + 4k˜2 + 3k˜)(
2un−k˜−2i+3 − 27u
n−k˜−2
i+2 + 270u
n−k˜−2
i+1 − 490u
n
i + 270u
n
i−1 − 27u
n
i−2 + 2u
n
i−3
)
/180∆x2
−
1
6
(k˜
3
+ 3k˜
2
+ 2k˜)(
2u
n−k˜−3
i+3 − 27u
n−k˜−3
i+2 + 270u
n−k˜−3
i+1 − 490u
n
i + 270u
n
i−1 − 27u
n
i−2 + 2u
n
i−3
)
/180∆x
2
49
864
k˜(k˜ + 1)(k˜ + 2)(k˜ + 3)u(0,4)
∆t4
∆x2
,
−
1
560
u(8,0)∆x6
Table 4: Asynchrony-tolerant (AT) schemes for right boundary used in numerical simulations (in section 5). The name of the scheme is represented
by the triplet (d, a, r). Two distinguish between two different schemes have the same triplet, we added ”a” and ”b” to the triplet. Note: minus sign
(−), if present, has been dropped in leading order terms.
simulations, there is no dependence on the location and hence, we drop the
subscript j in probabilities for simplicity and write {p0, p1, . . . , pL−1}. As an
example, if we choose L = 3 and the set {p0, p1, p2} = {0.6, 0.3, 0.1}, then the
probability of having k˜ = 0, k˜ = 1 and k˜ = 2 is 0.6, 0.3 and 0.1, respectively. In
the case of schemes which use a uniform delay in their stencil (like in Eq. (23) of
Example 3), a single random number is drawn at each PE boundary to obtain
the uniform delay at all the buffer points at that PE boundary.
The error is computed by comparing the numerical solution against the
analytical solution. With periodic boundary conditions and an initial condition
given in Eq. (42), the analytical solution (denoted by subscript a) for the linear
advection-diffusion equation is
ua(x, t) =
∑
κ
e−ακ
2tA(κ) sin(κx+ φκ − ct). (43)
For the heat equation, the analytical solution is given by the above expression
with c = 0. In the case of nonlinear Burgers equation, the error is evaluated
against the solution from a highly resolved simulation. The error at a point i
and time level n is computed as Eni = u
n
i − ua(xi, tn). The overall error in the
domain is obtained using the different averages presented in section 4.
5.2. Results
5.2.1. Linear equations
Fig. 6 shows results from simulations with three different schemes: syn-
chronous (solid black lines), asynchronous-standard (dashed red lines) and AT
(green lines) schemes. Note that by asynchronous-standard schemes we mean
standard (synchronous) schemes used in an asynchronous fashion. The govern-
ing equation and schemes are those corresponding to Case 1 in Table 2. The
simulation parameters are N = 128, κ = {2, 3, 5} (the vector κ here contains
the wavenumbers used in the initial condition defined by Eq. (43)), P = 4,
and three allowable time levels for asynchronous computations according to
{p0, p1, p2} = {0.5, 0.3, 0.2}. In part (a) of the figure, we show the time evolu-
tion of function u. We observe that the initial condition which is a combination
of sine waves is convected with a wave speed c and simultaneously damped due
to diffusive action, as expected. To highlight the differences between these cases,
we show the evolution of the error in part (b) of the figure. The error in the
case of asynchronous standard schemes is an order of magnitude greater near
the PE boundaries (indicated by vertical dash-dotted lines). As discussed in
[11], this is due to the asynchrony in the data available at buffer points. This
error, which is initially localized near PE boundaries, propagates into the inte-
rior with time. In the case of AT schemes, which are designed to mitigate the
affect of asynchrony, the error at PE boundaries is of similar magnitude as the
synchronous schemes.
To verify the formal order of accuracy of AT schemes and the effect of sim-
ulation parameters (N , P , k˜, etc.) on the overall error, we now proceed to the
statistical description of the error. An example of the effect of asynchrony on
28
0 2 4 6
-2
-1
0
1
2
0 2 4 6
-0.08
-0.06
-0.04
-0.02
0
0.02
0.04
x x
u
u
−
u
a
✁
✁
✁✕  
 ✒t
t
(a) (b)
Figure 6: Typical time evolution of the numerical solution of the advection-diffusion equa-
tion using synchronous (solid black lines), asynchronous standard (dashed red lines) and
AT schemes (green lines). (a) The velocity field. (b) Error Eni = u
n
i − ua(xi, tn). Vertical
dash-dotted lines correspond to PE boundaries. Simulation parameters: N = 128, P = 4,
L = 3, with {p0, p1, p2} = {0.5, 0.3, 0.2} for the asynchronous computations.
the overall error for standard central difference schemes (Case 4 in Table 2) is
shown in Fig. 7. For the fourth-order scheme used in these simulations, the error
for p0 = 1.0 decreases with a slope of −4, as expected in synchronous comput-
ing. In the presence of asynchrony (p0 < 1.0) the slope reduces to −1, depicting
a first order accurate solution [11]. Also, the absolute error for a given grid
resolution increases when asynchrony is increased (p0 is reduced). This drastic
decrease in accuracy is mitigated when AT schemes are used, as we show next.
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Figure 7: Convergence plot of the average overall error with increasing grid resolution. Results
are obtained from the simulations of advection-diffusion equation with fourth order standard
central difference schemes. Different lines correspond to varying degree of asynchrony intro-
duced in the simulations: p0 = 1.0 (red), p0 = 0.7 (green), p0 = 0.3 (blue) and p0 = 0.0
(magenta). Dashed lines with a slope of −1 and −4 are shown for reference.
Fig. 8 shows the effect on asynchrony in different configurations when AT
schemes are used. The parameters used in these numerical experiments are:
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κ = {3, 4, 5}, A(κ) = {2.0, 0.5, 1.5}, P = 16, L = 3. Different colors in the
graphs represent results from different sets of pk (k = 0, 1, 2) and their values
are given in the caption of the figure. Part (a) shows results from Case 2 in
Table 2. A second-order central difference scheme for synchronous computations
and a first-order asymmetric stencil AT scheme for asynchronous computations
are used. The error in absence of delays (red line) decreases with a slope of
−2 as expected. We also observe that, asymptotically, this is also the case
for the asynchronous cases (p0 < 1). The reason for second-order accuracy
even with a first-order AT scheme can be explained with the strong scaling
argument presented in Eq. (38). The effect of an increase in the amount of
asynchrony, is seen to increase the magnitude of error leaving the asymptotic
rate of convergence unchanged.
In part (b), we show results for Case 3 in Table 2. A second-order accurate
asymmetric stencil AT scheme is used for asynchronous computations. In this
case too, we see an asymptotic convergence rate of order 2. Also, the magnitude
of error increases with the amount of asynchrony. Note that in both parts (a)
and (b), the AT schemes are constructed by expanding the stencil in space to
improve the accuracy in the presence of asynchrony. These schemes do not
reduce to or have the same form as the central difference schemes when k˜ = 0.
In parts (c) and (d) of Fig. 8, results are shown for AT schemes derived by
expanding the stencil in time (instead of space) to maintain accuracy in the
presence of asynchrony. These are cases 4 and 5 in Table 2. These schemes have
symmetric stencils and coefficients, and they reduce to central difference schemes
when k˜ = 0. As expected from the theory, the error in part (c) converges with
an accuracy of order 4. The effect of asynchrony is hardly noticeable at higher
resolutions. This can be attributed to the fact that the AT schemes, in this
case, reduce to the synchronous central schemes in absence of asynchrony and
result in a homogeneous synchronous truncation error terms across the domain.
A similar observation is also found in part (d), which uses a sixth order accurate
scheme for space derivative.
Let us now recall Eq. (40), which describes the scaling of the average error
(〈E〉) with P , N and k˜:
〈E〉 ∼
P
N
∆xa
T∑
m=1
γmk˜m
∼ P∆xa+1
T∑
m=1
γmk˜m (44)
Note that this scaling holds only when the error due to asynchrony dominates the
overall error. Otherwise, the error in the leading order may have a synchronous
component and may show a different dependence on simulation parameters.
In Fig. 9 we show numerical data from Case 1. According to Eq. (44), the
order of accuracy is one more than the order of the AT scheme when P is
fixed. Part (a) of the figure shows the convergence of the error for different P .
For low P , the leading order terms of the error contain both synchronous and
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Figure 8: Convergence plot of the average overall error for Cases 2, 3, 4 and 5 listed in Table 2,
simulated with AT schemes at communication delayed buffer points. Different lines in each
graph correspond to a varying degree of asynchrony introduced in the simulations: p0 = 1.0
(red), p0 = 0.7 (green), p0 = 0.3 (blue) and p0 = 0.0 (magenta). Dashed lines with constant
slope (value shown adjacent to line) shown for reference.
asynchronous contributions, and thus shows a convergence slope between −3
and −2. However, when P increases, the error due to asynchrony dominates
and shows a convergence of −3, as predicted by the theory. The linear scaling of
the error with P is verified in the inset of part (a). Results for weak scaling, that
is when both P and N in increase such that P/N is kept constant, are shown
in part (b). As expected, the error for different P/N asymptotically converges
to second order accuracy. In the inset of the figure, an inverse dependence of
the error on N/P is observed as predicted also by the theory.
Unlike standard synchronous schemes when asynchrony is allowed, for which
the error due to asynchrony depends only on the average of delays (k˜) [11], the
error for AT schemes can also depend on higher order moments of k˜, as shown in
section 4. This dependence is indeed confirmed in Fig. 10. Results in parts (a)
and (b) of the figure are for Cases 3 and 4, respectively and can be understood
as follows. For these schemes, which use two and three delayed time levels in
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Figure 9: Effect of number of PEs on the average error for the Case 1 with L = 3,
pk = {0.2, 0.5, 0.3} and rα = 0.1. (a) Strong scaling: cases with constant P . Different
lines correspond to P = 2 (red), 4 (green), 8 (blue), 16 (magenta), 32 (black). Inset: plot of
average error with P at N = 512. (b) Weak scaling: cases with constant P/N . Different lines
correspond to P/N = 1/64 (magenta), 1/32 (blue), 1/16 (green), 1/16 (red). Inset: plot of
average error with N/P at N = 128. Dashed lines with constant slope (value shown adjacent
to line) are included for reference.
the stencil (T = 2 and 3), respectively, the average error scales as:
〈E〉 ∼
(
k˜2 + k˜
)
for Case 3
∼
(
k˜3 + 3k˜2 + 2k˜
)
for Case 4 (45)
To simplify the dependence of error to a single variable, the probability of oc-
curence of a level k for a given L is chosen as pk = 1/L. For example, if L = 3,
then {p0, p1, p2} = {1/3, 1/3, 1/3}. This reduces the scaling of the average error
to
〈E〉 ∼
(
L2 − 1
)
for Case 3
∼
(
L3 + 2L3 − L− 2
)
for Case 4. (46)
As mentioned earlier, this scaling is only valid for the asynchrony component of
the error or for the total error when the former is dominant to leading order.
Thus, to compare to Eq. (46), we compute the total error and subtract it from a
completely synchronous, but otherwise identical, simulation. In Fig. 10 we show
the thus obtained asynchronous part of the error, that is (〈E〉 − 〈E〉s)/〈E〉s.
The dashed curves in the graphs correspond to Eq. (46). There is very good
agreement between the theoretical prediction and the data from simulations.
5.2.2. Nonlinear equations
In the above numerical experiments, we have verified the performance of
AT schemes for linear equations. However, a number of natural and engineering
systems are governed by highly nonlinear processes like fluid turbulence phe-
nomena. The viscous Burgers’ equation is often used as a proxy to understand
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Figure 10: Scaling of normalized average error ((〈E〉−〈E〉s)/〈E〉s) with moments of the delay
(k˜). In parts (a) and (b), circles are obtained from simulation of Cases 3 and 4, respectively,
with parameters N = 512 and P = 16. The dashed curves are polynomials in Eq. (46)
obtained from theory.
these nonlinear effects in fluid flows with negligible pressure effects. Thus, we
use this equation to assess AT schemes in a more realistic setup. Fig. 11 shows
the convergence of the error for the fourth-order schemes described in Table 2
as Case 6. Clearly, even with an increase in the degree of asynchrony the error
converges with fourth-order accuracy.
In nonlinear problems like turbulence, one is interested not only in statistical
moments of the velocity field but also in its gradients as they exhibit very strong
but localized fluctuations, a phenomenon known as intermittency [16]. Thus,
we investigated the variation of central moments of velocity (u) and velocity
gradients (∂u/∂x) with the resolution, N . An example is shown in Fig. 12.
For this problem, most of the contribution to the velocity field comes from low
wavenumbers, while most of the contribution for its gradients comes from high
wavenumbers. Thus, it is not surprising that asynchrony effects are more evident
for velocity gradients at low grid resolution. Nevertheless, both synchronous and
asynchronous cases seem to converge at the same grid resolution (N = 256).
This is consistent with the results for lower-order statistics in [11].
While our numerical experiments show accurate results even for high order
statistics of velocity gradients, this result is not expected to be general for other
equations or in higher-dimensional spaces. This is indeed an area that needs
further investigation.
6. Conclusions
A number of natural and engineering systems are governed by PDEs that
present solutions with wide range of scales which can only be captured by high-
fidelity simulations (using high-order numerical schemes) on massive computa-
tional systems. At extreme scales, global communications and synchronizations
will likely become an obstacle to sustained performance for number of scientific
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Figure 11: Convergence plot of the average overall error with increasing grid resolution. Re-
sults are from simulations of the nonlinear viscous Burgers’ equation (Case 6 in Table 2).
Different lines correspond to varying degree of asynchrony introduced in the simulations:
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codes. In this work we have presented a general methodology to analyze and
derive schemes that remove these two main obstacles by allowing some tunable
level of asynchrony.
The concept relies on finite differences to approximate derivatives of gen-
eral order using values of the function from neighboring points. Close to PEs
boundaries current computational methodologies are stalled until communica-
tions between PEs is completed. In previous work we have shown that one can
relax this forced synchronization at the mathematical level such that compu-
tations can proceed using values from past time levels. Here we generalize the
concept, established conditions under which schemes can be obtained, classified
the resulting schemes in terms of their properties, and provided a general frame-
work in which schemes of arbitrary order can be obtained for any derivative of
a function. These schemes are referred as asynchrony-tolerant or AT schemes.
By analyzing in detail the truncation error of general finite differences when
asynchrony is allowed, we described the mathematical conditions needed to
obtain a scheme of arbitrary order under asynchronous conditions. In particular,
we showed that asynchrony errors can be eliminated either by extending the
stencil in space as well as in time. These two alternatives lead to schemes with
different properties and limitations. However, depending on the order of the
scheme and the type of asynchrony allowed (e.g. on both sides of the stencil,
uniform across the stencil, etc.) not all expansions of the stencil size will result
in an AT scheme. The kind of stencils that do lead to a scheme, has also been
presented and requires identifying the nature of terms present in the truncation
error. The coefficients are obtained by solving a linear system of equations. An
alternative method was also presented where successive terms in the truncation
errors are eliminated by a step-by-step method. The process ends when the
desired accuracy is achieved.
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grid resolution. Computations are done using Case 6 in Table 2. Graphs (a), (c) and (e) show
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The resulting schemes can be classified on the nature of their coefficients.
We presented four conditions for the classification: (i) symmetric layout of grid
points, (ii) unconstrained or uniform delay on boundary points, (iii) artificial
delay at interior points, and (iv) symmetry on the coefficients. Each have differ-
ent numerical and performance properties. Actual examples of these different
schemes were also put forth.
The truncation error was analyzed in a statistical framework that takes into
account both the stochasticity of delays as well as the non-uniformity of delays
in space. We have further shown that multi-step time-integration methods can
be used successfully to obtain solvers of arbitrary order using AT schemes. The
general form of the error, given by Eq. (40), shows that the average error depends
on the number of processors as well as moments of the distribution of delays,
which in turn depend on the characteristics of the computing system simulations
are run on.
Theoretical predictions on the accuracy of schemes were compared to nu-
merical experiments for linear as well as non-linear equations. Good agreement
was found across different parameter space. The work presented here provides
a strong foundation for mathematically asynchronous computing methods for
PDEs at extreme scales. Application of this method to more complex phenom-
ena and realistic conditions is a part of our ongoing research.
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