Several steps of stationary iterative methods serve as inner-iteration preconditioning for solving linear systems of equations. We apply the preconditioner to the generalized minimal residual (GMRES) method and present theoretical justifications for using this approach including the singular case. We characterize classes of stationary iterative methods that can be used for inner-iteration preconditioning. Numerical experiments show that the successive overrelaxation (SOR) inner-iteration preconditioning is more robust and efficient compared to diagonal scaling for some test problems of large sparse singular linear systems.
Introduction.
Consider solving linear systems of equations Ax = b, (1.1) where A ∈ R n×n may be singular and b ∈ R n is in the range space of A, R(A).
For solving large sparse linear systems of equations (1.1), iterative methods are preferred in terms of efficiency and memory requirement. When the problem is ill-conditioned, the convergence of iterative methods tends to be slow and the convergence may be accelerated by preconditioning. A simple preconditioner is diagonal scaling diag(A), which is nonsingular if the diagonal components of A are nonzero. Well-established preconditioners for nonsingular linear systems of equations are based on incomplete matrix factorizations such as the incomplete LU factorizations of A [32] and sparse approximate inverses [13] , [25] , [6] . This kind of preconditioning requires additional memory whose amount is typically comparable to the size of the original problem. In addition, it may not work in the singular case. See [4] and references therein for more preconditioning methods in the nonsingular case.
Another kind of preconditioners for linear systems of equations is based on matrix splittings of stationary iterative methods such as the successive overrelaxation (SOR) method [23] , [49] . Diagonal scaling corresponds to the Jacobi splitting preconditioner. Instead of one step, several steps of stationary iterative methods can serve as preconditioning. We call such an approach the inner-iteration preconditioning. One step of the inner-iteration preconditioning using a stationary iterative method corresponds to a matrix splitting preconditioning [37, Section 10.2] . On the other hand, inner-iteration preconditioning can be considered as polynomial preconditioning [10] , [17] . See [34] , [35] and references therein for inner-iteration preconditioning.
In the nonsingular case, the generalized minimal residual (GMRES) method [38] was preconditioned by SOR and weighted Jacobi inner iterations [15] , [16] , [29] . Other Krylov subspace methods such as the biconjugate gradient (BiCG), generalized conjugate residual (GCR), and quasi-minimal residual (QMR) methods [21] , [19] , [24] may be useful combined with inneriteration preconditioning for solving (1.1) [1] .
In the singular case, many iterative methods and preconditioners are not necessarily feasible, i.e., they may break down and fail to converge. Now, we focus on using GMRES with preconditioning since the method without preconditioning is well-established and fairly well understood in the singular case. Some successes in the singular case were reported in [52] , [20] and references therein. See references in [26] for other Krlyov subspace methods in the singular case and instances such that singular linear systems arises. See also [18] for semiiterative methods for singular linear systems.
On the other hand, much efforts have been made to study stationary iterative methods (splitting iterations) for singular linear systems (1.1). See [30] , [33] , [14] , [5] , [41] , [51] , [42] , [9] , [45] , [12] for example. In the nonsingular case, a necessarily and sufficient condition for the convergence of stationary iterative methods for (1.1) for arbitrary b ∈ R n and initial guess is the convergence of the iteration matrix to the power to zero [44] , [50] . On the other hand, semiconvergence is a generalization of this condition to the singular case [30] . In addition, a kind of alternating direction-type iterations called the Hermitian and skew-Hermitian splitting (HSS) method [3] have been paid attention in the singular case [2] , [31] , [11] , [47] , [48] . Some of them were shown to be powerful used as a matrix splitting preconditioning, and can be potentially useful as inner-iteration preconditioning but no comprehensive study has been done in the singular case. A study on this was done only in the nonsingular case in [28] . We shed some light on a preconditioning aspect of stationary iterative methods in the singular case.
We will show in Theorem 3.5 that if the iteration matrix of inner iterations (the inneriteration matrix) is semiconvergent (Definition 3.1), then GMRES preconditioned by the inner iterations determines a solution without breakdown (Definition 2.2). However, semiconvergence is not a necessary condition for this. We show that a broader class of stationary iterative methods whose iteration matrix is not semiconvergent is also feasible as inner-iteration preconditioning.
The rest of the paper is organized as follows. In section 2, we give necessary and sufficient conditions such that GMRES determines a solution of (1.1) without breakdown and characterize the solution. In section 3.1, we give a sufficient condition such that GMRES preconditioned by inner iteration determines a solution without breakdown. In section 3.2, we give a stronger condition such that this method determines a solution without breakdown. In section 4, we we show numerical experiment results comparing SOR inner-iteration inner-iterations with diagonal scaling. In section 5, we conclude the paper.
GMRES method for singular linear systems.
We introduce GMRES applied to the linear system (1.1), independent of any particular implementation of the algorithm. GMRES with initial iterate x 0 ∈ R n gives the kth iterate x k such that
where r 0 = b − Ax 0 is the initial residual and
Proof. Let the columns of V ∈ R n× form a basis of
, AV is of full rank. Hence, min z∈K k r 0 − Az 2 = min y∈R r 0 − AV y 2 has a unique solution.
In the nonsingular case, GMRES determines the solution of Ax = b for all b and for all x 0 ∈ R n within n iterations. In the singular case, GMRES may fail to determine a solution of 
Definition 2.2 ([7, p. 38]). GMRES is said to break down at some step
k if dim AK k < dim K k or dim K k < k.
Arbitrary index.
We consider GMRES for R(A) ∩ N (A) = {0} and generalize Theorem 2.3 for an arbitrary index of A,
Theorem 2.4. GMRES determines a solution of Ax
Then, GMRES does not break down through rank deficiency of the least squares problem min z∈K k r 0 − Az 2 . From [7, Theorem 2.2], we show the sufficiency.
On the other hand, assume
Hence, GMRES breaks down at step 1 before determining a solution of Ax = b. Therefore, we complete the proof.
This theorem with d = 1 agrees with Theorem 2.3 and shows that even if R(A) ∩ N (A) = {0}, GMRES determines a solution without breakdown for b and x 0 in particular subspaces. Remark that the uniqueness of the approximate solution (2.1), i.e., the former condition of Definition 2.2, was paid no attention in [46] .
Characterization of the solution.
We characterize the solution of GMRES including the singular case. Let d = index(A) and 3 Inner-iteration preconditioning.
Corollary 2.5. If d ≥ index(A), then GMRES determines the solution
Let P be a preconditioning matrix for A. Assume that P is nonsingular. Denote the set of the solutions of (1.1) by S = {x ∈ R n : Ax = b} and the set of the solutions of the preconditioned
Consider applying GMRES to preconditioned linear systems. The right-preconditioned GMRES method determines the kth iterate u k such that
where r 0 = b − AP −1 u 0 = b − Ax 0 is the initial residual and
is the Krylov subspace of order k. Equivalently, RP-GMRES with initial iterate x 0 ∈ R n determines the kth iterate
where
is the Krylov subspace. Similar arguments can be applied to the left-preconditioned version.
We give an algorithm of the right-preconditioned GMRES method using inner iterations (cf. [15] , [16] ).
Algorithm 3.1. GMRES method preconditioned by inner iterations.
1. Let x 0 ∈ R n be the initial approximate solution. 
Here, e 1 is the first column of the identity matrix,H k = {h i,j } ∈ R (k+1)×k , and where v 1 , v 2 , . . . , v k are orthonormal. Algorithm 3.1 corresponds to GMRES applied to AP −1 u = b, x = P −1 u with initial iterate u 0 = P x 0 , x 0 ∈ R n and P −1 = C ( ) . If C ( ) is nonsingular, then Ax = b and AC ( ) u = b, x = C ( ) u are equivalent for all b ∈ R(A).
We give an expression for the preconditioned matrix for GMRES with inner iterations. Consider the stationary iterative method applied to Az = c in lines 4 and 12 with c = v k and V k y k , respectively. Note c ∈ R(A). Let M be nonsingular such that A = M − N . Denote the iteration matrix by H = M −1 N . Assume that the initial iterate is z (0) ∈ N (H), e.g., z (0) = 0. Then, the th iterate of the stationary iterative method is z ( ) 
Hence, the inner-iteration preconditioning and preconditioned matrices are
i=0 H i (I −H) = I −H , respectively. This can be seen that the preconditioned matrix M −1 A with the preconditioning matrix M −1 is preconditioned by the truncated Neumann series of I −M −1 A (cf. [17] in the symmetric nonsingular case).
Note that the left-and right-preconditioned GMRES methods preconditioned by inner iterations minimize C ( ) r k 2 and r k 2 , respectively, and generate iterates from the same Krylov subspaces K k (C ( ) A, C ( ) r 0 ) if the same C ( ) is used.
Semiconvergent class.
In order to give conditions such that GMRES preconditioned by inner iterations determine a solution of (1.1) without breakdown, we prepare the following. Denote the spectrum and spectral radius of A by σ(A) and ρ(A), respectively. Now we show the main theorem in this section.
Definition 3.1 ([33]). A matrix H is called semiconvergent if lim i→∞ H i exists.

Theorem 3.2 ([27], [36, Theorem 1], [43, Theorem 2]). H is semiconvergent if and only if either λ = 1 and index(I −H) = 1, or |λ| < 1 hold for all λ ∈ σ(H).
Lemma 3.3. If H is semiconvergent, then
Theorem 3.5. Assume that the inner-iteration matrix H is semiconvergent. Then, GMRES preconditioned by inner iterations C ( ) defined above determines a solution of Ax = b without breakdown for all b ∈ R(A)
, for all x 0 ∈ R n , and for all ∈ N.
Proof. Since Remark that specializing the linear system (1.1) to be a symmetric and positive semidefinite linear system in Theorem 3.5, we obtain [35, Theorem 4.6] as a corollary.
Semiconvergence is a simple and convenient property for assessing the use of stationary iterative methods as inner-iterations in the singular case. Indeed, many stationary iterative methods whose iteration matrix can be semiconvergent are powerful used as a matrix splitting preconditioner for Krylov subspace methods, and are potentially useful for inner iterations such as the Jacobi, Gauss-Seidel, and SOR methods [14] , extrapolated methods [41] , [39] , twostage methods [45] , HSS methods [2] , [31] , [11] , [47] , [48] , general stationary iterative methods [12] . For instance, the HSS method as inner-iteration preconditioning in the nonsingular case was investigated in [28] . However, semiconvergence is nothing more than a sufficient condition in Theorem 3.5 such that GMRES preconditioned by inner iterations determines a solution of (1.1). We explore a possibility of a broader class of stationary iterative methods as inner iterations in the next section.
Broader class.
What happens for GMRES preconditioned by inner iterations if the inner-iteration matrix H is not semiconvergent? We broad the scope of stationary iterative methods that can be used as inner-iteration preconditioning. Note the following. 
where is the direct sum and k j−i is the binomial coefficient in the (i, j) component, i < j. Noting that * is nonsingular for all ∈ N, the theorem follows from that I −J is nonsingular if and only if λ = exp(2jπ i / ) for all λ ∈ σ(J), for all j ∈ Z, and for all ∈ N. Now we show that semiconvergence of the inner-iteration matrix is not a necessary condition for the feasibility of inner-iteration preconditioning for GMRES. 
Proof. If the Jordan canonical form of H is denoted by
Since C ( ) is nonsingular and index(AC ( ) ) ≤ d, the theorem follows from Theorem 2.4.
The class of stationary iterative methods that satisfy the conditions in Theorem 3.7 include stationary iterative methods whose iteration matrix is semiconvergent and have not been of interest in the context of stationary iterative methods in the singular case. Interestingly, even if the iteration matrix of inner iterations is not semiconvergent, the outer iterations can determine a solution of Ax = b without breakdown.
In particular, specializing d = 1 and A to be nonsingular in Theorem 3.7, we obtain the following, respectively. 
Numerical experiments.
For validation, we illustrate numerical performance of GMRES preconditioned by inner iterations. For comparisons, we performed numerical experiments on three benchmark problems. The inner-iteration preconditioning is compared with diagonal scaling in terms of the central processing unit (CPU) time. We used successive overrelaxation (SOR) method for inner iterations for simplicity.
All computations were done on a computer with an Intel Core i7-4771 3.5GHz CPU, 16 GB random-access memory (RAM), Windows 7 Professional 64 bit Service Pack 1, and double precision floating point arithmetic. All programs for the iterative methods were coded in Fortran 95 and compiled by GNU Fortran Version 4.9.0.. For reproducibility, the compiler options we used was -O1, i.e., the Institute of Electrical and Electronics Engineers (IEEE) 754 standard binary64 with no compiler optimization affecting accuracy. Table 4 .1 gives the information on test matrices from [22] , including the size n, the number of nonzero elements nnz, and the rank. The initial solution for the inner and outer iterations was set to zero. The vector b was as given by b = Ae, where e is the all-one vector. No restarts were used for the GMRES methods.
The SOR inner-iteration preconditioning requires two parameters: the number of inner iterations and the relaxation parameter ω. In order to determine reasonable values of the parameters for given problem, we perform the following procedure using the SOR iterations alone before starting the GMRES iterations: that GMRES+SOR converged faster than GMRES+diag for the whole CPU time. Figure  4 .2 show that GMRES+SOR converged faster than GMRES+diag after the parameter values of the inner-iteration preconditioning were determined. Figure 4 .3 show that GMRES+SOR converged faster than GMRES+diag after 0.8 seconds. In the tree cases, GMRES+SOR gave better attainable accuracy in terms of the residual norm.
Conclusions.
We considered applying inner-iteration preconditioning to GMRES for solving singular linear systems. We gave conditions such that GMRES applied to a singular liner systems of equations determines a solution without breakdown for an arbitrary right-hand side and an arbitrary initial approximate solution in particular subspaces depending on the index of the coefficient matrix. Based on these conditions, we gave several conditions concerning the inner-iteration matrix such that GMRES preconditioned by the inner iterations determines a solution without breakdown. Numerical experiments showed that GMRES preconditioned by the SOR inner iterations is efficient compared to previous methods for some test singular problems. We focused on applying inner-iteration preconditioning to GMRES but other Krylov subspace methods such as the BiCG-type and GCR methods may be used as outer iterations. Developing stationary iterative methods that satisfy the conditions in Theorem 3.7 and Corollary 3.8 for general square matrices is beyond the scope of this paper and we leave this for future work. We leave also for future work to derive a condition such that the restarted GM-RES method preconditioned inner iterations determines a solution without breakdown. The inner-iteration preconditioning with a nonsingular splitting matrix has a potential to generalize to that with a singular one [12] .
