Towards Opinion Summarization from Online Forums by DING YING, & Jing JIANG,
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Information Systems School of Information Systems
9-2015
Towards Opinion Summarization from Online
Forums
DING YING
Singapore Management University, ying.ding.2011@phdis.smu.edu.sg
Jing JIANG
Singapore Management University, jingjiang@smu.edu.sg
Follow this and additional works at: https://ink.library.smu.edu.sg/sis_research
Part of the Databases and Information Systems Commons
This Conference Proceeding Article is brought to you for free and open access by the School of Information Systems at Institutional Knowledge at
Singapore Management University. It has been accepted for inclusion in Research Collection School Of Information Systems by an authorized
administrator of Institutional Knowledge at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
DING YING and Jing JIANG. Towards Opinion Summarization from Online Forums. (2015). Proceedings of Recent Advances in
Natural Language Processing: 10th RANLP 2015, Hissar, Bulgaria, September 7-9, 2015. 138-146. Research Collection School Of
Information Systems.
Available at: https://ink.library.smu.edu.sg/sis_research/3072
Proceedings of Recent Advances in Natural Language Processing, pages 138–146,
Hissar, Bulgaria, Sep 7–9 2015.
Towards Opinion Summarization from Online Forums
Ying Ding
School of Information Systems
Singapore Management University
ying.ding.2011@smu.edu.sg
Jing Jiang
School of Information Systems
Singapore Management University
jingjiang@smu.edu.sg
Abstract
Summarizing opinions expressed in online
forums can potentially benefit many peo-
ple. However, special characteristics of
this problem may require changes to stan-
dard text summarization techniques. In
this work, we present our initial attempt
at extractive summarization of opinionated
online forum threads. Given the nature
of user generated content in online dis-
cussion forums, we hypothesize that be-
sides relevance, text quality and subjectiv-
ity also play important roles in deciding
which sentences are good summary sen-
tences. We therefore construct an anno-
tated corpus to facilitate our study of ex-
tractive summarization of online discus-
sion forums. We define a set of features
to capture relevance, text quality and sub-
jectivity, and empirically test their useful-
ness in choosing summary sentences. Us-
ing unpaired Student’s t-test, we find that
sentence length and number of sentiment
words have high correlations with good
summary sentences. Finally we propose
some simple modifications to a standard
Integer Linear Programming based sum-
marization framework to incorporate these
features.
1 Introduction
With the growing popularity of social media,
people often share their experience and opinions
openly on the Internet. Especially when a con-
troversial event happens, there are many differ-
ent opinions expressed in online forum threads,
including judgement of the people and organiza-
tions involved in the event and suggestions for
future changes. Since it is too time consuming
to go through all the posts of a thread to under-
stand every individual’s opinion, summarizing on-
line discussion forums becomes an important task
that may benefit people including government pol-
icy makers and social scientists. While text sum-
marization has been extensively studied, summa-
rizing noisy and subjective user-generated content
is still an under-explored area. A vast body of
work has been done on summarizing online prod-
uct reviews, but because of the special proper-
ties of product reviews, opinion summarization of
product reviews tends to focus on product aspect
identification and sentiment polarity classification.
When it comes to summarizing general online dis-
cussions, particularly discussions on controversial
topics such as a policy or a social issue, the chal-
lenges we face can be very different from summa-
rizing product reviews.
Table 1 shows a set of summary sen-
tences selected by a state-of-the-art summarization
method (Gillick and Favre, 2009) from a forum
thread on criticizing parliament ministers sleeping
in a meeting. We can see that the summary con-
tains low-quality sentences and some sentences do
not express opinions. This result shows that tradi-
tonal text summarization techniques, which only
consider text representativeness, may not be able
to summarize opinions from online forums very
well.
In particular, we hypothesize that two important
factors should be considered for summarizing on-
line discussions. First, because forum posts are
often noisy, with misspelling, broken sentences
and online jargon, text quality should be consid-
ered for selecting good candidate summary sen-
tences. Second, because the goal of summariz-
ing discussion forums is mainly to capture online
users’ opinions, there should be a preference to
choose subjective sentences for summaries.
To test the hypotheses above, we need ground
truth summaries. Unfortunately, to the best of our
knowledge we are not aware of existing bench-
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1 Just For Laughs ... .
2 P @ P shld change to NAP
3 otherwise , they are all fully awake .
4 If true..i suggest they better dnt attend the parliament .
5 Bottom people close eye means sleeping .
6 Top people close eye and snoozing means thinking very hard .
7 ministers / MPs must take parliament session very seriously .
8 becos in parliament , very important topics are being discussed and debated .
9 must pay attention and stay awake ! !
10 sleeping on the job ?
11 His face look like wks..
12 this is becoming the PAP ’s official logo
13 Sleep and Dream
Table 1: Summary sentences selected by the ILP-based method (Gillick and Favre, 2009) from a thread on criticizing parlia-
ment ministers sleeping in a meeting.
mark data sets for online forum summarization.
We thus construct a data set of extractive sum-
maries of 10 online discussion threads. Using this
data set we empirically test the importance of a
set of features capturing the relevance, text qual-
ity and subjectivity of candidate sentences. We
find that besides relevance, two other features that
are significantly important are sentence length and
the number of sentiment words. We further pro-
pose some simple modifications to an ILP (In-
teger Linear Programming)-based summarization
framework to incorporate these features and show
that the modified method achieves better summa-
rization results.
Our main contributions are the following: (1)
We provide a new data set for studying extractive
summarization of online discussion forums. (2)
We conduct an empirical study to test the impor-
tance of several sentence features capturing text
quality and subjectivity for summary sentence se-
lection. (3) We propose modifications to a stan-
dard ILP-based extractive summarization method
to incorporate good sentence features, which are
shown to achieve better results.
2 Related Work
Extractive multi-document summarization:
Our work is related to extractive methods for
multi-document summarization, which select
sentences from the original documents to form
summaries. While much work has been done for
this general problem, existing methods do not
focus on opinion summarization. Methods for ex-
tractive multi-document summarization generally
considers two factors: to increase the represen-
tativeness of the selected summary sentences
with respect to the original document set, and to
reduce the redundancy in the selected sentences.
Existing approaches include centroid-based
methods (Radev et al., 2004), learning-based
methods (Kupiec et al., 1995; Wong et al., 2008)
and graph-based methods (Erkan and Radev,
2004; Mihalcea and Tarau, 2004; Mei et al.,
2010). More recently, Lin and Bilmes have done a
series of work modeling text summarization with
submodular functions (Lin and Bilmes, 2011;
Lin and Bilmes, 2010). To globally infer an
optimal set of sentences as a summary, ILP-based
document summarization has been used. It was
first proposed by McDonald (2007) and Gillick
and Favre (2009) proposed a scalable version.
Opinion summarization: Much work on opinion
summarization is for product reviews (Hu and Liu,
2004; Popescu et al., 2005; Ganesan et al., 2012).
As we have pointed out, summarizing opinions
from online forums, where the topics can be social
issues, is quite different from summarizing prod-
uct reviews. For general opinion summarization,
in 2008 the Text Analysis Conference (TAC) or-
ganized an opinion summarization task. But their
task is different from the one we study here. Their
task is a query-oriented summarization problem
where a target topic is given together with some
specific questions. The corpus they use is a large
set of blogs. Our task is not query-oriented, and
we aim to summarize the opinions found in a sin-
gle thread discussing a focused topic.
Text summarization in social media: Recently
with the explosion of social media, there has been
much work on summarizing social media content.
In particular, much attention has been paid to Twit-
ter summarization (Chua and Asur, 2013; Meng
et al., 2012). As Twitter posts are short and not
naturally organized by topics, Twitter summariza-
tion is a very different problem than ours. There
has also been some studies on forum summariza-
139
tion (Krishnamani et al., 2013; Ren et al., 2011;
Tigelaar, 2008), but the focus of these studies is
not on opinion summarization.
3 Data
Since we are not aware of any existing data set
that satisfies our need, we opted to create our own
data. First, we picked 10 threads discussing social
issues in English from the online forum Asiaone1,
which is very popular in southeast Asia. We use
the first 100 posts for each thread to study our
summarization problem. On average, there are
256 sentences and 3652 tokens in each thread. The
vocabulary size of our data set is 5661. For each
thread, we asked 3 human annotators, who are all
graduate students, to carefully read the 100 posts
and write a summary with a length limit of 100
words. We specifically asked the human annota-
tors to summarize the opinions rather than facts in
these threads. We also encouraged the annotators
to pick sentences directly from the data but they
could also compose their own sentences if neces-
sary. In the final human summaries, there are 172
unique sentences and 156 (91%) out of them are
directly picked from the original data set. We used
all sentences (from all annotators) directly picked
from the data set as summary sentences and all
other sentences as non-summary sentences. Based
on this data set, we identified discriminative fea-
tures and subsequently improved our summariza-
tion method.
4 Sentence Features
In this section, we identify a number of sentence
features which we hypothesize to have correla-
tions with whether a sentence is a good summary
sentence for forum opinion summarization. While
a large number of features have been examined in
previous studies on standard summarization (Ku-
piec et al., 1995; Wong et al., 2008), in this work
we hypothesize that for our problem the follow-
ing characteristics of a sentence are the most im-
portant: (1) representativeness with respect to the
entire thread, (2) text quality, and (3) subjectivity.
The first one is important for any summarization,
while the last two are special for forum opinion
summarization.
1http://www.asiaone.com/
4.1 Representativeness
There are many different ways to measure the rep-
resentativeness of a sentence with respect to the
entire thread. Our objective here is not to find the
best measure for representativeness but to com-
pare the relative importance of the representative-
ness features with text quality features and subjec-
tivity features for our problem. We consider two
features for representativeness.
Cosine similarity. Cosine similarity has
been widely used in previous summarization
work (Ka˚geba¨ck et al., 2014; Hu and Liu, 2004).
For each sentence we calculate its cosine similar-
ity to the entire thread, where the term vector for a
sentence or for a thread is based on raw term fre-
quency.
Concept coverage. Inspired by the concept-based
ILP framework for summarization by (Gillick and
Favre, 2009), we take all the bigrams (which are
treated as concepts) in the original thread and use
their frequencies as their weights. We then com-
pute the weighted sum of the bigrams covered in a
sentence. As the ILP-based summarization frame-
work tries to maximize the overall concept cov-
erage of all the selected summary sentences from
one thread, a sentence with a higher concept cover-
age presumably is a better summary sentence can-
didate.
4.2 Text Quality
We hypothesize that text quality is especially im-
portant for summarizing forum posts because user-
generated content tends to be of lower quality
compared with traditional corpora. Typical char-
acteristics of user-generated content that affect its
text quality include use of Internet slang words,
misspelling, grammatical errors, excess use of
punctuation marks, etc. We hypothesize that low
quality sentences are less likely to be chosen as
summary sentences. While many features have
been proposed to measure text quality (Pitler and
Nenkova, 2008), based on our observation with
our data, here we consider the following features:
4.2.1 Shallow Features
Sentence length. We use the length of a sentence
in terms of the number of words as a feature. We
observe that there are many short sentences in on-
line forums and most of them do not carry much
useful information. However, long sentences ap-
pear to be more informative and more useful. Thus
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we hypothesize that good summary sentences tend
to be longer.
Percent of OOV (out of vocabulary) word.
There exist a lot of Internet slang and abbrevia-
tions in user-generated content, such as “lol” and
“hahaha.” Sentences containing these words tend
to be more informal and less informative. So we
hypothesize that the more OOV words there are
in a sentence, the less likely a sentence is a good
summary sentence. Using a common English dic-
tionary British English Word Lists for Spell Check-
ers2, we count the number and ratio of OOV words
in a sentence.
Percent of punctuation marks/emoticons.
While this feature may not be important for
traditional text, in user-generated content we
observe that sometimes online users like to
use many punctuation marks and emoticons to
emphasize their emotions. We hypothesize that
such sentences are not good summary sentences.
Percent of capitalized words. We also observe
that in the threads we have collected, some sen-
tences contain many capitalized words such as
“HaHa” and “LOL.” We hypothesize that the more
capitalized words a sentence contains, the less
likely it is a good summary sentence.
Average word length. This is the average length
of a word in a sentence in terms of characters.
With this feature, we would like to check whether
good summary sentences tend to contain longer
words.
4.2.2 Language Model based Feature
Log likelihood with respect to a reference cor-
pus. Another way to measure how formal a sen-
tence is is to use a high quality reference corpus
such as a set of news articles to learn a unigram
language model, and then to compute the log like-
lihood of generating a sentence from this language
model (Pitler and Nenkova, 2008). Here we use a
set of 20000 articles from Reuters as our reference
corpus. Supposedly the higher the log likelihood
of a sentence is, the more similar it is to the ref-
erence corpus, and we hypothesize that the more
likely it is a good summary sentence. However,
log likelihood is biased towards shorter sentences.
We therefore take the average log likelihood per
word of a sentence as our feature.
2http://www.curlewcommunications.co.
uk/wordlist.html
4.2.3 POS based Features
Part-of-speech based grammatical features have
been widely used in text quality prediction (Feng
et al., 2010; Dell’Orletta et al., 2014). They can
capture the linguistic and syntactic structure of
sentence, which may affect its readability. In this
work, we calculate the percentage of nouns, verbs,
adjectives and adverbs in each sentence.
4.2.4 Parse Tree Height
The height of the parse tree of a sentence has
been used in previous work to assess text qual-
ity (Dell’Orletta et al., 2014; Pitler and Nenkova,
2008; Schwarm and Ostendorf, 2005). Here we
use Stanford PCFG Parser to extract this feature.
We hypothesize that as summary sentences tend to
be more informative and more well-written, they
may be more complicated in terms of syntactic
structure and their parse tree height are probably
larger than non-summary sentences.
4.3 Subjectivity
Although online forums mostly contain opinions,
people sometimes also share facts or perceived
facts in forums. Since our problem is opinion
summarization, the summary sentences presum-
ably should be subjective. We therefore use the
following feature to test our hypothesis.
Number of sentiment words. To measure sub-
jectivity, we take a simple approach and count the
number of sentiment words in a sentence using a
sentiment lexicon. We use the MPQA subjectivity
lexicon (Wilson et al., 2005).
5 Feature Analysis
5.1 Approach
In Section 3 we pointed out that the sentences di-
rectly picked from the original threads by the an-
notators are treated as summary sentences and all
other sentences are treated as non-summary sen-
tences for the purpose of identifying useful sen-
tence features. With the features identified in Sec-
tion 4, we would like to assess the discrimina-
tion power of these features in terms of picking
up summary sentences. Knowing what features
are useful can help us design better summarization
methods for forum opinion summarization prob-
lem. Specifically, since all our feature values are
numerical, we perform unpaired Student’s t-test
on each feature. Student’s t-test is a statistical hy-
pothesis test, which is used to determine if two sets
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of data are significantly different from each other.
For each feature, we get two sets of values with
one set extracted from summary sentences and the
other set extracted from non-summary sentences.
Then we apply Student’s t-test to them. If these
two sets of values are significant different, the cor-
responding feature is useful in picking up sum-
mary sentences .
5.2 Results
Table 2 shows the results of the Student’s t-test for
all the features we consider. Features that show
statistical significance at a 95% confidence level
are marked with an asterisk.
5.2.1 Representativeness
Both features capturing representativeness of a
sentence, which are cosine similarity and concept
coverage, are good features. This indicates that
sentences representing the salient content of a fo-
rum thread are more likely to be summary sen-
tences. This observation follows intuition well and
reflects the nature of text summarization: extract-
ing the main content.
5.2.2 Text Quality
Shallow Features: There is much variation
among the text quality features. Although we hy-
pothesize that the features we have identified are
useful, it turns out that not all of them have a sta-
tistically significant impact on whether the sen-
tence is a good summary sentence. In particular,
we find that sentence length has a positive impact.
This satisfies our hypothesis that longer sentence
tend to be more informative and more likely to
be selected as summary sentences. The percent-
age of capitalized words and percentage of punc-
tuation/emotions have negative impact. This tells
us that summary sentences tend to have less cap-
italized words and less punctuations and emoti-
cons. In social media, capitalized words are of-
ten used for abbreviation or emphasis and they can
make a sentence less readable and less informa-
tive. Punctuations and emoticons are used more
often to purely express sentiment. Sentences with
higher percentage of punctuations and emoticons
are less likely to contain useful information.
However, features like percent of out-of-
vocabulary words and average word length can not
separate summary sentences from non-summary
sentences. As these two features capture the for-
mality of words, we can see that summary sen-
tences are similar to non-summary sentences in
term of word formality. We guess that word for-
mality is not a significant factor influencing anno-
tators’ selection of summary sentences.
Language Model based feature: The likelihood
of using a language model based on Reuters cor-
pus does not have a significant impact on select-
ing summary sentences. It indicates summary sen-
tences are not more formal compared with non-
summary sentences. This is consistent with the
result based on shallow features.
POS based Features: In this set of features, the
percent of adjectives is the only discriminative one
and it has a positive impact. As our task is opinion
summarization, it is intuitive that summary sen-
tences tend to have more adjectives as many opin-
ions are expressed by using adjectives.
Parse Tree Height: Based on the statistic test re-
sult, parse tree height is a useful feature and sum-
mary sentences tend to have larger value on this
feature. This result is consistent with our hypothe-
sis that summary sentences carry more salient con-
tent and their tree structure may appear to be more
complicated.
5.2.3 Subjectivity
The simple feature of number of sentiment words
in a sentence turns out to be an important fea-
ture of selecting summary sentences. This satisfies
our hypothesis that summary sentences of opin-
ions from forum should carry more opinions.
6 Forum Opinions Summarization using
ILP
In the last two sections we identified and analyzed
a set of sentence features to understand what char-
acteristics good summary sentences have for our
problem. While we can extend this analysis and
use a supervised learning approach to classify sen-
tences from forum posts into summary and non-
summary sentences, it may not be ideal as super-
vised approaches suffer from their dependence on
labeled training data. Moreover, even if we clas-
sify sentences into summary and non-summary
sentences, we still need to consider the redun-
dancy problem when we select sentences to form
a summary. We therefore choose an unsupervised
approach with a global optimization framework.
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ID feature description p-value test statistic
1* cosine similarity <0.001 6.333
2* concept coverage <0.001 4.695
3* percent of punctuation/emoticons <0.001 -4.735
4* percent of capitalized words <0.001 -4.190
5* sentence length 0.001 3.438
6 average word length 0.099 1.652
7 percent of OOV 0.126 -1.530
8 average log likelihood (Reuters) 0.952 0.061
9* percent of adjectives 0.031 2.157
10 percent of adverbs 0.176 1.353
11 percent of verbs 0.277 1.087
12 percent of nouns 0.512 -0.656
13* parse tree height <0.001 3.931
14* number of sentiment words <0.001 5.370
Table 2: Results of statistical significance tests of the features. * indicates that the result is statistically significant at a 95%
confidence level. Values less than 0.001 are denoted as < 0.001.
6.1 Integer Linear Programming for
Document Summarization
McDonald (2007) proposed a global optimization
model to solve document summarization by in-
teger linear programming. The idea is to maxi-
mize the overall score of selected sentences while
also minimizing the redundancy among selected
sentences. However, his method can have an ex-
ponentially growing number of parameters and it
cannot globally measure redundancy. To handle
document summarization by globally considering
both content coverage and redundancy, Gillick
and Favre (2009) proposed a different framework.
Their objective is to cover the “concepts” in the
original documents. The quality of a summary is
measured by the weighted sum of concepts it cov-
ers, and a concept is counted only once regardless
of how many times it occurs in the selected sum-
mary sentences. The framework therefore intrin-
sically handles both content coverage and redun-
dancy reduction. The formulation is as follows:
Maximize:
∑
i
wici
Subject to:
∑
j
ljsj ≤ L
sjOccij ≤ ci, ∀i, j∑
j
sjOccij ≥ ci,∀i
ci ∈ {0, 1} ∀i
sj ∈ {0, 1} ∀j
where wi is the weight of concept i, ci is a binary
indicator for concept i which will be set to 1 when
i is covered by the summary. sj is the binary indi-
cator for sentence j which is 1 when the sentence
is selected as a summary sentence. Occij is a bi-
nary variable indicating the occurrence of concept
i in sentence j, which would be 1 if i occurs in j.
lj is the length of sentence j. We need to solve op-
timization problem and get the optimal values of
ci and sj for all i and j.
6.2 Our Modifications
We can see that the above framework does not con-
sider sentence quality or subjectivity. Based on the
findings from Section 5, we propose the follow-
ing modifications to the concept-based ILP frame-
work.
LengthMod-1: Since we find that summary sen-
tences from forums tend to be longer, we propose
to minimize the total number of sentences in the
summary as follows:
Maximize:
∑
i
wici − λ
∑
j
sj .
where λ is a free parameter in all three modifica-
tions. The second term is essentially the total num-
ber of sentences selected. The other constraints for
the optimization problem remain the same.
LengthMod-2: Alternatively, we propose the fol-
lowing objective function to favor longer sen-
tences:
Maximize:
∑
i
wici + λ
∑
j
l2jsj .
With the total length of all selected sentences
capped at L, the second term above favor the se-
lection of fewer, longer sentences.
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SubjectMod-1: To favor sentences with subjec-
tive words, we can formulate the following objec-
tive function:
Maximize:
∑
i
wici + λ
∑
j
ojsj ,
where oj is the sentiment score for sentence j,
which is computed by counting the number sen-
timent words in j.
SubjectMod-2: Alternatively, to model the influ-
ence of sentiment words, we can change the way
wi is calculated. In the study by Gillick and Favre
(2009), wi is the frequency of concept i in the in-
put documents. Here, we change it to be the fre-
quency of i appearing in opinionated sentences.
For simplicity, we treat sentences containing sen-
timent words as opinionated sentences. The in-
tuition of the original method is try to cover as
many frequent concepts as possible. The intuition
of ours is to cover as many opinion related con-
cepts as possible.
6.3 Results
ROUGE-1 ROUGE-2
Baseline 0.3418 0.1062
LengthMod-1 0.3483 0.1187
LengthMod-2 0.3469 0.1182
SubjectMod-1 0.3399 0.0991
SubjectMod-2 0.3576 0.1191
Table 3: Summarization Performance
To test the effectiveness of our modifications,
we applied both them and the baseline method on
the forum data introduced in Section 3. The hu-
man editted summaries are used as the gold stan-
dard references. For our modifications, when sum-
marizing one thread, we use all other 9 threads
and the corresponding human summaries as train-
ing data to find the optimal λ. We use ROUGE-1
and ROUGE-2 as the evaluation metric.
In Table 3 we show the performance of the
baseline method and our modifications. We can
see that modifications that incorporate length into
the objective function both give better perfor-
mance over the baseline. This shows that our
modified versions of the objective function can
effectively bring in longer sentences for sum-
maries. However, the two modified methods
based on sentence subjectivity have very differ-
ent performance. While SubjectMod-2 outper-
forms the baseline (and all other modifications),
SubjectMod-1 does not outperform the baseline.
A deeper analysis of SubjectMod-1 and
SubjectMod-2 can reveal their difference.
SubjectMod-2 changes the way concept weights
are calculated. In this method, concepts co-
occurring more with sentiment words in the same
sentence will be more important. The algorithm
tries to cover as many sentiment related frequent
concepts as possible. Coverage and subjectivity
are incorporated and considered at the same time.
However, SubjectMod-1 considers coverage and
subjectivity separately. If a sentence contains
some frequent but not opinion related concepts
and a few sentiment words, it may be selected as
a summary sentence by SubjectMod-1.
7 Conclusions
In this paper, we studied the problem of summa-
rizing opinions from online forum threads. We
first constructed a data set with human generated
model summaries and then identified a number
of sentence features which we hypothesized to be
useful in characterizing good summary sentences.
These features cover representativeness, text qual-
ity and subjectivity of a sentence. Based on the
model summaries we have obtained, we evaluated
the effectiveness of these features based on Stu-
dent’s t-test. We found that a number of these
features are significantly discriminative in identi-
fying summary sentences. We then proposed to
modify an ILP-based summarization framework to
take sentence length and subjectivity into consid-
eration.
Our study provides insight into the general
problem of summarizing online opinions from fo-
rum discussions, which has not been well studied.
Our findings suggest that a number of factors other
than content coverage are important to consider
when it comes to summarizing opinions from so-
cial media. Our proposed modifications to a prin-
cipled summarization framework show promising
results. Our study is still preliminary. In the fu-
ture, we plan to study how to further improve the
ILP-based summarization framework to incorpo-
rate more considerations. We also expect that 1) it
is useful to use fine-grained opinion extraction to
extract and normalize opinions before they can be
summarized, 2) social media properties like users’
attributes and social effect can be helpful in sum-
marizing text content.
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