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The Theory of Quaternion Matrix Derivatives
Dongpo Xu and Danilo P. Mandic, Fellow, IEEE
Abstract—A systematic theory is introduced for calculating the
derivatives of quaternion matrix function with respect to quater-
nion matrix variables. The proposed methodology is equipped
with the matrix product rule and chain rule and it is able to
handle both analytic and nonanalytic functions. This corrects
a flaw in the existing methods, that is, the incorrect use of
the traditional product rule. In the framework introduced, the
derivatives of quaternion matrix functions can be calculated
directly without the differential of this function. Key results are
summarized in tables. Several examples show how the quaternion
matrix derivatives can be used as an important tool for solving
problems related to signal processing.
Index Terms—Quaternion differentials, quaternion matrix
derivatives, Jacobian, non-analytic functions, GHR calculus.
I. INTRODUCTION
In recent years, quaternion signal processing has attracted
considerable research interest in areas, including image pro-
cessing [1]–[4], [55], computer graphics [6], aerospace and
satellite tracking [7], [8], modeling of wind profile [9]–[11],
processing of polarized waves [12]–[14], and design of space-
time block codes [15]–[20]. Recent mathematical tools to sup-
port these developments include the quaternion singular value
decomposition [12], quaternion Fourier transform [21], [22],
statistical analysis [23]–[25] and Taylor series expansion [26].
However, gradient based optimisation techniques in quaternion
algebra have experienced slow progress, as the quaternion
analyticity conditions are too stringent. For example, the
generalised Cauchy-Riemann condition [27] restricts the class
of quaternion analytic functions to linear functions and con-
stants. One attempt to relax this constraint is the so-called
Cauchy-Riemann-Fueter (CRF) condition [28], however, the
even polynomial functions do not satisfy the CRF condition.
A slice regular condition was proposed in [29], [30], which
contains the polynomials and power series with one-sided
quaternion coefficients, however, the product and composition
of two slice regular functions are generally not slice regular.
In quaternion statistical signal processing, a common op-
timization objective is to minimize a real cost function of
quaternion variables, typically in the form of error power,
f(q) = |e(q)|2, however, such a function is obviously not-
analytic according to quaternion analysis [28], [31], [32] and
therefore quaternion derivative cannot be used. To circum-
vent this problem, the so called pseudo-derivatives are often
employed , which treat f as a real analytic function of the
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four real components of quaternion variable, and then take the
real derivatives with respect to these independent real parts,
separately. However, using this approach is the computations
become cumbersome and tedious even for very simple algo-
rithms. An alternative and more elegant approach that can deal
with non-analytic functions directly in the quaternion domain
is to use the HR calculus [33], which takes the derivatives
of f with respect to quaternion variable and its involutions.
The HR calculus has been utilized to derive quaternion inde-
pendent component analysis [34], nonlinear adaptive filtering
[35], affine projection algorithms [36], and Kalman filtering
[37]. However, the traditional product rule does not apply
within the HR calculus because of the non-commutativity of
quaternion product. The recently proposed generalized HR
(GHR) calculus [38] rectifies this issue by making use of
the quaternion rotation. It also comprises a novel product rule
and chain rule and bears a great resemblance to the CR (or
Wirtinger) calculus [39]–[41], which has been instrumental
for the developments in complex-valued signal processing
[42]–[46] and optimization [47]. In [38], the authors give a
systematic treatment of the case of quaternion scalar functions
which depend on quaternion argument, however, the more
general matrix case was not considered. Problems where the
unknown parameter is a quaternion matrix are wide ranging
including array signal processing [12], [13], space-time coding
[16]–[18], and quaternion orthogonal designs [20].
The problem of finding derivatives with respect to real-
valued matrices is well understood and has been studied in
[48]–[50]. For the complex-valued vector case, the mathemat-
ical foundations for derivative operations have been considered
in [40], where the major contribution is the notion of complex
gradient and the condition of stationary point in the context
of optimization. This work was further extended to second
order derivatives together with a duality relationship between
the complex gradient and Hessian and their real bivariate
counterparts [51]. A systematical treatment of all the related
concepts has been summarized in [41]. More general complex
matrix derivatives have been thoroughly studied in [53].
Our aim here is to establish a systematic theory for cal-
culating the derivatives of matrix functions with respect to
quaternion matrix variables. To this end, the GHR calculus for
scalars is used to develop calculus for functions of quaternion
matrices, The vec operator and the Jacobian matrix play an
important role in the resulting calculus, giving very general
matrix product and chain rules. In addition, the proposed
rules are quite generic and can reduce to scalar calculus
rules when the matrices involved are of order one. For a real
scalar function of quaternion matrix variable, the necessary
conditions for optimality can be found by either setting the
derivative of the function with respect to the quaternion matrix
variable or its quaternion involutions to zero. Meanwhile,
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the direction of maximum rate of change of the function is
given by the Hermitian of derivative of the function with
respect to the quaternion matrix variable. Our results offer
therefore a generalization of the results for scalar functions
of vector variables. We generalize the complex-valued matrix
derivatives given in [52], [53] to the quaternion matrix case,
and calculate directly the quaternion matrix derivatives without
the quaternion differentials of the functions. The proposed
theory is useful for numerous optimization problems which
involve quaternion matrix parameters.
The rest of this paper is organized as follows: Section II
introduces the basic concepts and properties of quaternion
algebra. A discussion of the differences between analytic and
non-analytic functions is presented in Section III. In Section
IV, the quaternion differential is introduced and several key
differentials are presented. The definition and calculus rules
of the quaternion matrix derivatives are given in Section V.
Section VI contains some important results, such as conditions
for finding stationary points, the direction in which the func-
tion has the maximum rate of change, and the steep descent
method. In Section VII, several key results are placed in tables
and some more practical results are derived based on proposed
theory. Finally, Section VIII concludes the paper.
A. Notations
In this paper, we use bold-faced upper case letters to denote
matrices, bold-faced lower case letters for column vectors,
and standard lower case letters for scalar quantities. The
classification of functions and variables is shown in Table I.
Superscripts (·)∗, (·)T and (·)H denote the quaternion conju-
gate, transpose and Hermitian (i.e., transpose and quaternion
conjugate), respectively. R(A), Tr(A) and ‖A‖ denote the
real part, trace and norm of A, ⊗ and ⊙ denote the Kronecker
and Hadamard product, vec(·) vectorizes a matrix by stacking
its columns, IN is the identity matrix of dimension N , and
0N×S denotes the N×S zero matrix. By reshape(·) we refer
to any linear reshaping operator of the matrix, examples of
such operators are the transpose (·)T and vec(·).
II. QUATERNION ALGEBRA
Quaternions are an associative but not commutative algebra
over R, defined as
H = {qa + iqb + jqc + kqd | qa, qb, qc, qd ∈ R} (1)
where {1, i, j, k} is a basis of H, and the imaginary units i, j
and k satisfy i2 = j2 = k2 = ijk = −1, which implies
ij = k = −ji, jk = i = −kj, ki = j = −ik. For any
quaternion
q = qa + iqb + jqc + kqd = Sq + V q (2)
the scalar (real) part is denoted by qa = Sq = R(q), while
the vector part V q = I(q) = iqb + jqc + kqd comprises the
three imaginary parts. The product for p, q ∈ H is given by
pq = SpSq − V p · V q + SpV q + SqV p+ V p× V q (3)
where the symbols ′·′ and ′×′ denote the usual inner product
and vector product, respectively. The presence of the vector
product means that the quaternion product is noncommutative,
and in general for p, q ∈ H, pq 6= qp. The conjugate of a
quaternion q is defined as q∗ = Sq−V q, while the conjugate
of the product satisfies (pq)∗ = q∗p∗. The modulus of a
quaternion is defined as |q| = √qq∗ =
√
q2a + q
2
b + q
2
c + q
2
d,
and it is easy to check that |pq| = |p||q|. The inner product
of p and q is defined as < p, q >= R(p∗q) The inverse of a
quaternion q 6= 0 is q−1 = q∗/|q|2, and an important property
of the inverse is
(pq)−1 =
(pq)∗
|pq|2 =
q∗p∗
|q|2|p|2 =
q∗
|q|2
p∗
|p|2 = q
−1p−1 (4)
(note the change in order). If |q| = 1, we call q a unit
quaternion. A quaternion q is said to be pure if R(q) = 0,
then q∗ = −q and q2 = −|q|2. Thus, a pure unit quaternion
is a square root of -1, such as the imaginary units i, j and k.
Quaternions can also be written in the polar form
q = |q|
(
Sq
|q| +
V q
|V q|
|V q|
|q|
)
= |q|(cos θ + qˆ sin θ) (5)
where qˆ = V q/|V q| is a pure unit quaternion and θ =
arccos(Sq/|q|) is the angle (or argument) of the quaternion.
We shall next introduce the quaternion rotation and involution.
Definition 1 (Quaternion Rotation [54]): For any quater-
nion q, consider the transformation
qµ , µqµ−1
where µ = |µ|(cos θ + µˆ sin θ) is any non-zero quaternion.
This transformation geometrically describes a 3-dimensional
rotation of the vector part of q through an angle 2θ about the
vector part of µ.
Some basic properties of the notation in Definition 1 (see
[14], [38]) are:
(pq)µ = pµqµ, pq = qpp = qp(q
∗), ∀p, q ∈ H (6)
qµν = (qν)µ, qµ∗ , (q∗)µ = (qµ)∗ , q∗µ, ∀ν, µ ∈ H (7)
Note that the real representation in (1) can be easily gener-
alized to a general orthogonal system {1, iµ, jµ, kµ} given in
[38], [54], where the following properties hold
iµiµ = jµjµ = kµkµ = iµjµkµ = −1 (8)
Definition 2 (Quaternion Involution [55]): The involution
of a quaternion q around a pure unit quaternion η is
qη = ηqη−1 = ηqη∗ = −ηqη
and represents a rotation of q about η through pi .
In particular, the involutions around the imaginary units
i, j, k are given by [55]
qi = −iqi = qa + iqb − jqc − kqd
qj = −jqj = qa − iqb + jqc − kqd
qk = −kqk = qa − iqb − jqc + kqd
(9)
which allows us to express the four real-valued components
of a quaternion q as [25], [28], [33]
qa =
1
4
(q + qi + qj + qk), qb =
1
4i
(q + qi − qj − qk) (10)
qc =
1
4j
(q − qi + qj − qk), qd = 1
4k
(q − qi − qj + qk) (11)
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TABLE I
CLASSIFICATION OF FUNCTIONS AND VARIABLES
Function type Scalar variable q ∈ H Vector variable q ∈ HN×1 Matrix variable Q ∈ HN×S
Scalar function f ∈ H f(q) f(q) f(Q)
Vector function f ∈ HM×1 f(q) f(q) f(Q)
Matrix function F ∈ HM×P F (q) F (q) F (Q)
This is analogous to the complex case, where x = 12 (z + z
∗)
and y = − i2 (z − z∗) for any z = x+ iy [56], [57]. Note that
the quaternion conjugation operator (·)∗ is also an involution,
that is
q∗ =
1
2
(−q+qi+qj+qk), q = 1
2
(−q∗+qi∗+qj∗+qk∗) (12)
III. ANALYTIC VERSUS NON-ANALYTIC FUNCTIONS
A function that is analytic is also called regular, or mono-
genic. Due to the non-commutativity of quaternion products,
there are two ways to write the quotient in the definition of
quaternion derivative, as shown below.
Proposition 1 ( [58]): Let D ⊆ H be a simply-connected
domain of definition of the function f : D → H. If for any
q ∈ D
lim
h→0
[(f(q + h)− f(q))h−1] (13)
exists in H, then necessarily f(q) = ωq+λ for some ω, λ ∈ H.
If for any q ∈ D
lim
h→0
[h−1 (f(q + h)− f(q))] (14)
exists in H, then necessarily f(q) = qν+λ for some ν, λ ∈ H.
Proposition 1 indicates that the traditional definitions of
derivative in (13) and (14) are too restrictive. One attempt to
relax this constraint is the so-called Cauchy-Riemann-Fueter
(CRF) equation, given by
∂f
∂qa
+ i
∂f
∂qb
+ j
∂f
∂qc
+ k
∂f
∂qd
= 0 (15)
However, Gentili and Struppa in [29], [30] point out that the
polynomial functions (even the identity f(q) = q) do not
satisfy the CRF condition. To further relax this constraint, a
slice monogenic condition was proposed in [29], by adopting
the newer setting of slice domains to give(
∂
∂x
+ I
∂
∂y
)
fI(x + Iy) = 0, for ∀I ∈ S (16)
where q = x+ Iy (x, y real numbers), fI(q) is the restriction
of f(q) to the complex line LI = R + IR and S = {I ∈
H | I2 = −1}. This class of slice monogenic functions
contains the polynomials (and, more generally, power series)
with right-sided quaternion coefficients. However, the product
and composition of two slice monogenic functions f and g
are generally not slice monogenic. For example, if g(q) = q
and f(q) = qω, ω ∈ H, then f and g are slice monogenic
functions, but the product f(q)g(q) = qωq is not a slice
monogenic function.
The quaternion derivative in quaternion analysis is defined
only for analytic functions. However, in engineering problems,
objective functions of interest are often real-valued to mini-
mize or maximize them and thus not analytic, such as
f(q) = |q|2 = qq∗ (17)
In order to take the derivative of such functions, the HR
calculus extends the classical idea of complex CR calculus
[39]–[41] to the quaternion field, which comprises of two
groups of derivatives: the HR-derivatives [33]


∂f
∂q
∂f
∂qi
∂f
∂qj
∂f
∂qk


=
1
4


1 −i −j −k
1 −i j k
1 i −j k
1 i j −k




∂f
∂qa
∂f
∂qb
∂f
∂qc
∂f
∂qd


(18)
and the conjugate HR-derivatives


∂f
∂q∗
∂f
∂qi∗
∂f
∂qj∗
∂f
∂qk∗


=
1
4


1 i j k
1 i −j −k
1 −i j −k
1 −i −j k




∂f
∂qa
∂f
∂qb
∂f
∂qc
∂f
∂qd


(19)
However, the traditional product rule is not valid for the HR
calculus. For example, f(q) = |q|2, then ∂|q|2
∂q
= 12q
∗ from
(18), but ∂|q|2
∂q
6= q ∂q∗
∂q
+ ∂q
∂q
q∗ = − 12q+q∗. This difficulty has
been solved within the framework of the GHR calculus, and
show that it equips quaternion analysis with both the novel
product rule and chain rule, see [38] for more details.
Definition 3 (The GHR Derivatives [38]): Let q = qa +
iqb + jqc + kqd, where qa, qb, qc, qd ∈ R. Then the left GHR
derivatives, with respect to qµ and qµ∗ (µ 6= 0, µ ∈ H) of the
function f , are defined as
∂f
∂qµ
=
1
4
(
∂f
∂qa
− ∂f
∂qb
iµ − ∂f
∂qc
jµ − ∂f
∂qd
kµ
)
∂f
∂qµ∗
=
1
4
(
∂f
∂qa
+
∂f
∂qb
iµ +
∂f
∂qc
jµ +
∂f
∂qd
kµ
) (20)
and the right GHR derivatives are defined as
∂rf
∂qµ
=
1
4
(
∂f
∂qa
− iµ ∂f
∂qb
− jµ ∂f
∂qc
− kµ ∂f
∂qd
)
∂rf
∂qµ∗
=
1
4
(
∂f
∂qa
+ iµ
∂f
∂qb
+ jµ
∂f
∂qc
+ kµ
∂f
∂qd
) (21)
where ∂f
∂qa
,
∂f
∂qb
,
∂f
∂qc
and ∂f
∂qd
are the partial derivatives of
f with respect to qa, qb, qc and qd, respectively, and the set
{1, iµ, jµ, kµ} is a general orthogonal basis of H.
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Some basic properties of the left GHR derivatives in Defi-
nition 3 (see [38]) are:
Product rule : ∂(fg)
∂qµ
= f
∂g
∂qµ
+
∂(fg)
∂qµ
∣∣
g=const
(22)
Product rule : ∂(fg)
∂qµ∗
= f
∂g
∂qµ∗
+
∂(fg)
∂qµ∗
∣∣
g=const
(23)
Chain rule : ∂f(g(q))
∂qµ
=
∑
ν∈{1,i,j,k}
∂f
∂gν
∂gν
∂qµ
(24)
Chain rule : ∂f(g(q))
∂qµ∗
=
∑
ν∈{1,i,j,k}
∂f
∂gν
∂gν
∂qµ∗
(25)
Rotation rule :
(
∂f
∂qµ
)ν
=
∂fν
∂qνµ
,
(
∂f
∂qµ∗
)ν
=
∂fν
∂qνµ∗
(26)
if f is real
(
∂f
∂qµ
)ν
=
∂f
∂qνµ
,
(
∂f
∂qµ∗
)ν
=
∂f
∂qνµ∗
(27)
Conjugate rule :
(
∂f
∂qµ
)∗
=
∂rf
∗
∂qµ∗
,
(
∂f
∂qµ∗
)∗
=
∂rf
∗
∂qµ
(28)
if f is real
(
∂f
∂qµ
)∗
=
∂f
∂qµ∗
,
(
∂f
∂qµ∗
)∗
=
∂f
∂qµ
(29)
Remark 1: Observe that for µ ∈ {1, i, j, k}, the HR deriva-
tives (18) and (19) are a special case of the right GHR
derivative, which is more concise and easier to understand.
Furthermore, the GHR derivatives incorporate a novel product
rule and chain rule, which is very convenient for calculating
the GHR derivatives.
Remark 2: Due to the non-commutativity of quaternion
products, the left GHR derivative is different from the right
GHR derivative. However, they will be equal if the function
f is real-valued. In the sequel, we mainly focus on the left
GHR derivative, because it has a lot of convenient properties
that are consistent with our common sense.
IV. QUATERNION DIFFERENTIALS
For a scalar function f(q), where q is a quaternion variable,
the differential of f(q) can be expressed as follows [38]
df =
∑
µ∈{1,i,j,k}
∂f
∂qµ
dqµ, df =
∑
µ∈{1,i,j,k}
∂f
∂qµ∗
dqµ∗ (30)
where ∂f
∂qµ
and ∂f
∂qµ∗
are the GHR derivatives defined in (20).
In like with this formula, we define the differential of an
M × P matrix function F = [fmp] to be
dF ,


df11 · · · df1P
.
.
.
.
.
.
.
.
.
dfM1 · · · dfMP

 (31)
A procedure that can be used to find the differentials of F :
H
N×S → HM×P is to calculate the difference
F (Q+ dQ)− F (Q) =
First-order(dQ) + Higher-order(dQ)
(32)
Then dF (Q) = First-order(dQ), i.e., the first order terms
of dQ. This definition complies with the multiplicative and
associative rules
d(αQβ) = α(dQ)β, d(P +Q) = dP + dQ (33)
where α, β ∈ H. If P and Q are product-conforming matrices,
it can be verified that the differential of their product is
d(PQ) = (dP )Q + P (dQ) (34)
Some of the most important results on quaternion matrix
differentials are summarized in Table II, assuming that A,
B, and α, β to be quaternion constants, and P , Q to be
quaternion matrix variables. These results are a generalization
of the complex matrix differentials found in [52] to the
quaternion case.
Definition 4: The Moore-Penrose inverse of Q ∈ HN×S is
defined as a matrixQ+ ∈ HS×N satisfying all of the following
four criteria [59]:
(QQ+)H = QQ+, (Q+Q)H = Q+Q
QQ+Q = Q, Q+QQ+ = Q+
(35)
where (·)H denotes the Hermitian operator, or the quaternion
conjugate transpose.
Proposition 2: Let Q ∈ HN×S , then
dQ+ = −Q+(dQ)Q+ +Q+(Q+)H(IN −QQ+)
+(IS −Q+Q)(dQH)(Q+)HQ+
(36)
Proof: The proof of Proposition 2 is similar to that of
Proposition 1 in [52], so it is omitted here.
The following lemma is very important for identifying
the GHR derivatives from the differential of a quaternion
matrix function. The quaternion components, that is, the real
variables qa, qb, qc and qd are mutually independent and hence
so are their differentials. Although the quaternion variables
q, qi, qj and qk are related, it is important to notice that their
differentials are linearly independent in the following way.
Lemma 1: Let Q ∈ HN×S and let An ∈ HM×NS . If the
normal case
A1dvec(Q) +A2dvec(Q
i)
+A3dvec(Q
j) +A4dvec(Q
k) = 0
(37)
or the conjugate case
A1dvec(Q
∗) +A2dvec(Q
i∗)
+A3dvec(Q
j∗) +A4dvec(Q
k∗) = 0
(38)
for all dQ ∈ HN×S . Then An = 0M×NS for n ∈ {1, 2, 3, 4}.
Proof: Let Q = Qa + iQb + jQc + kQd ∈ HN×S ,
where Qa,Qb,Qc,Qd ∈ RN×S . From (6) and (33), we have
dQ = dQa + i(dQb) + j(dQc) + k(dQd), dQ
i = dQa +
i(dQb)−j(dQc)−k(dQd), dQj = dQa−i(dQb)+j(dQc)−
k(dQd) and dQk = dQa − i(dQb) − j(dQc) + k(dQd). By
substituting dvec(Q), dvec(Qi), dvec(Qj) and dvec(Qk) into
(37), we have (A1+A2+A3+A4)dvec(Qa)+ (A1+A2−
A3 −A4)idvec(Qb) + (A1 −A2 +A3 −A4)jdvec(Qc) +
(A1−A2−A3+A4)kdvec(Qd) = 0. Since the differentials
dQa, dQb, dQc and dQd are independent, then A1 + A2 +
A3 +A4 = 0, A1 +A2 −A3 −A4 = 0, A1 −A2 +A3 −
A4 = 0 and A1 − A2 − A3 + A4 = 0. Hence, it follows
that A1 = A2 = A3 = A4 = 0. The conjugate case can be
proved in a similar way.
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TABLE II
IMPORTANT RESULTS FOR QUATERNION MATRIX DIFFERENTIALS
Function A αQβ P +Q Tr(Q) PQ P ⊗Q
Differential 0 α(dQ)β dP + dQ Tr(dQ) (dP )Q+ P (dQ) (dP )⊗Q+ P ⊗ (dQ)
Function Qµ Qµ∗ vec(Q) reshape(Q) Q−1 P ⊙Q
Differential (dQ)µ (dQ)µ∗ vec(dQ) reshape(dQ) −Q−1(dQ)Q−1 (dP )⊙Q+ P ⊙ (dQ)
TABLE III
IDENTIFICATION TABLE FOR QUATERNION DERIVATIVES
Function type Differential Derivatives wrt q,q,Q Derivatives wrt q∗,q∗,Q∗ Order of derivatives
f(q)
df =
∑
µ∈{1,i,j,k} aµdq
µ
Dqf(q) = a1 Dq∗f(q) = b1 1× 1
df =
∑
µ∈{1,i,j,k} bµdq
µ∗
f(q)
df =
∑
µ∈{1,i,j,k} a
T
µdq
µ
Dqf(q) = aT1 Dq∗f(q) = b
T
1
1×N
df =
∑
µ∈{1,i,j,k} b
T
µdq
µ∗
f(Q)
df =
∑
µ∈{1,i,j,k} vec
T (Aµ)dvec(Qµ)
DQf(Q) = vec
T (A1) DQ∗f(Q) = vec
T (B1) 1×NS
df =
∑
µ∈{1,i,j,k} vec
T (Bµ)dvec(Qµ∗)
f(Q)
df =
∑
µ∈{1,i,j,k} Tr{A
T
µ dQ
µ} ∂f
∂Q
= A1
∂f
∂Q∗
= B1 N × S
df =
∑
µ∈{1,i,j,k} Tr{B
T
µ dQ
∗}
f(q)
df =
∑
µ∈{1,i,j,k} cµdq
µ
Dqf(q) = c1 Dq∗f(q) = d1 M × 1
df =
∑
µ∈{1,i,j,k} dµdq
µ∗
f(q)
df =
∑
µ∈{1,i,j,k}Cµdq
µ
Dqf(q) = C1 Dq∗f(q) = D1 M ×N
df =
∑
µ∈{1,i,j,k}Dµdq
µ∗
f(Q)
df =
∑
µ∈{1,i,j,k}αµdvec(Q
µ)
DQf(q) = α1 DQ∗f(q) = β1 M ×NS
df =
∑
µ∈{1,i,j,k} βµdvec(Q
µ∗)
F (q)
dvec(F ) =
∑
µ∈{1,i,j,k} gµdq
µ
DqF (q) = g1 Dq∗F (q) = h1 MP × 1
dvec(F ) =
∑
µ∈{1,i,j,k} hµdq
µ∗
F (q)
dvec(F ) =
∑
µ∈{1,i,j,k}Gµdq
µ
DqF (q) = G1 Dq∗F (q) =H1 MP ×N
dvec(F ) =
∑
µ∈{1,i,j,k}Hµdq
µ∗
F (Q)
dvec(F ) =
∑
µ∈{1,i,j,k} ζµdvec(Q
µ)
DQF (Q) = ζ1 DQ∗F (Q) = ξ1 MP ×NS
dvec(F ) =
∑
µ∈{1,i,j,k} ξµdvec(Q
µ∗)
V. DEFINITION OF QUATERNION MATRIX DERIVATIVES
This section covers differentiation of matrix functions with
respect to a matrix variable Q. Note that it is always assumed
that all the elements of Q are linearly independent.
We start with a scalar function f(q) of an N × 1 vector q,
then the GHR derivatives of f are the 1×N vector
∂f
∂qµ
=
[
∂f
∂qµ1
, · · · , ∂f
∂qµN
]
(39)
∂f
∂qµ∗
=
[
∂f
∂qµ∗1
, · · · , ∂f
∂qµ∗N
]
(40)
The gradients of f are the vector
∇qµf ,
(
∂f
∂qµ
)T
, ∇qµ∗f ,
(
∂f
∂qµ∗
)T
(41)
If f is an M×1 vector function of q, then the M×N matrices
∂f
∂qµ
=


∂f1
∂qµ
.
.
.
∂fM
∂qµ

 , ∂f∂qµ∗ =


∂f1
∂qµ∗
.
.
.
∂fM
∂qµ∗

 (42)
are called the derivatives or Jacobian matrices of f . General-
izing these concepts to matrix functions of matrices, we arrive
at the following definition.
Definition 5: Let F : HN×S → HM×P . Then the GHR
derivatives (or Jacobian matrices) of F with respect to
Qµ,Qµ∗ (µ ∈ H, µ 6= 0) are the MP ×NS matrices
DQµF = ∂vecF (Q)
∂vec(Qµ)
(43)
DQµ∗F = ∂vecF (Q)
∂vec(Qµ∗)
(44)
The transposes of the Jacobian matrices DQµF and DQµ∗F
are called the gradients.
Using the matrix derivative notations in Definition 5, the
differentials of the scalar function f in (30) can be extended
to the following matrix case
dvec(F ) =
∑
µ∈{1,i,j,k}
(DQµF )dvec(Qµ) (45)
dvec(F ) =
∑
µ∈{1,i,j,k}
(DQµ∗F )dvec(Qµ∗) (46)
This is also a generalization of the complex-valued matrix
variable case studied thoroughly in [53] to the case of the
quaternion matrix variables. It can be shown by using Lemma
1 that the matrix derivatives in (45) and (46) are unique.
Table III shows the connection between the differentials
and derivatives of the different function types in Table I,
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which is an extension of the corresponding table given in
[52] for complex-valued variable case. In Table III, q ∈ H,
q ∈ HN×1, Q ∈ HN×S , f ∈ H, f ∈ HM×1 and F ∈ HM×P .
Furthermore, aµ, bµ ∈ H, aµ, bµ ∈ HN×1, Aµ,Bµ ∈ HN×S ,
cµ,dµ ∈ HM×1, Cµ,Dµ ∈ HM×N , αµ,βµ ∈ HM×NS ,
gµ,hµ ∈ HMP×1, Gµ,Hµ ∈ HMP×N , ζµ, ξµ ∈ HMP×NS ,
and each of these might be a fucntion of q, q or Q.
A. Product Rule
In Section III, we have given a example to show that the
traditional product rule is not valid for the HR calculus. Now,
we generalize the product rules in (22) and (23) for quaternion
scalar variable to the case of quaternion matrix variable.
Theorem 5.1: Let H : HN×S → HM×P be given by H =
FG, where F : HN×S → HM×R and G : HN×S → HR×P .
Then the following relations hold
DQµH = (IP ⊗ F )DQµG+DQµ(FG)|G=const (47)
DQµ∗H = (IP ⊗ F )DQµ∗G+DQµ∗(FG)|G=const (48)
Proof: The differential of H can be expressed as
dH = F (dG)IP + d(FG)|G=const (49)
By using the differentials of F and G after applying the vec(·),
we have
dvec(H) = (IP ⊗ F )dvec(G) + dvec(FG)|G=const
=
∑
µ∈{1,i,j,k}
(IP ⊗ F ) (DQµG)dvec(Qµ)
+
∑
µ∈{1,i,j,k}
DQµ(FG)|G=const dvec(Qµ)
=
∑
µ∈{1,i,j,k}
[
(IP ⊗ F )DQµG
+DQµ(FG)|G=const
]
dvec(Qµ) (50)
where (6) and (33) are used in the last equality. Hence, the
derivatives of FG with respect to Qµ can be identified as in
(47). The second equality can be proved in similar manner.
B. Chain Rule
One big advantage of the matrix derivatives are defined in
Definition 5 is that the chain rule can be obtained in a very
simple form, and is formulated in the following theorem.
Theorem 5.2: Let U ⊆ HN×S and suppose G : U →
H
M×P has the GHR derivatives at an interior point Q of
the set U . Let V ⊆ HM×P be such that G(Q) ∈ V for all
Q ∈ U . Assume F : V → HR×T has GHR derivatives at
an inner point G(Q) ∈ V , then the GHR derivatives of the
composite function H(Q) , F (G(Q)) are as follows:
DQµH =
∑
ν∈{1,i,j,k}
(DGνF )(DQµGν) (51)
DQµ∗H =
∑
ν∈{1,i,j,k}
(DGνF )(DQµ∗Gν) (52)
DQµH =
∑
ν∈{1,i,j,k}
(DGν∗F )(DQµGν∗) (53)
DQµ∗H =
∑
ν∈{1,i,j,k}
(DGν∗F )(DQµ∗Gν∗) (54)
Proof: From (45), we have
dvec(H) = dvec(F ) =
∑
ν∈{1,i,j,k}
(DGνF )dvec(Gν) (55)
The differential of dvec(Gν) is given by
dvec(Gν) =
∑
µ∈{1,i,j,k}
(DQµGν)dvec(Qµ) (56)
By substituting (56) into (55), we have
dvec(H) =
∑
µ,ν∈{1,i,j,k}
(DGνF )(DQµGν)dvec(Qµ) (57)
According to (45), the derivatives of H with respect to Qµ
can now be identified as in (51). The other equalities can be
proved in similar manner.
VI. QUATERNION OPTIMIZATION THEORY
In engineering, objective functions of interest are often real-
valued and non-analytic, so it is important to find stationary
points for scalar real-valued functions dependent on quater-
nion matrices and the direction where such functions have
maximum rates of change.
A. Stationary Points
This subsection shows that five equivalent ways can be used
to find stationary points of f(Q) ∈ R, which are the necessary
conditions for optimality.
Lemma 2: Let f : HN×S → R. Then the following holds
(DQf)ν = DQνf, DQν∗f = (DQf)ν∗ (58)
Proof: Using (27) and (29), the lemma follows.
Theorem 6.1: Let f : HN×S → R, and let Q = Qa+iQb+
jQc + kQd, where Qa,Qb,Qc,Qd ∈ RN×S . A stationary
point of the function f(Q) = g(ξ) can be founded by one of
the following five equivalent conditions
Dξg(ξ) = 0 ⇔ Dζf(Q) = 0 ⇔ DQf(Q) = 0 (59)
Dξg(ξ) = 0 ⇔ Dζ∗f(Q) = 0 ⇔ DQ∗f(Q) = 0 (60)
where ξ = [Qa,Qb,Qc,Qd] and ζ =
[
Q,Qi,Qj ,Qk
]
.
Proof: In [48], a stationary point is defined as point where
the derivatives of the function are equal to the null vector.
Thus, Dξg(ξ) = 0 gives a stationary point by definition. Using
the chain rule in (51) on both sides of f(Q) = g(ξ), we obtain∑
ν∈{1,i,j,k}
(DQνf)(DξQν) = Dξg (61)
From Qν = Qa + iνQb + jνQc + kνQd, it follows that
DξQν = [I, iνI, jνI, kνI], where I ∈ RNS×NS is the
identity matrix. By substituting these results into (61), we have
(Dζf)J = (Dζf)


I iI jI kI
I iI −jI −kI
I −iI jI −kI
I −iI −jI kI

 = Dξg (62)
where Dζf =
[DQf,DQif,DQjf,DQkf] and 4JJH =
I4NS . From (62), the equalities in (59) are equivalent. The
other equivalent relations can be proved by Lemma 2.
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B. Direction of maximum rate of change
The next theorem states how to find the maximum rate of
change of f(Q) ∈ R, which is widely applied in steepest
descent methods, such as quaternion adaptive filters.
Theorem 6.2: Let f : HN×S → R. Then the gradient
[DQ∗f(Q)]T = [DQf(Q)]H defines the direction of the
maximum rate of change of f with respect to vec(Q).
Proof: From (45), (58), we have
df =
∑
µ∈{1,i,j,k}
(DQµf)dvec(Qµ)
=
∑
µ∈{1,i,j,k}
(DQf)µ(dvec(Q))µ
(63)
Using (6), (10) and (58), we can further get
df =
∑
µ∈{1,i,j,k}
[(DQf)dvec(Q)]µ
= 4R [(DQf)dvec(Q)] = 4R [(DQ∗f)∗dvec(Q)]
= 4
〈
(DQ∗f)T , dvec(Q)
〉
(64)
where < ·, · > is the Euclidean inner product between
real vector in R4NS×1. By applying the Cauchy-Schwartz
inequality to (64), we obtain
|df | = 4
∣∣〈(DQ∗f)T , dvec(Q)〉∣∣ ≤ 4 ‖DQf‖ ‖dvec(Q)‖ (65)
which indicates that the maximum change of f occurs when
dvec(Q) is in the direction of (DQ∗f)T = (DQf)H from
(58). Thus, the steepest descent method can be expressed as
vec(Qn+1) = vec(Qn)− η(DQ∗f(Qn))T , f ∈ R (66)
where η > 0 is the step size, and Qn+1 is the value of the
unknown matrix after n iterations.
VII. DEVOLOPMENT OF QUATERNION DERIVATIVES
A. Derivatives of f(q)
The case of scalar function of scalar variables is studied
thoroughly in [38]. In this case, the derivatives Dqf and
Dqf become ∂f∂q and ∂f∂q , respectively. Some results of such
functions are collected in Table IV, assuming α, β and λ to be
quaternion constants and q to be a quaternion-valued variable.
B. Derivatives of f(q)
Let f : HN×1 → H be f(q) = qHAq. This kind of
function frequently appears in quaternion filter optimization
[9]–[11] and array signal processing [12]. For example, the
optimization of the output power qHAq, where q is the
filter coefficients and A is the input covariance matrix. i.e.,
AH = A. Using the product rule in Theorem 5.1, we
have Dqf = qHDq(Aq) + Dq(qHAq)|Aq=const = qHA −
1
2 (Aq)
H = 12q
HA. The derivative Dq∗f = 12 (qHA)∗ can be
obtained in a similar manner. Some results of such functions
are shown in Table V, assuming a ∈ HN×1, A ∈ HN×N to
be constant. and q ∈ HN×1 to be vector variable.
1) Quaternion Least Mean Square: This section derive the
quaternion least mean square (QLMS) algorithm given in
[9], [33] using the GHR calculus. The cost function to be
minimized is a real-valued function
J(n) = |e(n)|2 = e∗(n)e(n) (67)
where
e(n) = d(n)− y(n), y(n) = wT (n)x(n) (68)
and d(n), y(n) ∈ H,w(n),x(n) ∈ HN×1. The weight update
of QLMS is then given by
w(n+ 1) = w(n)− η(DwJ(n))H (69)
where η is the step size and (DwJ(n))H is the gradient of
J(n) with respect to w∗, which defines the direction of the
maximum rate of change of f from Theorem 6.2. Using the
results in Table V, the gradient can be calculated by
DwJ = Dw((d−wTx)∗(d−wTx))
= Dw(d∗d)−Dw(d∗wTx)
−Dw(xHw∗d) +Dw
(
xHw∗wTx
)
= −d∗(n)R(xT ) + 1
2
xHd∗
− 1
2
xH(wTx)∗ + xHw∗R(xT )
= −1
2
xTd∗ +
1
2
xT (wTx)∗
= −1
2
xT (d−wTx)∗ = −1
2
xT e∗
(70)
where time index ‘n’ is omitted for convenience. Then, the
update rules of QLMS becomes
w(n+ 1) = w(n) + η e(n)x∗(n) (71)
where the constant 12 in (70) is absorbed into η. Note that if we
start from y(n) = wH(n)x(n) rather than y(n) = wT (n)x(n)
in (68), then the final update rule of QLMS would become
w(n+ 1) = w(n) + η x(n)e∗(n) (72)
The QLMS algorithm in (71) is a generic generalization of
complex-valued LMS [60] to the case of quaternion vector.
2) Quaternion Widely Linear Least Mean Square: This
section derive the widely linear QLMS (WL-QLMS) algorithm
based on quaternion widely linear model given in [23], [25],
[26]. The cost function to be minimized is
J(n) = |e(n)|2 = e∗(n)e(n) (73)
where
e(n) = d(n)− y(n), e∗(n) = d∗(n)− y∗(n) (74)
and
y(n) = hH(n)x(n) + gH(n)xi(n)
+ uH(n)xj(n) + vH(n)xk(n)
(75)
The weight updates are then given by
h(n+ 1) = h(n)− η(DhJ(n))H
g(n+ 1) = g(n)− η(DgJ(n))H
u(n+ 1) = u(n)− η(DuJ(n))H
v(n+ 1) = v(n)− η(DvJ(n))H
(76)
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TABLE IV
DERIVATIVES OF FUNCTIONS OF THE TYPE f(q)
f(q) Dqf Dq∗f Note
q 1 − 1
2
−−
αq α − 1
2
α ∀α ∈ H
qβ R(β) − 1
2
β∗ ∀β ∈ H
αqβ + λ αR(β) − 1
2
αβ∗ ∀α, β, λ ∈ H
q∗ − 1
2
1 −−
αq∗ − 1
2
α α ∀α ∈ H
q∗β − 1
2
β∗ R(β) ∀β ∈ H
αq∗β + λ − 1
2
αβ∗ αR(β) ∀α, β, λ ∈ H
qαqβ qαR(β) +R(αqβ) − 1
2
qαβ∗ − 1
2
(αqβ)∗ ∀α, β ∈ H
qαq∗β − 1
2
qαβ∗ +R(αq∗β) qαR(β)− 1
2
(αq∗β)∗ ∀α, β ∈ H
q∗αqβ q∗αβ − 1
2
(αqβ)∗ − 1
2
q∗αβ∗ +R(αqβ) ∀α, β ∈ H
q∗αq∗β − 1
2
q∗αβ∗ − 1
2
(αq∗β)∗ q∗αR(β) +R(αq∗β) ∀α, β ∈ H
|Vq| −
1
4
Vq
|Vq |
1
4
Vq
|Vq |
Vq = I(q)
Vq
|Vq |
1
2|Vq |
− 1
2|Vq |
−−
arctan
(
|Vq |
Sq
)
− qˆq
∗
4|q|2
qˆq
4|q|2
Sq = R(q)
q−1 −q−1R(q−1) 1
2|q|2
−−
(q∗)−1 1
2|q|2
−fR(f) −−
(αqβ + λ)−1 −fαR(βf) 1
2
fα(βf)∗ ∀α, β, λ ∈ H
(αq∗β + λ)−1 1
2
fα(βf)∗ −fαR(βf) ∀α, β, λ ∈ H
q2 q +R(q) − 1
2
q − 1
2
(q)∗ −−
(q∗)2 − 1
2
q∗ − 1
2
(q∗)∗ q∗ +R(q∗) −−
(αqβ + λ)2 gαR(β) + αR(βg) − 1
2
gαβ∗ − 1
2
α(βg)∗ g = αqβ + λ
(αq∗β + λ)2 − 1
2
gαβ∗ − 1
2
α(βg)∗ gαR(β) + αR(βg) g = αq∗β + λ
R(q) 1
4
1
4
−−
R(αqβ + λ) 1
4
βα 1
4
α∗β∗ ∀α, β, λ ∈ H
R(αq∗β + λ) 1
4
α∗β∗ 1
4
βα ∀α, β, λ ∈ H
q
|q|
3
4|q|
− 1
2|q|
− 1
4|q|3
q2 −−
q∗
|q|
− 1
2|q|
− 1
4|q|3
(q∗)2 3
4|q|
−−
αqβ+λ
|αqβ+λ|
α
2|g|
R(β) + g
4|g|3
β∗(α∗g)∗ − α
4|g|
β∗ − g
2|g|3
β∗R(α∗g) g = αqβ + λ
αq∗β+λ
|αq∗β+λ|
− α
2|g|
β∗ − f
|g|
∂|g|
∂q
α
|g|
R(β) − f
|g|
∂|g|
∂q∗
g = αq∗β + λ
|q| 1
4|q|
q∗ 1
4|q|
q −−
|q|2 1
2
q∗ 1
2
q −−
|αqβ + λ| g
∗
2|g|
αR(β)− 1
4|g|
β∗(α∗g)∗ − g
∗
4|g|
αβ∗ + 1
2|g|
β∗R(α∗g) g = αqβ + λ
|αq∗β + λ| g
2|g|
β∗R(α∗)− 1
4|g|
α(βg∗)∗ − g
4|g|
β∗(α∗)∗ + 1
2|g|
αR(βg∗) g = αq∗β + λ
|αqβ + λ|2 g∗αR(β) − 1
2
β∗(α∗g)∗ − 1
2
g∗αβ∗ + β∗R(α∗g) g = αqβ + λ
|αq∗β + λ|2 gβ∗R(α∗)− 1
2
α(βg∗)∗ − 1
2
gβ∗(α∗)∗ + αR(βg∗) g = αq∗β + λ
where η is the step size, (DhJ(n))H , (DgJ(n))H ,
(DuJ(n))H and (DvJ(n))H are the gradients of J(n) with
respect to h∗, g∗, u∗ and v∗, respectively. Using the product
rule in Theorem 5.1, the derivative DhJ(n) is calculated by
DhJ = e∗Dh(e) +Dh ((d− y)∗e)
∣∣
e=const
(77)
where time index ‘n’ is omitted to ease the expressions above.
We next calculate the following two derivatives
Dh(e) = Dh(d− y) = −Dh(hHx) = 1
2
xH (78)
Dh ((d− y)∗e)
∣∣
e=const
= −Dh(xHh e)
∣∣
e=const
= −xHR(e) (79)
where the terms Dq(qHa) and Dq(aTqβ) are given in Table
V, and are used in the last equalities above. Substituting (78)
and (79) into (77) yields
DhJ = 1
2
e∗xH − xHR(e) = −1
2
exH (80)
The derivatives DgJ(n), DuJ(n) and DvJ(n) can be calcu-
lated in a similar way to (80) and are given by
DhJ = −1
2
exH , DuJ = −1
2
e (xj)H
DgJ = −1
2
e (xi)H , DvJ = −1
2
e (xk)H
(81)
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TABLE V
DERIVATIVES OF FUNCTIONS f(q) AND f(q)
f(q) Dqf Dq∗f Note
aT qβ aTR(β) − 1
2
aTβ∗ ∀a ∈ HN×1, β ∈ H
aT q∗β − 1
2
aT β∗ aTR(β) ∀a ∈ HN×1, β ∈ H
αqT b αR(bT ) − 1
2
αbH ∀b ∈ HN×1, α ∈ H
αqHb − 1
2
αbH αR(bT ) ∀b ∈ HN×1, α ∈ H
aT qαqT b aTR(αqT b) + aT qαR(bT ) − 1
2
aT (αqT b)∗ − 1
2
aT qαbH ∀a, b ∈ HN×1, α ∈ H
aT qαqHb aTR(αqHb)− 1
2
aT qαbH − 1
2
aT (αqHb)∗ + aT qαR(bT ) ∀a, b ∈ HN×1, α ∈ H
aT q∗αqT b − 1
2
aT (αqT b)∗ + aT q∗αR(bT ) aTR(αqT b)− 1
2
aT q∗αbH ∀a, b ∈ HN×1, α ∈ H
aT q∗αqHb − 1
2
aT (αqHb)∗ − 1
2
aT q∗αbH aTR(αqHb) + aT q∗αR(bT ) ∀a, b ∈ HN×1, α ∈ H
qTAq qTA+R((Aq)T ) − 1
2
qTA− 1
2
(Aq)H ∀A ∈ HN×N
qHAq∗ − 1
2
qHA− 1
2
(Aq∗)H qHA+R((Aq∗)T ) ∀A ∈ HN×N
qTAq∗ − 1
2
qTA+R((Aq∗)T ) qTA− 1
2
(Aq∗)H ∀A ∈ HN×N
qTAq∗ 1
2
(qTA)∗ 1
2
qTA AH = A
qHAq qHA− 1
2
(Aq)H − 1
2
qHA+R((Aq)T ) ∀A ∈ HN×N
qHAq 1
2
qHA − 1
2
(qHA)∗ AH = A
Aqβ AR(β) − 1
2
Aβ∗ ∀A ∈ HN×N , β ∈ H
Aq∗β − 1
2
Aβ∗ AR(β) ∀A ∈ HN×N , β ∈ H
αqTA αR(AT ) − 1
2
αAH ∀A ∈ HN×N , α ∈ H
αqHA − 1
2
αAH αR(AT ) ∀A ∈ HN×N , α ∈ H
Finally, the update within WL-QLMS can be expressed as
h(n+ 1) = h(n) + η x(n)e∗(n)
g(n+ 1) = g(n) + η xi(n)e∗(n)
u(n+ 1) = u(n) + η xj(n)e∗(n)
v(n+ 1) = v(n) + η xk(n)e∗(n)
(82)
where the constant 12 in (81) is absorbed into η.
3) Quaternion Affine Projection Algorithm: This section
derive the quaternion affine projection algorithm (QAPA)
given in [36] based on the GHR calculus. The aim of QAPA
is to minimise adaptively the squared Euclidean norm of the
change in the weight vector w(n) ∈ HN×1, that is
minimise ‖∆w(n)‖2 = ‖w(n+ 1)−w(n)‖2
subject to dT (n) = wH(n+ 1)Q(n) (83)
where d(n) = [d(n), . . . , d(n − S + 1)]T ∈ HS×1 denotes
the desired signal vector and Q(n) = [q(n), . . . , q(n − S +
1)] ∈ HN×S denotes the matrix of S past input vectors. Using
the Lagrange multipliers, the constrained optimisation problem
(83) can be solved by the following cost function
J(n) = ‖w(n+ 1)−w(n)‖2
+R{(dT (n)−wH(n+ 1)Q(n))λ∗}
= (w(n + 1)−w(n))H(w(n+ 1)−w(n))
+
1
2
(dT (n)−wH(n+ 1)Q(n))λ∗
+
1
2
λT (d∗(n)−QH(n)w(n+ 1))
(84)
where λ ∈ HS×1 denotes the Lagrange multipliers. Using the
results in Table V, we have
Dw(n+1)J(n) =
1
2
(w(n+ 1)−w(n))H
+
1
2
(
1
2
(Q(n)λ∗)H − λTQH(n)
)
(85)
=
1
2
(w(n+ 1)−w(n))H − 1
4
λTQH(n)
Setting (85) to zero, the weight update of QAPA can be
obtained as
w(k + 1)−w(k) = 1
2
Q(n)λ∗ (86)
Using the fact that eT (n) = dT (n)−yT (n) = (wH(n+1)−
wH(n))Q(n), and based on (86), λ can be solved as
λT = 2eT (n)
(
QH(n)Q(n)
)−1 (87)
which gives
w(n+ 1) = w(n) +Q(n)
(
QH(n)Q(n)
)−1
e∗(n) (88)
Note that to prevent the normalisation matrix QH(n)Q(n)
within (88) from becoming singular, a small regularisation
term εI ∈ HS×S is practically added with I the identity
matrix, whereas a step size η is also incorporated to control
the convergence and the steady state performance, giving the
final weight update of QAPA in the form
w(n+ 1) = w(n) + ηQ(n)
(
QH(n)Q(n) + εI
)−1
e∗(n) (89)
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TABLE VI
DERIVATIVES OF FUNCTIONS OF THE TYPE f(Q)
f(Q) ∂f
∂Q
∂f
∂Q∗
Tr(Q) IN − 12IN
Tr(QH ) − 1
2
IN IN
Tr(AQ) AT − 1
2
AT
Tr(AQH ) − 1
2
A A
Tr(QA) R(AT ) − 1
2
AH
Tr(QHA) − 1
2
A∗ R(A)
Tr(A1QA2) AT1 R(A
T
2
) − 1
2
AT
1
AH
2
Tr(A1Q∗A2) − 12A
T
1
AH
2
AT
1
R(AT
2
)
Tr(A1QTA2) R(A2)A1 − 12 (A
T
1 A
H
2 )
T
Tr(A1QHA2) − 12 (A
T
1
AH
2
)T R(A2)A1
Tr(Qn)
n∑
m=1
(QT )n−mR(Qm−1)T − 1
2
n∑
m=1
(QT )n−m(Qm−1)H
Tr(Q−1) −(QT )−1R(Q−1)T 1
2
(QT )−1(Q−1)H
Tr(A1QA2QA3) AT1 R(A2QA3)
T + (A1QA2)TR(AT3 ) −
1
2
AT
1
(A2QA3)H −
1
2
(A1QA2)TAH3
Tr(A1QA2Q∗A3) AT1 R(A2Q
∗A3)T −
1
2
(A1QA2)TAH3 −
1
2
AT1 (A2Q
∗A3)H + (A1QA2)TR(AT3 )
Tr(A1QA2QTA3) AT1 R(A2Q
TA3)T +R(A3)A1QA2 −
1
2
AT
1
(A2QTA3)H −
1
2
((A1QA2)TAH3 )
T
Tr(A1QA2QHA3) AT1 R(A2Q
HA3)T −
1
2
((A1QA2)TAH3 )
T − 1
2
AT1 (A2Q
HA3)H +R(A3)A1QA2
Tr(A1Q∗A2QA3) − 12A
T
1
(A2QA3)H + (A1Q∗A2)TR(AT3 ) A
T
1
R(A2QA3)T −
1
2
(A1Q∗A2)TAH3
Tr(A1Q∗A2Q∗A3) − 12A
T
1 (A2Q
∗A3)H −
1
2
(A1Q∗A2)TAH3 A
T
1 R(A2Q
∗A3)T + (A1Q∗A2)TR(AT3 )
Tr(A1Q∗A2QTA3) − 12A
T
1
(A2QTA3)H +R(A3)A1Q∗A2 AT1 R(A2Q
TA3)T −
1
2
((A1Q∗A2)TAH3 )
T
Tr(A1Q∗A2QHA3) − 12A
T
1 (A2Q
HA3)H −
1
2
((A1Q∗A2)TAH3 )
T AT1 R(A2Q
HA3)T +R(A3)A1Q∗A2
Tr(A1QTA2QA3) R(A2QA3)A1 + (A1QTA2)TR(AT3 ) −
1
2
(AT
1
(A2QA3)H )T −
1
2
(A1QTA2)TAH3
Tr(A1QTA2Q∗A3) R(A2Q∗A3)A1 − 12 (A1Q
TA2)TAH3 −
1
2
(AT1 (A2Q
∗A3)H )T + (A1QTA2)TR(AT3 )
Tr(A1QTA2QTA3) R(A2QTA3)A1 +R(A3)A1QTA2 − 12 (A
T
1
(A2QTA3)H )T −
1
2
((A1QTA2)TAH3 )
T
Tr(A1QTA2QHA3) R(A2QHA3)A1 − 12 ((A1Q
TA2)TAH3 )
T − 1
2
(AT
1
(A2QHA3)H )T +R(A3)A1QTA2
Tr(A1QHA2QA3) − 12 (A
T
1
(A2QA3)H )T + (A1QHA2)TR(AT3 ) R(A2QA3)A1 −
1
2
(A1QHA2)TAH3
Tr(A1QHA2Q∗A3) − 12 (A
T
1
(A2Q∗A3)H )T −
1
2
(A1QHA2)TAH3 R(A2Q
∗A3)A1 + (A1QHA2)TR(AT3 )
Tr(A1QHA2QTA3) − 12 (A
T
1 (A2Q
TA3)H )T +R(A3)A1QHA2 R(A2QTA3)A1 −
1
2
((A1QHA2)TAH3 )
T
Tr(A1QHA2QHA3) − 12 (A
T
1
(A2QHA3)H )T −
1
2
((A1QHA2)TAH3 )
T R(A2QHA3)A1 +R(A3)A1QHA2
C. Derivatives of f(Q)
For scalar functions f : HN×S → H, it is common to define
the following notations of matrix derivative
∂f
∂Qµ
,


∂f
∂q
µ
11
· · · ∂f
∂q
µ
1S
.
.
.
.
.
.
.
.
.
∂f
∂q
µ
N1
· · · ∂f
∂q
µ
NS

 (90)
∂f
∂Qµ∗
,


∂f
∂q
µ∗
11
· · · ∂f
∂q
µ∗
1S
.
.
.
.
.
.
.
.
.
∂f
∂q
µ∗
N1
· · · ∂f
∂q
µ∗
NS

 (91)
which are called the gradient of f with respect to Qµ and
Qµ∗. Equations (90) and (91) are generalizations of the real-
and complex-valued case given in [48], [52] to the quaternion
case. By comparing (43) and (44) with (90) and (90), their
connection is given by
DQµf = vecT
(
∂f
∂Qµ
)
, DQµ∗f = vecT
(
∂f
∂Qµ∗
)
(92)
Then, the steepest descent method (93) can be reformulated
as
Qn+1 = Qn − η ∂f
∂Q∗
, f ∈ R (93)
where η > 0 is the step size. Some important results of
functions of the type f(Q) are summarized in Table VI, where
Q ∈ HN×S or possibly Q ∈ HN×N for the functions to be
defined, and A1,A2,A3,A are chosen such that the functions
are well defined.
1) Quaternion Matrix Least Squares: Given A ∈ HR×N ,
B ∈ HS×P and C ∈ HR×P , find Q ∈ HN×S such that the
error of the overdetermined linear system of equations
F (Q) = Tr
{
(C −AQB)H (C −AQB)
}
(94)
is minimized. Using the results in Table VI, the gradient of
F (Q) can be derived as
∂F (Q)
∂Q∗
=
∂Tr
{
CHC −CHAQB −BHQHAHC}
∂Q∗
+
∂Tr
{
BHQHAHAQB
}
∂Q∗
=
1
2
(CHA)TBH −R(AHC)BH
MANUSCRIPT FOR IEEE TRANS. SIGNAL PROCESS. 11
+R(AHAQB)BH − 1
2
(BHQHAHA)TBH
= −1
2
(AHC)BH +
1
2
(AHAQB)BH
= −1
2
AH(C −AQB)BH (95)
Setting (95) to be zero, we obtain a normal equation
AHAQBBH = AHCBH (96)
If AHA and BBH are invertible, then the system (94) has a
unique solution
Q = (AHA)−1AHCBH(BBH)−1 (97)
D. Derivatives of F (Q)
We next present the derivatives of some elementary matrix
functions, which are often used in nonlinear adaptive filters
and neural networks. For other useful examples of matrix
functions, we simply apply the provided theory and summarize
the results in Table VII, where Q ∈ HN×S or possibly
Q ∈ HN×N for the functions to be defined, and A1,A2,A
are chosen such that the functions are well defined.
1) Derivatives of Power Function: Let F : HN×N →
H
N×N be given by F (Q) = Qn, where n is a positive integer
number. Using the product rule in Theorem 5.1, we have
DQ(Qn) = (IN ⊗Q)DQ(Qn−1) +DQ(QQn−1)|Qn−1=const
= (IN ⊗Q)DQ(Qn−1) +R(Qn−1)T ⊗ IN (98)
where the term DQ(QA), given in Table VII, was used in the
last equality. Note that the above expression is recurrent about
DQ(Qn). Expanding this expression and using the initial
condition DQ(Q) = IN2 , yields
DQ(Qn) =
n∑
m=1
(IN ⊗Q)n−m(R(Qm−1)T ⊗ IN ) (99)
In a similar manner, we have
DQ∗(Qn) = −1
2
n∑
m=1
(IN ⊗Q)n−m((Qm−1)H ⊗IN ) (100)
2) Derivatives of Exponential Function: Let F : HN×N →
H
N×N be given by F (Q) =
+∞∑
n=0
Qn
n! . From (99), we have
DQF =
+∞∑
n=0
n∑
m=1
1
n!
(IN ⊗Q)n−m(R(Qm−1)T ⊗IN ) (101)
In a similar manner, we have
DQ∗F =
+∞∑
n=0
n∑
m=1
−1
2n!
(IN ⊗Q)n−m((Qm−1)H ⊗ IN )
(102)
The two examples are a generation of the quaternion scalar
variable case treated in [38] to the quaternion matrix variable
case. Likewise, the derivatives of the trigonometric functions
and hyperbolic functions can be derived in terms of the
exponential function.
VIII. CONCLUSIONS
A systematic framework for the calculation of derivatives
of quaternion matrix functions of quaternion matrix variables
has been proposed based on the GHR calculus. New matrix
forms of product and chain rules have been introduced to
conveniently calculate the derivatives of quaternion matrix
functions, and several theorems have been developed for
quaternion gradient optimisation, such as for the identification
of stationary points, direction of maximum change problems,
and the steepest descent methods. Furthermore, the usefulness
of the presented method has been illustrated on some typical
gradient based optimization problems in signal processing.
Key results are given in tabular form.
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