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Abstract
Let Zn be a cyclic group of order n with unit 0 and C(Zn; S) the circulant digraph of Zn with
respect to S ⊆ Zn \ {0}. C(Zn; S) is called a circulant DCI-digraph if, for any circulant digraph
C(Zn; T ), C(Zn; S) ∼= C(Zn; T ) implies that S and T are conjugate in Aut(Zn), the automorphism
group of Zn. In this paper, we give a complete classi cation for circulant DCI-digraphs of
2-power order.
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1. Introduction
Let G be a  nite group with unit 1. A Cayley digraph of G with respect to
S ⊆G\{1} is a digraph, denoted by C(G; S) := (V; E), where V =G and (u; v) is an
arc from u to v if and only if vu−1∈S. C(G; S) may be viewed as a Cayley graph if
S = S−1(= {s−1 | s∈S}). It is easy to see that C(G; S) is connected if and only if S
generates G. Let Zn be a cyclic group of order n. A Cayley digraph of Zn is usually
referred to a circulant digraph denoted by C(Zn; S).
Let Aut(G) be the automorphism group of G. A subset S⊆G\{1} is called a DCI-
subset of G if, for any C(G; T ) isomorphic to C(G; S), there exists ∈Aut(G) such that
T = S (i.e., T is conjugated to S in Aut(G)). Otherwise S is a NDCI-subset. A DCI-
subset S will be referred to a CI-subset if S = S−1. In this paper, we do not distinguish
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CI-subsets from DCI-subsets if not necessary. We call a Cayley digraph C(G; S) the
DCI(CI)-digraph of G if S is a DCI(CI)-subset of G. A DCI(CI)-graph of cyclic group
Zn is called the circulant DCI(CI)-digraph. Evidently, if C(G; S) is a DCI-digraph, the
isomorphism class of C(G; S) will be completely determined by Aut(G). For this reason
Babai in [4] introduced the concept of CI-subset, whose characterization is now the
main subject in the investigation of isomorphism problem of Cayley digraphs. The
isomorphism problem of Cayley digraphs is originated from GAdGam’s conjecture [1]
about the isomorphism of circulant digraphs. One can refer [1,3–6,8,9,14,26–28] for
preceding researches on the problem, and especially [2,7,10–13,15–19,22–25,29] for
the near decade.
A  nite group G is called a DCI-group if any subset S⊆G\{1} is a DCI-subset.
Otherwise G is an NDCI-group. It is believed that DCI-groups are rare. However,
as we know, there is only one NDCI-group Zp2 whose DCI-subsets are completely
classi ed by Alspach and Parsons in [3]. Elspas and Turner in [6] proposed a problem
to characterize the DCI-subsets of Zn. In this paper, we give a classi cation of DCI-
subsets of Z2a .
For convenience, the cyclic group Zn is regarded as the additive group of integers
modulo n. Its operation is denoted by +, unit by 0 and the reverse of u∈Zn by −u.
d∈Zn generates a subgroup 〈d〉 and 〈d〉 + u is a coset of 〈d〉 containing u. In this
paper, we focus on Zn in the case where n=2a (a¿3). Before stating our results we
give some de nitions.
Let S⊆Z2a\{0}. For 16r¡a, 〈2r〉 is a subgroup of Z2a . Set S2 = S∩〈2r〉. If S1 = S\S2
is exactly an union of some cosets of 〈2r〉, i.e.,
S1 =
⋃
s1∈S1
(〈2r〉+ s1) (that is; S1 is a union of some cosets of 〈2r〉)
and S2 ⊂ 〈2r〉
then the partition of S = S1∪S2 is called a 2r-partition of S. Given S⊆Z2a , we call s
a coset element of S if 〈2a−1〉+ s⊆S. Otherwise s is a non-coset element of S. Since
S is assumed to be a generating subset of Z2a , if S has a 2r-partition, then there exists
an odd s∈S such that s is a coset element of S. On the other hand, if there exists an
odd s∈S such that s is not a coset element of S, then S has no 2r-partition for any
16r6a.
Let A= {S⊆Z2a\{0}: 〈S〉=Z2a}. We now separate A into three types: S∈A is
I-type if S contains a non-coset element s with 2 -s (i.e., 2 does not divide s), III-type
if S has a 2r-partition (16r¡a), and II-type otherwise. It is clear that A is partitioned
into I-type, II-type and III-type.
It is proved in this paper that I-type subsets are DCI-subsets (see Theorem 3.1),
II-type subsets are NDCI-subsets with only two exceptions (see Theorem 4.1), and a
III-type subset corresponds to a lexcographic product of two circulant digraphs and
its DCI-property is characterized by Theorem 5.1. It is easily shown that S is a DCI-
subset of Z2a if and only if S is a DCI-subset of 〈S〉. Thus our results give a complete
classi cation for the DCI-subsets of Z2a .
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It is worth mentioning that, in 1980, Klin and PMoschel [14] obtained a necessary and
suNcient condition for the isomorphism of C(Zpa ; S) (p an odd prime) in a preprint
work of 40 pages. But the related work for C(Z2a ; S) has not been seen yet and it must
be diOerent and in some extent diNcult than that of C(Zpa ; S).
2. Preliminaries
Let Aut(C(G; S)) denote the automorphism group of C(G; S) and R(g) : a→ ag
(∀a∈G and g∈G) the right regular representation of G. Then R(G) := {R(g): g∈G}
is a regular subgroup of Aut(C(G; S)).
In this sectionwe shall quote and set up some preliminary results for the purpose
to characterize the DCI-subsets of Z2a . Babai in [4] gave a criterion for CI-subsets of
 nite group as follows.
Lemma 2.1 (Babai [4]). Let C(G; S) be a Cayley graph of 4nite group G with respect
to S⊆G\{1}, and A :=Aut(C(G; S)). Then S is a CI-subset of G if and only if, for
any ∈Sym(G) (the symmetric group on G) with −1R(G)6A, there exists ∈A
such that −1R(G)= −1R(G).
Let A :=Aut(C(G; S)), NA(R(G)) := {∈A: −1R(G)=R(G)} the normalizer of
R(G) in A and Aut(G; S) := {∈Aut(G) : S= S} the stabilizer of S in Aut(G). The
following result due to Godsil is helpful in the study for the isomorphism of Cayley
digraphs.
Lemma 2.2 (Godsil [8]). Let C(G; S) be a Cayley graph of 4nite group G with re-
spect to S⊆G\{1}. Then NA(R(G))=R(G)oAut(G; S), where o denotes the semidi-
rect product.
It is easily shown that the above two results are also valid for Cayley digraphs. In
fact, one can get the parallel results of Lemmas 2.1 and 2.2 for a Cayley digraph from
their original proofs. Hence Babai’s criterion is also suitable to DCI-subset.
Lemma 2.3. Let C(G; S) be a Cayley digraph of 4nite p-group G with respect to
S⊆G\{1}. If p -|Aut(G; S)|, then S is a DCI-subset of G.
Proof. Let A=Aut(C(G; S)). If R(G) is a Sylow p-subgroup of A, then it immediately
gets our result from Sylow Theorem and Lemma 2.1. Otherwise, suppose P is a Sylow-
p subgroup of A with R(G)¡P. Then by Lemma 2.2
R(G)¡NP(R(G))6NA(R(G))=R(G)oAut(G; S):
But according to our assumption NA(R(G)) does not have a Sylow p-subgroup of order
greater than |R(G)|. It derives a contradiction.
Let A1 := {∈Aut(C(G; S)): 1=1} be the stabilizer of 1 in A. A1 acting on the
vertices of C(G; S) must  x the connection set S. If there exists a partition S = S1∪S2
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such that S1 = S1 and S

2 = S2 for every ∈A1, C(G; S) is said to be decomposable with
respect to A1 and such a partion is referred to a A1-partion. C(G; S) is clearly decom-
posable except that it is arc transitive. The following rersult illustrates the isomorphism
behavior of the decomposable Cayley digraphs.
Theorem 2.1. Let ’ be an isomorphism from C(G; S) to C(G; T ) with 1’=1. If
C(G; S) is decomposable and S = S1∪S2 is a A1-partion, then ’ is also an isomorphism
from C(G; S1) to C(G; T1) and C(G; S2) to C(G; T2), where T1 = S
’
1 and T2 = S
’
2 .
Proof. Let G∗=’R(G)’−1. Then G∗6A=Aut(C(G; S)). Let (u; v) be any arc of
C(G; S1), that is, vu−1∈S1. It is easy to check that =R(u)’R((u’)−1)’−1∈A1. By
assumption
(vu−1)= s1∈S1⇒ vR(u−1)= s1∈S1:
Set =(R(u−1))−1. Then
=(R(u−1)R(u)’R((u’)−1)’−1)−1 =’R(u’)’−1∈G∗:
Hence, ’=’R(u’). Thus, we have
(u’; v’) = (1’; s’1 )
= (1’R(u
’); s’R(u
’)
1 )
= (u’; s’1 u
’):
Hence, v’(u’)−1 = s’1 ∈T1 and ’ is an isomorphism from C(G; S1) to C(G; T1).
Similarly one can prove that ’ is an isomorphism from C(G; S2) to C(G; T2).
3. Classifying DCI-subsets for I-type Subsets
It is routine to check the following simple facts.
Lemma 3.1. For the cyclic group Z2a (a¿3) we have
(i) Aut(Z2a)= 〈2〉+ 1∼= Z2×Z2a−2 .
(ii) Aut(Z2a) has exactly three subgroups of order 2: {1;−1}, {1; 2a−1 + 1}, and
{1; 2a−1 − 1}.
(iii) Aut(Z2a) has exactly two subgroups of order 2i (1¡i¡a − 1): 〈2a−i〉 + 1 and
(〈2a−i+1〉+ 1)∪(〈2a−i+1〉 − 1).
(iv) Let 1¡i6a− 1. Then 〈2i〉+ 1 is a cyclic subgroup of Aut(Z2a).
Lemma 3.2. Let S be a subset of Z2a\{0} (a¿3) with Aut(Z2a ; S)= {1;−1} or
{1; 2a−1 − 1}. Then, there is a Sylow 2-subgroup P of A=Aut(C(Z2a ; S)) such that
P=R(Z2a)oAut(Z2a ; S).
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Proof. By Lemma 2.2 NA(R(Z2a))=R(Z2a)oAut(Z2a ; S), which according to our as-
sumption is a 2-subgroup of A. Let P be a Sylow 2-subgroup of A and, without loss of
generality, assume that R(Z2a)oAut(Z2a ; S)6P. It suNces to show R(Z2a)oAut(Z2a ; S)
is not a proper subgroup of P. To the contrary suppose that
R(Z2a)oAut(Z2a ; S)¡P: (1)
From Lemma 2.1 and (1)
NA(R(Z2a))=R(Z2a)oAut(Z2a ; S)¡NP(R(Z2a)oAut(Z2a ; S)):
There exists ∈NP(R(Z2a)oAut(Z2a ; S))\NA(R(Z2a)) such that
−1R(Z2a)oAut(Z2a ; S)=R(Z2a)oAut(Z2a ; S) but −1R(Z2a) =R(Z2a):
Note that R(1) generates R(Z2a), we have
−1R(1)∈R(Z2a)oAut(Z2a ; S)\R(Z2a): (2)
Suppose Aut(Z2a ; S)= {1;−1}. Then R(Z2a)oAut(Z2a ; S)\R(Z2a)= {R(z)(−1) |R(z)
∈R(Z2a), where xR(z)(−1) = (x+ z)(−1) = − (x+ z)(∀x∈Z2a)}. From (2) there is R(z)∈
R(Z2a) such that −1R(1)=R(z)(−1). Put =R(z)(−1). We have for any x∈Z2a ,
x
2
= (−(x + z))=−(−(x + z) + z)= x: (3)
Thus  is an element of order 2 in A. But −1R(1) is obviously of order 2a, which
is a contradiction.
Suppose Aut(Z2a ; S)= {1; 2a−1 − 1}. From (2), there is R(u)∈R(Z2a) such that
−1R(1)=R(u)(2a−1 − 1). Let =R(u)(2a−1 − 1). It is easy to verify that, for any
y∈Z2a ,
y
4
=y: (4)
Thus  is an element of order 4 in A. It derives a similar contradiction as above.
Finally, we conclude that P=R(Z2a)oAut(Z2a ; S).
If S is a I-type subset of Z2a , then S contains a non-coset element s with 2 -s. This
implies 〈2a−1〉 + 16Aut(Z2a ; S). Additionally, by Lemma 3.1, Aut(Z2a ; S) does not
contain a subgroup of order 4 since otherwise we can deduce 〈2a−1〉+16Aut(Z2a ; S).
Thus there are only three possibilities for the I-type subset S of Z2a :
(i) Aut(Z2a ; S)= 1; (ii) Aut(Z2a ; S)= {1;−1};
(iii) Aut(Z2a ; S)= {1; 2a−1−1}:
Theorem 3.1. Let S be a I-type subset of Z2a (a¿3). Then S is a DCI-subset of Z2a .
Proof. If Aut(Z2a ; S)= 1, then 2 -|Aut(Z2a ; S)|. It immediately produces our result by
Lemma 2.3. We next need to consider the following two cases:
Aut(Z2a ; S)= {1;−1} and Aut(Z2a ; S)= {1; 2a−1 − 1}:
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Let P=R(Z2a)oAut(Z2a ; S). By Lemma 3.2, P is a Sylow 2-subgroup of
A=Aut(C(Z2a ; S)). Suppose −1R(Z2a)6A for some ∈Sym(Z2a). Without loss of
generality, let −1R(Z2a)6P. −1R(Z2a) is clearly a cyclic subgroup of P. As-
sume that ∈P generates −1R(Z2a). Then there are R(z)∈R(Z2a) and ∈Aut(Z2a ; S)
such that =R(z).
Suppose that Aut(Z2a ; S)= {1;−1}. If =−1, then, according to (3), =R(z)=
R(z)(−1) is an element of order 2 in A, which is impossible. Thus, =1 and hence
=R(z)=R(z)∈R(Z2a). It follows −1R(Z2a)=R(Z2a). By Lemma 2.1 S is a DCI-
subset.
Suppose that Aut(Z2a ; S)= {1; 2a−1 − 1}. If =2a−1 − 1, according to (4)  is an
element of order 4 in A, which is also impossible. Thus, as in the above situation, S
is a DCI-subset and our proof is  nished.
4. Classifying DCI-subsets for II-type subsets
Let S be a II-type subset of Z2a (a¿3). By de nition, 〈2a−1〉+ 16Aut(Z2a ; S) and
S have no 2r-partition for any r (0¡r¡a). Hence, S has a non-coset element s∗ such
that 2i
∣∣∣∣s∗ (that is, 2i
∣∣s∗ but 2i+1 -s∗), where 16i¡a− 1. Set
k = min{i (16i ¡ a− 1): 2i∣∣∣∣s and s is a non-coset element of S}: (5)
It is clear from (5) that 16k¡a− 1. Set
S2 = {s∈S: 2k
∣∣s} and S1 = S\S2: (6)
We thus separate the II-type subset S into S1 and S2. By de nition, each s1∈S1 is a
coset element of S1 (that is, 〈2a−1〉+ s1⊆S1). We call j the coset index of s1 in S1 if
〈2j〉+ s1⊆S1 and 〈2j−1〉+ s1*S1. Naturally 16j6a− 1. Set
t= max
s1∈S1
{j: j is the coset index of s1}: (7)
By de nition, 〈2t〉+ s1⊆S1 for any s1∈S1 and hence S1 =
⋃
s1∈S1 (〈2t〉+ s1). Addition-
ally, k¡t since otherwise S2⊆〈2t〉 and S = S1∪S2 will be a 2t-partition.
In general, we give the de nition that a partition S = S1∪S2⊂Z2a is called a (t′; k ′)-
partition if there exist t′ (16t′6a− 1) and k ′ (16k ′6a− 1) such that the following
two conditions are satis ed
(1) S2 = {s∈S: 2k′
∣∣s} and S1=S\S2.
(2) S1 =
⋃
s1∈S1 (〈2t
′〉+ s1) but S1 =
⋃
s1∈S1 (〈2t
′−1〉+ s1).
If S has a (t′; k ′)-partition with t′6k ′, then S is a III-type subset. II-type subset has a
(t′; k ′)-partition with t′¿k ′ (in fact, S = S1∪S2, k and t de ned respectively as in (6),
(5) and (7) is such a (t; k)-partition). Let us give an example to illustrate the above
de nitions.
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Example 4.1. Let S =(〈24〉+3)∪(〈23〉+2)∪(〈25〉+22)∪{23; 27;−27}∪(〈29〉+28)⊂
Z210 . Then S is a II-type subset of Z210 . We have k =3, t=5, S1 = (〈24〉 + 3)∪
(〈23〉 + 2)∪(〈25〉 + 22), S2 = {23; 27;−27}∪(〈29〉 + 28) and S = S1∪S2 is a (5; 3)-
partition.
Lemma 4.1. Let S be a II-type subset of Z2a (a¿3) and S = S1∪S2, k and t are
de4ned in (6), (5) and (7), respectively. Then 〈2t−k〉+16Aut(Z2a ; S2) and 〈2t−k〉+1
6Aut(Z2a ; S1).
Proof. From the de nition of k, there is a non-coset element s∗∈S2 such that 2k
∣∣∣∣s∗.
We claim that 〈2a−k−1〉+1 6Aut(Z2a ; S2). Since otherwise, (〈2a−k−1〉+1)s∗= 〈2a−1〉+
s∗⊆S2, which is a contradiction. Remember that 0¡k¡t6a− 1, 0¡t− k6a− k − 1.
Hence 〈2t−k〉+ 16Aut(Z2a ; S2).
From the de nition of t, there exists s1∈S1 with the coset index equal to t, i.e.,
〈2t〉+ s1⊆S1 but 〈2t−1〉+ s1* S1: (8)
Let 2j
∣∣∣∣s1. It is clear that j¡k. Let 〈2a−l〉 + 1 be the maximal cyclic subgroup of
Aut(Z2a ; S1). Then from Lemma 3.1 a− l¿2. Since (〈2a−l〉+1)s1 = 〈2a−l+j〉+ s1⊆S1,
from (8) t6a − l + j and so 0¡t − k¡t − j6a − l. If t − k =1, then 〈2t−k〉 + 1
6Aut(Z2a ; S1) since otherwise 〈2〉 + 1⊆S1, and so S has a 2-partition. If t − k¿1,
then by Lemma 3.1 〈2t−k〉+1 is a cyclic group greater than 〈2a−l〉+1. We also have
〈2t−k〉+ 16Aut(Z2a ; S1).
Lemma 4.2. Let S be a II-type subset of Z2a (a¿3) and S = S1∪S2 be a (t′; k ′)-
partition with t′¿k ′. Set T =T1∪T2, where T2 = S2 and T1 = %S1 for %∈〈2t′−k′〉+ 1.
Then C(Z2a ; S)∼=C(Z2a ; T ).
Proof. Let u= x12k
′
+ y1∈Z2a (06x1¡2a−k′ , 06y1¡2k′). De ne f% for %∈〈2t′−k′〉
+ 1 by
f% : u→ uf% = x12k
′
+ %y1:
It is routine to verify that f% is an one-to-one mapping on Z2a . Let v= x22k
′
+y2∈Z2a
(where 06x2¡2a−k
′
, 06y2¡2k
′
). Then
vf% − uf% =(x2 − x1)2k′ + %(y2 − y1)= (x2 − x1)2k′(1− %) + %(v− u): (9)
Suppose that (u; v) is an arc of C(Z2a ; S). It suNces to con rm that (uf% ; vf%) is an arc
of C(Z2a ; T ).
If v− u=(x2 − x1)2k′ + (y2 − y1)∈S2, y1 =y2 and hence vf% − uf% =(x2 − x1)2k′ =
v− u∈S2 =T2.
Suppose that v−u∈S1 and j is the coset index of v−u in S1. Then 〈2j〉+(v−u)⊆S1.
Hence
〈2j〉+ %(v− u)⊆%S1 =T1: (10)
According to de nition j6t′, 〈2t′〉⊆〈2j〉. Since %∈〈2t′−k′〉 + 1, 1 − %∈〈2t′−k′〉. We
have (x2− x1)2k′(1− %)∈〈2t′〉⊆〈2j〉. By (9) and (10), vf% − uf% ∈〈2j〉+ %(v− u)⊆T1.
It completes the proof.
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Lemma 4.3. Let S be a II-type subset of Z2a (a¿3). S = S1∪S2 is a (t′; k ′)-partition
with t′¿k ′. If 〈2t′−k′〉+ 16〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉, then S is a NDCI-subset.
Proof. From our assumption
〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉¡〈Aut(Z2a ; S1);Aut(Z2a ; S2); 〈2t′−k′〉+ 1〉:
There exists %0∈〈2t′−k′〉+ 1 such that
%0〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉∩〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉= ∅:
It leads to
%0Aut(Z2a ; S1)∩Aut(Z2a ; S2)= ∅: (11)
Set T =T1∪T2, where T1 = %0S1 and T2 = S2. We claim that T = %S for any %∈Aut(Z2a).
In fact, if there is '∈Aut(Z2a) such that T = 'S, then T1 = 'S1 and T2 = 'S2. Hence
%0S1 = 'S1 and S2 = 'S2. It follows that '∈%0Aut(Z2a ; S1)∩Aut(Z2a ; S2), which contra-
dicts (11). On the other hand, by Lemma 4.2 C(Z2a ; S)∼=C(Z2a ; T ). It follows that S
is a NDCI-subset.
Let S be a II-type subset of Z2a (a¿3) and S = S1∪S2, k and t are de ned
in (6), (5) and (7), respectively. If t − k¿1, then 〈2t−k〉 + 1 is a cyclic subgroup.
According to Lemmas 4.1 and 3.1, 〈2t−k〉+16〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉. Hence from
Lemma 4.3, S is a NDCI-subset. As the same reason, if t − k =1 and 〈2t−k〉 + 1
6〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉, S is also a NDCI-subset. Thus we need to consider the
case of t − k =1 and 〈2t−k〉 + 1= 〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉, which, according to
Lemma 4.1, results in one of the following two conditions.
(i) t − k =1 and Aut(Z2a ; S1)= 〈22〉+ 1, Aut(Z2a ; S2)¿{1;−1}.
(ii) t − k =1 and Aut(Z2a ; S1)¿{1;−1};Aut(Z2a ; S2)= 〈22〉+ 1.
Suppose (i) occurs. There is s0∈S1 with 2 -s0 such that 〈22〉 + s0⊆S1. Notice
−(〈22〉 + s0)= 〈22〉 − s0, we claim that −u =∈S1 if u∈〈22〉 + s0. Otherwise, we have
(〈22〉+1)(−u)= 〈22〉−u= 〈22〉−s0⊆S1, and hence 〈2〉+1= (〈22〉+s0)∪(〈22〉−s0)⊆S1.
This implies that S will have a 2-partition. If 〈22〉+s0 = S1, there must exist s1∈S1 with
2
∣∣∣∣s1 (since otherwise 22
∣∣s for any s∈S1\(〈22〉+ s0), then S will have a 22-partition).
Thus, 〈23〉+s1(= (〈22〉+1)s1)⊆S1. Similarly as above, we have −u =∈S1 if u∈〈23〉+s1.
Going on with the same argument, we deduce that
S1 = (〈22〉+ s0)∪(〈23〉+ s1)∪ · · · ∪(〈2r+2〉+ sr); (12)
where r¡k, si∈S1 and 2i
∣∣∣∣si; i=1; 2; : : : ; r. The II-type subset S = S1∪S2 with S1
described in (12) is speci ed as II∗-type if r=0. That is, a II∗-type subset S = S1∪S2
is of the form
S1 = 〈22〉+ s0 (s0 = 1; 3) and S2 =−S2:
Suppose that (ii) occurs. Since S2 has a non-coset element s∗2 with 2
k
∣∣∣∣s∗2 , (〈22〉+1)s∗2 =
〈2k+2〉+ s∗2⊆S2. Thus k + 2¿a. Notice t − k =1, we have
k = a− 2 and t= a− 1: (13)
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We further deduce from (13) that S2 is equal to the one of {2a−2}, {−2a−2},
{2a−2; 2a−1} and {−2a−2; 2a−1}. II-type subset S = S1∪S2 is speci ed as II∗∗-type if
S1 contains an element s1(2 -s1) with coset index t(= a− 1) in S1. That is, a II∗∗-type
subset S = S1∪S2 is of the form:
S1 =−S1 and S1 contains a coset element s1(2 -s1)
with coset index t(= a− 1) in S1,
and
S2 is equal to the one of {2a−2}, {−2a−2}, {2a−2; 2a−1} and
{−2a−2; 2a−1}.
Lemma 4.4. II∗-type subset is DCI-subset.
Proof. Let S = S1∪S2 be a II∗-type subset. Then −s =∈S1 if s∈S1 and S2 =−S2. This
implies S1 = S1 and S

2 = S2 for any ∈A0, where A0 = { ∈ A=Aut(C(Z2a ; S)): 0=0}.
S1 = 〈22〉+s0 (s0 = 1; 3) is obviously a DCI-subset of Z2a . In addition, since S2 contains
a non-coset element s2 with 2k
∣∣∣∣s2, S˜2 = {s=2k : s∈S2} is other a I-type subset of Z2a−k
if a¿3 or a subset of Z22 otherwise (notice that in this case, t=2 and k =1). Thus
S˜2 is a DCI-subset of Z2a−k , and hence S2 is a DCI-subset of Z2a .
Suppose C(Z2a ; S)∼=C(Z2a ; T ) and f is an isomorphism between them with 0f =0.
Set T1 = S
f
1 and T2 = S
f
2 . Then by Theorem 2.1 C(Z2a ; S1)∼=C(Z2a ; T1) and C(Z2a ; S2)∼=
C(Z2a ; T2). Hence there exist %1 and %2 in Aut(Z2a) such that T1 = %1S1 and T2 = %2S2.
Next we shall show that there exists %∈Aut(Z2a) such that T = %S.
To the contrary, suppose T = %S for any %∈Aut(Z2a). Then %1Aut(Z2a ; S1)∩%2Aut
(Z2a ; S2)= ∅, that is,
%−12 %1Aut(Z2a ; S1)∩Aut(Z2a ; S2)= ∅: (14)
On the other hand, since 〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉=Aut(Z2a), there exist 'i∈Aut
(Z2a ; S2) (i=1; 2; : : : ; m) such that
Aut(Z2a)= '1Aut(Z2a ; S1)∪'2Aut(Z2a ; S1)∪ · · · ∪'mAut(Z2a ; S1):
Hence there is an 'i (16i6m) such that %−12 %1Aut(Z2a ; S1)= 'iAut(Z2a ; S1). Thus
%−12 %1Aut(Z2a ; S1)∩Aut(Z2a ; S2)= 'iAut(Z2a ; S1)∩Aut(Z2a ; S2) = ∅:
It contradicts (14). We complete the proof.
Lemma 4.5. II∗∗-type subset is DCI-subset.
Proof. Let S = S1∪S2 be a II∗∗-type subset and A0 = {∈A=Aut(C(Z2a ; S)): o=0}.
By de nition, S1 contains a coset element s1(2 -s1) with coset index t(= a− 1) in S1.
Thus QS1 = S1=〈2a−1〉 is a I-type subset of Z2a−1 ( =Z2a =〈2a−1〉) if a¿3 or a subset of
Z22 otherwise. Hence QS1 is a DCI-subset of Z2a−1 . Remember that S2 contains either
2a−2 or −2a−2, say 2a−2∈S2. Then 2a−2 is the unique element of S with the property
that −s =∈S if s∈S. Thus we have (2a−2)=2a−2 for any ∈A0. Therefore A0  xes
〈2a−2〉= {0; 2a−1; 2a−2;−2a−2} and so does S2. It then follows S1 = S1 for any ∈A0.
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Finally by the same method as in the proof of Lemma 4.4, one can prove that S is a
DCI-subset.
Theorem 4.1. II-type subsets of Z2a (a¿3) are NDCI-subsets with only two exceptions
of II∗-type and II∗∗-type.
Proof. Let S be a II-type subset of Z2a (a¿3). S = S1∪S2, k and t are de ned in (6),
(5) and (7), respectively. If 〈2t−k〉+1 6〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉, then by Lemma 4.3,
S is a NDCI-subset. We now suppose 〈2t−k〉 + 16〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉, which,
according to Lemma 4.1, results the one of the following two conditions.
(i) t − k =1 and Aut(Z2a ; S1)= 〈22〉+ 1, Aut(Z2a ; S2)¿{1;−1}.
(ii) t − k =1 and Aut(Z2a ; S1)¿{1;−1}, Aut(Z2a ; S2)= 〈22〉+ 1.
Suppose (i) occurs. Then according to (12)
S1 = (〈22〉+ s0)∪(〈23〉+ s1)∪ · · · ∪(〈2r+2〉+ sr) (where 2i
∣∣∣∣si; 06i6r)
and S2 =−S2:
If r=0, then S = S1∪S2 is II∗-type, which, according to Lemma 4.4, is DCI-subset.
If r¿0, we take T1 = (S1\(〈22〉 + s0))∪(〈22〉 − s0), T2 = S2 and T =T1∪T2. De ne a
mapping f on Z2a by f(u)= u if u∈〈2〉 and f(u)= u + 2 otherwise. It is routine to
verify that f is an isomorphism from C(Z2a ; S) to C(Z2a ; T ), and it is easy to check that
there is not any %∈Aut(Z2a) such that T = %S. Hence if r¿0 then S is a NDCI-subset.
Suppose (ii) occurs. Then S = S1∪S2 is determined by (13). S1 contains a coset
element s1 with coset index t(= a − 1) in S1. Let U = {s1∈S1: s1 has coset index
t(= a− 1) in S1}. If there exists s1∈U such that 2 -s1, then S is II∗∗-type, which by
Lemma 4.5 is a DCI-subset. We now assume that 2
∣∣s1 for any s1∈U . Set
k ′= min{i: 2i∣∣∣∣s1; s1∈U}:
Clearly 16k ′¡k. De ne S∗1 = {s∈S: 2k
′ -s} and S∗2 = S\S∗1 . It is easy to see that
 ∅= S∗1 ⊂S1, S2⊂S∗2 ⊂〈2k
′〉 and S = S∗1 ∪S∗2 . Set
t′= max
s∈S∗1
{j: j is the coset index of s in S∗1 }:
By de nition t′¡t(= a − 1) and S∗1 is a unoin of some cosets of 〈2t
′〉. Additionally
k ′¡t′, since otherwise S = S∗1 ∪S∗2 will be a 2t
′
-partition of S. Thus S = S∗1 ∪S∗2 is a
(t′; k ′)-partition with t′¿k ′. We claim that
〈2t′−k′〉+ 16Aut(Z2a ; S∗1 ): (15)
Otherwise, we can select s∗1 ∈S∗1 which has coset index t′ and 2i
∣∣∣∣s∗1 . It is clear that
i¡k ′. Since (〈2t′−k′〉+ 1)s∗1 = 〈2t
′−k′+i〉+ s∗1⊆S∗1 , t′ − k ′ + i¿t′⇒ i¿k ′. It is a con-
tradiction.
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Let s∗2 ∈U (⊂ S∗2 ) with 2k
′ ∣∣∣∣s∗2 . Since t′¡t(= a−1), 〈2t
′〉+s∗2 = (〈2t
′−k′〉+1)s∗2* S∗2 .
This implies that
〈2t′−k′〉+ 16Aut(Z2a ; S∗2 ): (16)
By de nition S∗1 =−S∗1 , we have Aut(Z2a ; S∗1 )¿〈22〉+1, since otherwise Aut(Z2a ; S∗1 )¿
〈2〉+1 and then S = S∗1 ∪S∗2 is a 2-partition. We also claim that Aut(Z2a ; S∗2 )¿〈22〉+1.
In fact, if Aut(Z2a ; S∗2 )¿〈22〉+1, then s∗2 + 〈2k
′+2〉=(〈22〉+1)s∗2⊆S∗2 ⇒ k ′+2¿a−1,
k ′¿a − 3. Since k ′¡k = a − 2, k ′= a − 3, we have 〈2a−2〉 + s∗2 = (〈2a−1〉 + s∗2 )∪
(〈2a−1〉−s∗2 )⊆S∗2 , which contradicts the assumption of s∗2 ∈U . Thus we conclude from
(15) and (16) that 〈2t′−k′〉 + 1 6〈Aut(Z2a ; S∗1 );Aut(Z2a ; S∗2 )〉. It follows from Lemma
4.3 that S is a NDCI-subset if S is not II∗∗-type. We now complete the proof.
Example 4.2. Let S1 = 〈22〉 + 1, S2 = {2;−2; 24}, S ′1 = (〈22〉 + 1)∪(〈23〉 + 2) and
S ′2 = {22;−22} be four subsets of Z25 . Then S = S1∪S2 is II∗-type and so is DCI-subset
of Z25 . S = S ′1∪S ′2 is II-type but not II∗-type and so is NDCI-subset of Z25 .
Example 4.3. Let S1 = (〈24〉 + 1)∪(〈24〉 − 1), S ′1 = (〈23〉 + 1)∪(〈23〉 − 1)∪(〈24〉 +
2)∪(〈24〉 − 2), and S2 = {23; 24} be the three subsets of Z25 . Then S = S1∪S2 is II∗∗-
type and so is DCI-subset of Z25 . Since S ′1 does not contain s1(2 -s1), which has a
coset index equals to t(= a− 1=4), S = S ′1∪S2 is II-type but not II∗∗-type and so is
NDCI-subset of Z25 .
5. Classifying DCI-subsets for III-type subsets
S =Z2a\{0} is certainly a III-type subset, which is a CI-subset. In this section, we
always assume S is a III-type subset and S =Z2a\{0}.
Let S = S1∪S2 be a 2r-partition, where
S1 =
⋃
s1∈S1
(〈2r〉+ s1) and S2⊂〈2r〉: (17)
Without loss of generality, we assume S1 =
⋃
s1∈S1 (〈2r
′〉 + s1) for any r′¡r. In this
case, the 2r-partition is said to be maximal. C(Z2a ; S) is clearly the lexicographic
product of C(Z2r ; QS1) by C(Z2a−r ; S˜2), where QS1 = S1=〈2r〉⊂Z2r =〈2r〉=Z2r and S˜2 =
{s2=2r: s2∈S2}⊂Z2a−r .
Let A=Aut(C(Z2a ; S)) and A0 = {∈A: 0=0}. N+(u)= {v∈Z2a : (u; v) is an arc of
C(Z2a ; S)} denotes the out-neighbor set of u in C(Z2a ; S). Notice that 〈2r〉+ s1⊆S1 for
s1∈S1 and S2⊂〈2r〉. For any s1∈S1 and s2∈S2, (s2; s1) is an arc of C(Z2a ; S). Hence
|N+(s2)∩S|¿|S1| for s2∈S2: (18)
If C(Z2r ; QS1) is not a complete graph, then there exists Qu∈ QS1 and Qv =∈ QS1∪{ Q0} such that
( Qu; Qv) is an arc of C(Z2r ; QS1). This implies that, for any s1∈〈2r〉+ u(= Qu)⊆S1,
|N+(s1)∩S|6|S1| − 2|〈2r〉|+ 2|S2|= |S1| − 2(|〈2r〉| − |S2|)¡|S1|: (19)
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Let ,= {u: ∈A0}. Then , is an orbit of A0 containing u. From (18) and (19)
,∩S2 = ∅ and ,⊆S1. Since C(Z2a ; S) is the lexicographic product of C(Z2r ; QS1) by
C(Z2a−r ; S˜2), the action of A0 on every coset 〈2r〉+ x (x =0) is transitive. This implies
that , must be a union of some cosets of 〈2r〉 and ,⊆S1. Let Q,= S\,. Then S2⊆ Q,.
Since , is an orbit of A0, ,=, and Q,= Q, for ∈A0. By Theorem 2.1 ∈A0 is also
an automorphism of C(Z2a ; ,). Because , is union of some cosets of 〈2r〉, we consider
C(Z2a ; ,) and have 〈2r〉= 〈2r〉 for ∈A0. This implies that S2 = S2, and hence S1 = S1.
Finally, we obtain the following.
Lemma 5.1. Let S = S1∪S2 be a III-type subset of Z2a de4ned in (17). If
S1 =Z2a\〈2r〉, then S1 = S1 and S2 = S2 for any ∈A0 = {∈Aut(C(Z2a ; S)): 0=0}.
Lemma 5.2. Let S = S1∪S2 be a III-type subset of Z2a de4ned in (17). Then
C(Z2a ; S)∼=C(Z2a ; T ) if and only if there is a 2r-partition T =T1∪T2 such that
C(Z2a ; S1)∼=C(Z2a ; T1) and C(Z2a ; S2)∼=C(Z2a ; T2).
Proof. The suNciency is evident from the construction of lexicographic product. It
needs to prove the necessity.
Suppose, C(Z2a ; S)∼=C(Z2a ; T ). If S1 =Z2a\〈2r〉, then C(Z2r ; QS1) is a complete graph.
Let Sc =Z2a\(S∪{0}) and T c =Z2a\(T ∪{0}). Then C(Z2a ; Sc) and C(Z2a ; T c) are com-
plements of C(Z2a ; S) and C(Z2a ; T ), respectivley, and C(Z2a ; Sc)∼=C(Z2a ; T c).
Clearly C(Z2a ; Sc) is the union of several copies of C(〈Sc〉; Sc). This implies that
C(Z2a ; T c) is also the union of several copies of C(〈T c〉; T c) and hence
C(〈Sc〉; Sc)∼=C(〈T c〉; T c): (20)
Since Z2a is a cyclic group, 〈T c〉= 〈Sc〉⊆〈2r〉. We have Z2a\〈2r〉⊆T . Let T1 =Z2a\〈2r〉
and T2 =T\T1. Then T =T1∪T2 is a 2r-partition. Clearly C(Z2a ; S1)∼=C(Z2a ; T1), and
from (20) C(〈Sc〉; S2)∼=C(〈T c〉; T2)⇒C(Z2r ; S2)∼=C(Z2r ; T2)⇒C(Z2a ; S2)∼=C(Z2a ; T2).
If S1 =Z2a\〈2r〉. Let ’ be an isomorphism from C(Z2a ; S) to C(Z2a ; T ) with 0’=0.
Set T1 = S
’
1 and T2 = S
’
2 . From Lemma 5.1 and Theorem 2.1, ’ is also an isomorphism
from C(Z2a ; S1) to C(Z2a ; T1) and (Z2a ; S2) to C(Z2a ; T2). It is simply to show that T1
is a union of some cosets of 〈2r〉 and T2⊆〈2r〉. The proof is  nished.
Theorem 5.1. Let S = S1∪S2 be a III-type subset de4ned in (17). Then S is a DCI-
subset if and only if S1 and S2 are DCI-subsets and 〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉=
Aut(Z2a).
Proof. If S =Z2a\{0}, C(Z2a ; S) is a complete graph, and our result clearly holds. In
the following we assume S⊂Z2a\{0}.
We  rst prove the suNciency. Let C(Z2a ; S)∼=C(Z2a ; T ) and ’ the isomorphism from
C(Z2a ; S) to C(Z2a ; T ) with 0’=0. Set T1 = S
’
1 and T2 = S
’
2 . By Lemma 5.2 T =T1∪T2
is 2r-partition, C(Z2a ; S1)∼=C(Z2a ; T1) and C(Z2a ; S2)∼=C(Z2a ; T2). There exist %1 and
%2 in Aut(Z2a) such that T1 = %1S1 and T2 = %2S2. Since 〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉=
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Aut(Z2a), there exist 'i∈Aut(Z2a ; S1) (i=1; 2; : : : ; d) such that
Aut(Z2a)= '1Aut(Z2a ; S2)∪'2Aut(Z2a ; S2)∪ · · · ∪'dAut(Z2a ; S2):
Thus there is 'i (16i6d) such that
'iAut(Z2a ; S2)= %−11 %2Aut(Z2a ; S2)⇒Aut(Z2a ; S1)∩%−11 %2Aut(Z2a ; S2) = ∅:
Hence there is %∈Aut(Z2a) such that %∈%1Aut(Z2a ; S1)∩%2Aut(Z2a ; S2). It follows that
%S1 = %1S1 =T1 and %S2 = %2S2 =T2, that is, T = %S and so S is a DCI-subset of Z2a .
Conversely, let S⊂Z2a\{0} be a DCI-subset of Z2a and S = S1∪S2 be maximal
2r-partition. Suppose that C(Z2a ; S1)∼=C(Z2a ; T1) and C(Z2a ; S2)∼=C(Z2a ; T2). Set T =T1
∪T2, which is clearly maximal 2r-partition. Then by Lemma 5.2 C(Z2a ; S)∼=C(Z2a ; T ),
and hence there is %∈Aut(Z2a) such that T = %S. It follows that T1 = %S1 and T2 = %S2.
Therefore S1 and S2 are DCI-subsets of Z2a .
In addition, take T =T1∪T2, where T1 = %1S1 and T2 = %2S2 (%1; %2∈Aut(Z2a)).
Similarly, we get C(Z2a ; S)∼=C(Z2a ; T ), and hence there is %∈Aut(Z2a) such that
T=%S, i.e., %S1 = %1S1 and %S2=%2S2. So we have %∈%1Aut(Z2a ; S1)∩%2Aut(Z2a ; S2),
that is,
Aut(Z2a ; S1)∩%−11 %2Aut(Z2a ; S2) = ∅: (21)
Note that %−11 %2∈Aut(Z2a) can be arbitrary elements in Aut(Z2a). We claim
〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉=Aut(Z2a):
Since otherwise, there is '∈Aut(Z2a) such that
'〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉∩〈Aut(Z2a ; S1);Aut(Z2a ; S2)〉= ∅;
that is,
'Aut(Z2a ; S2)∩Aut(Z2a ; S1)= ∅:
Taking %−11 %2 = ', it will derive a contradiction to (21). Thus we complete the
proof.
Theorem 5.1 gives a full characterization for DCI-subsets of III-type subsets. It is re-
gretted, however, that this characterization is not explicit for S. Note that 〈Aut(Z2a ; S1),
Aut(Z2a ; S2)〉=Aut(Z2a) if and only if the one of the following conditions is satis ed.
(a) Aut(Z2a ; S1)= 〈2〉+ 1.
(b) Aut(Z2a ; S2)= 〈2〉+ 1.
(c) Aut(Z2a ; S1)= 〈22〉+ 1 and {1;−1}6Aut(Z2a ; S1) = 〈2〉+ 1.
(d) {1;−1}6Aut(Z2a ; S1) = 〈2〉+ 1 and Aut(Z2a ; S2)= 〈22〉+ 1.
In the case of (a), S1 = 〈2〉+ 1. Hence S is a DCI-subset if and only if S˜2 = {s2=2:
s2∈S2} is a DCI-subset of Z2a−1 .
In the case of (b), one can simply prove that S2 is a DCI-subset. Hence
by Theorem 5.1, S is a DCI-subset if and only if QS1 = S1=〈2r〉 is a DCI-subset
of Z2r .
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Similarly, one can give a procedure to determine, by at most a− 1 steps, the DCI-
property of III-type subset S in the case of (c) and (d).
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