Abstract-The electrical compensation of chromatic dispersion (CD) and polarization mode dispersion (PMD) in a coherent optical system exploiting polarization multiplexing is discussed in this paper. The benefits of combining a phase estimation algorithm with a decision directed least-mean-square equalizer in a feedback configuration is reported.
I. INTRODUCTION

C
OHERENT optical communications have gained renewed interest due to the availability of high speed digital signal processing, low priced components as well as partly relaxed receiver requirements at high data rates. When the outputs of a coherent homodyne receiver are sampled at the Nyquist rate, the digitized waveform contains full information of the electric field, preserving the amplitude, phase and polarization from the optical domain to the electrical domain, enabling new potential of multi-level signaling (M-ary PSK and M-ary QAM modulation), as well as the possibility of exploring polarization multiplexing. Additionally, it enables quasi-exact compensation of linear transmission impairments (CD and PMD) by a linear filter [1] , which can operate adaptively to overcome time-varying impairments. Furthermore, in order to avoid the difficulties associated with the OPLL, carrier synchronization can be done in the DSP, by digital phase estimation techniques, allowing for a free running LO. Equalizers can achieve adaptation of their coefficients either by transmitting a training sequence, known symbol statistics or decision-directed (DD) adaptation. When no training sequence is transmitted (blind equalization), the constant modulus algorithm (CMA) introduced by Godard and Treichler is the most used, essentially because of its robustness and ability to converge prior to phase recovery [2] . In order to cope with laser phase noise, an elegant solution consists in using the CMA for initial adaptation, avoiding training sequences and enabling subsequent independent carrier phase estimation. Once equalizer convergence has been achieved, the equalizer switches to DD mode, whereby the error signal is derived from the error between the baseband signal and the nearest, ideal point of the constellation, improving the demodulator SNR performance [2] . In this paper we assess the performance of a coherent optical system employing a phase estimation algorithm combined with the equalizer in a feedback configuration. Although this concept has been suggested in [1] , [2] a detailed study of the performance improvement has never been done. The actual simulation of the 16-AQM coherent optical system was carried out in MATLAB. The paper is organized as follows: in section II the simulation model is described, section III presents the proposed algorithm and in section IV we present and discuss the simulation results; finally the conclusions are given in section V. The figure above represents the canonical model of a coherent optical system employing polarization multiplexing. The matrix H(t) represents the fiber impulse response, completely describing a dually polarized channel. The frequency response of the fiber can be described by:
II. SIMULATION MODEL
A. Model description
Where T (w) is the fiber Jones Matrix accounting for PMD [3] , β 2 is the Group Velocity Dispersion (GVD) parameter and L is the fiber length. Chromatic dispersion is accounted up to second order. Then, the signal is noise loaded, with both AWGN noise and phase noise. Phase noise is usually characterized as a Wiener process (ramdom walk). The sampling occurs at a rate of 2 samples per symbol, which was previously shown to be sufficient [4] . Linear equalization follows, by performing convolution with a bank of four complex valued T/2 spaced FIR filters, arranged in a butterfly structure. The linear equalizer calculates the minimum-mean-squarederror (MMSE) estimate of the k-th symbolx k . The optimum solution for the coefficients is obtainable by the Wiener-Hopf equation [4] . However, in practice, H is time-varying due to PMD, and an adaptive equalizer is necessary. Therefore, the least mean square (LMS) or the recursive least squares (RLS) algorithms can be used to update the coefficients, and track the time varying minimum of the cost function.
III. PROPOSED ALGORITHM
The presented algorithm is an improvement over the one proposed in [5] , wherein we calculate the phase estimate by using a generalization of the Wiener filter, the Kalman filter. For the case of zero delay these two filters can be shown to be equivalent. The estimated phase is given by the Kalman recursion:
where
p is the variance of the phase noise and σ 2 n is the variance of the phase associated with Gaussian noise. Therefore, the ratio of phase noise to the phase of amplitude noise r, determines the rate of decay of the filter exponential (forgetting factor). In Fig. 2 , the error signal for the equalizer is derived after carrier "de-spin", so that the equalizer output is still a constellation with ringed shape. Instead of determining the soft estimate ψ k [5] , here we follow the approach in [6] , where the difference ψ k −θ k is calculated directly without the need to perform phase unwrapping.
IV. RESULTS
In our numerical simulations, we have used a pulse shape p(t), obtained by passing an ideal rectangular pulse train by a 5th order low pass Bessel filter with a 3-dB bandwidth of 80% of the symbol-rate. For the anti-alias (AA) filters a(t), 3rd order low pass Bessel filters were used. In Fig. 3 , we have plotted the symbol error rate versus input SNR per symbol. The SNR is defined as: SN R = PxTs N0 = Es N0 where P x is the mean symbol power, E s is the symbol energy and N 0 is the noise power spectral density. The bottom curve is the theoretical result, which only depends on the constellation type. The MMSE curve was obtained by calculating the optimum 13-tap set of coefficients in the MMSE sense that maximizes the output SNR [4] in the presence of an ideal channel, whilst considering the Bessel filters in both transmitter and receiver. All other results also consider these filters and were obtained by 13-tap adaptive filters (step size µ = 1 × 10 −3 ), with Monte-Carlo simulations and evaluated after convergence. As expected, the LMS curve represented by " * " closely matches the MMSE result. In the following group of three curves, we have employed the proposed algorithm whilst considering 300 kHz of phase noise combined linewidth. The curve represented by the circles symbol is for the case where the Wiener filter is used within the loop. From these results it can be seen that the Kalman filter outperforms the Wiener. The third curve shows the combined impact of CD (D 0 = 4 × 10 3 ps/nm), PMD (mean DGD of 42 ps) and phase noise. It is very clear that decision-directed operation in feedback with carrier phase estimation clearly outperforms algorithms based on nondecision aided cost functions (CMA).
V. CONCLUSIONS AND FUTURE WORK
We have investigated in detail the implementation of digital signal processing algorithms in order to mitigate system impairments such as CD, PMD and laser phase noise, in a coherent system. We have shown the advantages of combining a Decision Directed equalizer with a carrier phase estimation stage in feedback. The Kalman filter is more suitable to operate in this condition than a Wiener filter, and lends itself to a much more efficient practical implementation. Work is under way to explore different issues concerning a parallel digital signal processor implementation, possibly in a FPGA system.
