The purpose of this paper is to construct an implicit algorithm for finding the common solution of maximal monotone operators and strictly pseudocontractive mappings in Hilbert spaces. Some applications are also included.
Introduction
Let H be a real Hilbert space with inner product ·, · and norm · , respectively. Let C be a nonempty closed convex subset of H.
Recall that S is said to be a strictly pseudo contractive mapping if there exists a constant 0 ≤ ρ < 1 such that Sx − Sy 2 ≤ x − y 2 ρ I − S x − I − S y 2 , ∀x, y ∈ C.
1.1
For such case, we also say that S is a ρ-strictly pseudo-contractive mapping. When ρ 0, T is said to be nonexpansive. It is clear that 1.1 is equivalent to Sx − Sy, x − y ≤ x − y 2 − 1 − ρ 2 I − S x − I − S y 2 , ∀x, y ∈ C.
1.2
We denote by F S the set of fixed points of S. for all x, y ∈ dom B , u ∈ Bx, and v ∈ By. A monotone operator B on H is said to be maximal if its graph is not strictly contained in the graph of any other monotone operator on H. Let B be a maximal monotone operator on H, and let B −1 0 {x ∈ H : 0 ∈ Bx}. 
I λB
−1 be the resolvent of B for λ > 0, and let S be a nonexpansive mapping of C into itself, such that F S ∩ A B −1 0 / ∅. Let x 1 x ∈ C and let {x n } ⊂ C, be a sequence generated by
for all n ≥ 0, where {λ n } ⊂ 0, 2α , {α n } ⊂ 0, 1 and {β n } ⊂ 0, 1 satisfy
then {x n } generated by 1.6 converges strongly to a point of F S ∩ A B −1 0.
Motivated and inspired by the works in this field, the purpose of this paper is to construct an implicit algorithm for finding the common solution of maximal monotone operators Abstract and Applied Analysis 3 and strictly-pseudocontractive mappings in Hilbert spaces. Some applications are also included.
Preliminaries
The following resolvent identity is well known: for λ > 0 and μ > 0, there holds the identity
We use the following notation: i x n x stands for the weak convergence of {x n } to x;
ii x n → x stands for the strong convergence of {x n } to x.
We need the following lemmas for the next section.
Lemma 2.1 see 14 . Let C be a nonempty closed convex subset of a real Hilbert space H. Let
Lemma 2.2 see 15 . Let C be a nonempty closed convex subset of a real Hilbert space H. Let the mapping A : C → H be α-inverse strongly monotone and λ > 0 a constant, then one has
In particular, if 0 ≤ λ ≤ 2α, then I − λA is nonexpansive.
Lemma 2.3 see 14 . Let C be a nonempty, closed and convex of a real Hilbert space H. Let
Lemma 2.4 see 16 . Let {x n } and {y n } be bounded sequences in a Banach space X, and let {β n } be a sequence in 0, 1 with 0 < lim inf n → ∞ β n ≤ lim sup n → ∞ β n < 1. Suppose that x n 1 1 − β n y n β n x n for all n ≥ 0 and lim sup n → ∞ y n 1 − y n − x n 1 − x n ≤ 0, then lim n → ∞ y n − x n 0.
Lemma 2.5 see 17 . Assume that {a n } is a sequence of nonnegative real numbers such that a n 1 ≤ 1 − γ n a n δ n γ n , 2.3
where {γ n } is a sequence in 0, 1 and {δ n } is a sequence such that
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Main Results
In this section, we will prove our main results. 
be a net defined by
then the net {x t } converges strongly, as t → 0 , to a point x P F S ∩ A B −1 0 0 , where P is the metric projection.
Remark 3.2. Now, we show that the net {x t } defined by 3.1 is well defined. For any t ∈ 0, 1 − λ/2α , we define a mapping W :
, and I − λ/ 1 − t A by Lemma 2.2 are nonexpansive. For any x, y ∈ C, we have
which implies the mapping T is a contraction on C. We use x t to denote the unique fixed point of W in C. Therefore, {x t } is well defined. We can rewrite 3.1 as
In order to prove Theorem 3.1, we need the following propositions. is nonexpansive for all λ > 0, we have
3.5
By using the convexity of · and the α-inverse strong monotonicity of A, we derive
3.6
By the assumption, we have λ − 2 1 − t α ≤ 0, for all t ∈ 0, 1 − λ/2α . Then, from 3.5 and 3.6 , we obtain
3.7
It follows from 3.3 and 3.7 that
3.8
It follows that
Therefore, {x t } is bounded. Proof. By 3.7 and 3.8 , we obtain
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So,
Since lim inf t → 0 λ/ 1 − t 2 1 − t α − λ > 0, we obtain
Next, we show x t − Sx t → 0. By using the firm nonexpansivity of J B λ
, we have
3.13
By the nonexpansivity of I − λA/ 1 − t , we have
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3.15
Thus,
3.16
This together with 3.8 implies that
3.17
Hence,
3.18
Since Ax t − Az → 0 by 3.12 , we deduce
Therefore,
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Finally, we prove Theorem 3.1.
Proof. From 3.5 and 3.8 , we have
3.22
where M is some constant such that
Next we show that {x t } is relatively norm compact as t → 0 . Assume that {t n } ⊂ 0, 1−λ/2α is such that t n → 0 as n → ∞. Put x n : x t n . From 3.23 , we have
Since {x n } is bounded, without loss of generality, we may assume that x n x ∈ C. 1 − t n x n − λAx n , for all n, then we have
Since B is monotone, we have, for u, v ∈ B,
3.28
3.29
Since
Ax n → Az, and x n x, we have Ax n → A x. We also observe that t n → 0, x n − z n → 0 and z n x. Then, from 3.29 , we derive
Since B is maximal monotone, we have −A x ∈ B x. This shows that 0 ∈ A B x. So, we have x ∈ F S ∩ A B −1 0. Hence, x n − λ/1 − t n Ax n − Az x because of Ax n − Az → 0. Therefore, we can substitute x for z in 3.25 to get
Consequently, the weak convergence of {x n } to x actually implies that x n → x. This has proved the relative norm compactness of the net {x t } as t → 0 . Now we return to 3.25 and take the limit as n → ∞ to get
Equivalently,
This clearly implies that
Therefore, x is the minimum norm element in F S ∩ A B −1 0. This completes the proof. 
