We show how quantum computing can speed up computations related to processing probabilistic, interval, and fuzzy uncertainty.
Introduction
As computers become faster, quantum effects must be more and more taken into consideration. According to Moore's law, computer speed doubles every 18 months. One of the main limitations to further speedup is the computer size: every communication is limited by the speed of light c, so. e.g., a computer of a 1 ft size is bounded to have a computation speed 1 ftk -which corresponds to 1 GHz.
To make faster computers, we must thus decrease the size of computer elements. As this size reaches molecular size, must take into consideration quantum effects.
Quantum effects add to noise, but they can also help. Quantum effects, with their inevitably probabilistic behavior, add to noise. However, it turns out that some (intuitively counter-intuitive) quantum effects can be used to drastically speed up computations (in spite of quantum noise).
For example, without using quantum effects, we needin the worst case -at least N computational steps to search for a desired element in an unsorted list of size N . A quantum computing algorithm proposed by Grover (see, e.g., We also explain that there is no need to wait until a fullblown quantum computer appears, wit!a all necessary quantum bits ("qubits"): even without all necessary qubits, we can still get some speedup, a speedup that gets better and better as we add more qubits to the quantum computer. Grover's algorithm for quantum search. We have already mentioned Grover's algorithm that, given: 0 a database a1 , . . . , UN with N entries, 0 a property P (i.e., an algorithm that checks whether P 0 an allowable error probability 6, is true), and retums. with probability 2 1 -6, either the element ai that satisfies the property P or the message that there is no such element in the database. This algorithm requires c -f l steps (= calls to P), where the factor c depends on 6 (the smaller 6 we want, the larger c we must take).
General comment about quantum algorithms. For our applications, it is important to know that for Grover's algorithm (and for all the other quantum algorithms that we will describe and use). the entries ai do not need to be all physically given, it is sufficient to have a procedure that, given i , produces ai.
If all the entries are physically given, then this procedure simply consists of fetching the i-th entry from the database.
However, it is quite possible that the entries are given implicitly, e.g., ai can be given as the value of a known function at i-th grid point; we have this function given as a program, so, when we need ai, we apply this function to i-th gnd point.
,
Algorithm for quantum counting. where the factor c depends on 6 (the smaller 6 we want, the larger c we must take).
In pGcular, to get the exact value t, we must attain accuracy It -tl 5 1, for which we need M R n. In this case, the algorithm requires O ( m ) steps.
Quantum algorithms for finding the minimum. Diirr et al. used Grover's algorithm to produce a new quantum algorithm for minimization; see, e.g., [2. 171. Their algorithm applied to the database whose entries belong to the set with a defined order (e.g., are numbers). p i s algorithm, given: 0 a database al, . . . , a N with N entries, and 0 an allowable error probability 6.
returns the index i of the smallest entry ai, with probability of error 5 6.
This algorithm requires c-f l steps (= calls to P), where the factor c depends on 6 (the smaller 6 we want, the larger c we must take).
Main idea behind quantum computing of the minimum.
The main idea behind the above algorithm can be illustrated on the example when all the entries ai are integers. We can therefore apply bisection to narrow down the interval containing the desired until it narrows down to a single integer. 
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and check whether mo < MO.
In both cases, we get a half-size interval containing 0 After log2(2M) iterations, this interval becomes so narrow that it can only contain one integer -which is mo.
Thus, in log2(M)
. O ( a ) steps, we can compute the desired minimum.
mo.
Quantum algorithm for computing the mean. The above algorithms can be used to compute the average of several numbers, and, in general, the mean of a given random variable. The first such algorithm was proposed by Grover in them. It is a well known fact [19, 21] , that the accuracy of this method is N 1 / a , so, to achieve the given accuracy E, we need M w E -~ iterations. Another way to compute the average of n given numbers is to add them up and divide by n, which requires n steps, Thus: 0 when n < 0 otherwise, it is better to use the Monte-Carlo method.
Grover's quantum analog of the Monte-Carlo method attains accuracy % 1/M after M iterations; thus, for a given accuracy E, we only need M w E -~ steps.
Similarly to the traditional Monte-Carlo methods, this quantum algorithm can compute multi-dimensional inte- it is faster to add all the values;
Quantum Algorithms for Probabilistic Analysis
In the probabilistic case, the problem of describing the influence of the input uncertainty on the result of data processing takes the following form (see, e.g., [ 19, 211) . Given: 0 the data processing algorithm f(z1,. . . 
and each z i is normally distributed with mean Zi and standard deviation oi. Traditional Monte-Carlo algorithm requires -iterations to compute this average; thus, for accuracy 20%. we need 25 iterations; see, e.g., [20] .
The quantum Monte-Carlo algorithm to compute this mean with accuracy E in N 1 /~ iterations; so, for accuracy 20%. we only need 5 iterations. Since computing f may take a long time, this drastic (5 times) speed-up may be essential. We can describe each interval in a more traditional form
where Zi is the interval's midpoint, and Ai is its half-width.
The resulting range can also be described
where is determined by (3). and A is the desired largest possible difference ly -a.
Case of relatively small errors. When the input errors are relatively small, we can linearize the function f around the midpoints Zi. In this case, Cauchy distributions turn out to be useful, with probability density
It is known [20] that if we take zi distributed according to Cauchy distribution with a center a = Zi and the width parameter Ai, then the difference y -@between the quantities (3) is also Cauchy distributed, with the width parameter equal to the desired value A. For Cauchy distribution, the standard deviation is infinite, so we cannot literally apply the idea that worked in the probabilistic case. However, if we apply a function g(z) (e.g., arctan) that reduces the entire real line to an interval, then the expected value of g ((y -g2) -that depends only on A -can be computed by the quantum Monte-Carlo algorithm, from this value, we can reconstruct A.
So, in this case, quantum techniques also speed up computations.
General case. Known results about the computational complexity of interval computations (see, e.g., [12]) state that in the general case, when the input errors are not necessarily small and the function f may be complex, this problem is NP-hard. This, crudely speaking, means that in the worst case, we cannot find the exact range for y faster than by using some version of exhaustive search of all appropriate grid points.
The problem is not in exacmess: it is also known that the problem of computing the range with a given approximation accuracy E is also NP-hard.
How can we actually compute this range? We can find, e.g., with a given accuracy d as follows. The function f is continuous; hence, for a given E, there exists an 6 such that the 5 &difference in xi leads to 5 6 change in y. Thus, within a given accuracy E, it is sufficient to consider a grid with step S, and take the smallest of all the values of f on this grid as g.
If the linear size of the domain is D , then, in this grid, we
have D/6 values for each of the variables, hence, the total of (D/S)n points. In non-quantum computations, to compute the minimum, we need to check every points from this grid, so we must use N = (D/S)" calls to f. The quantum algorithm for computing minimum enables to use only f i = Thus, quantum algorithms can double the dimension of the problem for which we are able to compute the desired 3 ( D / 6 ) n / 2 calls.
, uncertainty. As a result, the sets of possible values of E and V are also intervals.
Quantum Algorithms for
What is known.
The function E is monotonic in each xi, so the range [&, for E can be easily computed:
In Finally, we retum the smallest of the values V ' as E.
For each k, the value r k is a mean, so, by using Monte-Carlo methods, we can compute it in time that does not depend on n at all; similarly, we can compute Vi in constant time. Formulation of the problem. In view of the great potential for computation speedup, engineers and physicists are actively working on the design of actual quantum computers. There already exist working prototypes: e.g., a several mile long communication system, with simple quantum computers used for encoding and decoding, is at govemment disposal. Microsoft and IBM actively work on designing quantum computers. However, at present, these computers can only solve trivial instances of the above problems, instances that have already been efficiently solved by nonquantum computers. Main reason: the existing quantum computers have only a few qubits, while known quantum algorithms require a lot of qubits. For example, Grover's algorithm requires a register with q = log(N) qubits for a search in a database of n elements. Of course, while we only have 2 or 3 or 4 qubits, we cannot do much. However, due to the active research and development in quantum computer hardware, we wiIl (hopefully) have computers with larger number of qubits reasonably soon.
A natural question is: while we are still waiting for the qubit register size that is necessary to implement the existing quantum computing algorithms (and thus, to achieve the theoretically possible speedup), can we somehow utilize the registers of smaller size to achieve a partial speed up?
In this section, we start answering this question by showing the following: for quantum search, even when we do not have enough qubits. we can still get a partial speedup: for details, see [13] . The fact that we do get a partial speedup for quantum search makes us hope that even when we do not have all the qubits, we can still get a partial speedup for other quantum computing algorithms as well.
Grover's algorithm: result. Let us assume that we are interested in searching in an unsorted database of n elements, and that instead of all log(N) qubits that are necessary for Grover's algorithm, we only have, say 90% or 50% of them.
To be more precise, we only have a register consisting of r = Q . log(N) qubits, where 0 < a! < 1.
How can we use this register to speed up the search? Grover's algorithm enables us to use a register with r qubits to search in a database of M = 2r elements in time C . m. For our available register, r = a . log(N), hence M = 2r = Nu, so we can use Grover's algorithm with this qubit register to search in a database of size Nu in time
To search in the original database of size N, we can do 0 divide this original database into N1-" pieces of size Na; and then 0 consequently apply Grover's algorithm with a given qubit register to look for the desired element in each piece.
Searching each piece requires C . Na12 steps, so the sequential search in all N' -O pieces requires time N1-" .
(C -Nul2) = C . w-u/2. Since a > 0, we get a speedup.
When a tends to 0, the computation time tends to C . N, i.e., to the time of non-quantum search; when QI tends to 1, the computation time tends to C. "I2, i.e., to the time of quantum search.
C. a = C * Nul2.
the following:
