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ABSTRACT. We propose a general method for deformation quantization of any
second-class constrained system on a symplectic manifold. The constraints deter-
mining an arbitrary constraint surface are in general defined only locally and can be
components of a section of a non-trivial vector bundle over the phase-space manifold.
The covariance of the construction with respect to the change of the constraint basis
is provided by introducing a connection in the “constraint bundle”, which becomes
a key ingredient of the conversion procedure for the non-scalar constraints. Unlike
in the case of scalar second-class constraints, no Abelian conversion is possible in
general. Within the BRST framework, a systematic procedure is worked out for con-
verting non-scalar second-class constraints into non-Abelian first-class ones. The
BRST-extended system is quantized, yielding an explicitly covariant quantization of
the original system. An important feature of second-class systems with non-scalar
constraints is that the appropriately generalized Dirac bracket satisfies the Jacobi
identity only on the constraint surface. At the quantum level, this results in a weakly
associative star-product on the phase space.
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1. INTRODUCTION
The quantization problem is usually understood as that of constructing a quantum the-
ory for a given classical system, at the same time preserving important properties of
the system such as locality and global symmetries. This additional requirement is cru-
cial. Indeed, formally one can always find a representation such that all the constraints
are solved, gauge symmetries are just shift symmetries, and the Poisson bracket has the
canonical form. But in doing so one usually destroys locality and global symmetries. It
is the problem of quantization of relativistic local field theories that initiated the develop-
ment of sophisticated quantization methods applicable to systems with non-Abelian and
open gauge algebras [1, 2, 3, 4].
From this point of view, the problem of quantizing curved phase space appears as a
problem of constructing quantization in a way that is explicitly covariant with respect to
arbitrary change of phase-space coordinates. Given such a method (at the level of defor-
mation quantization at least) one can always find quantization in each coordinate patch
and then glue everything together. Similar to the curved phase-space quantization prob-
lem is the one of quantizing arbitrary constraint surface. Any surface can be represented
by independent equations (constraints) but in general only locally. In fact, one can always
assume that the surface is the zero locus of a section of a vector bundle over the phase
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space. The quantization problem for arbitrary constrained systems can then be reformu-
lated as the problem of constructing quantization that is explicitly covariant with respect
to the basis of constraints. In this paper, we restrict ourselves to the case of second-class
constraints and address the problem of constructing a quantization scheme which is ex-
plicitly covariant with respect to the change of phase-space coordinates and constraint
basis.
A general framework that allows to quantize second-class constraints at the same foot-
ing as first-class ones is the well-known conversion – the procedure that converts the orig-
inal second-class constraints into first-class ones by introducing extra variables known as
conversion variables. At least locally in the phase space, any second-class constraints
can be converted into Abelian ones, and therefore the Abelian conversion is sufficient for
most applications. The situation changes drastically if one wants the quantization to be
explicitly covariant with respect to the change of the constraint basis. Indeed, by changing
the constraint basis one can always make the converted constraints non-Abelian. Addi-
tional price one has to pay for covariance is the appearance of a connection in the vector
bundle associated with the constraints. This is reminiscent of the quantization of systems
with curved phase space, where phase-space covariance requires introducing a symplectic
connection on the phase space. In fact, this is more than a coincidence.
The coordinate and constraint basis covariance appear to be intimately related within
the quantization methods developed in [5, 6] (see also [7, 8]). Indeed, the key ingredient
of these methods is the embedding of the system into the cotangent bundle over its phase
space. In the natural coordinate system xi, pi, the embedding constraints pi = 0 are
non-scalar [7]. In this example, the reparametrization covariance in the original phase
space translates into the covariance with respect to the basis of constraints pi. In [8],
this approach was extended to general second-class constrained systems with constraints
being scalar functions.
In this paper, we extend the method in [8] to the case where the second-class con-
straint surface is an arbitrary symplectic submanifold of the phase space, not necessarily
defined by zero locus of the set of any independent scalar functions. Considering the
quantization problem for the constrained systems whose classical dynamics evolves on
the constraint surface, one has to take care of the geometry of the tubular neighborhood
of the constrained submanifold. The geometry of the entire phase space is irrelevant for
this problem. In its turn, any tubular neighborhood of the submanifold can be identified
with the normal bundle over the submanifold. For coisotropic submanifolds (first-class
constrained systems), the corresponding approach to quantization was considered in [9].
It then follows that arbitrary constrained submanifold can be considered as a zero locus
of a section of the appropriate vector bundle over the phase space. Moreover, in practical
physical problems, the second-class constraints can appear from the outset as components
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of a section of some bundle over the original phase space rather than scalar functions. This
leads naturally to the concept of constrained systems with non-scalar constraints.
By considering the original non-scalar constraints θα at the same footing with the con-
straints pi determining the embedding into T ∗M, we achieve a globally defined descrip-
tion for general second-class systems. Using the appropriate non-Abelian conversion
procedure and subsequent BRST quantization, we then arrive at the formulation of the
quantum theory (at the level of deformation quantization) that is explicitly covariant under
the reparametrizations of the original phase space and under the changing the constraint
basis. We note that the non-scalar first-class constraints were also considered in [10] in a
different framework.
The conventional approach to second-class systems is based on the Dirac bracket – a
Poisson bracket on the entire phase space, which is determined by constraints and for
which the constraint surface is a symplectic leaf. This allows considering the Poisson
algebra of observables as a Dirac bracket algebra of phase-space functions modulo those
vanishing on the constrained submanifold. From this point of view, the quantization
problem can be understood as that of quantizing a degenerate Poisson bracket. However,
outside the constraint surface, the Dirac bracket is not invariant under the change of the
constraint basis and therefore is not well-defined in the case of non-scalar constraints.
The Dirac bracket bivector can be invariantly continued from the constraint surface un-
der certain natural conditions, although the price is that the Jacobi identity is in general
satisfied only in the weak sense, i.e., on the constrained submanifold. In the non-Abelian
conversion framework such a covariant generalization of the Dirac bracket is naturally
determined by the Poisson bracket of observables of the converted system. We note that
weak brackets were previously studied in various contexts in [11, 12, 13, 14].
At the quantum level, the lack of Jacobi identity for the covariant Dirac bracket results
in a phase-space star-product that is not associative in general. Within the non-Abelian
conversion approach developed in the paper, this star-product naturally originates from
the quantum multiplication of BRST-invariant extensions of phase-space functions. In
the BRST cohomology, we obtain an associative star product which is identified with the
quantum deformation of the classical algebra of observables (functions on the constraint
surface). In particular, the associativity of the phase-space star-product is violated only
by the terms vanishing on the constraint surface.
The quantization method developed in this paper can be viewed as an extension of the
Fedosov quantization scheme [15, 6] to systems whose constrained submanifolds are de-
fined by non-scalar constraints and whose phase spaces, as a result, carry a weak Poisson
structure. We note that gauge systems with a weak Poisson structure can be alternatively
quantized [14] using the Kontsevich formality theorem.
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2. GEOMETRY OF CONSTRAINED SYSTEMS WITH LOCALLY DEFINED CONSTRAINTS
We consider a constrained system on a general symplectic manifold (ω,M). The con-
strained system is defined on M by specifying a submanifold Σ ⊂ M such that the re-
striction ω|Σ of the symplectic form to the constraint surface has a constant rank. If Σ
is coisotropic, the constrained system is called first-class. A constrained system is called
second-class if the restriction ω|Σ of the symplectic form is invertible on Σ.
Let us assume for a moment that Σ is determined by constraints θα = 0 which are
globally defined functions on M, then {θα, θβ} |Σ = 0 ({θα, θβ} |Σ is invertible) iff the
system is first- (respectively second-) class. The converse is also true, but only locally:
if a constrained system is first- (respectively second-) class then locally there exist inde-
pendent functions θα determining constraint surface Σ by θα = 0 and any such functions
satisfy {θα, θβ} |Σ = 0 (respectively {θα, θβ} |Σ is invertible).
The dynamics of a constrained system on M is assumed evolving on the constraint
surface Σ ⊂ M. At the quantum level, a tubular neighborhood of Σ gets involved in
describing dynamics. In its turn, it is a standard geometrical fact that any such neighbor-
hood is diffeomorphic to a vector bundle over Σ. Indeed, in each neighborhood U (i) of a
point of Σ one can pick a coordinate system xa(i), θ
(i)
α such that Σ ∩ U (i) is singled out by
θ
(i)
α = 0 and on the intersection of two such neighborhoods U (i) and U (j)
(2.1) xa(i) = Xa(ij)(x(j)) , θ(i)α = (φ(ij))βαθ(j)β
with some functions Xa(ij)(x) and φ(ij)(x). Functions (φij)αβ can be identified with transi-
tion functions of a vector bundle V ∗(Σ) over Σ (we use the notation for a dual bundle to
make notations convenient in what follows). Under the identification of an open neigh-
borhood of Σ with the vector bundle V ∗(Σ), coordinates θα are identified with constraint
functions on M. In particular, Σ goes to the zero section of V ∗(Σ). Note that the con-
straints θα, being understood as functions on M, are defined only locally. If there exist
globally defined constraints then V ∗(Σ) is trivial.
It can be useful to pull back the vector bundle V ∗(Σ) to the vector bundle V ∗(M)
over M. Functions θα are then naturally identified with the components of a globally
defined section θ of V ∗(M). At the same time Σ is nothing else than a submanifold of
points where θ vanishes. These arguments motivate the following concept of a constrained
system:
Definition 2.1. A constrained system with non-scalar constraints is a triple (M, V ∗(M), θ)
where M – symplectic manifold with a symplectic form ω, V ∗(M) – vector bundle over
M, and θ is a fixed section of V ∗(M). It is assumed that vanishing points of θ are regular
and form a submanifold Σ ⊂M (constraint surface) such that ω|Σ has a constant rank.
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The definitions of first- and second-class constrained systems still stand because they
are formulated entirely in the intrinsic terms of the constraint surface Σ, making use only
of the rank of ω|Σ irrespectively to the way of defining Σ.
Several comments are in order:
(i) Another possibility to consider arbitrary constraint surface keeping at the same
time constraints globally defined functions is to use overcomplete sets of con-
straints (i.e. reducible constraints, in different terminology). However, depending
on a particular system this can be a complicated task. Moreover, even if the con-
straints are reducible it can also be useful to allow them to be non-scalar.
(ii) As we have seen, any submanifold Σ ⊂ M can be represented as a surface of
regular vanishing points of a section of a vector bundle over M. Note, however,
that by taking arbitrary constraints θ(i)α in each neighborhood U (i) one does not
necessarily arrive at a vector bundle. Indeed, in the intersection U (i) ∩ U (j) one
still has
(2.2) θ(i)α = (φ(ij))βαθ(j)β
But functions (φ(ij))βα are defined only up terms of the form (χ(ij))βγα θγ with
(χ(ij))βγα = −(χ
(ij))γβα . As a consequence, functions (φ(ij))βα satisfy the cocy-
cle condition also up to terms proportional to θ
(2.3) (φ(ik))γα(φ(kj))βγ = (φ(ij))βα + . . . .
This means that only appropriately chosen constraints can be identified with com-
ponents of a section of a vector bundle over M. What differential geometry tells
us is that such a choice always exists.
3. CONNECTIONS AND SYMPLECTIC STRUCTURES ON VECTOR BUNDLES
In what follows we need some geometrical facts on the connections and symplectic
structures on the appropriately extended cotangent bundle over a symplectic manifold.
Let now M be a symplectic manifold and W(M) → M be a symplectic vector bundle
over M. Let also eA be a local frame (locally defined basic sections of W(M)) and D be
the symplectic form on the fibers of W(M). The components of D with respect to eA are
determined by DAB = D(eA, eB).
It is well known (see e.g. [6]) that any symplectic vector bundle admits a symplectic
connection. Let Γ and∇ denote a symplectic connection and the corresponding covariant
differential in W(M). The compatibility condition reads as
(3.1) ∇D = 0 , ∂iDAB − ΓCiADCB − ΓCiBDAC = 0 ,
where the coefficients ΓCiA of Γ are determined as:
(3.2) ∇eA = dxiΓCiAeC .
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It is useful to introduce the following connection 1-form:
(3.3) ΓAB = dxiΓAiB , ΓAiB = DACΓCiB .
Then compatibility condition (3.1) rewrites as
(3.4) dDAB = ΓAB − ΓBA , ∂iDAB − ΓAiB + ΓBiA = 0 .
As a consequence of the condition one arrives at the following property of the connection
1-form ΓAB:
(3.5) dΓAB = dΓBA .
Consider the following direct sum of vector bundles:
(3.6) E0 =W(M)⊕ T ∗M ,
where T ∗M denotes a cotangent bundle over M. Let xi, pj and Y A be standard local
coordinates on E0 (xi are local coordinates on M, pj are standard coordinates on the
fibers of T ∗M, and Y A are coordinates on the fibers of W(M) corresponding to the local
frame eA). Assume in addition that M is equipped with a closed 2-form ω (not necessarily
nondegenerate).
Considered as a manifold, E0 can be equipped with the following symplectic structure
(3.7) ω E0 = π∗ω + 2dpi ∧ dxi+
+DABdY
A ∧ dY B + dΓABY
AY B − 2ΓAB ∧ dY
AY B ,
where π∗ω is the 2-form ω on M pulled back by the bundle projection π : E0 → M. One
can directly check that 2-form (3.7) is well defined. Indeed, it can be brought to the
standard explicitly covariant form, similar to that of the supersymplectic manifolds [16]
(3.8) ω E0 = π∗ω + 2dpi ∧ dxi +DAB∇Y A ∧ ∇Y B +RABY AY B ,
Here, ∇Y A = dY A + ΓACY C , and RAB = Rij;ABdxi ∧ dxj denotes the curvature of Γ:
(3.9) Rij;AB = DACRCij B =
= DAC
(
∂iΓ
C
jB − ∂jΓ
C
iB + Γ
C
iDΓ
D
jB − Γ
C
jDΓ
D
iB
)
=
= ∂iΓAjB − ∂jΓAiB + ΓCiAD
CDΓDjB − ΓCjAD
CDΓDiB .
The last equality follows from nondegeneracy of DAB and compatibility condition (3.4).
Also, it is straightforward to show that, the 2-form (3.7) is exact, besides the first term:
(3.10) ω E = π∗ω + d [2pidxi + Y ADAB∇Y B]
Analyzing the structure in the r.h.s. of (3.10) one can see that an arbitrary (not neces-
sarily symplectic) connection
0
Γ can be taken to construct the close 2-form on E in (3.10).
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It turns out that the resulting 2-form still has the structure (3.7) with Γ given by
(3.11) ΓAB = 1
2
(dDAB +
0
ΓAB +
0
ΓBA) .
It is easy to see that connection Γ is by construction compatible with the symplectic
structure D for any connection
0
Γ. In addition, if
0
Γ was taken symplectic it would bring
Γ =
0
Γ.
The Poisson bracket on E0 corresponding to the symplectic form (3.7) is determined by
the following basic relations:
(3.12)
{
pi, x
j
}
E0
= −δji , {pi, pj}E0 = ωij(x) +
1
2
Rij;AB(x)Y
A Y B ,{
Y A, Y B
}
E0
= DAB(x) ,
{
pi, Y
A
}
E0
= ΓAiB(x)Y
B ,
with all the others vanishing:
{
xi, Y A
}
E0
= {xi, xj}
E0
= 0.
4. EMBEDDING AND CONVERSION AT THE CLASSICAL LEVEL
4.1. Embedding. Consider a second-class constrained system (M, V ∗(M), θ)with locally-
defined constraints θα (i.e. θα are components of a section θ of V ∗(M) with respect to a
local frame eα). Let T ∗ωM be a cotangent bundle equipped with the modified symplectic
structure 2dpi∧dxi+π∗0ω, where ω is a symplectic form on M and π0 :T ∗ωM→M is the
canonical projection.
The embedding of M into T ∗ωM as a zero section is a symplectic map, i.e. a restriction
of symplectic form 2dpi ∧ dxi + π∗0ω to the submanifold M is ω. Moreover, constrained
system (M, V ∗(M), θ) is equivalent to the constrained system (T ∗ωM,W ∗(M),Θ), where
W ∗(M) is a direct sum W ∗(M) = T ∗M ⊕ V ∗(M) considered as a vector bundle over
T ∗ω(M) and components of Θ with respect to the local frame dxi, eα are −pi, θα (in other
words, locally, the constraints are given by −pi = 0 and θα = 0). Indeed, by solving
constraints −pi = 0 one arrives at the starting point constrained system. At this stage the
construction here repeats the one from [8] with the only difference that constraints θα are
now defined only locally.
4.2. Non-Abelian conversion. Given second-class constraints ΘA one can always find
an appropriate extension of the phase space by introducing conversion variables Y A
whose Poisson bracket relations have the form
{
Y A, Y B
}
= DAB with DAB invertible.
Then one can find converted constraints TA in the extended phase space, satisfying
(4.1) {TA, TB} = UCABTC , TA
∣∣
Y=0
= ΘA .
The resulting first-class system with constraints TA is equivalent to the original second-
class one and is called converted system. For second-class constraints that are scalar
functions on the phase space one can always assume the conversion to be Abelian, i.e.
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with vanishing functions UCAB (see [17] for a detailed discussion of the conversion and
the existence theorem for the Abelian conversion).
For the non-scalar constraints one naturally wants to build a converted constraints in
the invariant way, i.e. independently of a particular choice of the constraint basis. As we
will see momentarily this forces one to consider, in general, a non-Abelian conversion.
To see this, one first needs to introduce conversion variables in a geometrically covari-
ant way. It is useful to take as conversion variables the coordinates on the fibers of the
bundle W (M) dual to the bundle W ∗(M) = T ∗M ⊕ V ∗(M) associated to constraints
θα,−pi. The phase space is then
(4.2) E0 = T ∗ωM⊕W (M) , W (M) = V (M)⊕ TM
We introduce unified notation eA and Y A for the local frame and coordinates on the fibers
of W (M) respectively. In the adapted basis Y A split into Y i and Y α.
Given a connection Γ¯ in V (M) one can equip W (M) with the following fiberwise
symplectic structure
(4.3) Dij = ωij , Diα = −Dαi = ∇¯iθα = ∂iθα − Γ¯βiαθβ , Dαβ = 0 .
In what follows we also need the explicit form of its inverse DAC , DACDCB = δAB
(4.4)
Dαβ = ∆αβ , Diβ = −ωilDlγ∆
γβ ,
Dij = ωij − ωikDkα∆
αβDlβω
lj ,
where we introduced ∆αβ as follows:
(4.5) ∆αγ∆γβ = δαβ , ∆αβ = DiαωijDjβ .
∆ is invertible on Σ by assumption (recall that its invertibility is a part of the defining
property of second-class constraints). It is then invertible in some neighborhood of Σ and
we assume that it is invertible on the entire M.
Note that Dij determines a bivector field on M which coincides on Σ with the conven-
tional Dirac bracket. The latter bracket is not well-defined beyond Σ if the constraints
are not scalars. The bracket determined by Dij in (4.4) can therefore be understood as a
covariant generalization of the Dirac bracket to the case of non-scalar constraints. It is
straightforward to check that the covariant Dirac bracket satisfies Jacobi identity modulo
terms vanishing on Σ.
Furthermore, one can equip W (M)with the symplectic connection compatible with the
fiberwise symplectic form. This is achieved as follows. First one picks a linear symplectic
connection Γ¯M on the symplectic manifold M and equips W (M) with the direct sum
connection
0
Γ determined by
(4.6)
0
∇ei = (Γ¯M)
j
i ej ,
0
∇eα = (Γ¯)
β
α eβ ,
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where
0
∇ denotes the covariant differential determined by
0
Γ. Given “bare” connection
0
∇
in W (M) one then arrives at the symplectic connection Γ using (3.11). In its turn the sym-
plectic connection in W (M) determines a symplectic structure ωE0 on E0 in accordance
to the general formula (3.7). The associated Poisson bracket reads as
(4.7)
{
pi, x
j
}
= −δji , {pi, pj} = ωij(x) +
1
2
Rij;AB(x)Y
A Y B .{
Y A, Y B
}
= DAB(x) ,
{
pi, Y
A
}
= ΓAiB(x)Y
B ,
Here and in what follows we drop the superscript of the Poisson bracket on the extended
phase space whenever it can not lead to confusions. Note that embedding of T ∗ωM into E0
is symplectic. This implies that coordinates Y A can be treated as second-class constraints
(they can also be understood as gauge conditions for the converted system). Considered
together with constraints ΘA they determine a constrained system on E0 that is equivalent
to the original constrained system on M.
Since we are interested in the non-Abelian conversion, it is preferable to work in terms
of the BFV-BRST formalism from the very beginning. To this end we introduce ghost
variables CA and PA with the transformation law determined by that of components of
a section of W (M) and W ∗(M) respectively. One can consistently assume canonical
Poisson bracket relations
(4.8) {PA, CB} = −δBA ,
and brackets between CA and PA and all other variables vanishing. Note that in order for
Poisson brackets between ghosts and other variables to remain vanishing when passing
from one neighborhood to another momenta pi should transform inhomogeneously. This
means that the extended phase space is E = T ∗ω(ΠW (M)) ⊕ W (M) with W (M) in
the second summand considered as a vector bundle over ΠW (M). Here and below Π
indicates that the Grassmann parity of the fibers of a vector bundle is reversed. Note
also that the extended phase space E is not anymore a vector bundle over M because pi
transform in an inhomogeneous way.
In the BRST language the conversion problem can be formulated as follows. Given
“bare” generating function Ω¯ whose expansion with respect to the ghosts variables starts
with given second-class constraints ΘA
(4.9) Ω¯ = CAΘA + . . . , gh(Ω¯) = 1 .
The conversion implies finding BRST charge satisfying
(4.10) {Ω,Ω} = 0 , gh(Ω) = 1 , Ω|Y=0 = Ω¯ .
Note that Ω and Ω¯ are assumed to be a globally defined functions on the entire extended
phase space and its submanifold determined by Y A = 0 respectively.
NON-ABELIAN CONVERSION 11
Now we describe conversion of the second-class constraints ΘA = {−pi, θα}. Taking
into account their transformation properties a natural anzatz for a generating function Ω¯
is as follows
(4.11) Ω¯ = −Cipi + Cαθα + Ci(Γ¯)αiβCβPα .
Indeed, the nonlinear in ghosts term coming from the transformation law for pi is com-
pensated by the term coming from inhomogeneous contribution in the transformation law
for the connection coefficients. This is exactly the point. In order for the generating func-
tion Ω¯ as well as BRST charge Ω to be globally defined functions, one needs to introduce
the terms nonlinear in ghosts. In terms of constraints, this implies that the conversion is
non-Abelian.
4.3. Existence and construction of the classical BRST charge. In the standard BFV-
BRST formalism the BRST charge and BRST invariant observables are constructed by
expanding in homogeneity degree in ghost momenta. The existence of a nilpotent BRST
charge is ensured by Homological Perturbation Theory [18] with the relevant operator
being Koszul-Tate differential associated with the constraints. At the same time, within
the Abelian conversion procedure the effective first-class constraints, BRST charge, and
BRST-invariant observables are constructed by expanding in homogeneity degree in con-
version variables and all these quantities are to be found order by order in these variables.
In the case of non-Abelian conversion it is then natural to take as an expansion degree
the total homogeneity in ghost momenta PA and conversion variables Y A:
(4.12) deg Y A = degPA = 1 , deg xi = deg pi = deg CA = 0 .
Accordingly, Ω decomposes as
(4.13) Ω =
∑
s=0
Ωs , Ω0 = C
αθα − C
ipi , Ω1 = C
i(Γ¯)αiβC
βPα + . . . ,
where we have explicitly kept the term from the first order contribution which is needed
for covariance. The required BRST charge satisfying (4.10) is to be constructed order by
order in the degree. To this end one first needs to satisfy the master equation to zeroth
order in the degree which implies finding Ω1. A “minimal” form of Ω1 which satisfies
master equation to the zeroth order can be taken as
(4.14) Ω1 = Ci(Γ¯)αiβCβPα − CADABY B .
In constructing BRST charge it is also useful to restrict ourselves to the following class
of phase-space functions: let A0 be the space of formal power series in Y A, ghosts CA,
and ghost momenta Pα with coefficients being smooth functions in xi. In other words
we forbid dependence on pi and Pi. The space A0 is closed under the multiplication and
the Poisson bracket (both operations can be naturally defined for formal power series).
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Algebra A0 decomposes with respect to the degree (4.12) as A0 = ⊕s>0A0s so that an
element of A0s has the form
(4.15) a =
p+q=s∑
p>0,q>0
(apq)
α1...αq
A1...Ap
Y A1 . . . Y Ap Pα1 . . .Pαq , apq = apq(x, C) .
Since the BRST charge and BRST invariant observables are to be constructed by ex-
panding in the degree (4.12) the lowest degree term −δ in the expansion of {Ω, · } plays
a role of the nilpotent operator determining homological perturbation theory. Considered
acting on elements from A0, operator δ is completely determined by Ω¯ and is given by
degree −1 operator
(4.16) δ = CA ∂
∂Y A
+ θα
∂
∂Pα
.
It is therefore a sum of standard Koszul–Tate operator δK = θα ∂∂Pα associated with origi-
nal constraints θα and the operator CA ∂∂Y A which determines a homological perturbation
theory in the Abelian conversion framework and in the Fedosov quantization.
To proceed with the conversion we need to introduce a version of the contracting ho-
motopy operator determined by
(4.17) δ∗fpq = 1
p+ q
Y A
∂
∂CA
fpq , p + q 6= 0 , δ
∗f00 = 0 , δ
∗ 2 ≡ 0
for an element fpq ∈ A0 which is homogeneous in CA and Y A of orders p and q respec-
tively. Operators δ and δ∗ satisfy
(4.18) δ∗δa+ δδ∗a = a− a|C=Y=0 .
Proposition 4.1. There exists a classical BRST charge Ω, gh(Ω) = 1 satisfying master
equation {Ω,Ω} = 0, boundary conditions (4.13),(4.14), and such that Ωs ∈ A0s for
s> 2. In addition, given Ω0 and Ω1 such a BRST charge is unique provided δ∗Ωs = 0 for
all s> 2.
Proof. The Poisson bracket on E can also be expanded with respect to the degree as
(4.19) { · , · } = { · , · }
−2 + { · , · }−1 + { · , · }0 + { · , · }2
(terms with other degrees vanish) where each term is a bilinear first order differential
operator of definite degree. In particular
(4.20) {f, g}
−2 = f
←
∂
∂Y A
DAB
∂
∂Y B
g .
The master equation at order n in degree implies,
(4.21) {Ω0,Ωn+2}−2 + {Ω0,Ωn+1}−1 + {Ω1,Ωn+1}−2 +Bn = 0
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where Bn depends on Ωs with s6n only and is given explicitly by
(4.22) Bn =
p+q+s=n∑
0>p,q>n
{Ωp,Ωq}s .
In fact, the first term in (4.21) vanishes because Ω0 doesn’t depend on Y and the equation
takes the form
(4.23) δΩn+1 = Bn .
This equation can always be solved by Ωn+1 = δ∗Bn using (4.18), Bn|C=Y=0 = 0, and
the consistency condition δBn = 0. The later is fulfilled provided the master equation
holds to lowest orders, i.e. that Ωs for s6n are such that
(4.24) {
(n)
Ω ,
(n)
Ω} ∈
⊕
s>n
A
0
s ,
(n)
Ω =
n∑
s=0
Ωs .
Indeed, consider the following identity
(4.25)
{
(n)
Ω ,
{
(n)
Ω ,
(n)
Ω
}}
= 0 .
Next, observe that
{
(n)
Ω ,
(n)
Ω
}
= Bn + . . . with dots denoting terms from A0>n+1 and,
finally, check that to order n− 1 in the degree this identity gives δBn = 0.
This solution for Ωn+1 obviously belongs to A0 and satisfies δ∗Ωn+1 = 0. Conversely,
equation (4.23) has a unique solution Ωn+1 satisfying Ωn+1 ∈ A0n+1, δ∗Ωn+1 = 0, and
gh(Ωn+1) = 1. 
4.4. Classical observables and weak Dirac bracket. We show that observables of the
original system on M are isomorphic to observables of the BFV-BRST system on E . The
latter are understood as cohomology of the adjoint action
(4.26) Q = {Ω, · }
of the BRST charge.
Proposition 4.2. Let f0 = f0(x, C) be any Y and P-independent function. Then there
exists f ∈ A0 such that
(4.27) {Ω, f} = 0 , f |Y=P=0 = f0 , gh(f) = gh(f0) .
If in addition δ∗(f−f0) = 0 and gh(f)> 0 then f is a unique BRST invariant extension of
f0. Moreover, if f, f˜ ∈ A0 both satisfy (4.27) with the same function f0, then f − f˜ = Qh
for some function h ∈ A0.
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Proof. The proof is standard and follows by expanding Qf = 0 with respect to de-
gree (4.12) and using the fact that δ-cohomology is trivial in nonzero degree. The later
statement obviously holds provided cohomology of the standard Koszul–Tate operator
δK = θα
∂
∂Pα
vanishes in nonzero degree in Pα. Locally, operator δK is known to have
vanishing cohomology in nonzero degree provided constraints θα satisfy standard regu-
larity assumptions. This also holds globally as can be shown by using suitable partition
of unity. 
Let f0 and g0 be two inequivalent observables of the original system, i.e. f0|Σ−g0|Σ 6=
0. It then follows from the explicit form of Ω that their BRST invariant extensions f and
g determined by Proposition 4.2 are not equivalent, i.e., f − g 6= {Ω, h} for any h. This
means that observables of the original system are observables of the BFV-BRST system.
In fact, one can show that these systems are equivalent in the sense that the Poisson
algebra of inequivalent observables of the original system (i.e. the algebra of functions
on Σ equipped with the Poisson bracket) is isomorphic to the Poisson algebra of ghost
number zero BRST cohomology of the BFV-BRST system. Now we restrict ourselves
to a little bit weaker equivalence statement. Namely we show that this holds for BRST
cohomology evaluated in A0 (Q obviously maps A0 to itself).
Proposition 4.3. Let f be an arbitrary function from A0 satisfyingQf = 0. Then f = Qh
for some h iff f ∣∣
Σ
= f
∣∣
θα=CA=Y A=Pα=0
= 0.
Proof. Let f0 = f |Y=P=0. Condition f |Σ = f0|Σ = 0 implies that there exist fα0 (x) and
f0A(x, C) such that
(4.28) f0 = θαfα0 + CAf0A
and their transformation properties can be assumed to be those of sections of V (M) and
W ∗(M) respectively. One can then check that
(4.29) (Qh)|Y=P=0 = f0 , h = −Pαfα0 − Y Af0A
because f0 = −δh and (Qh)|A0
0
= −δh for h ∈ A01. Proposition 4.2 then implies that
there exists h′ ∈ A0 such that f = Q(h+ h′). 
To summaries we have
Theorem 4.1. The BRST cohomology of Q = {Ω, · } evaluated in A0 are given by
(4.30)
Hn(Q,A0) = C∞(Σ) n = 0 ,
Hn(Q,A0) = 0 n 6= 0 .
The fact that all the physical observables can be taken elements of A0 suggests to con-
sider A0 as a fundamental object replacing algebra of functions on the entire extended
phase space. This can be consistently done in spite of the fact that the BRST charge Ω
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and the ghost charge G = CAPA do not belong to A0. Indeed, from a more general point
of view, a classical BFV-BRST system is determined by (i) Poisson algebra with not nec-
essarily nondegenerate Poisson structure, which is also graded with the ghost degree (ii)
Odd nilpotent BRST differential Q of ghost number 1 that differentiates both the prod-
uct of functions and the Poisson bracket and (iii) differential V (determining evolution)
of zero ghost number which differentiates both the product and the Poisson bracket and
satisfies [Q, V ] = 0. The standard Hamiltonian BFV-BRST system fits this definition
with Q = {Ω, · } and V = {H, · } with H denoting Hamiltonian. Such a generaliza-
tion of the Hamiltonian BFV-BRST theory was recently studied in [14]. Note also that
in the Lagrangian context this corresponds to theories described by BRST differential not
necessarily generated by a master action and an antibracket. Theories of this type were
recently considered in [19].
From this slightly more general point of view, the Poisson algebra A0 is a BFV-BRST
system because Q and ghost number operator preserve A0. The notion of generalized
BFV-BRST system can be extended to the quantum case by replacing the Poisson algebra
with the star-product algebra. It can also be generalized further in the sense that the
bracket can be allowed to satisfy Jacobi identity only up to Q-exact terms as well as V
can preserve the bracket only weakly [14].
Let us give some further comments concerning the Poisson bracket of BRST observ-
ables. In the case where Ω is Abelian (see [8] for detailed discussion of this case) Proposi-
tion 4.2 establishes an isomorphism between the algebra of functions of xi and functions
of xi, Y A satisfying {Ω, · } = 0 and δ∗· = 0. The later algebra (understood as a subalge-
bra in A0) is closed under the Poisson bracket in A0. The Poisson bracket in this algebra
determines a Poisson bracket on M that can be easily seen to coincide with the Dirac
bracket associated to second-class constraints θα.
In the present case Ω explicitly depends on Pα and one is forced to consider δ∗ and
{Ω, · }-closed functions from A0 which are now allowed to depend also on CA and Pα.
However, this algebra is not anymore closed under the Poisson bracket and therefore a
direct counterpart of the Dirac bracket fails to satisfy Jacobi identity outside Σ in this
case. Indeed, finding unique lifts f, g ∈ A0 of two phase-space functions f0 and g0,
evaluating their Poisson bracket, and putting Y = P = 0 one finds a bracket on M which
coincides with the standard Dirac bracket when θα = 0. Explicitly, the bracket reads
(4.31) {f0, g0}D = ∂if0Dij∂jg0 = ∂if0 ωij∂jg0 − ∂if0 ωil∇¯lθα∆αβ∇¯kθβωkj∂jg0 ,
where
(4.32) ∇¯iθα = ∂iθα − Γ¯βiαθβ , ∆αγ∆γβ = δαβ , ∆αβ = ∇¯iθαωij∇¯jθβ .
This bracket can be considered as a direct generalization of the standard Dirac bracket.
Unlike the later this generalized bracket does not depend on the choice of constraint basis
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and therefore is well-defined outside Σ in the case of non-scalar constraints. The Jacobi
identity for the bracket (4.31) is violated by the terms proportional to the curvature R¯αij β
of the connection ∇¯ and to the constraints θα. So it is inevitably a weak bracket if the
bundle V (M) does not admit flat connection.
4.5. Dirac connection. As we have seen the construction imposes no constraints on the
connection ΓAiB entering the Poisson bracket on E but the compatibility with the symplec-
tic form DAB. Symplectic connection always exists and can be obtained starting from
arbitrary connection in W (M), e.g., using (3.11) Let us, nebertheless, give an explicit
form of the particular symplectic connection which as we are going to see also has some
additional properties.
To this end let us consider an explicit form of the compatibility condition ∇D = 0
(4.33)
∂iωjk − Γjik + Γkij = 0 ,
∂i∇¯jθα − Γjiα + Γαij = 0 ,
Γαiβ − Γβiα = 0 .
The solution which is compatible with the transformation properties and which is in some
sense a minimal choice reads as
(4.34) Γαiβ = 0 , Γjiα = Djβ(Γ¯)
β
iα ,
Γijk = (Γ¯M)ijk , Γαij = −∇¯i∇¯jθα ,
where ∇¯i∇¯jθα = ∇¯iDjα = ∂iDjα − ΓβiαDjβ.
It is easy to see that if V (M) is trivial and one takes Γ¯ = 0 then (4.34) coincides
with the Dirac connection introduced in [8]. In fact, connection (4.34) possesses similar
properties with respect to the weak Dirac bracket. To see this let us write down this
connection in terms of the coefficients with upper indices
(4.35)
Γjik = ω
jl
(
(Γ¯M)lik +Dlγ∆
γα∇̂i∇̂kθα
)
, Γjiα = 0 ,
Γαij = −∆
αβ∇̂i∇̂jθβ , Γ
β
iα = Γ¯
β
iα ,
where ∇̂iθα = ∇¯iθα and ∇̂i∇̂jθα = ∂iDjα − Γ¯βiαDjβ − (Γ¯M)kjiDkα. Connection Γ in
W (M) determines a connection ΓD in TM whose coefficients are Γjik. It follows from
∇DAB = 0 and Γjiα = 0 that
(4.36) (∇D)iDjk = ∂iDjk + ΓjilDlk + ΓkilDjl = 0 ,
which means that the Dirac bivector is covariantly constant with respect to the connec-
tion ΓD. One then concludes that ΓD can be considered as a generalization of the Dirac
connection introduced in [8].
Note that ΓD is in general not symmetric and its torsion is proportional to the curva-
ture of Γ¯. On the constraint surface this connection coincides with the Dirac connection
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in [8]. Similar arguments then show that ΓM can be restricted to Σ and its restriction is a
symplectic connection on Σ considered as a symplectic manifold.
In the construction of Γ there is an ambiguity described by an arbitrary 1-form with
values in symmetric tensor product of the bundle W ∗(M) (i.e. arbitrary connection has
the form ΓAiB = ΓfixedAiB + γAiB, with γAiB − γBiA = 0). One can try to find additional
conditions in order to fix the ambiguity in the connection. In particular, to find an invariant
criterion which allows to separate connections compatible with the Dirac bracket.
It turns out that it is possible to formulate a condition of this type by analyzing the
conversion procedure. To see this we note that the term in Ω2 of the form CiγAiBY AY B
can be absorbed into the redefinition of pi which in turn leads to the adjustment of the
symplectic connection ΓAiB → ΓAiB + γAiB. It is then natural to choose the connection
such that the respective contribution to Ω2 vanishes, i.e. the connection which is not mod-
ified by the conversion. For Ω satisfying conditions of the second part of Proposition 4.1
this implies that
(4.37)
(
δ∗
{
− Cipi + C
iΓ¯βiαC
αPβ , C
ADABY
B
}) ∣∣∣
Cα=0
= 0 .
This gives the following conditions on Γ
(4.38)
∂iωjk − Γjik + ∂kωji − Γjki + Γijk + Γkji = 0 ,
∂iDjα −DiβΓ¯
β
jα − Γjiα + Γijα + Γαji = 0 ,
Γαiβ + Γβiα = 0 ,
If one takes Γijk = (Γ¯M)ijk where (Γ¯M)ijk are coefficients of a fixed symmetric sym-
plectic connection on M then equations (4.33) and (4.38) have a unique solution with
Γijk = (Γ¯M)ijk. It is given explicitly by
(4.39)
Γαiβ = 0 , Γjiα = Djβ(Γ¯)
β
iα +
1
3
R¯
β
jiαθβ ,
Γijk = (Γ¯M)ijk , Γαij = −∇¯i∇¯jθα −
1
3
R¯
β
ijαθβ ,
Note that consistency of (4.33) and (4.38) together with dω = 0 requires Γijk − Γikj = 0.
This connection differs form the one in (4.34) by the terms proportional to R¯βijαθβ . It
also determines a connection Γ′D on M which coincides with ΓD on Σ. In particular, Γ′D
is compatible with the Dirac bracket only weakly in general.
5. CONVERSION AT THE QUANTUM LEVEL
5.1. Quantization of the extended phase space. At the quantum level we concentrate
on the algebra Â0 = A0 ⊗ [[~]] and its extension Â obtained by allowing dependence on
pi and Pi through the following combinations (see [8] for details)
(5.1) P = Ci(−pi + Γ¯αiβ CβPα) , G = CiPi .
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A general element of Â has the form
(5.2) a = PrGsa0 , r = 0, 1, s = 0, 1, . . . , dim(M) , a0 ∈ Â0
The algebra Â is closed under ordinary multiplication and the Poisson bracket. Moreover,
it can be directly quantized. To this end one first quantize Â0 by introducing Weyl star-
product according to
(5.3) (a ⋆ b)(x, Y, C,P, ~) =
= {(a(x, Y1, C1,P2, ~)exp(−
i~
2
(DAB
←
∂
∂Y A
1
∂
∂Y B
2
−
←
∂
∂Cα
1
∂
∂P2α
−
←
∂
∂P1α
∂
∂Cα
2
))
b(x, Y2, C2,P2, ~)}
∣∣
Y1=Y2=Y, C1=C2=C,P1=P2=P
,
where P stands for Pα only. This star product can also be extended from Â0 to Â. Here
we give only those formulas which we really need in what follows (we refer to [8, 7] for
further details of such an extensions):
(5.4)
i
~
[P, a] = Ci(
∂
∂xi
− Γ¯βiαC
α ∂
∂Cβ
+ Γ¯αiβPβ
∂
∂Pβ
− ΓBiAY
B ∂
∂Y A
)a , a ∈ Â0 ,
i
~
[P,P] = −i~CiCj(ωij + R¯
β
ijαC
αPβ +
1
2
Rij ABY
AY B) ,
i
~
[G, a] = −Ci
∂
∂Ci
+ Pi
∂
∂Pi
, a ∈ Â0 .
Note that these relations are enough to consistently consider Â0 as a star-product algebra
underlying the BFV-BRST system at the quantum level in the sense described in 4.4.
On Â we introduce the following degree
(5.5) deg Y A = degPA = deg pi = 1 , deg CA = deg xi = 0 , deg ~ = 2 .
One then decomposes Â0 and Â with respect to the degree as
(5.6) Â0 =
⊕
s=0
Â
0
s
and similarly for Â. The star product also decomposes into homogeneous components
with respect to degree
(5.7) ⋆ = ⋆0 + ⋆1 + ⋆2 + . . .
In particular, ⋆0 contains ordinary product, Weyl product in the sector of Y variables, and
the component of the product which takes P with itself into −ı~CiCjωij .
Let us note that the choice of the degree is not unique. The one we are using is conve-
nient for general proofs but perhaps is not the most suitable for computations because it is
not preserved by the star product in Â0. From this point of view one can consider another
degree for which deg CA = 1 and gradings of other variables left unchanged.
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5.2. Quantum BRST charge. Now we are going to show the existence of the quantum
BRST charge satisfying
(5.8) [Ω̂, Ω̂] = 0 , gh(Ω̂) = 1 ,
together with the condition Ω̂|~=0 = Ω. Here and below [·, ·] stands for the graded com-
mutator with respect to the star-multiplication in Â, which is also decomposed into homo-
geneous component with respect to the degree. A degree s component of the commutator
is denoted by [·, ·]s.
It follows from the standard deformation theory and the vanishing of Q-cohomology
in nonzero ghost number that quantum BRST charge exists. However, instead of deform-
ing the classical BRST charge we construct the quantum one from scratch. To this end
we show that the quantum master equation (5.8) has a solution satisfying the following
boundary conditions
(5.9) Ω̂0 = Cαθα , Ω̂1 = P− CADABY B = −Cipi + CiΓ¯αiβCβPα − CADABY B .
Proposition 5.1. Equation (5.8) has a solution satisfying boundary condition (5.9) and
Ω̂s ⊂ Â
0
s for s> 2. Under the additional condition δ∗Ω̂s = 0, s> 2 the solution is
unique.
Proof. Prof is completely standard once degree is prescribed. The only thing to check is
that with boundary conditions (5.9), the master equation holds at orders 0, 1 and 2 which
is straightforward. The rest follows by induction using that
(5.10) [Ω̂0, a]0 = 0 , 1
i~
(
[Ω̂0, a]1 + [Ω̂1, a]0
)
= δa ,
for any a ∈ Â0. Here, [·, ·]s denotes the degree s component of the star-commutator. 
5.3. Quantum BRST observables and non-associative star-product on M. Given a
nilpotent quantum BRST charge one can consider the cohomology group of its adjoint
action Q̂ = i
~
[Ω̂, ·]. It follows from the standard deformation theory and Theorem 4.1 that
any classical BRST cohomology class determines a quantum one. In fact it also follows
that
(5.11) Hn(Q̂, Â0) ∼= Hn(Q,A0)⊗ [[~]] .
It is nevertheless useful to explicitly construct representatives of the quantum BRST
cohomology classes. Similarly to the classical case this is achieved by finding a lift of
functions of xi, CA to BRST invariant elements of Â0. We have the following
Proposition 5.2. For any f0 = f0(x, C, ~) there exists f ∈ Â0 such that
(5.12) [Ω, f ] = 0 , gh(f) = gh(f0) , f |Y=P=0 = f0 .
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If in addition f is such that δ∗(f − f0) = 0 and gh(f)> 0 then f is a unique quantum
BRST-invariant extension of f0. Moreover, if f and f˜ both satisfy (5.12) with the same f0
then f − f˜ = [Ω̂, h] for some h ∈ Â0.
Proof. The proof is standard once degree is prescribed. That equation holds to lowest
order follows from δf0 = 0. 
If f, g ∈ Â0 are unique BRST invariant extensions of functions f0(x) and g0(x) deter-
mined by Proposition 5.2 then one can define a bilinear operation
(5.13) f0 ⋆D g0 = (f ⋆ g)|Y=P=0 .
This operation is not an associative product in general. However, it determines the asso-
ciative star-product on Σ. Indeed, BRST cohomology can be identified with functions on
Σ while quantum multiplication in Â0 determines a quantum multiplication in the coho-
mology. By choosing different lifts from functions on M to Â0 one can describe different
extensions of the associative star products on Σ to in general non-associative product on
M.
As a final remark, we comment on the emergence of weak Poisson brackets and weak
star-products in the context of constrained systems. In dynamics, and especially in what
concerns the deformations and quantization of classical dynamical systems, the Poisson
geometry is stereotypically considered the most fundamental structure of the theory. But
whenever a constrained or a gauge system is considered that does not allow explicitly
solving constraints nor taking the quotient over the gauge symmetry, the dynamics, as
such, does not require a Poisson algebra to exist for all functions on the entire phase-
space manifold. Only the space of physical quantities has to carry a Poisson structure, and
hence the geometry of the entire manifold turns out to have a weaker structure than the
Poisson one. As we have seen, this is the case with non-scalar second-class constraints.
The BRST theory was originally worked out as a tool for quantizing systems with gauge
symmetries defined by weakly integrable distributions. Now, as is seen, the idea of BRST
cohomology allows one to quantize systems whose Poisson algebra is also weak.
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