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Abstract
One-dimensional (1D) nanomaterials are of great importance for a number of potential appli-
cations. However, in order to realize this potential a thorough understanding of the charge-
carrier dynamics in these materials is required, since these largely determine the optoelec-
tronic properties of the materials in question. This thesis investigates the charge-carrier dy-
namics of two 1D nanomaterials, single-walled carbon nanotubes (CNTs) and tungsten-oxide
nanowires (WOxNWs), with the goal of better understanding the nature of their optoelec-
tronic responses, and how nanomaterial geometry and morphology influence these responses.
We do this using terahertz time-domain spectroscopy (THz-TDS) and optical pump - tera-
hertz probe time-domain spectroscopy (OPTP).
Firstly, we discuss how to properly analyse and interpret the data obtained from these
experiments when measuring 1D nanomaterials. While the data obtained from THz-TDS is
fairly straight-forward to analyse, OPTP experimental data can be far from trivial. Depend-
ing on the relative size of the sample geometry compared to the probe wavelength, various
approximations can be used to simplify the extraction of their ultrafast response. We present
a general method, based on the transfer matrix method, for evaluating the applicability of
these approximations for a given multilayer structure, and show the limitations of the most
commonly used approximations. We find that these approximations are only valid in extreme
cases where the thickness of the sample is several orders of magnitude smaller or larger than
the wavelength, which highlight the danger originating from improper use of these approxi-
mations.
We then move on to investigate how the charge-carrier dynamics of our CNTs is influenced
by nanotube length and density. This is done through studying the nature of the broad THz
resonance observed in finite-length CNTs, and how the nanotube length and density affects
this resonance. We do this by measuring the conductivity spectra of thin films comprising
bundled CNTs of different average lengths in the frequency range 0.3–1000 THz and temper-
ature interval 10–530 K. From this we show that the observed temperature-induced changes
in the terahertz conductivity spectra depend strongly on the average CNT length, with a
conductivity around 1 THz that increases/decreases as the temperature increases for short-
/long tubes. This behaviour originates from the temperature dependence of the electron
scattering rate, which results in a subsequent broadening of the observed THz conductivity
peak at higher temperatures and a shift to lower frequencies for increasing CNT length. Fi-
nally, we show that the change in conductivity with temperature depends not only on tube
length, but also varies with tube density. We record the effective conductivities of composite
films comprising mixtures of WS2 nanotubes and CNTs vs CNT density for frequencies in
the range 0.3–1 THz, finding that the conductivity increases/decreases for low/high density
films as the temperature increases. This effect arises due to the density dependence of the
effective length of conducting pathways in the composite films, which again leads to a shift
and temperature dependent broadening of the THz conductivity peak.
Next, we investigate the conflicting reports regarding the ultrafast photoconductive re-
sponse of films of CNTs, which apparently exhibit photoconductivities that can vastly differ,
even in sign. Here we observe explicitly that the THz photoconductivity of CNT films is
a highly variable quantity which correlates with the length of the CNTs, while the specific
type of CNT has little influence. Moreover, by comparing the photo-induced change in THz
conductivity with heat-induced changes, we show that both occur primarily due to heat-
generated modification of the Drude electron relaxation rate, resulting in a broadening of
the plasmonic resonance present in finite-length metallic and doped semiconducting CNTs.
This clarifies the nature of the photo-response of CNT films and demonstrates the need to
carefully consider the geometry of the CNTs, specifically the length, when considering them
for application in optoelectronic devices.
We then move on to consider our WOxNWs. We measure the terahertz conductivity and
photoconductivity spectra of thin films compromising tungsten-oxide (WOx) nanowires of
average diameters 4 nm and 100 nm, and oxygen deficiencies WO2.72 and WO3 using THz-
TDS and OPTP. From this we present the first experimental evidence of a metal-to-insulator
transition in WOx nanowires, which occurs when the oxygen content is increased from x =
2.72 → 3 and manifests itself as a massive drop in the THz conductivity due to a shift in
the Fermi level from the conduction band down into the bandgap. Furthermore we present
the first experimental measurements of the photoexcited charge-carrier dynamics of WOx
nanowires on a picosecond timescale and map the influence of oxygen-content and nanowire
diameter. From this we show that the decay-dynamics of the nanowires is characterized by a
fast decay of <1 ps, followed by slow decay of 3-10 ps, which we attribute to saturable carrier
trapping at the surface of the nanowires.
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Chapter 1
Introduction
Charge-carriers in semiconductors and metals provide the basis for a variety of important
technologies, including computers, lasers, light emitting devices, gas-sensors and so on [15,
16]. There is a constant drive to reduce the physical size of these devices, which requires
increasingly smaller building blocks in electronics. Nanomaterials with sizes well below 100
nm, such as nanotubes and nanowires, are ideal candidates for such building blocks. At the
same time, these nanomaterials open up new avenues of research and potential applications
due to their increased surface to volume ratio and exotic one-dimensional (1D) nature, leading
to interesting and novel charge-carrier behaviour. As such, there is both a technological and
fundamental interest in the properties of charge-carriers in nanostructured materials.
The common characteristic of any charge-carriers is that they all exhibit a distinct re-
sponse in the low-frequency range of the electromagnetic spectrum, specifically for terahertz
(THz) frequencies (1 THz ∼ 333 µm ∼ 1 ps ∼ 4.1 meV). The ability to probe charge-carriers
in the terahertz frequency range therefore allows for detailed characterization through their
distinct spectral signatures in the this range [15–17]. However, with the advancement of
nanotechnologies and nanomaterials, the ability to characterize electrical properties in a non-
contact fashion with sub-picosecond temporal resolution is increasingly necessary in the field
of nanoscale electronics and optoelectronics, where it is very challenging, if not impossible,
to use conventional probes. In this regard, terahertz time-domain spectroscopy (THz-TDS)
constitutes a contact-free probe of the frequency-dependent dielectric properties of a material,
which are determined by key parameters such as the carrier density and mobility. THz-TDS
has been proven useful for investigating a multitude of different charge-carriers such as free
charge plasmas [18], plasmons [19], excitons [20, 21], transient molecular dipoles [22], and
phonons in crystalline solids [23].
One particular advantage of THz-TDS is the possibility to combine the approach with a
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time-synchronized femtosecond excitation pulse, a technique known as optical pump - THz
probe time-domain spectroscopy (OPTP). This makes the method well suited for the in-
vestigation of electronic charge transport under non-equilibrium conditions, particularly for
nanomaterials [15, 16]. This allows THz spectroscopy to circumvent many of the constraints
of conventional transport measurement techniques. From this much progress has been made
in the past several decades in understanding the physics of elementary electronic excitations.
OPTP not only allows for the characterization of charge-carriers under steady-state condi-
tions, but is also ideally suited for non-equilibrium measurements: using a time-resolved THz
spectroscopy setup, an optical pulse can be used to create charge-carriers and the subsequent
evolution of charge-carriers can be monitored on the femtosecond time scale. In this way, one
has direct access to the time scales and mechanisms of carrier cooling, trapping, and recombi-
nation, as well as the dynamics of formation of quasiparticles such as excitons and plasmons
[15, 16]. As such, THz-TDS and OPTP are ideal tools for investigating the charge-carrier
dynamics of 1D nanomaterials.
1.1 1D nanomaterials: Carbon nanotubes and Semiconductor
Nanowires
Nanotubes and nanowires are structures with an significant aspect-ratio, typically with di-
ameters less than 100 nm and lengths up to several hundred microns. This 1D nature allows
for a number of novel device applications, and the ability to combine new materials and cre-
ate atomically sharp interfaces without dislocations provides direct control of key properties,
such as the density of states and electronic transitions, which are purely determined by the
geometry of the nanomaterials, rather than material composition. The 1D nature of these
materials also provides a platform to examine properties inaccessible in conventional planar
semiconductors.
1.1.1 Single-Walled Carbon Nanotubes
A single-walled carbon nanotubes (CNT) can be imagined as a rolled-up sheet of graphene (a
single layer of carbon atoms in a honeycomb structure), resulting in a hollow cylinder with a
diameter of a few nanometers and a length that can range between hundreds of nanometers
and micrometers [2, 3, 24]. The myriad of possible rolling directions and diameters give rise to
a multitude of possible CNT configurations with different bandstructures and conductivities.
CNTs are effectively one-dimensional structures due to their typical diameters of 1−2 nm, as
opposed to the two-dimensional nature of graphene, leading to a range of beneficial properties
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in terms of their optoelectronic properties, such as strong exciton formation and ballistic
conductivity at room temperature [3]. Since CNTs were first observed in 1991 in the carbon
soot of graphite electrodes [25], a multitude of fabrication techniques have been developed [26,
27], and the optical and electronic properties of CNTs have been under intense investigation
due to their fascinating physical properties and exciting potential for advanced applications
[28–32]. Understanding the ultrafast dynamics of photoexcited charge-carriers in CNTs is
critical due to their potential applications in photonics and optoelectronics [33–36]. For this
reason, many groups have utilized time-resolved measurements to study the ultrafast response
of CNTs due to optical photoexcitation, documenting, for example, the presence of excitons
in photoexcited CNTs [37, 38, 38–42]. Yet despite this attention, much of the charge-carrier
dynamics in CNTs still remain a mystery, particularly in THz frequency range.
1.1.2 Tungsten-Oxide Nanowires
Tungsten-oxide (WOx, 2 < x < 3) is a transition metal oxide made up of perovskite-like
units with a wide band gap ranging from 2.62 eV to 3.25 eV. It is of great interest because
of its nonstoichiometric properties, as the lattice can withstand a considerable amount of
oxygen deficiency [43]. Only a partial loss of the WO3 oxygen content is needed to affect
its electronic band structure and increase its conductivity by a large amount [8, 44]. Fully
oxidized WO3 is a n-type semiconductor with an indirect bandgap Eg corresponding to the
difference between the energy levels of the valence band, originating from filled O 2p orbitals,
and the conduction band originating from empty W 5d orbitals [8, 45, 46]. Because of these
properties, WOx has been used in a number of practical applications such as smart windows
[47], photocatalysts [48, 49], and gas/temperature sensors [50, 51], and much effort has been
expended to synthesize 1D tungsten-oxide materials with various morphologies and phases
using either physical or chemical routes [52–63]. Despite this, the study of tungsten-oxide’s
optoelectronic properties is fairly limited in the THz range, especially in terms of how the
low dimensionality of the WOx differs from its bulk counterpart.
1.2 This Thesis
The overall goal of this thesis is to investigate the charge-carrier dynamics of 1D-nanomaterials,
specifically single-walled carbon nanotubes (CNTs) and tungsten-oxide nanowires (WOxNWs),
with the goal of better understanding the nature of their optoelectronic responses, and how
nanomaterial geometry and morphology influences these responses. We do this using THz-
TDS and OPTP, where we also discuss how to properly analyse and interpret the data
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obtained from these experiments by considering the limitations of commonly used approxi-
mations for these types of experiments.
In chapter 2 we introduce the fundamental principles of 1D nanomaterials, specifically
the background theory relating to bandstructure and the conductivity models used to de-
scribe the THz response of our materials, as well as common scattering and recombination
mechanisms of charge-carriers in these materials. Chapter 3 gives an overview of the equip-
ment and techniques used by our collaborators to fabricate and prepare the numerous CNT
and WOxNW thin-films investigated in later chapters. In chapter 4 we present a detailed
description of THz spectroscopy, where we discuss the different techniques used for THz gen-
eration and detection, as well as the two main spectroscopy techniques used in this thesis;
terahertz time-domain spectroscopy (THz-TDS) and optical pump - THz probe spectroscopy
(OPTP).
Chapter 5 discusses how to properly analyse the data obtained from THz-TDS and
OPTP experiments. While the former is fairly straight-forward, the latter can be far from
trivial. Depending on the relative size of the sample geometry compared to the probe wave-
length, various approximations can be used to simplify the extraction of their ultrafast re-
sponse. We present a general method, based on the transfer matrix method, for evaluating
the applicability of these approximations for a given multilayer structure, and show the lim-
itations of the most commonly used approximations. We find that these approximations are
only valid in extreme cases where the thickness of the sample is several orders of magnitude
smaller or larger than the wavelength, which highlight the danger originating from improper
use of these approximations.
In chapter 6 we investigate the nature of the broad THz resonance observed in finite-
length CNTs, specifically the influence of nanotube length and density. We do this by mea-
suring the conductivity spectra of thin films comprising bundled CNTs of different average
lengths in the frequency range 0.3–1000 THz and temperature interval 10–530 K. From this
we show that the observed temperature-induced changes in the terahertz conductivity spec-
tra depend strongly on the average CNT length, with a conductivity around 1 THz that
increases/decreases as the temperature increases for short/long tubes. This behaviour orig-
inates from the temperature dependence of the electron scattering rate, which results in a
subsequent broadening of the observed THz conductivity peak at higher temperatures and
a shift to lower frequencies for increasing CNT length. Finally, we show that the change in
conductivity with temperature depends not only on tube length, but also varies with tube
density. We record the effective conductivities of composite films comprising mixtures of WS2
nanotubes and CNTs vs CNT density for frequencies in the range 0.3–1 THz, finding that
the conductivity increases/decreases for low/high density films as the temperature increases.
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This effect arises due to the density dependence of the effective length of conducting pathways
in the composite films, which again leads to a shift and temperature dependent broadening
of the THz conductivity peak.
In chapter 7 we investigate the conflicting reports regarding the ultrafast photoconduc-
tive response of films of CNTs, which apparently exhibit photoconductivities that can differ
vastly, even in sign. Here, we observe explicitly that the THz photoconductivity of CNT
films is a highly variable quantity which correlates with the length of the CNTs, while the
specific type of CNT has little influence. Moreover, by comparing the photo-induced change
in THz conductivity with heat-induced changes, we show that both occur primarily due to
heat-generated modification of the Drude electron relaxation rate, resulting in a broadening
of the plasmonic resonance present in finite-length metallic and doped semiconducting CNTs.
This clarifies the nature of the photo-response of CNT films and demonstrates the need to
carefully consider the geometry of the CNTs, specifically the length, when considering them
for application in optoelectronic devices.
In chapter 8 we measure the terahertz conductivity and photoconductivity spectra of
thin films compromising tungsten-oxide (WOx) nanowires of average diameters 4 nm and
100 nm, and oxygen deficiencies WO2.72 and WO3 using THz-TDS and OPTP. From this we
present the first experimental evidence of a metal-to-insulator transition in WOx nanowires,
which occurs when the oxygen content is increased from x = 2.72→ 3 and manifests itself as
a massive drop in the THz conductivity due to a shift in the Fermi level from the conduction
band down into the bandgap. Furthermore we present the first experimental measurements
of the photoexcited charge-carrier dynamics of WOx nanowires on a picosecond timescale
and map the influence of oxygen-content and nanowire diameter. From this we show that
the decay-dynamics of the nanowires is characterized by a fast decay of <1 ps, followed by
slow decay of 3-10 ps, which we attribute to saturable carrier trapping at the surface of the
nanowires.
Finally, the conclusions and potential for future work can be found in chapter 9, where
we summarize the work done in this thesis and give an outlook on future studies into the
charge-carrier dynamics of CNTs and WOxNWs.
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Chapter 2
Fundamental Principles of 1D
Nanomaterials
This chapter introduces the fundamental principles of 1D nanomaterials, specifically the
background theory relating to bandstructure and conductivity models, as well as common
scattering and recombination mechanisms of charge-carriers in these materials. We then
introduce the fundamental optoelectronic properties of the two materials of interest in this
thesis; single-walled carbon nanotubes (CNTs) and tungsten-oxide nanowires (WOxNWs).
2.1 Electronic Structure of Materials
In the quantum mechanical picture, the wave nature of the electron gives rise to specific
electronic states, each characterized by a specific wavelength, which depends on the electron’s
energy (E) and wave-vector (k = p/~), where p is the momentum and ~ = 1.055×10−34 J/s is
the reduced Planck constant. In a crystal, these electron waves can interact with the periodic
lattice potential, causing the waves to interfere either constructively or destructively. The
states where the forward travelling electron wave is completely cancelled out by destructive
interference are referred to as (band) gap states, since the wave is essentially forbidden from
propagating through the crystal.
According to the Pauli exclusion principle, each electron state can only be occupied by one
electron at any one time, leading to a build up of occupied states with increasing energy (see
figure 2.1). Here the Fermi energy EF indicates the energy of highest occupied state in the
bandstructure at 0 K. Solid materials are broadly classified as either metals, semiconductors,
or insulators, which is determined by the location of the Fermi level and whether or not a
band-gap is present. Away from the band-gap energies, the density of states is very high,
7
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Figure 2.1: Possible energy band diagrams of a solid. Solids are broadly classified as either
(a)-(b) metals, (c) semiconductors, or (d) insulators. The Fermi level (EF ) indicates the
energy of the highest occupied state in the bandstructure at 0 K. A metal appears as either
a half filled band, or two overlapping bands, while a semiconductor and insulator appear as
a full (valence) band and empty (conduction) band, separated by a bandgap. The size of the
bandgap Eg determines whether the material is considered a semiconductor or an insulator.
and can be approximated by a continuum. A metal appears as either a half filled band, or
two overlapping bands, where the electrons are free to transition to nearby states and thus
can contribute to the material conductivity. On the other hand, a pure semiconductor and
insulator appear as a full (valence) band and empty (conduction) band, separated by a band-
gap. The size of the band-gap determines whether the material is considered a semiconductor
or an insulator: A rule of thumb is Eg < 2 eV for a semiconductor and Eg > 2 eV for an
insulator, although this definition is somewhat arbitrary. Furthermore, the band-gap can
be classified as either direct or indirect, depending on the location of the conduction- and
valence-band edges with respect to each other. In the former case, both edges are situated at
the same k-value, while the opposite is true in the latter. Whether the band-gap is direct or
indirect has a strong effect on the photon absorption and emission properties of the material.
In any case the electrons in the valence band have no available states to transition into,
and so they cannot contribute to the material conductivity. Thus the dark conductivity
(i.e. the conductivity in the absence of light) is effectively zero for pure semiconductors
and insulators. Only by receiving enough energy to transition across the band-gap can
the electrons contribute to the material conductivity, for example by absorbing an incident
photon. These transitions are commonly known as “interband transitions”, while transitions
within the same band are known as “intraband transitions”. Photoexciting a semiconductor
(or insulator) with photons of energy (Eph) larger than Eg can generate excited mobile
8
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Figure 2.2: Diagram of the typical photoexcited charge-carrier evolution in a (a) direct and
(b) indirect band-gap material plotted vs energy and wave-vector, k. An incident photon is
absorbed by an electron in the valence band of the material, thereby creating an electron-hole
pair and promoting the electron to the conduction band via an interband transition. The
electron and hole proceed to relax to the bottom of the conduction band and top of the valence
band, respectively, via a series of intraband transitions, typically enabled by electron-phonon
scattering. Finally the electron-hole pair recombine across the band-gap under emission of
a photon with an energy corresponding to the bandgap. In case of the indirect band-gap
material, the electron must additionally receive a change in wave-vector, typically via an
electron-phonon scattering event.
electrons in the conduction band, and can increase the conductivity by orders of magnitude.
Here, the vacancy left by the electron is also mobile, and is referred to as a hole, which can
effectively be considered a positively charged electron. As shown in figure 2.2, these initially
“hot” charge-carriers then proceed to “cool” (i.e. relax) within their respective bands through
carrier-carrier and carrier-phonon scattering before recombining across the band-gap at the
edges of the conduction and valence bands, which typically occurs on the order of picoseconds
[15].
Finally it is important to note that just above or below the bandgap, these mobile electrons
and holes no longer behave as in a vacuum, as the electron and hole wavefunctions experience
interference due to their interaction with the periodic lattice. To address this, an effective
mass m∗ is introduced, which describes the mass that an electron or hole appears to have
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when moving through a crystal. As the wavelength of an electron in the conduction band
differs slightly from that of a hole in the valence band, the wave interference often results in
a larger effective mass for holes than for electrons. The size of this effective mass has a direct
effect on the mobility of the particle through the material. For example, as holes are often
much heavier than electrons, they move more slowly through the material and thereby possess
a lower mobility. The electron and hole effective masses also vary from material to material,
as they are purely dependent on the electronic bandstructure and material crystal structure.
This leads to an inherent difference in mobilities for different semiconducting materials, with
a limit placed on the mobility dependent on the material’s crystal structure.
2.2 Charge-Carriers and Quasiparticles
Throughout the history of material science, a wide range of different charge-carriers and
quasi-particles have been discovered. Each type of particle has its own unique properties in
terms of the interaction with the crystal lattice, which in turn determines the optoelectronic
properties of that material [64]. In this section we briefly introduce the charge-carriers and
quasiparticles that are commonly found in 1D nanomaterials.
2.2.1 Free Electrons and Holes
As mentioned in section 2.1, mobile electrons can be introduced into the conduction band
via photoexcitation or doping of the material. For the case of photoexcitation, the excited
electron leaves behind a vacancy or “gap” state in the valence band, which can also become
mobile. This “gap” state acts like a positively charged electron, forming a quasi-particle,
which is referred to as a “hole”, see figure 2.2. Both the electron and hole has an associated
effective mass m∗, which is determined by the material. Free electrons and holes move inde-
pendently of each other and the ions in the lattice, and can contribute to a conductivity until
they recombine at some later time, with scattering via the lattice (i.e. phonons, impurities,
defects, surfaces and so on) being the main limiting factors on mobility of the carriers. Mech-
anisms such as electron-electron scattering and the mutual coulomb interaction between the
electron-hole pair do not have a significant effect on the carriers.
2.2.2 Plasmons
A plasmon is the quantization of the collective oscillations of the electron density in a material,
much like a photon is a quantization of the oscillating electric field. As such, plasmons only
occur in materials with a significant presence of free electrons. They arise due to the restoring
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force experienced by electrons from the positively charged ions in the lattice, as the electrons
are displaced from their rest position in the lattice under the application of an electric field.
As a result, the electrons oscillate back and forth within the material at a frequency labelled
the plasma frequency, ωp. The value of this plasma frequency largely determines a material’s
optical properties in a given frequency range. Surface plasmons are a subset of plasmons that
are localized at the interface between two materials. Localized surface plasmons (LSPs) are
a common occurrence in nanomaterials with a significant charge-carrier concentration, such
as metal spheres or wires, or photoexcited semiconductor nanomaterials. Here the confined
nature of such systems lead to a build-up of charges at the boundaries of the material which
then proceed to oscillate with a resonance frequency determined by the dimensions of the
nanomaterial and the charge-carrier density.
2.2.3 Phonons
Phonons are the quantization of the lattice vibrations in a material. The displacement of
atoms from their equilibrium positions produces lattice waves within the crystal, for which
the wave amplitude is equal to the magnitude of the displacement. For crystals with at
least two atoms in a unit cell (N ≥ 2), there are two types of phonon modes: acoustic and
optical, as shown in figure 2.3. In the optical mode, two adjacent atoms move in the opposite
direction to each other, whereas in the acoustic mode, they move together. For crystals with
N ≥ 2, there are two transverse acoustic modes, one longitudinal acoustic mode and 3N − 3
optical modes. Mobile charge-carriers can interact or “scatter” off these modes, causing a
decrease in carrier mobility. In terms of the bandstructure of materials, phonon-scattering
can mediate the intraband transitions of charge-carriers, for example when initially “hot”
photoexcited electrons thermalize with the surrounding lattice and relax to the bottom of
their respective bands.
2.2.4 Excitons
The behaviour of electrons, holes, and ions in the lattice is largely determined by their mutual
Coulomb interactions. In many materials, this Coulomb interaction between electrons and
holes is strong enough to create an “exciton”, a bound electron-hole pair with a binding
energy of Eb and an average electron-hole separation distance labelled the “exciton Bohr
radius” (rB), see figure 2.4a. Depending on the strength of the electron-hole interaction,
excitons can be treated in two limiting cases [65]: Frenkel excitons, where rB is smaller than
the lattice constant, and Mott-Wannier excitons, where rB is greater than the lattice constant.
Mott-Wannier excitons are usually created in polarisable lattices with a high permittivity,
11
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(a) (b)
Figure 2.3: (a) Schematic diagram of atomic displacements in the lattice for optical and
acoustic modes. (b) Corresponding dispersion curves of the angular frequency ω(k) = E(k)/~
against k for optical and acoustic modes. Image source: https://en.wikipedia.org/wiki/
Phonon
as the electron-hole attraction is screened, resulting in an exciton binding energy that is
typically less than 0.1 eV. In this case rB tends to extend over several unit cells and therefore
the effect of the lattice potential creates a low exciton effective mass. In contrast, Frenkel
excitons form in materials with low permittivity that are not easily polarised. Here they have
high exciton binding energies and rB is on the order of the crystal lattice spacing. Excitons
are in many ways similar to atoms in the sense that they also form discrete energy states
defined by the size of Eb. For strongly bound excitons, discrete energy levels with large
energy level spacing are observed, while weakly bound excitons have far denser energy levels,
to the point where there is no longer any electron-hole coupling and the electron-hole pair is
essentially free. In terms of the material bandstructure, the exciton states appear below the
conduction band due to the additional electron-hole binding energy, with the energy level of
the lowest exciton state Ex defined by Ex = Eg − Eb, see figure 2.4b.
Excitons in nanoscale systems are formed by light absorption in molecules such as poly-
acenes and polyenes, conjugated polymers, quantum dots, molecular aggregates, carbon nan-
otubes and so on. In bulk semiconductors, Eb is usually comparable to or much smaller than
the energy at room temperature (∼26 meV), and it is difficult to observe distinct excitonic
optical transition peaks at room temperature. However, in 1D nanomaterials such as CNTs,
significantly large binding energies of approximately 500 meV have been observed experimen-
tally [38], owing to the exotic 1D nature of these systems. Furthermore, the physical size and
shape of a nanomaterial strongly influences the nature and dynamics of the exciton. There-
fore, a unique property of excitons in nanoscale systems is that the exciton size is dictated
not by the electron-hole Coulomb interaction, but by the physical dimensions of the material.
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Figure 2.4: (a) Schematic of an exciton. The electron and hole are bound together by their
mutual Coulomb interaction, with the strength of this interaction determining the type of
exciton. As a rule of thumb, if their separation distance (rB), a.k.a. the exciton Bohr radius,
is smaller than the lattice constant, it is considered a Frenkel exciton, while if rB is larger than
the lattice constant, it is considered a Mott-Wannier exciton. (b) Schematic of the exciton
states in the semiconductor bandstructure. The lowest energy exciton state is defined by
Ex = Eg − Eb.
2.2.5 Polarons
Polarons are quasi-particles that form in highly polarisable semiconductors where the ions
of the lattice can no longer be considered rigid in their position. In this case the Coulomb
interactions between the electrons and the charged ions will deform the lattice around the
electron, pushing away negative ions and attracting positive ions as shown in figure 2.5. This
lattice deformation essentially forms a local potential well around the electron as it propa-
gates through the material, increasing its effective mass. This electron dressed with lattice
deformations is known as a “polaron”. As with excitons, one typically distinguishes between
small and large polarons, depending on the strength of the coupling between the electron
and lattice. When the coupling-strength is weak, large polarons with spatially extended
wavefunctions are formed, which propagate more or less like free carriers, but with increased
effective mass. When the coupling-strength is strong, small polarons are formed, in which the
13
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Figure 2.5: Schematic of a polaron. Due to the polarizability of the lattice, the electron
attracts/repels positively/negatively charged ions, respectively, resulting in an increased ef-
fective mass of the electron. Image source: https://en.wikipedia.org/wiki/Polaron.
electron is essentially trapped within the potential well formed by the lattice deformation.
In this case, charge transport only occurs via tunnelling or hopping between lattice sites.
2.3 Fundamental Models of Matter
The fundamental goal of THz spectroscopy is to measure the response of a material to an
applied electric field. This is quantified in terms of the complex conductivity σ(ω), which
relates the applied electric field E(ω) to the current density J(ω):
J(ω) = σ(ω)E(ω), (2.1)
where ω = 2piν is the angular frequency, and ν is the frequency. The conductivity is a complex
and frequency-dependent value, i.e. σ(ω) = σr(ω) + iσi(ω), where the real part relates to the
resistance experienced by a charge-carrier in the material, and the imaginary part relates to
the reactance of the material. Another equivalent way of representing the dielectric response
of a material is via the complex refractive index n(ω) or the complex permittivity (ω), which
are related via the following equations:
n(ω) =
√
(ω)µ(ω), (2.2)
(ω) = b +
iσ(ω)
ω0
, (2.3)
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where 0 = 8.85× 10−12Fm−1 is the vacuum permittivity, b is the background permittivity,
and µ(ω) is the permeability of the material. In this thesis we only work with non-magnetic
materials, so µ = 1. Note that we set b = 1 so that the σ in equation (2.3) contains
contributions from the lattice, which some authors choose to write into b instead. The
real and imaginary part of the complex refractive index n = nr + iκ describes the classical
refractive index nr = c/vphase and the extinction coefficient κ, respectively, where c is the
vacuum speed of light and vphase is the phase velocity of light in the medium. Likewise, 
describes the polarizability of a material:
P (ω) = ((ω)− 0)E(ω), (2.4)
where P (ω) is the polarization of the material. Whether one uses n,  or σ for describing
the dielectric response of a material is a matter of preference, since the same information is
contained in either one of them. In this thesis we mainly refer to the complex conductivity
unless otherwise noted. The question is now how the microscopic behaviour of charge-carriers
and quasi-particles can be related to the measurable macroscopic conductivity σ(ω).
2.3.1 The Drude Model
As mentioned in section 2.1, the motion of electrons in the quantum-mechanical picture is that
of waves propagating through a periodic lattice potential, where the motion of the electrons
is interrupted by scattering events caused by lattice vibrations, impurities, defects, grain
boundaries, vacancies, surfaces, and any other deviation from a perfectly periodic lattice.
These travelling waves provide the physical basis for conduction in the material. The motion
of the electrons between scattering events is essentially free, subject only to external forces,
usually applied electric or magnetic fields. A theory can then be developed that relates
macroscopic and measurable quantities such as conductivity or mobility to the microscopic
scattering processes. The simplest of these transport models is the so-called Drude model ; a
purely classical model based on the application of kinetic theory to a non-interacting electron
gas. Principle in this theory is the concept of mean free time τ which is the average time
between scattering events. Equivalently, γ = τ−1 is the scattering rate, i.e. the average
probability per unit time that an electron is scattered.
There are two important velocity quantities that must be distinguished. The first is the
mean speed u or thermal velocity vth which, as the name implies, is the average speed of the
electrons. u is quite large being on the order of
√
3kBT/m∗ ≈ 105 m/s for electrons in a
nondegenerate semiconductor and
√
2EF /m∗ ≈ 106 m/s for electrons in a metal, where kB
is Boltzmann’s constant, T is the temperature, EF is the Fermi energy of the metal, and m
∗
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Figure 2.6: In the Drude model, the electron is considered free, only interacting with the
lattice through elastic collisions with ions. In the absence of an electric field (solid line, (a))
the velocity of the electron remains constant in-between the momentum altering scattering
events. The electron then follows a random walk through the lattice, described by a mean
free path l. Since the scattering events are random, the time-averaged velocity is zero. In the
presence of a static electric field E, the electrons are accelerated in-between the scattering
events (dotted line, (b)) such that the time averaged velocity (drift-velocity vd) has a non-zero
component in the opposite direction to the applied field.
is the electron effective mass. The distance an electron travels between scattering events is
called the free path. It is straightforward to show that the average or mean free path for
an electron is simply l = uτ . The second velocity is the mean or drift velocity vd, which is
simply the vector average over the velocities of all N electrons,
vd =
1
N
N∑
i=1
vi. (2.5)
With no external forces applied to the material, the electron motion is random and thus
the drift velocity is zero. When subject to external forces like an electric field, the electrons
acquire a net drift velocity as shown in figure 2.6. In most cases, the magnitude of the drift
velocity is much smaller than u so that the mean speed of the electron is not affected to any
practical extent by the external forces.
The drift velocity gives rise to an electric current. If the density of electrons is N then
the current density J is
J = −eNvd, (2.6)
where e = 1.602 × 10−19 C is the fundamental unit of electric charge. For the case of an
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applied electric field E, the solutions of the semi-classical equations give a drift velocity that
is proportional to E. The proportionality constant is the mobility µ (not to be confused with
the permeability mentioned earlier):
vd = −µE. (2.7)
The mobility might be a constant or it might depend on the applied field (usually only if the
field is large). Ohm’s Law defines the conductivity σ of a material as J = σE, resulting in a
simple relation to the mobility
σ = eNµ. (2.8)
As mentioned previously, the Drude model makes the simple assumption that the scattering
randomizes the electron’s velocity. The equation of motion for the drift velocity vd then
reduces to a simple form
dvd
dt
+
vd
τ
=
F (t)
m∗
, (2.9)
where F (t) is the sum of all external forces acting on the electrons. The effect of the scattering
is to introduce a frictional term into what otherwise would be just Newton’s Law. Solutions
of equation (2.9) depend on F (t). In the simplest case of a constant applied electric field,
the steady-state solution is trivial,
vd = −µE. (2.10)
The mobility and conductivity can then be related to the scattering time as
µ =
eτ
m∗
and σ =
Ne2τ
m∗
. (2.11)
The carrier mobility is therefore directly proportional to the scattering time τ . If we assume
a time-varying sinusoidal electric field E = E0e
−iωt, equation (2.9) has the following solution:
vd = − eτ
m∗
1
1− iωτ E0e
−iωt, (2.12)
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leading to
µ(ω) = − eτ
m∗
1
1− iωτ , (2.13)
σ(ω) =
0ω
2
pτ
1− iωτ , ω
2
p =
e2N
0m∗
, (2.14)
where ωp is the plasma frequency, and 0 is the vacuum permittivity. It should be noted
that the Drude model in its current form contain many simplifications, for example: (i)
interactions between the electrons and lattice only occur via scattering, meaning it only
applies for non-polarizable materials. (ii) electrons are considered to be independent of each
other, which is not true for very high carrier densities, where electron-electron interactions
become significant. (iii) the mass and scattering time of the electrons are considered to be
independent of the velocity, and assumed to be isotropic. Because of these simplifications, the
Drude model breaks down at high field strengths and for high carrier densities, but even so the
model can fairly accurately explain a wide range of observations regarding the conductivity of
metals and semiconductors. In the context of nanomaterials such as nanotubes and nanowires,
the Drude model does not account for several transport phenomena that arises due to the
finite nanoscale dimensions of these materials, such as backscattering of electrons at nanotube
surfaces, surface depletion and accumulation fields at the boundaries, carrier localisation, and
nanotube polarisability. Therefore, extensions to the Drude model are needed to accurately
describe the nanomaterial conductivity response.
2.3.2 The Lorentzian Oscillator
The Drude response in equation 2.14 is a signature of free carriers, with the maximum of
Re(σ) located at ω = 0 and the maximum of Im(σ) located at ω = γ, see figure 2.7. However,
in most materials the observed conductivity response at THz frequencies is typically that of
one or more resonances located at finite frequencies. The simplest resonance response is that
of a Lorentzian centered at a resonance frequency ω0:
σ(ω) =
−iωA
ω2 − ω20 + iωγ
, (2.15)
where A is the amplitude of the resonance and γ determines the width of the resonance.
In this case the imaginary part of the conductivity is no longer purely positive, but starts
negative for ω < ω0 and becomes positive for ω > ω0, as shown in figure 2.7. As such, the
Drude response is simply a Lorentzian centered at zero frequency. The THz frequency regime
covers many fundamental excitations including rotations, vibrations, and low-lying electronic
18
2. Fundamental Principles of 1D Nanomaterials
Figure 2.7: Conductivity plot of a Drude response and Lorentzian response, plotted against
the normalized frequency (ω/γ). Full and dashed lines represent real and imaginary values,
respectively. In this case, the Lorentzian response has a resonance frequency ω0/γ = 10.
Note that the Drude response is simply a Lorentzian centered at zero frequency.
transitions in molecules and collective modes in condensed matter such as phonons, plasma,
magnons, energy gaps associated with superconductivity, intraexcitonic transitions for exci-
tons [15, 66–69]. A response with a resonance at finite frequencies also occurs for a number
of other situations, including the effective medium-type response [70–72], the plasmon-type
response [73], the Drude-Smith response [74], and the response associated with “dispersive”
transport in percolating networks [1]. As it turns out, most of these responses can to a large
extend be described as Lorentzian responses. For the rest of this section we will introduce
some of the common material models used to describe the Lorentzian resonances observed in
nanomaterials.
2.3.3 The Plasmon Model
The plasmon model is an extension to the Drude model, where it is assumed that the charge-
carriers are subjected not only to an applied electromagnetic field but also to an electrostatic
restoring force. This is achieved by adding a restoring force, F (x) = mω20x, to the equation
of motion (2.9) (written here in terms of the displacement, x, of the charge-carrier):
d2x
dt2
+ γ
dx
dt
+ ω20x =
eE
m∗
. (2.16)
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Figure 2.8: Schematic of a nanotube with an electric field E applied along the (a) long and
(b) short axis of a nanotube. The applied field leads to a build-up of positive and negative
charges in opposite ends, resulting in a depolarization field ED that gives rise to the plasmon
oscillation.
By solving this equation of motion, the plasmon response for the conductivity becomes:
σ =
iωω2p
ω2 − ω20 + iωγ
, ω2p =
e2N
0m∗
. (2.17)
where ω0 denotes the plasmon resonance frequency, and γ is the scattering rate that defines
the width of the resonance.
Applying an electric field to nanowires and nanotubes leads to build-up of positive charge
on one side of the nanotube and a negative charge on the other side. This creates an electric
dipole, as shown in figure 2.8, whose electric field, known as the depolarisation field (ED), is
in opposition to the applied electric field. In our plasmon model, the depolarisation field acts
as the electrostatic restoring force, causing the carriers to undergo harmonic oscillation. The
resonance frequency is linked to the plasma frequency by ω20 = g
2ω2p, where g is a geometrical
factor associated with the material geometry. Note that in this case the resonance frequency
is expected to scale with the carrier density in the material as ω0 ∝
√
N . Because of this,
the resonance frequencies of metallic nanostructures typically occur in the ultraviolet, visible
and near-infrared ranges, while semiconductor nanostructures exhibit resonances in the THz
range. However, this is only true for “normal” materials with a non-linear bandstructure
near the Fermi level. In the case of a linear bandstructure, the dimensions of the material
determines the proportionality between ωp and N , such that ωp ∝ N1/3 for 3D (bulk) ma-
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terials and ωp ∝ N1/4 for 2D materials such as graphene [75]. For 1D nanomaterials with a
linear bandstructure such as carbon nanotubes, a curious phenoma occurs where the plas-
mon frequency is actually independent of N [75], which underlines the exotic nature of these
materials, however we note that only a subset of carbon nanotubes (metallic CNTs) have a
linear bandstructure.
2.3.4 Drude-Smith Model
The Drude-Smith model is another extension of the Drude model, which was developed to
describe materials in which localisation and disorder disrupt long-range transport of carriers.
While the Drude model only describes isotropic carrier scattering, the Drude-Smith model
allows scattering in preferential directions. The conductivity is expressed as [74]:
σDS =
Ne2
m∗
τDS
1− iωτDS ×
1 + ∞∑
j=1
cj
(1− iωτDS)j
 , (2.18)
where τDS is the Drude-Smith scattering time and cj is the fraction of the carrier’s initial
velocity retained after the scattering event j. This cj parameter is known as the persistence
of velocity parameter and accounts for the anisotropy of carrier scattering. For completely
isotropic Drude-like scattering, cj = 0; for forward scattering, cp is positive; and for backward
scattering, cj is negative, with cp ± 1 for complete forward and backward scattering, respec-
tively. A key assumption of the model is that the persistence of velocity is retained for only
one collision, i.e., only the first scattering event j = 1 is considered. While this approximation
is quite primitive, the model can reproduce the negative imaginary component observed in
nanomaterial conductivity spectra, giving a similar spectral shape to the Lorentzian response
shown in figure 2.7, as seen for the plasmon model. Therefore, it has been widely applied in
analysis of THz conductivity spectra of semiconductor nanowires and CNTs, with the fitted
parameter c1 generally yielding a negative value, indicating preferential backscattering of
electrons at the nanowire surfaces. The c1 parameter is often used to indicate a degree of
localisation, with greater localisation giving a value closer to -1. However, it is important to
note that the single-scattering approximation has no proper physical basis, since it assumes
carrier scattering is only anisotropic for the first scattering event and is isotropic thereafter,
which has lead to criticism of this model for analysis of nanostructure conductivity [76].
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2.3.5 Beyond the Drude Model
Using the Drude model and its expanded variants described in the previous sections, it
is possible to model and interpret the majority of observed nanomaterial responses in the
THz range. Even so, it is important to recognize the limitations of these models, which
are all based on classical mechanics. Quantum mechanical effects, such as a finite density of
available states or an energy-dependent scattering rate, are not taken into account. Similarly,
the Drude model is unable to describe strongly confined systems, where diffusive transport
break down and carrier transport only occurs via hopping or tunnelling. Thus, if one wishes
to go beyond the Drude model, the next step is to derive a conductivity expression from
quantum-mechanical theories such as the Boltzmann transport equation or Linear response
theory, which accounts for various quantum mechanical effects, see [16] for a description of
these conductivity models in the context of THz spectroscopy and nanomaterials.
2.4 Charge-Carrier Scattering Mechanisms
In order to understand the optoelectronic properties of a material, in particular its conductive
properties, one must understand the mechanisms that limit this conductivity. In general, the
conduction electron, whether in a metal or in a semiconductor, can be scattered by a number
of mechanisms such as lattice vibrations, impurities, lattice defects such as dislocations,
grain boundaries, vacancies, surfaces, or any other deviation from a perfectly periodic lattice.
Thankfully, the total scattering rate of a system can generally be written as a sum of the
individual contributions (Matthiessen’s Rule [77, 78]):
γtot =
∑
i
γi, (2.19)
where γi is the i’th scattering mechanism, making it possible to consider the individual
contributions of each mechanism. In this section we briefly introduce each of these scattering
mechanisms.
2.4.1 Phonon Scattering
Phonon scattering is catagorized by the phonon-modes involved in the scattering event, in
most cases acoustic phonons and longitudinal optical (LO) phonons, see section 2.2.3.
For longitudinal-optical phonons, the out of phase vibrations of the lattice produce
an effective dipole moment proportional to the bond polarity. For this reason optical phonon
scattering is also known as polar phonon scattering, since the dipole moment can interact with
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an incident electromagnetic field. Due to the polarization in polar semiconductor crystals
induced by the optical vibration mode, the electrons are scattered through the interaction
with the field of the lattice polarization waves. Since a sub-lattice is necessary for optical
modes, this scattering mechanism is not present in elemental semiconductors such as Si, Ge,
or diamond.
Acoustic phonon scattering comes from long wavelength oscillations in the crystal,
involving small displacements of tens to thousands of atoms. The wavelength depends on the
material and its elastic properties. Such modes are very similar to sound vibrations and are
thus referred to as acoustic modes. The associated atomic displacements correspond to an
effective built-in strain, with local change in the lattice potential causing carrier scattering
known as deformation potential acoustic phonon scattering. Since the change in potential
is relatively small, the scattering efficiency is relatively low compared with optical phonon
scattering in bulk materials. However, in 1D nanomaterials both electrons and acoustic
phonons experience confinement effects, leading to an increased electron-acoustic phonon
interaction, as has been predicted for small rectangular (∼ 5 × 5 nm) Si nanowires [79] and
cylindrical GaAs nanowires [80]. As such, acoustic-phonon scattering is significantly stronger
in 1D nanomaterials, and the anisotropy of some semiconductor materials can further have a
strong influence on the acoustic phonon scattering rate, depending on the growth direction
of the nanowires [81].
Finally it should be noted that the temperature dependency of the two scattering mech-
anisms is significantly different; LO-phonon scattering has been shown to grow exponentially
with temperature γLO ∝ e−~ωs/(kT ), where ωs is the frequency of LO phonon mode s [82],
while acoustic-phonon scattering generally scales with the temperature as γac ∝ T 3/2 [83].
As such, LO-phonon scattering tends to dominate at room temperature in bulk materials
where these modes are present.
2.4.2 Impurity Scattering
As the name implies, this scattering occurs due to impurities and defects in the material,
essentially anything that breaks the periodic structure of the lattice, whether they be charged
ions from doping, or structural defects due to missing atoms in the crystal structure, see figure
2.9a. Impurities can either be neutral or charged/ionized. Impurities influence electron
behaviour in two ways; they provide additional states in the bandstructure for the carriers to
occupy, sometimes located in the bandgap, as well as contributing additional electrons/holes.
They also scatter the charge-carriers, leading to changes in their motion under the influence
of an electric field. Impurity scattering is present at all temperatures, but is most important
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(a)
(b)
Figure 2.9: Schematic of a (a) Impurity and (b) interface (grain boundary) in a lattice struc-
ture, which break the periodic structure of the lattice and contribute to carrier scattering.
at low temperatures where phonon scattering is minimal. For sufficiently large doping levels,
this regime may extend to room-temperature. For materials dominated by ionised impurity
scattering, the mobility has been found to be proportional to T 3/2/NI , where NI is the
density of ionised impurities [84, 85].
2.4.3 Interface and Surface Scattering
Surface or interface scattering is an elastic scattering process of the free charge-carriers with
an imperfect interface or rough surface, see figure 2.9b. These scattering interfaces can
either be grain boundaries inside the material, or simply the physical edge of the material,
where dangling bonds and adsorbed molecules can significantly alter the bandstructure of
the material. These imperfections in the lattice act to displace the charge density, causing
an increase in scattering. As one might expect, surface scattering is a major factor in 1D
nanomaterials, where the surface to volume ratio can be quite substantial. As such, surface
scattering have been found to have significant effect on the mobility of thin semiconductor
films. As with impurity scattering, surface scattering can dominate at low temperatures,
where phonon scattering is minimal [79, 86–88].
2.5 Charge-Carrier Recombination
So far, we have discussed the various charge-carrier scattering mechanisms in materials,
which largely determines the mobility of these carriers. For photoexcited carriers, the final
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Figure 2.10: Carrier recombination mechanisms in semiconductors.
stage before returning to their equilibrium state is charge-carrier recombination, in which the
photogenerated electrons and holes recombine across the material band-gap, see figure 2.10.
For any recombination process, the energy difference between the initial and final state of the
electron is released during this process. As such, carrier recombination mainly determines the
luminescent properties of a material and the lifetimes of the photogenerated carriers. In the
case of radiative recombination, the energy is emitted in the form of a photon. In the case of
non-radiative recombination, it is passed on to one or more phonons, and in the case of Auger
recombination it is given off in the form of kinetic energy to another electron. For many
semiconductor crystals, the process of carrier recombination can be quite complex, with the
carrier lifetime altered by carrier trapping, defects and surface effects. For nanostructures in
particular, the large surface-to-volume ratio leads to the surface effects such as trap states
and defects dominating transport properties. Thus, the various types of radiative and non-
radiative recombination must be taken into account in order to understand the photoexcited
charge-carrier dynamics in semiconductor materials [15, 89].
Band-to-band recombination occurs when an electron moves from its conduction
band state into the empty valence band state associated with the hole. This band-to-band
transition is typically also a radiative transition in direct bandgap semiconductors and is the
reverse process of photon absorption. Band-to-band recombination depends on the density of
available electrons and holes and both carrier types need to be available in the recombination
process. Therefore, the recombination rate is expected to be proportional to the product of
the electron and hole concentrations.
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Trap-assisted recombination occurs when an electron falls into a “trap”, an energy
level within the bandgap caused by the presence of a foreign atom or a structural defect.
Once the trap is filled it cannot accept another electron. The electron occupying the trap,
in a second step, moves into an empty valence band state, thereby completing the recombi-
nation process. One can envision this process as a two-step transition of an electron from
the conduction band to the valence band or as the annihilation of the electron and hole,
which meet each other in the trap. This process is also known as Shockley-Read-Hall (SRH)
recombination.
Surface recombination occurs at surfaces and interfaces, and can have a significant
impact on the behaviour of semiconductor devices. This is because surfaces and interfaces
typically contain a large number of recombination centers because of the abrupt termination
of the semiconductor crystal, which leaves a large number of electrically active states in
the form of dangling bonds. In addition, the surfaces and interfaces are more likely to
contain impurities since they are exposed during sample fabrication and preparation. As
such, recombination rates are typically faster in semiconductor nanomaterials as opposed to
bulk crystals.
Auger recombination is a process in which an electron and a hole recombine in a
band-to-band transition, but the resulting energy is given off to another electron or hole.
The excited electron or hole then transfers its excess kinetic energy through collisions with
the crystal (phonons), relaxing back to the bandedge. Auger recombination can involve
either multiple electrons and a hole, or multiple holes and an electron. The probability of
Auger recombination increases with a higher concentration of carriers, as it relies on the
interchange of energy between multiple charge-carriers. Thus the process can be observed in
semiconductors with high concentrations of photoexcited carriers, for example immediately
after photoexcitation.
Exciton Recombination forms the dominant carrier recombination mechanism in semi-
conductors, where the exciton pair is tightly bound. Exciton recombination occurs when the
coupled electron and hole recombine with each other to produce a photon [65]. As the exciton
binding energy is less than that of the uncoupled electron and hole and is usually lower than
the bandgap energy of the material, a photon of energy lower than the bandgap is produced.
Excitons usually possess short carrier lifetimes due to the proximity of the electrons and holes
involved in the recombination process, and as such the exciton lifetime is dependent on the
exciton Bohr radius and its binding energy. For Mott-Wannier excitons, which are weakly
bound and possess exciton radii many orders of magnitude larger than the distance of the
unit cell, the recombination rate is small due to the large separation between the electron
and hole, while for Frenkel excitons, which are tightly bound and have exciton radii on the
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(a) p < pc (b) p > pc
Figure 2.11: Percolation in two dimensions. Here the nanotube components are situated on
an underlying square lattice (not shown). The black lines represent a connection between
neighbouring nanotubes, allowing conduction between them. (a) The density of nanotubes p
is smaller than the percolation threshold pc, meaning the nanotubes are fairly isolated and it
is not possible to form a connection across the entire sample. (b) p > pc and diffuse transport
across the network is possible. Image source: [1].
order of the atomic scale, there is a much greater probability of radiative recombination due
to the strong Coulomb-interaction.
2.6 Percolation and Effective Medium Theory
So far we have only considered homogeneous materials, however in reality nanowires and
nanotubes are typically dispersed in a host material (usually air or an inert polymer), resulting
in a percolating network of nanotubes, depending on the density of the tubes, see figure
2.11. This means that the measurable dielectric response is that of the entire network,
as opposed to the local response of the individual nanotubes. As such, contact resistance
between nanotubes, nanotube geometry, concentration, alignment, and so on, can heavily
influence the effective conductivity response of a nanomaterial network. In terms of THz
spectroscopy, when the diffraction-limited spot size of THz radiation is far larger than the
material’s dimension (1 THz ≈ 333 µm in air), these effects start to dominate. In this case, an
effective medium theory (EMT) can be used to model the composite material’s permittivity.
Numerous models exist, depending on the geometry and optoelectronic properties of the
constituent materials, and the geometry of the system [70, 72, 76, 90].
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The goal of any EMT is to relate the effective permittivity, eff , (or equivalently, the
conductivity) of the composite material to the permittivity, CNT , of the nanostructured
material (in this case CNTs), the permittivity, h, of the host medium (often air) in which
they are embedded and the volume fraction, f , which they occupy. When these parameters
are known, one can in principle model the effective response of the composite material,
which is the measurable quantity in experiments. When this EMT is applied in reverse,
the permittivity of the constituent CNTs, CNT can then be extracted from the measured
permittivity of the composite, eff . The two most commonly used EMTs are the Maxwell-
Garnett and the Bruggeman EMTs [70, 90, 91], where the former is applicable when f is
relatively small (isolated nanotubes), and the latter when f is relatively large (percolating
network). The two formulas are given by:
eff − h
eff + 2h
− f CNT − h
CNT + 2h
= 0 (Maxwell-Garnett), (2.20)
f
CNT − eff
gCNT + (1− g)eff + (1− f)
h − eff
gh + (1− g)eff = 0 (Bruggeman), (2.21)
where g is a depolarisation factor, which depends on the CNT geometry. We note that in most
cases prepared samples of CNTs and semiconductor nanowires form percolating networks,
making the Maxwell-Garnet EMT a poor choice. Therefore, in the case of large f , the
Bruggeman approximation is more appropriate and can provide more accurate results for the
CNT conductivity.
2.7 Carbon Nanotube Morphology and Bandstructure
In this chapter we have so far discussed the fundamental bandstructure theory and con-
ductivity models used to explain the charge-carrier dynamics in nanomaterials. The rest of
this chapter is dedicated to introducing the fundamental structure and properties of the two
materials of interest in this thesis, carbon nanotubes and tungsten-oxide nanowires.
A single-walled carbon nanotubes (CNT) can be imagined as a rolled-up sheet of graphene
(a single layer of carbon atoms in a honeycomb structure), resulting in a hollow cylinder
with a diameter of a few nanometers and a length that can range between hundreds of
nanometers and hundreds of micrometers [2, 3, 24], see figure 2.12. The myriad of possible
rolling directions and diameters give rise to a multitude of possible CNT configurations, where
the rolling-direction and diameter largely determines the bandstructure of the resulting CNT
as seen in figure 2.13. CNTs are effectively one-dimensional structures due to their typical
diameters of 1−2 nm, as opposed to the two-dimensional nature of graphene, and since their
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Figure 2.12: ”zigzag nanotubes” (left) and “armchair nanotubes” (center), whose names
derive from the pattern formed by the carbon lattice along the short axis of the nanotube.
Any other CNT is known as a “chiral nanotube” (right). Image source: [2].
morphology are closely linked to that of graphene, they are labelled in terms of the graphene
lattice vectors. The lattice constant is a =
√
3aCC ≈ 2.46 A˚, where aCC = 1.42 A˚ is the
distance between neighbouring carbon atoms in the honeycomb lattice. The basis vectors a1
and a2 are given by
a1 =
(√
3
2
,
1
2
)
a, (2.22)
a2 =
(√
3
2
,−1
2
)
a. (2.23)
Since the characteristics of a CNT is largely determined by the diameter and rolling-angle,
we can specify this in terms of a chiral vector Ch:
Ch = na1 +ma2 ≡ (n,m), (2.24)
where (n,m) are the chiral indices with 0 ≤ |m| ≤ n. The tube diameter can be calculated
from the chiral vector as
dt =
|Ch|
pi
=
a
pi
√
n2 + nm+m2. (2.25)
The simplest way of describing the electronic properties of CNTs is by applying circum-
ferential boundary conditions to the bandstructure of graphene. The electronic structure of
graphene was first studied in 1946 by P. R. Wallace [92] and uses a nearest-neighbour tight
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Figure 2.13: Circumferential vector map of carbon nanotubes and their electronic transport
properties, specifically the relative size of their bandgap. Image source: [2].
Figure 2.14: Schematic of (a) the Brillouin zone of graphene with allowed wavevectors for
the SWCNT, (b) dispersion relation for graphene, and (c) the electronic bandstructure and
density of states of a metallic CNT. Image source: [3].
30
2. Fundamental Principles of 1D Nanomaterials
binding approximation. The two atoms in the unit cell give rise to a valence band and a con-
duction band that touch at six points at the edges of the Brillouin zone as shown in figures
2.14a and 2.14b. Due to symmetry, these points can be reduced to a pair of conical energy
bands K and K’, where close to the K and K points the energy dispersion, E(k), is linear:
E(k) = ±vF~k, (2.26)
where k = |k| is the absolute value of the wavevector, vF = 3t2~aCC ≈ 106 ms−1 is the Fermi
velocity and t ≈ 2.8 eV is the nearest neighbour hopping energy. By applying periodic
boundary conditions along the circumferential direction of the CNT, we get a set of discrete
values for the allowed wave vectors k⊥, while in the axial direction of the CNT the wave
vectors k‖ remain continuous (assuming the CNT is infinitely long) [3]. By plotting the
allowed wave vectors in the Brillouin zone of a graphene sheet, a series of parallel lines are
generated, with length, number, and orientation that depend on the chiral indexes (n,m) of
the CNT as seen in figures 2.14a and 2.14b. In other words, this can be imagined as slicing
the Dirac cones along a certain direction determined by the rolling-angle of the CNT, where
the spacing of the lines increases with decreasing diameter. This is the known as the zone-
folding approximation, where the electronic band structure of a CNT with a specific chirality
is given by the superposition of the “sliced” energy bands along the corresponding allowed
wave-vectors, see figur 2.14c. Therefore, the electrical bandgap in CNTs depends on the
chiral angle: a nanotube is metallic if the allowed wave-vectors cross the zero-gap K point in
the graphene Brillouin lattice, which occurs when n−m = 3j (j = 1, 2, 3, . . . ), or equivalently
when 2n+m ≡ 0 (mod 3). Thus, 2/3 of the chiralities correspond to semiconducting CNTs,
while 1/3 correspond to ”metallic” ones [2, 3]. Out of the latter, only “arm-chair” (n = m)
CNTs are truly metallic in the sense that they are completely without a bandgap. The rest
of the “metallic” CNTs do in fact have a small curvature-induced bandgap of approximately
1-40 meV (which coincidentally is in the range of THz frequencies), where the size of the
gap scales inversely with the diameter of the CNT [93, 94]. These are commonly known as
“small-gap” or “quasi-metallic” CNTs. Additional influences on the electronic bandstructure
include many-body effects [95], coupling effects between adjacent tubes (bundles) [96], as well
as ambient contamination and doping due to water and oxygen molecules [97, 98].
The density of states (DOS) of a semiconducting and a metallic CNT is plotted in figure
2.15. In both cases a number of “spikes” can be observed, corresponding to energy levels of the
subband edges. These “spikes” in the DOS are called Van Hove singularities (VHSs) and arise
due to the 1D nature of the CNTs, since the DOS is known to have a strong dependence on
the dimensionality of a system [3]. This in turn largely defines the allowed optical transitions
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Figure 2.15: Electronic density of states for (a) a semiconducting CNT and (b) a metallic
CNT. The Fermi energy (EF ) is located at E = 0. An optical transition is possible between
VHS peaks in the valence and conduction bands. Energy separations between two VHS peaks
are labelled from smallest to largest for semiconducting tubes by ES11, E
S
22, E
S
33,. . . , and for
metallic tubes by EM11 , E
M
22 , E
M
33 , . . . . Image source: [2].
in CNTs, where selection rules determine that the strongest optical transitions take place
between subbands with the same angular momentum when the incident light is polarized
parallel to the long axis of the CNT [99, 100]. In other words, if the notation Eij represents
the optical transition from valence subband i to the conduction subband j, the strongest
transitions occur for i = j, i.e. ES11, E
S
22, E
S
33,. . . for semiconducting CNTs, and E
M
11 , E
M
22 ,
EM33 , . . . for metallic CNTs. On the other hand, if the incident light is polarized perpendicular
to the long nanotube axis, this would lead to transitions between different subbands, such
as E12, however with much smaller absorption cross-section with respect to those for parallel
polarization. Such studies were summarized in the well-known Kataura plot [101] shown
in figure 2.16, where the Eii transition energies are displayed as a function of the CNT
diameter. The Kataura plot is quite useful in spectroscopy studies, since one typically knows
the diameter distribution of the CNT sample. Using figure 2.16, one can then easily determine
the energy-range of the optical transitions in the CNT sample.
2.8 Tungsten-Oxide Morphology and Bandstructure
Tungsten-oxide (WOx, 2 ≤ x ≤ 3) is a transition metal oxide made up of perovskite-like
units, which is well-known for its nonstoichiometric properties, as the lattice can withstand a
considerable amount of oxygen deficiency [43]. Only a partial loss of the WO3 oxygen content
is needed to affect its electronic band structure and increase its conductivity by a large amount
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Figure 2.16: Plot of the transition energies Eii vs. dt for all (n,m) values occurring for
0.5 ≤ dt ≤ 2 nm (Kataura plot) where S and M denote semiconducting (open and open-dot
circles) and metallic (closed circles) nanotubes, respectively. On the right, cutting lines are
shown for M tubes (MOD 0), and S tubes of two types, MOD 1 and MOD 2, for open and
open-dot circles respectively. Here the “MOD x” notation refers to the condition 2n+m ≡ x
(mod 3), which determines the type of CNT. Image source: [2].
[8, 44]. In this section we review the fundamental morphology and bandstructure of WOx.
2.8.1 Crystal Structure and Substoichiometry
The “ideal” WO3 crystals can be represented as a cubic structure consisting of corner-sharing
WO6 octahedra, see figure 2.17a-2.17b. However, cubic WO3 has never been observed ex-
perimentally due to its instability; instead, various polymorphs of WO3 exist, which are
derived from the “ideal” cubic structure through lattice distortions, depending on the titling
angles and rotation directions of the WO6 octahedra [4]. One common example is hexag-
onal tungsten trioxide (h-WO3), which is metastable and cannot form from other phases
by crystal-phase transitions, but usually exists as a dehydration product of tungsten oxide
hydrate [102]. In this phase three different types of “tunnels” are present, which are con-
structed from corner-sharing WO6 octahedra, with the formation of trigonal and hexagonal
voids in the ab plane and square windows along the c axis (Figure 2.17c-2.17d) [103]. In
general, the different phases of WOx contain at least one of these types of tunnels, making
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Figure 2.17: (a) The cubic structure of WO3 and (b) the WO6 octahedra unit. (c) The
structure of hexagonal WO3 with its c axis perpendicular to the lattice plane (001) and (d)
parallel to the plane. Image sources: [4, 5].
WO3 an excellent material for applications involving intercalation of smaller ions such as
Li+ or H+ [104–106]. The counterpart of h-WO3 is amorphous WO3, which shares similar
building blocks with the crystalline ones, but with disordered bond lengths and bond angles,
to the point where it is difficult to make a detailed physical description due to the dangling
bonds and defects that exist in such distorted structures [107]. Like other metal oxides, WO3
crystal phase transitions can take place during annealing and cooling. For bulk WO3, phase
transformation occurs in the following sequence [108, 109], see figure 2.18: monoclinic II (-
WO3, <−43◦C) → triclinic (δ-WO3, −43◦C−17◦C) → monoclinic I (γ-WO3, 17◦C−330◦C)
→ orthorhombic (β-WO3, 330◦C−740◦C) → tetragonal (α−WO3, > 740◦C). However, the
phase transition behaviour in nanostructured WOx can be quite complex, as it mainly de-
pends on the material’s morphology, which is greatly affected by the nanostructure synthesis
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Figure 2.18: Tilt patterns and stability temperature domains of the different phases of WO3.
Image source: [6].
process and the initial precursors used [110].
In addition to the numerous phases supported by the WO3 perovskite-like crystal struc-
ture, several substoichiometric (i.e. oxygen deficient) phases of WOx exist as well, with x
ranging from 2.625 to 2.92. These oxygen-deficient phases are also built up of edge-sharing
WO6 octahedra, however, they are split by crystallographic shear planes (ordered oxygen
defect planes) [111]. For example, a substoichiometric phase with tunnel structure sim-
ilar to those of h-WO3 is the W18O49 (WO2.72), in which the well-ordered edge-sharing
WO6 lattice is organized such that three different types of tunnels form within one plane,
specifically hexagonal, quadrilateral, and trigonal tunnels [7], see figure 2.19. Since the ex-
istence of substoichiometric tungsten oxide was first suggested by Glember and Sauer [112],
numerous stable substoichiometric phases, known as Magne´li phases, have been experimen-
tally observed, including WO2.72 (W18O49), WO2.8 (W5O14), WO2.83 (W24O68), and WO2.9
(W20O58) [8]. Furthermore, if sufficient oxygen vacancies are introduced, WOx undergoes a
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Figure 2.19: Cross section ([010] and [001] direction) of a W18O49 (WO2.72) phase. Image
source: [7].
metal-insulator transition around x = 2.9, in which the addition/removal of oxygen atoms
into/from the lattice affects the Fermi-level position of tungsten oxide, as well as its energy
gap and free-electron density [8].
2.8.2 Bandstructure and Conductivity
WO3 is an n-type semiconductor with indirect bandgap (Eg) between the valence and conduc-
tion bands, where the valence band (VB) is formed by filled O 2p orbitals and the conduction
band (CB) is composed mainly of empty W 5d orbitals. The bandgap of WO3 can be signif-
icantly changed by phase transitions, as the occupancy level of its W 5d orbitals alters with
lattice distortion. For example, amorphous WO3 with a large lattice distortion exhibits a rel-
atively large bandgap of approximately 3.4 eV, while the value for the monoclinic crystalline
is typically around 2.6 eV in its bulk form [113]. The bandgap of WO3 is size-dependent
due to the quantum confinement (QC) effect, observed experimentally as a blueshift of the
absorption edge. A strong QC effect can be observed especially when the particle size is
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Figure 2.20: The band structures of all Magne´li phases of tungsten oxides, as well as γ-WO3.
Zero at the energy scale corresponds to the Fermi energy. Image source: [8].
close to or smaller than the exciton Bohr radius of the material, approximately 3 nm for
WO3, resulting in direct change in electron wave functions. For a crystal size larger than the
exciton Bohr radius, the QC effect results in an indirect perturbation of the electron wave
functions due to Coulomb effects, meaning the bandgap is only slightly affected [114].
In terms of the substoichiometric phases of WOx, only a partial loss of the WO3 oxygen
content is needed to affect its electronic band structure and increase its conductivity by a large
amount, since new defect states located in the forbidden energy gap can be introduced by
oxygen vacancies, thus narrowing the bandgap [8, 44, 115]. The influence of oxygen deficiency
upon the bandstructure can be observed visually by the strong colour change that occurs from
white WO3 to the deep blue colour of WO2.72. Similarly, tungsten-oxide exhibits a strong
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Figure 2.21: The total and projected DOS (states per electron volt per unit cell) of W18O49
(WO2.72) and γ-WO3. Zero at the energy scale corresponds to the Fermi energy. Image
source: [8].
colour change upon intercalation of small ions such as Li+ or H+ [104]. For 2.9 < x < 3 in
bulk WOx, the electrical and optical properties are dominated by localized electrons involved
in polarons, which are quasiparticles consisting of a charge-carrier and its polarization field
in a lattice. Bulk WOx undergoes a metal-insulator transition at x = 2.9, as the localized
polaronic wave functions begin to overlap and form delocalized states [116]. This transition
corresponds to the Fermi-level shifting from the band-gap and up into the conduction band
[8], see figures 2.20 and 2.21. As a result, for x < 2.9 in bulk WOx, the electrical and
optical properties are dominated by free electrons. The metal-insulator transition has been
firmly established in bulk WOx, both theoretically [8] and experimentally by a combination
of temperature-dependent conductivity measurements [117], reflectivity measurements of the
bulk plasma frequency [118], and X-ray photoelectron spectroscopy (XPS) [119]. Thus, there
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is a wide range of known phenomena from the bulk that may exhibit interesting size- and
shape-dependent behaviour at the nanoscale.
Studies of nanoscale WOx have so far led to some contradictory results. For instance,
WO2.72 nanowires appear to be semiconducting on the basis of electrical transport [120]
and photoluminescence studies [53, 121–125]. At the same time there is some evidence
that WO2.72 bulk is characterized by a metal-like dependence of electrical resistivity on
temperature [118], which has also been confirmed theoretically [8]. Likewise, WO2.8 nanowires
appear to be metallic on the basis of XPS and electrical transport measurements [126], and
it was demonstrated that nanoscale WO2.83 can support strong localized surface plasmon
resonances (LSPRs) [127], which can only appear in materials with a relatively high charge-
carrier concentration.
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Chapter 3
Sample Fabrication and
Preparation
In this chapter we give an overview of the equipment and techniques used by our collaborators
to fabricate and prepare the various nanotube and nanowire thin-films investigated in later
chapters.
3.1 Fabrication of Carbon Nanotube Thin Films
Carbon nanotubes (CNTs) were first observed in 1991 in the carbon soot of graphite elec-
trodes during an arc discharge that was intended to produce fullerenes [25], and the first
macroscopic production of carbon nanotubes was made in 1992 by Ebbesen and Ajayan at
NEC’s Fundamental Research Laboratory [128] using the same method. Since then a mul-
titude of fabrication techniques have been developed, including laser ablation, high-pressure
carbon monoxide disproportionation (HiPco), and chemical vapour deposition (CVD), each
with their own advantages and disadvantages, see [26, 27] for a review of each method. In
this section we briefly introduce the techniques used to fabricate and prepare our CNT films.
3.1.1 Chemical Vapour Deposition Method (CVD)
Chemical vapour deposition (CVD) is the most common method for direct growth of CNT
thin films due to its simplicity and low cost. In the CVD method, catalyst nanoparticles on
substrates are used as seeds for CNT growth. CNTs are produced from the carbon containing
source (usually a hydrocarbon gas) as it decomposes at elevated temperature and passes over
the transition metal catalyst (typically Fe, Co or Ni) [9, 129, 130], see figure 3.1. Depending
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Figure 3.1: The two possible CVD growth mechanisms for CNTs, where CNTs are produced
from a carbon containing gas as it decomposes at elevated temperature and passes over the
metal catalyst: (a) tip-growth model, where CNTs grow underneath the metal catalyst, and
(b) base-growth model, where the CNTs grow on top of the metal catalyst. Image source:
[9].
on the strength of the interaction between the catalyst and substrate, the CNTs will either
push up the nanoparticles as they grow, or grow on top of the nanoparticles, as shown in
figure 3.1a and 3.1b, respectively. The key parameters that control the growth kinetics are
the hydrocarbon carrier gas, the growth time and temperature, and the catalyst composition
[9, 130]. CVD grown CNTs are generally more structurally defective than those produced
by arc or laser evaporation methods, however a high yield of nanotubes can be achieved
by this method and the product tends to be purer, i.e. there are far fewer impurities in
the form of nanoparticles of graphite or metal. Secondly, the growth occurs at a lower
temperature (550− 1000◦C) [129], making the process both cheaper and more accessible for
lab applications. Finally, since the metal catalyst can be held on a substrate, this allows for
growth of aligned nanotubes in a desired direction with respect to the substrate.
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Figure 3.2: Schematic of the HiPco reactor used by Smalley et al. at Rice University to
synthesise the CNTs, with the mixing/reaction zone shown enlarged. Image source: [10].
3.1.2 High-Pressure Carbon Monoxide Method (HiPco)
High-pressure carbon monoxide disproportionation (HiPco) is a method developed by Smalley
et al. at Rice University in 1999 for the production of carbon nanotubes [10, 131]. Unlike
other methods in which the metal catalysts are deposited or embedded on the substrate
before the deposition of the carbon begins (for example CVD), in this method the catalyst
is introduced in the gas phase. Both the catalyst and the hydrocarbon gas are fed into a
furnace, followed by a catalytic reaction in the gas phase, see figure 3.2. Usually CO gas is
used as the hydrocarbon gas which reacts with iron pentacarbonyl (Fe(CO)5) to form CNTs.
Similar to the CVD method, this method is suitable for large-scale synthesis, because the
nanotubes are free from catalytic supports (i.e. no substrate is required) and the reaction
can be operated continuously.
3.1.3 Nanotube Dispersion
Once the CNTs have been fabricated, the next step is to prepare the actual CNT films,
which should ideally consist of well-dispersed individual CNTs. Because of their large aspect
ratio, CNTs are subject to large van der Waals forces, which cause them to stick together,
forming large bundles (often referred to as ropes). Therefore, one of the major challenges
in fabricating a CNT film is to separate the tubes, without using covalent chemistries or
other harsh conditions, which could lower their electrical conductivity. The most widely used
route is to use surfactants, such as sodium-dodecyl-sulfate (SDS), to disperse the CNTs due
to their ability to individualize CNTs at high concentrations, and their ability to be rinsed
off in subsequent washing of the CNT film [132, 133]. Furthermore, most surfactants are
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Figure 3.3: Proposed mechanism of CNT isolation from bundles. (i) A bundle of CNTs held
together by van der Waals forces. Ultrasonic processing “frays” the bundle end (ii), which
then becomes a site for additional surfactant adsorption. This latter process continues in an
“unzipping” fashion (iii) that terminates with the release of an isolated, surfactant-coated
CNT in solution (iv). Image source: [11].
water-soluble, which allows for aqueous-based CNT dispersions. This is important for fields
such as biochemistry and biomedical engineering, in which organic solvents cannot be used
due to incompatibilities with living organisms. In practice, sonication is required in order
to facilitate the surfactant-assisted dispersion of the CNTs. While the exact mechanism is
not entirely understood, it has been proposed that dispersion occurs via an “unzipping”
mechanism [11, 132], where sonication “frays” the ends of the CNT bundles, allowing the
surfactant to diffuse into the resulting gaps and adsorb to the individual CNTs. This process
continues along the bundle length until the CNTs has been completely separated from each
other. Figure 3.3 shows this “unzipping” mechanism [134, 135]. The optimal sonication time
depends on the CNT preparation, the surfactant choice, CNT and surfactant concentration,
the sonication power and amplitude, solution volume and temperature, and pH value [136].
3.1.4 Nanotube Separation and Cutting
In practice, the as-produced CNTs have lengths of tens or even hundreds of micrometers [137]
and as we will show in chapters 6 and 7, the length of the individual CNTs has a significant
influence on their optoelectronic properties. Therefore it is often desirable to control the
individual tube length of the final CNT films. In general, purification of CNTs and their
dispersion in solutions by ultrasonication leads to uncontrolled cutting of CNTs until a length
of about 0.5−5 µm [137, 138]. Ultrasonication causes exoergic collapse of bubbles (cavitation)
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that produce localized domains of high strain and high temperature, i.e., “hotspots” [139].
These microscopic domains are believed to result in localized attacks on the CNT surfaces,
leading to the opening of holes in the nanotube structure and eventual breaking of the tube
[140]. To get shorter (50− 200 nm) nanotubes a number of different separation and cutting
approaches have been developed. The most popular separation methods, such as gradient
ultracentrifugation [141–143] and size-exclusion chromatography [144], are very useful for
the generation of CNTs with controllable lengths and narrow length distribution. However,
these methods are quite expensive in terms of equipment and chemicals and the yield of short
length CNTs is fairly low [142]. Moreover additional procedures must be performed to remove
the surfactant and other chemicals after separation, making the procedure time-intensive and
labor intensive as well.
Cutting long CNTs into shorter tubes is often a cheaper and simpler approach than CNT
sorting, and a number of different cutting methods have been developed, where the simplest
and most frequently used method is sonicating the CNTs in a mixture of acids [140, 145–
147]. In this case, the defects induced by sonication exposes the nanotubes to the acids, which
generate vacancies in the CNT sidewall and consume the oxidized vacancies to yield short,
cut nanotubes. Increased sonication time results in increasingly shorter nanotubes. While
this method initially had a major disadvantage in terms of degradation of CNTs during
the sonication process, Shuba et al. [145] overcame this issue by sonicating the CNT/acid
solution at low temperature (< 8◦C) for several hours, which had previously been done at
elevated temperatures. This method is used in the preparation of the CNT films investigated
in chapters 6 and 7.
3.1.5 Transfer from Solution to Substrate/Holder
The final step of the CNT film preparation is to transfer the CNTs in solution to a substrate
(or a holder in the case of free-standing CNT films). A vacuum filtration technique is used
[147], where the solution is filtered through a porous membrane and the CNT film forms on
the surface of the membrane. The resulting film is then washed to remove any surfactants
and the membrane is dissolved using acetone, leaving the CNT film, which can then be
transferred to the desired substrate or holder.
3.1.6 CNT Composite Materials
When preparing the CNT films it may be desirable to mix the CNTs with another material
in order to create a composite material, for example in order to reduce the density of the
CNT network in the film. Since the observation of a conductivity threshold in polymer/car-
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bon nanotube composites [148] much research has been dedicated to fabricating CNT-based
composite materials with percolated networks and understanding their optical and electrical
responses [149]. Hybrid materials based on carbon and inorganic nanostructures attracted
a lot of interest, due to their unique electrical, mechanical, optical and thermal properties
[150, 151]. Hybrid nanocomposites have a number of potential applications, including gas
sensors, chemical sensors, supercapacitors, batteries and photovoltaic elements [152].
In chapter 6 we investigate the density dependence of composites made from CNTs and
non-conductive inorganic WS2 nanotubes (INT). The INTs were provided by Reshef Tenne
at the Weizmann Institute of Science, Israel, and were synthesized in a large scale fluidized
bed reactor (see details in [153]). Essentially, the growth mechanism involves conversion of
tungsten-oxide particles into WS2 nanotubes by reacting the particles in a reducing (H2)
and sulfidizing atmosphere (H2S) at an elevated temperature (840
◦C) [154]. The INTs have
diameters of 20–180 nm and lengths of 1–10 µm; they are semiconducting with a bandgap
of 2 eV, and are transparent and non-conductive for THz frequencies. The preparation
of the composites are almost the same as for the pure CNT films; the INTs are dispersed
using a surfactant by ultrasonication and then centrifugated to remove aggregated INTs. The
suspensions of INTs and CNTs are then mixed and filtrated to obtain thin films of CNT/INT
composites, with the density of the CNT network determined by the ratio of CNTs and INTs.
3.2 Fabrication of Tungsten-Oxide Nanowire Thin Films
Similar to CNTs, the preparation of tungsten-oxide nanowire (WOxNW) films involves a
growth/fabrication stage, followed by a film-preparation stage. Numerous different ap-
proaches for the syntheses of nanostructured WOx have been implemented using both vapour-
phase-based methods, such as sputtering and thermal evaporation, and liquid-phase-based
methods, such as sol-gel synthesis, hydrothermal (solvothermal) synthesis, and electrochemi-
cal anodization, see [105] for a review of each method. For the sake of brevity, this section will
focus on the two methods used to fabricate our WOxNW thin films, namely the solvothermal
method and a solid-vapour reaction method.
3.2.1 Solvothermal Method
The solvothermal method is a cost-effective and well-studied method for preparing a variety
of materials such as metals, semiconductors, ceramics, and polymers. The process involves
the use of a solvent under moderate to high pressure and temperature that facilitates the
interaction of precursors during synthesis, allowing the nucleation and growth of crystallites.
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If water is used as the solvent, the method is called “hydrothermal synthesis”. The synthesis
under hydrothermal conditions is usually performed below the supercritical temperature of
water (374◦C). The process can be used to prepare many geometries including thin films, bulk
powders, single crystals, and nanocrystals, and allows for different crystal morphologies, i.e.
spheres (3D), rods (2D), or wires (1D).
In terms of tungsten-oxide nanomaterials, the hydrothermal method can be used to syn-
thesize a variety of high-aspect-ratio 1D WOx nanostructures, such as nanowires, nanorods,
and other interesting configurations, with potentially small (∼4 nm) individual diameters,
by low temperature processing of tungsten-containing precursors such as WCl6, W(CO)6
and WCl4 in solvents that are usually a mixture of alcohol and water with the addition of
acids/bases and surfactants [52]. The type of nanostructure and crystallinity can be con-
trolled through the use of different kinds of sulfates and organic acids [105]. Once synthesis
is completed, the resulting nanowire solution is then washed to remove any surfactants and
transferred onto a desired substrate. It is noteworthy that WO2.72NWs are limited to room-
temperature or relatively low-temperature applications due to the fact that they may be
oxidized to WO3 at elevated temperatures [52]. In chapter 8 we exploit this property to
convert nanowires of WO2.72 into WO3.
3.2.2 Solid-Vapour Reaction Method
The solid-vapour reaction method is a fairly simple approach allowing synthesis of large
(60 − 150 nm) diameter WO2.72NWs [155]. By heating commercially available WS2-IF
nanoparticles in an oxidation atmosphere, specifically an Ar-flushed furnace with control-
lable water-vapour content, the nanoparticles go through a sulfide-to-oxide reaction with the
water vapour and are converted into WO2.72NWs. In this procedure uniform distribution
of the precursor is required, which can be achieved via ultrasonic treatment and deposition
on a substrate before baking, since the WS2-IF precursor otherwise agglomerates into large
particles with sizes of 40 − 200 µm, where only the surface of these particles are converted
into WO2.72. In order to achieve long, thin, and homogeneous nanowires the important
parameters are reaction temperature, water vapour, and precursor preparation [155].
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Chapter 4
Experimental Measurement
Techniques
In this chapter we describe the various experimental techniques used to investigate our nan-
otube and nanowire thin films, primarily terahertz time-domain spectroscopy (THz-TDS)
and optical pump - terahertz probe time-domain spectroscopy (OPTP), which are the two
main experimental techniques used in this thesis.
The THz frequency range is commonly defined as being somewhere between the mi-
crowave and infrared frequencies, see figure 4.1. The exact range of frequencies that fall
within the terahertz region is not well defined, but generally lie between 100 GHz and 10
THz, corresponding to a free-space wavelength of 3 mm - 30 µm, wavenumber of 3.3-333
cm−1, oscillation time of 0.1-10 ps, and photon energies of 0.4-40 meV. For a classical Drude
charge-carrier the scattering time is the main parameter determining its transport properties,
i.e. the mean time between collision events, which impede the flow of a current under an
applied electric field. Since the scattering time of most materials is typically on the order of
picoseconds, this makes THz radiation an ideal probe for charge-carriers. Furthermore, the
Figure 4.1: The electromagnetic spectrum with corresponding wavelengths and frequencies
indicating the regimes of commonly defined types of radiation. Image source: [12].
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energy range occupied by typical quasiparticles such as excitons and plasmons fall within the
THz range. Thus, terahertz time-domain spectroscopy (THz-TDS) has been proven useful
for investigating a multitude of different charge-carriers such as free charge plasmas [18],
plasmons [19], excitons [20, 21], transient molecular dipoles [22], and phonons in crystalline
solids [23], see [15, 156] for a detailed review.
4.1 THz Generation and Detection
For the past decade there has been a great deal of research dedicated to developing efficient
THz emitters and detectors, since the first THz-TDS system was develop by Auston et al.
[157–159] and later refined by Grisckowsky et al. [17]. While the so-called “THz gap” has
since been closed, current emitters and detectors still have a long way to go in terms of
price and efficiency. In this section we describe the most common methods for generating
and detecting THz radiation, i.e. using photoconductive antennas and non-linear crystals.
However, there are numerous other THz sources such as synchrotrons [160], free-electron
lasers [161], quantum cascade lasers [162], and THz detectors such as bolometers [163] and
Schottky diodes [164], which we do not cover in this chapter.
4.1.1 Photoconductive Antennas
A basic photoconductive antenna (PCA) consists of two electrodes situated on a high-
resistance semiconductor substrate, see figure 4.2. A PCA can function as both an emitter
and detector, and both mechanisms rely on creating a transient photoconductivity in the
semiconductor gap between the electrodes. When used as an emitter, a bias is applied across
the gap, either from a built-in pn-junction in the semiconductor material, or from an external
applied bias. An incident high energy femtosecond pulse creates a number of charge-carriers
in the gap and the carriers are subsequently accelerated by the bias, thus creating a tran-
sient photoconductivity that results in emission of a THz pulse [157–159, 165–168]. When
used as a detector, the incident THz pulse acts as the bias that drives the charge-carriers
created by the gate pulse, again resulting in a photocurrent at the instant overlap of the two
pulses. This photocurrent is directly proportional with the sign and amplitude of the THz
pulse [169, 170], which allows us to coherently detect the latter by scanning the “narrow”
femtosecond gate pulse over the broader picosecond THz pulse.
In the far field, the emitted THz field is directly proportional to the first time derivative
of the transient current. Because of the finite response time of photoconductive materials,
this limits the achievable bandwidth of PCAs, which is approximately 5 THz, as opposed to
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Figure 4.2: Schematic of the photoconductive antenna, which consists of a high-resistance
semiconductor substrate with two electrodes. In the emitter setup (a) a high energy gener-
ation pulse is incident on the gap between the two electrodes and photoexcites a number of
electron-hole pairs in the semiconductor substrate. These charge-carriers are subsequently
accelerated due to the applied electric field between the electrodes, resulting in emission of
a THz pulse. In the detector setup (b) the THz pulse functions as the applied electric field
that accelerates the charge-carriers generated by the gate pulse. The resulting photocurrent
scales with the magnitude and sign of the incident THz electric field and is measured by a
lock-in amplifier. The amplitude and phase of the incident THz pulse can then be obtained
by scanning the “narrow” gate pulse over the broader THz pulse.
the ideal bandwidth that could be obtained from current state-of-the-art mode-locked laser
pulses. For instance, a 10-fs optical pulse (with a corresponding bandwidth of ∼50 THz)
should in principle permit generation and detection of electromagnetic transients up to ∼50
THz. However in this regime the comparatively slow response of the carriers in available
photoconductive materials significantly limits the high-frequency performance. The THz
emission is limited by the recombination lifetime of the semiconductor and the amount of
time it takes for the carriers to drift out of the active emitter area [171]. It is also limited
by the duration of the optical excitation pulse and the carrier scattering time. Similarly,
the temporal resolution, speed and detection bandwidth of a PCA detector is determined by
the photoconductivity rise time of the material, while the photoconductivity lifetime sets the
noise level [165, 169]. Semiconductor materials are therefore often chosen to be defect-rich,
in order to reduce the fall time of the transient current and increase the amount of THz
radiation emitted. Currently, low-temperature grown or ion-implanted bulk GaAs, InP and
Si samples have been shown to form high-quality, ultrafast PCAs [172–174]. These have
since been optimised to a great extent, with improved performance from surface passivation
[175] and application of a magnetic field [176, 177]. More recently, these materials have
been shown to form effective surface-field emitters, where THz radiation is emitted simply
by an optical pulse incident upon the material’s surface [178]. While PCAs are limited in
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bandwidth, as opposed to non-linear optical processes such as optical rectification (see section
4.1.2), they require comparably less power to function efficiently, making them favourable for
low-energy and high repetition rate ultrafast lasers, which are often used in THz imaging,
where acquisition time is an important parameter [179].
4.1.2 Optical Rectification
Optical rectification is a second-order non-linear polarization effect, which can be used for
generating THz radiation. In this case a DC or low-frequency polarization is developed when
an intense laser beam propagates through a non-centro-symmetric crystal [180, 181]. It can
be viewed as difference-frequency generation between the frequency components within the
band of an optical excitation pulse. Since optical rectification is a nonresonant process, it can
withstand higher excitation fluences and generate THz emission with a bandwidth limited
only by that of the optical excitation pulse. In the case of our ultrafast laser (100 fs, 800
nm), the bandwidth of the pulses are in the THz frequency range, essentially resulting in a
“down-conversion” of the optical pulse (1015 Hz) to a THz pulse (1012 Hz) [182, 183].
When choosing an appropriate crystal for optical rectification, several factors must be
considered: i) the nonlinear crystal must possess a large, second-order, nonlinear susceptibil-
ity; ii) it must be transparent in the desired frequency range, so that the interaction length is
not limited by absorption; iii) the crystal must have a high damage threshold, as high intensi-
ties are required for difference-frequency generation to occur; iv) a phase-matching condition
must be satisfied, meaning the group velocity of the excitation pulse must be matched to
the phase velocity of all the frequency components of the emitted THz pulse so that all fre-
quency components interfere constructively as they propagate through the crystal [184]. Due
to these conditions, various crystals have been optimized for different frequency intervals,
namely ZnTe for 0-3 THz, GaP for 2-7 THz, and GaSe for 8-40 THz [185–188].
4.1.3 Electro-Optic Sampling
Electro-optic (EO) sampling, also known as the Pockels effect, is the other main method for
coherent detection of THz pulses. Like optical rectification (see section 4.1.2), this is a second-
order nonlinear process that occurs in anisotropic crystals that lack inversion symmetry.
When an incident electric field such as our THz pulse is applied to an anisotropic crystal, a
birefringence is induced in the crystal due to its second-order nonlinear susceptibility. This
induced birefringence is proportional to the magnitude of the THz electric field. An optical
gate pulse passing through the crystal at the same time as the THz pulse will in this case
experience a change in polarization, and since the THz pulses are significantly longer than the
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Figure 4.3: Schematic of the EO-sampling method. A anisotropic non-linear crystal such as
ZnTe or ZnS with a (111) surface is used for EO sampling. Green and red arrows in the
balloon indicate the polarization of the THz and probe pulses, respectively. Image source:
[13].
laser pulses (several picoseconds compared to 100 fs), the THz field can be approximated as
a static field biasing the detection crystal. The degree of this polarisation rotation can then
be measured to obtain the magnitude and phase of the incident THz pulse [183, 189–192].
In practice the non-linear crystal is used together with a quarter-wave plate (λ/4-plate), a
Wollaston prism and balanced detectors as shown in figure 4.3. The balanced detectors consist
of two photodiodes that output a signal corresponding to the voltage-difference measured
between the two diodes. In the absence of a THz pulse, the λ/4-plate is calibrated such that
the gate beam is circularly polarised as it passes through the Wollaston prism, resulting in
equal intensity incident on the two detectors. When a THz pulse is applied, the THz-induced
birefringence within the crystal causes the polarisation of the gate pulse to change, so that
it exits the λ/4-plate elliptically polarised. This shift in polarization is then picked up by
the balanced detectors. Since the change in birefringence is proportional to the magnitude
of the instantaneous THz electric field, the voltage difference measured on the detectors can
be used to extract the amplitude of the THz wave [188, 193, 194]. Similarly to the gate
technique used for the PCA detector in section 4.1.1, the gate pulse can be scanned over the
THz pulse to obtain the full THz waveform as a function of time. Since EO is more or less the
reverse process of OR, the considerations regarding the appropriate crystals are the same:
the THz and gate pulses must be phase-matched as they propagate through the crystal,
which should possess a large, second-order, nonlinear susceptibility and be transparent in the
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desired frequency range [170, 195, 196]. Therefore the same type of crystal is typically used
for both generation and detection of THz pulses in THz-TDS setups.
4.2 Terahertz Time-Domain Spectroscopy
The fundamental principles of THz-TDS is the ability to generate and coherently detect
single-cycle pulses of THz radiation, which typically have an oscillation time of approximately
1 ps, corresponding to a bandwidth of 0.1-2 THz, see figure 4.4. By measuring the THz
transmission or reflection through a sample (and an appropriate reference), the change in
amplitude and phase induced by the sample can be determined, which in turn allows us to
determine the dielectric properties of the sample, specifically the complex-valued refractive
index, permittivity and conductivity.
Figure 4.4: (a) Typical time-resolved scan of a THz pulse and (b) the corresponding amplitude
and phase plotted in the frequency domain, obtained using Fourier transformation.
The foundation of a THz-TDS setup is based on the ultrafast femtosecond laser, which
is able to generate high energy pulses of approximately 100 fs. The center wavelength of
these lasers are typically in the optical to near-infrared range, and can have a repetition rate
ranging from a few kilohertz to tens of megahertz, depending on the type of ultrafast laser.
When used in a THz-TDS setup, the femtosecond pulses are split into an emitter path and
gate path that are respectively used to generate and detect the THz pulses, see figure 4.5.
Using a delay-stage, the 100 fs gate pulse can be scanned over the THz pulse as it arrives
at the detector, allowing us to reconstruct the original time-resolved electric field, and thus
obtain the full amplitude and phase information using Fourier transformation. It is possible
54
4. Experimental Measurement Techniques
Sample
ReferenceTHz
Emitter Detector
Femto-
second
Laser
Delay line
Lock-in
Amplifier
Figure 4.5: Basic diagram of the terahertz time-domain spectroscopy setup. Femto-second
pulses are generated by our laser and split into an emitter and detector path, where they
are used to generate and coherently detect THz-pulses. The length of the detector path is
controlled by a delay-line. The dielectric properties of a sample is obtained by measuring the
THz transmission of the sample and an appropriate reference.
to measure either the reflection or transmission of a sample using this method, depending on
the geometry of the setup and type of sample. For optically thick samples it is common to
measure in reflection geometry, since at least some amount of THz must reach the detector.
Therefore the transmission geometry shown in figure 4.5 is typically used for low absorption
materials and thin films. In any case, as the THz pulse is transmitted through (or reflected
by) the sample, the light-matter interaction between the two results in an attenuation and
phase delay of the THz pulse. This change is measured by calibrating the THz setup using
an appropriate reference, typically the transmitted THz pulse through either air or a bare
substrate, resulting in the complex transmission function t(ω) of the sample:
t(ω) =
E(ω)
Eref (ω)
, (4.1)
where E(ω) and Eref (ω) are the transmitted fields of the sample and reference, respectively.
From t(ω) it is then possible to determine the dielectric properties of the sample as we will
show in chapter 5.
4.3 Optical Pump - Terahertz Probe Time-Domain Spectroscopy
Optical pump - THz probe time-domain spectroscopy (OPTP) is an extension of THz-TDS
and a powerful tool for studying the ultrafast charge-carrier dynamics of materials on a
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femtosecond to nanosecond time-scale. It has successfully been applied to a range of different
materials including semiconductors, carbon nanotubes, nanowires, and polymers [15, 66,
156, 197]. As with THz-TDS, the power of this method lies in the extraction of the complex
material parameters (represented by a complex permittivity, refractive index or conductivity)
from photoinduced changes to the THz transmission/reflection of a sample [198–200]. This
approach has allowed the study of a wealth of photo-species and phenomena, including exciton
dynamics [201], plasmon formation [202], coulomb screening [203] and carrier scattering [204].
Pump-probe delay Δτ
THz Probe Pump Sample Detector
Figure 4.6: Basic diagram of a pump-probe experiment. The sample is photoexcited by an
optical pump and afterwards probed by a THz pulse at pump-probe delay time ∆τ . The
change in THz transmission due to photoexcitation is measured by the detector.
By splitting off part of the femtosecond pulses into a pump pulse, which is then used to
illuminate the sample directly, it is possible to optically stimulate the sample using the high
energy pump, resulting in optical excitation of new charge-carriers, see figure 4.6. These then
proceed to relax and recombine through a variety of possible mechanisms, which typically
occur on the order of picoseconds. By varying the time delay between the pump and the
probe (∆τ) using a delay-stage, it is possible to measure the resulting photo-induced change
in THz transmission, see figure 4.7:
∆E(ω,∆τ)
E(ω)
=
Ephoto(ω,∆τ)− E(ω)
E(ω)
, (4.2)
where ∆E ≡ Ephoto − E, and Ephoto and E are the transmitted electric fields through the
photoexcited and unexcited sample, respectively. Similar to THz-TDS, it is then possible to
determine the photoinduced changes in the dielectric properties of the sample as a function
of frequency and ∆τ , see chapter 5. There are two possible measurements in this setup: (i)
scanning the probe delay-stage (t) in order to obtain the full shape of the THz probe, which
can then be fourier transformed to obtain the amplitude and phase information, similar to
THz-TDS, and (ii) scanning the pump delay-stage (∆τ) to obtain the time-evolution of the
THz-probe after photoexcitation by the pump. Ideally the change in THz transmission due
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Figure 4.7: The optical pump - THz probe (OPTP) spectrometer: For this setup generation
of THz occurs in a ZnTe crystal through optical rectification. Generated THz pulses are first
collimated and then focused onto a sample using off-axis parabolic mirrors. The sample can be
housed in a closed cycle helium cryostat for temperature control. Transmitted THz pulses are
re-collimated and focused onto a detection crystal. THz field waveforms are detected through
electro-optical sampling in a second ZnTe crystal by scanning the temporally narrow 800 nm
pulse over the THz field using delay stage (t). A pump pulse can be used to excite the sample
at pump-probe delay time ∆τ using a delay stage, and optionally frequency converted using
a non-linear crystal or an optical parametric amplifier.
to photoexcitation is mapped for all t and ∆τ in the region of interest, however this is usually
quite time-consuming, especially since one typically wants to map over a range of incident
pump fluences and pump wavelengths as well. In practice the probe delay-stage t is set to the
peak of the THz pulse while scanning over ∆τ , which obtains the relative change in amplitude
of the THz probe as a function of ∆τ , allowing us to study the decay-dynamics of the sample
as a function of time. Similarly, the full THz pulse is scanned for set pump-probe delay times
∆τ in order to obtain “snapshots” of the photoexcited dielectric response of the sample for
these specific times. Together these measurements reveal all the relevant information about
the photoexcited charge-carrier dynamics of the sample in the majority of cases.
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Figure 4.8: Schematic of the PCA based THz-TDS setup used in this thesis. Here BS stands
for beam splitter.
4.4 Our Experimental THz Setups
4.4.1 Our THz-TDS Setup
Figure 4.8 shows a schematic of the PCA-based THz-TDS setup used in this thesis to obtain
the unexcited dielectric properties of our samples. We carry out transmission measurements
over the range 0.2–1.3 THz, where THz pulses are incident normal to our samples. THz pulses
are generated and detected by commercially available Photoconductive Antennas (PCAs)
(section 4.1.1) from Batop using a model F200, 200 mW, 40 MHz, 1064nm, femtosecond fibre-
laser from Ekspla. To investigate the temperature dependence of the THz conductivity in
the range 10–300 K, we employed a closed cycle helium cryostat (ARS) with quartz windows.
The 1064 nm pulse is split into a detector and emitter path using a 50:50 beamsplitter. The
THz signal is modulation at the emitter using a voltage supply applying a 20 V square-wave
at 10 kHz, and each PCA receives a power of approximately 20 mW. The emitted THz pulse
propagates through the quartz window of the cryostat and is focused onto the sample with a
TPX focusing lens (f = 3 cm), resulting in a spotsize of a few millimetres. The transmitted
pulse then propagates out through the other window and onto the PCA detector, where
the resulting current is measured on a Signal Recovery 7230 General Purpose DSP Lock-in
Amplifier, measuring with a time constant of 100 ms. Data collection is automated via a
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Figure 4.9: (a) Time-resolved THz pulse transmitted through air (reference) and a CNT
film at 300 K (l-CNT, see chapter 6), and (b) the resulting fourier transform, where full and
dashed lines are the magnitude and phase, respectively.
computer running LabView, which controls the delay lines and receives the measured signal
from the lock-in amplifier. All measurements were done under vacuum in the cryostat, and
the temperature was controlled by running a current through heating wires connected at the
bottom of the cryostat coldfinger and controlled via a separate temperature controller, see
appendix A for pictures of the setup and cryostat. By analysing the frequency dependent
transmission amplitude and phase of a sample (see chapter 5), we can determine the complex
equilibrium effective conductivity, σ(ν), where ν is the frequency. Figure 4.9 shows a typical
THz measurement from this setup, where we have measured a reference scan through air,
Eref , and a sample scan through a CNT film, E (specifically l-CNT, see chapter 6 for details).
Note that when scanning the THz pulse in figure 4.9a we zero our data after the main pulse,
meaning multiple reflections from any substrates such as quartz are ignored. When running
the cryostat, cooling time is roughly 1 hour, and temperature-dependence is mapped by slowly
heating the sample using the heating wires while running the cryostat. Note that vibrations
from running the cryostat results in notably increased noise for these measurements.
4.4.2 Our OPTP Setup
Figure 4.10 shows a diagram of the OPTP setup used in our thesis to measure the photo-
conductivity spectra of our samples. Pictures of the setup can be found in appendix A. We
carry out photoconductivity measurements over the range 0.2–1.3 THz, where THz pulses
are incident normal to our samples. To investigate the photoexcited THz response of our
59
4. Experimental Measurement Techniques
Legend
Amplifier
1050 Hz
800 nm
Lock-in 
Amplifier
Delay
stage (t)
BBO (THG)
BBO (SHG)
Delay
stage (Δτ)
ZnTe (EO)
THz
THz
Pump
Probe
Gate
Legend
Pump Laser
532 nm
Vitesse
Seed Laser
800 nm
ZnTe (OR)
Cryostat
Optical
Chopper
Optical
Chopper
90:10 BS 
10:90 BS 
D
ry
 A
ir
 B
ox
λ/4
Balanced
Photodiodes
Wollaston
Prism
70:30 BS Other setups
Compensator
λ/2 Plate
ND Filter
Figure 4.10: Schematic of the optical pump - THz probe (OPTP) spectrometer used in this
thesis. Here BS stands for beam splitter.
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samples, we employ a 100 fs, 1050 Hz, 800 nm, Coherent Legend Ti:Sapphire amplified laser,
which is seeded by a Coherent Vitesse 800 nm femtosecond laser and pumped by a Coher-
ent Legend 532 nm pump laser. The amplified laser outputs 3W of power, with roughly
1 W going to the OPTP setup. The 800 nm beam is then split into three paths; a pump
path, gate path and probe path, which respectively receive 90%, 1% and 9% of the 1 W
power. The THz pulses are generated and detected by optical rectification (section 4.1.2)
and electro-optic sampling (section 4.1.3), respectively, in 1 mm thick ZnTe crystals. The
probe beam is used to generate THz radiation in the first ZnTe crystal, which is then guided
onto the sample using two aluminium off-axis parabolic mirrors with effective focal lengths
(EFL) of 12.5 cm and heights of 10 cm. The transmitted THz field is then collected by
another parabolic mirror with EFL of 12.5 cm and directed to a final parabolic mirror with
EFL of 5 cm, which focuses the remaining THz pulse onto a second ZnTe crystal. At the
same time, the 800 nm gate pulse is directed onto the second ZnTe crystal so that it overlaps
with the THz pulse, with the timedelay controlled by a delay stage (t) in the probe path.
Past the second ZnTe crystal, the gate pulse is directed through a quarter-wave plate, and
then split into two polarizations using a wollaston prism, before being directed onto a pair of
balanced photodiodes. The resulting voltage difference on the diodes is measured by a Signal
Recovery 7270 Lock-in amplifier with a time-constant of 200 ms, which is passed on to a
computer running LabView that also controls the position of the delay-lines. Modulation of
the THz signal is achieved by chopping the gate pulse path using an optical chopper, which
is frequency-locked at half the repetition rate of the amplified laser (525 Hz). The part of the
setup concerning THz generation and detection is placed in a dry-air box in order to remove
attenuation from water in the atmosphere.
To photoexcite the sample, we again use 800 nm pulses, which can optionally be fre-
quency converted to 400 nm or 266 nm by way of second- and third-harmonic generation
using BBO-crystals purchased from Eksma Optics, or frequency converted to wavelengths
ranging from 280 nm to 2500 nm using an optical parametric amplifier purchased from Light
Conversion. In practice, the pump pulse is directed onto a second delay stage (∆τ), which is
also controlled by the computer, and optionally through a BBO crystal, resulting in second
harmonic generation (SHG) of 400 nm pulses. Both the 800 nm and 400 nm pulses then
propagate through a compensator and half-wave plate to ensure time-overlap and parallel
polarization, respectively, before going through a second BBO crystal, resulting in third-
harmonic generation (THG) of 266 nm pulses. The final pump-pulse is then directed onto
our sample in the cryostat through the back of the second off-axis parabolic mirror. The
fluence of the incident pump is controlled using a variable ND filter.
By recording the difference in transmission, ∆E = Eexc − E, between a photoexcited
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Figure 4.11: (a) Time-resolved THz pulse transmitted through an unexcited CNT film (E)
at 300 K, and the change in transmitted pulse (∆E) due to photoexcitation 800 nm pump
pulse at ∆τ = 1 ps and incident fluence of 66 nJ/cm2. The ∆E data has been scaled by 10.
(b) The resulting Fourier transform with full and dashed lines corresponding to magnitude
and phase, respectively. Again the ∆E data has been scaled by 10. (c) Time-scan of ∆E/E
as a function of pump-probe delay time ∆τ .
(Eexc) and unexcited sample (E), a complex photoconductivity ∆σphoto(ν,∆τ) can be ob-
tained as a function of pump-probe delay-time ∆τ (see chapter 5). To measure the relative
change in THz transmission (∆E/E), two scans are performed; (i) the unexcited THz trans-
mission (E), where the pump blocked while chopping the probe pulse and scanning the probe
delay-line (t); (ii) the change in transmission ∆E, where the pump is unblocked and chopped
and the probe delay-line is scanned for a specific pump-probe delay-time ∆τ . From these two
scans, ∆σphoto(ν,∆τ) can be obtained for the given ∆τ . Finally, ∆E/E can be obtained as a
function of ∆τ by setting the probe delay-line to the peak of the THz pulse and scanning the
pump-delay line while chopping the pump pulse. Figure 4.11 shows an example of these three
measurements for the sample CNT film measured in figure 4.9. Note that when scanning the
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THz pulse in figure 4.11a we zero our data after the main pulse, meaning multiple reflections
from any substrates such as quartz are ignored.
4.4.3 Bandwidth Issues
We note here that many THz-TDS setups typically have bandwidths of 0.2-2.5 THz. Our
THz-TDS setups may be limited in several ways, resulting in the reduced bandwidth:
1. The quartz windows in the cryostat transmit less for higher frequencies.
2. Photoconductive switch performance is determined, among other parameters, by pulse
duration, pulse intensity, antenna geometry and antenna alignment.
3. Likewise, ZnTe performance is determined by pulse power, pulse duration, crystal thick-
ness, beam alignment, and performance of our balanced photodetectors.
4. We have some issues with electronic noise in our labs due to grounding issues.
5. We measure relatively small differential changes in our samples. As such the bandwidth
depends on the measured sample and sampling time, since some samples show larger
∆E/E than others.
While we cannot say exactly to which extend these factors influence our bandwidth, they
are all possible explanations for why we do not achieve the 0.2-2.5 THz bandwidth of similar
THz-TDS systems.
4.5 Other Measurement Techniques
In this final section we briefly introduce the other measurement techniques used in this thesis
to characterize our nanotubes and nanowires.
4.5.1 UV-Vis and FTIR Spectroscopy
Ultraviolet-visible (UV-Vis) and Fourier-transform infrared (FTIR) spectroscopy are two
common non-contact methods for extracting the electronic bandstructure of a material, which
observes how molecules within a material selectively absorb light of certain wavelengths. Both
techniques measure the transmittance of the material for a range of wavelengths spanning the
ultraviolet and optical (UV-Vis), and the infrared (FTIR). As for THz-TDS, both techniques
require measurement of the sample as well as an appropriate reference, typically a bare
substrate or an empty sample-holder. The transmittance is then given by the ratio I/I0,
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Figure 4.12: Diagram of a Michelson interferometer, used for FTIR. Image source:
www.wikimedia.org.
where I and I0 is the intensity of transmitted light for the sample and reference, respectively.
The basic parts of a UV-Vis spectrometer are a light source, a holder for the sample, a
diffraction grating in a monochromator or a prism to separate the different wavelengths of
light, and a detector. The radiation source is often a tungsten filament (300-2500 nm),
a deuterium arc lamp (190-400 nm), or a Xenon arc lamp (160-2000 nm). The detector
is typically a photomultiplier tube, a photodiode, a photodiode array, or a charge-coupled
device (CCD) [205]. A typical FTIR spectrometer is based on the Michelson interferometer.
An infrared beam is emitted from a source and passed through a beam splitter, creating
two seperate beams, where one beam has a fixed path-length, while the other beam’s path-
length is controlled with a movable end mirror, see 4.12. By varying the path-length of
the second beam, it is phase-shifted with respect to the first beam, resulting in constructive
and destructive interference of specific wavelengths as the two recombine at the sample and
detector. By measuring the intensity of the beam as a function of the path-length difference,
an interferogram can be constructed and the transmittance of the sample can be obtained as
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a function of wavelength, using Fourier transformation. Since the electronic structure of each
CNT chirality is largely unique in terms of the energy levels of optical transitions, broadband
transmittance measurements obtained from UV-Vis and FTIR are useful for determining the
sample composition of a CNT film [206, 207], especially due to the fact that nanotubes are
always produced as mixtures of different diameters and electronic types.
4.5.2 Scanning Electron Microscopy
Scanning electron microscopy (SEM) plays an indispensable role in nanoscience and nan-
otechnology because of its high efficiency and high spatial resolution in characterizing nano-
materials [14]. Figure 4.13a shows a schematic of a typical scanning electron microscope.
The electron beam emitted from the cathode tip is accelerated and focused by the anode and
magnetic lens, respectively and the focused electron beam scans the specimen point-by-point
via scanning coils. The secondary electrons (SEs) are produced by the electron bombard-
ment and collected by the SE detector sequentially. The imaging using the SE signals is
called the SE mode of SEM. The SE mode is the most commonly used mode and produces
a grayscale image, with the gray value representing the intensity of the SE signal. Such an
SEM image contains the surface information, including the topography, the material, and the
local surface charge, which are the three main contributors to SE emission, see figure 4.13b.
Due to the finite size of the electron beam, SEM cannot reveal the precise dimensions of
nanomaterials with diameters around 1 nm. Even so, it can still be quite useful for checking
the purity and geometry of prepared CNT films, i.e. whether the CNT network in the film
is well-dispersed and without aggregated CNTs [208].
4.5.3 Raman Spectroscopy
Raman spectroscopy is widely-used tool for studying the fundamental properties of 1D nano-
materials, as well as characterizing the their structural properties in terms of purity and
defects [208–210]. Similar to THz-TDS, Raman spectroscopy is a contactless optical tech-
nique, allowing for direct probing of the nanomaterial response without the need of any
invasive contacts. The technique probes the vibrational and rotational modes within a mate-
rial by measuring the inelastic scattering of monochromatic light off phonons in the material.
Raman scattering occurs when a photon is absorbed and scattered by a molecule, following a
change in the vibrational, rotational or electronic energy of said molecule. In most cases this
scattering event will be elastic (Rayleigh scattering), however a small percentage of incident
photons will experience a decrease (Stokes) or increase (anti-Stokes) in energy after the scat-
tering event, where the change in energy coincides with the energy-difference between two
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Figure 4.13: Schematic of (a) a typical SEM and (b) the main contributors to the SE signal.
Image source: [14].
vibrational or rotational states in the molecule. In quantum mechanical terms the scattering
event can be described as an excitation to a virtual state, followed by a relaxation to another
vibrational state, see figure 4.14.
Raman spectroscopy is widely used to determine the diameter of CNTs by measuring their
so-called ”radial breathing mode” (RBM), i.e. where all atoms of the tube vibrate in-phase in
the radial direction [211]. Here the RBM frequency scales roughly linearly with the inverse
tube diameter. Raman spectroscopy is also used in conjunction with SEM to determine
the quality of fabricated CNTs, specifically the defect-density [208]. The defect-density is
estimated from the ratio of the G-band at ∼1593 cm−1, originating from the longitudinal
optical phonons of semiconducting CNTs, and the D-band at ∼1335 cm−1 (G/D ratio), which
has been found to be a good estimate of the defect density for CNTs with diameters of 1− 2
nm, assuming the samples are non-aggregated and without adsorbed molecules [208, 212].
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Figure 4.14: Energy level diagram for Raman scattering; (a) Rayleigh scattering, (b) Stokes
Raman scattering, and (c) anti-Stokes Raman scattering.
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Chapter 5
Analysis of THz-TDS and OPTP
Measurements
In this chapter we present the data-analysis methods used in later chapters to extract the
dielectric properties of our samples, as well as a general method for analysing the applicability
of various approximations used when extracting the dielectric properties. The Matlab and
Mathematica source code for these methods are found in appendix B.
5.1 Background
THz-TDS and OPTP are powerful tools for studying the ultrafast charge-carrier dynamics
of materials on a femtosecond to nanosecond time-scale, and has successfully been applied to
a range of different materials including semiconductors, carbon nanotubes, nanowires, and
polymers [15, 66, 156, 197]. The power of this method lies in the extraction of the complex
material parameters (represented by a complex permittivity, refractive index or conductivity)
from photoinduced changes to the THz transmission/reflection of a sample [198–200]. This
approach has allowed the study of a wealth of photo-species and phenomena, including exciton
dynamics [201], plasmon formation [202], coulomb screening [203] and carrier scattering [204].
While the equilibrium material parameters of a sample are fairly trivial to extract through
THz-TDS in the majority of cases, the same is not true for the non-equilibrium material pa-
rameters of a sample in an OPTP experiment. These require full wave solutions to Maxwell’s
equations, which must be numerically solved [213, 214]. However, depending on the geometry
and dimensions of the sample, in some cases a set of simplified equations may be used to
obtain approximate material parameters of the photoexcited sample, as shown in [200]. The
most commonly used approaches assume either a very thin or thick sample relative to the
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wavelength of the incident THz radiation, and have been used by numerous groups throughout
the literature for a variety of thin- [215–232] and thick-films [199, 233–235]. Less simplified
approximations have also been used for more complex geometries [66, 201, 236–241]. All of
these approximations are based on a number of assumptions and approximations in terms
of the probe wavelength and the magnitude of the relative change in transmission/reflection
due to photoexcitation. It is important to note that improper use of these simplified equa-
tions can give a significant deviation from the expected material parameters, which may in
turn lead to incorrect conclusions regarding the underlying charge-carrier dynamics of the
material [199]. However, assessing the appropriate approximation for a given sample is not
always trivial, since there are no clear boundaries for validity.
In this chapter, we present the methods used in later chapters to obtain the equilibrium
and non-equilibrium material parameters of our samples. We also present a general method
for evaluating the accuracy of various approximations for any particular sample geometry.
We achieve the latter by using a modified transfer matrix method to simulate the transmitted
and reflected fields of a photoexcited, multilayer structure, where the thickness of each layer
and the photoinduced change in the complex refractive index are treated as input parameters.
We then use these fields to extract approximate solutions for the complex refractive index
of the material, which we compare to the input parameters, allowing us to assess ranges
of validity. Using this method we calculate the relative error of the most commonly used
approximations for a broad range of sample geometries, where the probe wavelength ranges
from much smaller to much larger than the optical penetration depth of the pump beam in
the material. Somewhat surprisingly, we find that these approximations are truly valid only
in extreme cases where the optical thickness of the sample is several orders of magnitude
smaller or larger than the probe wavelength. We then go beyond the most commonly applied
approximations, using a general numerical approach based on the transfer matrix method,
which exhibits a much broader range of validity.
5.2 The Transfer Matrix Method
In standard THz-TDS and OPTP experiments the material of interest will typically be part
of some multilayer structure. For example, the sample can be placed on a substrate or in a
cuvette. For THz-TDS, the THz transmission/reflection of this entire multilayer structure
is measured, along with an appropriate reference. This gets further complicated on pho-
toexcitation, where part or all of this multilayer structure experiences a changes in optical
parameters, and the photoexcited change in the THz transmission/reflection of the entire
structure is measured. One therefore wants a full wave solution capable of determining the
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Figure 5.1: Wave propagation of TE-polarized field with incident angle θ0 through a mul-
tilayer structure of N layers, each with a refractive index nj , where j = 0, 1, 2, . . . , N + 1.
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complex transmission and reflection coefficients of arbitrary multilayers of differing index.
The most straightforward approach here uses the transfer matrix method (TMM). Below, we
summarize the important definitions and equations, but a full derivation can be found in any
introductory textbook on optics, for example Pedrotti et al. [242, Chapter 22].
Figure 5.1 shows a general N -layer structure consisting of homogeneous layers of thickness
dj and complex refractive index nj , where j = 0, 1, 2, . . . , N + 1. Here layer 0 and N + 1
are the semi-infinite incident and transmitted regions, respectively. The electric (E) and
magnetic (H) fields at interfaces j and j + 1 are related through(
Ej−1,j
Z0Hj−1,j
)
=
(
cos δj
−i sin δj
γj
−iγj sin δj cos δj
)(
Ej,j+1
Z0Hj,j+1
)
, (5.1)
where Z0 is the free-space impedance, δj = ωnjdj cos θj/c is the complex phase (including
absorption) accumulated through the j’th layer, θj is the incident angle on the j’th interface,
ω is the angular frequency of the fields, and γTEj = nj cos θj and γ
TM
j = cos θj/nj for TE-
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and TM-polarization, respectively. We define the transfer matrix for the j-th layer as
Mj ≡
(
cos δj
−i sin δj
γj
−iγj sin δj cos δj
)
. (5.2)
The fields transmitted through the entire multilayer structure are related to the incident
fields via the relation (
E01
Z0H01
)
= M1M2 · · ·MN
(
EN,N+1
Z0HN,N+1
)
= Mtot
(
EN,N+1
Z0HN,N+1
)
, (5.3)
where Mtot is the total transfer matrix of the system, given by
Mtot =
(
m11 m12
m21 m22
)
. (5.4)
Equation (5.3) can be rewritten in terms of Ei0, E
r
0 and E
t
N+1:(
Ei0 + E
r
0
(Ei0 − Er0)γ0
)
= Mtot
(
EtN+1
γjE
t
N+1
)
. (5.5)
The reflection (r) and transmission (t) coefficients for the entire structure can then be found
from (5.5)
r =
Er0
Ei0
=
γ0m11 + γ0γtm12 −m21 − γtm22
γ0m11 + γ0γtm12 +m21 + γtm22
, (5.6)
t =
EtN+1
Ei0
=
2γ0
γ0m11 + γ0γtm12 +m21 + γtm22
. (5.7)
If nj and dj is known for each layer, it is fairly straight-forward to calculate the transmitted
and reflected fields of the multilayer structure. The reverse is also possible, i.e. equation (5.6)
or (5.7) can be solved for an unknown nj , assuming the incident and transmitted/reflected
fields are known, which is normally the case in THz-TDS and OPTP experiments. However,
without further approximations of equations (5.6) and (5.7), these must be found numerically,
which can be resource and time intensive, depending on the complexity of the multilayer
structure.
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5.3 Analysis of THz-TDS Measurements
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Figure 5.2: Diagram of typical THz-TDS experimental scenario. A THz pulse Einc is incident
on a sample with refractive index ns, surrounded by an incident (n1) and transmitted medium
(n2). By measuring the transmitted THz pulse of the system with/without the sample, E
and Eref , respectively, the dielectric properties of the sample can be obtained.
In most THz-TDS experiments, one typically deals with a simple three layer structure:
The sample of interest, ns, surrounded by two mediums, n1 and n2, which we can consider
semi-infinite for the purpose of our analysis, see figure 5.2. By measuring the transmitted
THz pulse of the system with/without the sample, E and Eref , respectively, the dielectric
properties of the sample can be obtained. While one can use the TMM formalism in section
5.2 for the geometry in figure 5.2, for such a relatively simple system it is often easier to derive
E and Eref from the Fresnel equations. The Fresnel transmission and reflection coefficients
for normal incidence are given by
tij =
2ni
ni + nj
, (5.8)
rij =
ni − nj
ni + nj
, (5.9)
where i and j are the incident and transmitted mediums at the interface. As mentioned in
section 5.2, the complex phase accumulated through the j’th layer is given by δj = ωnjdj/c.
The transmitted fields in figure 5.2 (including multiple internal reflections in the sample) are
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then given by
E(ω) =
t1sts2e
iδs
1− rs1rs2e2iδsEinc(ω), (5.10)
Eref (ω) = t12e
iδ1Einc(ω), (5.11)
where the denominator in equation (5.10) represents multiple reflections in the sample (Fabry-
Perot resonance):
k∑
i=0
rs1rs2e
2iδs k→∞−−−→ 1
1− rs1rs2e2iδs , (5.12)
where we have assumed that the reflections inside the sample (k) go to infinity. This leads
to
E(ω)
Eref (ω)
=
t1sts2
t12
ei(δs−δ1)
1− rs1rs2e2iδs . (5.13)
Equation (5.13) can then be solved numerically for the unknown ns (and thus the permittivity,
, and conductivity, σ, see equations (2.2) and (2.3)), assuming the thickness of the sample, d,
is known. If the phase accumulated through the sample is small, i.e. δs << 1, it is possible to
obtain an analytical expression by Taylor-expanding the exponentials in equation (5.13). For
the majority of our samples in later chapters this is not the case, so we choose to solve (5.13)
numerically. However, the time and resources needed to solve equation (5.13) are minimal
for any modern low-end computer.
5.4 Analysis of OPTP Measurements
The goal of an OPTP experiment is to determine the photoinduced change in the THz
optical properties of a sample. This is done by measuring either the transmitted or reflected
electric field of the photoexcited sample Eexc, as well as an appropriate reference, usually the
unexcited sample E. From these two measurements, the non-equilibrium refractive index of
the photoexcited sample nexc can be determined by solving the equation
Eexc(ω, nexc)
E(ω)
=
texc(ω, nexc)
t(ω)
, (5.14)
where t and texc are the complex transmission functions of the unexcited and photoexcited
multilayer structure. Equation 5.14 is commonly written in terms of the change in transmitted
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electric field ∆E = Eexc − E:
∆E(ω, nexc)
E(ω)
=
texc(ω, nexc)
t(ω)
− 1. (5.15)
Assuming the equilibrium refractive index and thickness of each layer of the multilayer
structure are known, and that the dynamics of relaxation are slow compared the period of
the THz radiation, one can solve equation (5.15) as a function of the non-equilibrium index
nexc for a given angular frequency ω. In figure 5.3 we consider a common scenario of a
sample with refractive index ns, surrounded by an incidence (n1) and transmission medium
(n2). If the sample is photoexcited, one expects a non-equilibrium index that varies spatially
through the sample, depending on the penetration of the pump pulse into the sample. At this
point we will briefly switch to consider the permittivity  = n2, since this parameter is easier
to describe in terms of the photo-induced changes in the sample, ∆. If pump absorption
is linear, and the amplitude of the THz response also varies linearly with the density of
photospecies, the photoinduced change in permittivity ∆ (and conductivity ∆σ) is expected
to decay exponentially in the propagation direction, following the attenuation of the incident
pump, and described by a decay length defined by a penetration depth dp of the pump light,
as assumed in [15, 76, 200]:
∆(z) = ∆0e
−z/dp , (5.16)
where ∆0 is the change in permittivity at the surface of the sample, which is assumed to be
sufficiently small so that it scales linearly with the incident pump light. Equation 5.16 can
then be rewritten in terms of the change in refractive index ∆n(z) ≡ nexc(z)− ns using the
fact that n+ ∆n = (+ ∆)1/2:
∆n(z) = (n2s + ∆0e
−z/dp)1/2 − ns (5.17)
= (n2s + (∆n0 + 2ns)∆n0e
−z/dp)1/2 − ns, (5.18)
where we have similarly assumed a small ∆n0. In this case, the spatially varying refractive
index can be approximated by dividing the sample into N homogeneous layers, each with a
refractive index nexc(z) determined by the distance z into the sample. Using equations (5.7),
(5.15) and (5.17) it is then possible to determine ∆n0 from the experimentally obtained
∆E/E, given that thickness (d), penetration depth (dp) and refractive index (ns) of the
sample is known. However no analytical solution exists for ∆n0 in its current form, so a
solution must be obtained numerically, which can be resource and time consuming depending
75
5. Analysis of THz-TDS and OPTP Measurements
SampleEinc
Einc
E
Ephoto
nsnexc 
dp
z
0 d
n2 n1
Figure 5.3: Diagram of typical pump-probe experimental scenario. A sample with refractive
index ns, surrounded by an incident (n1) and transmitted medium (n2), is photoexcited
due to an incident pump pulse with penetration depth dp, resulting in a new photoexcited
refractive index at the surface of the sample nexc. Here Eexc and E are the transmitted fields
through the photoexcited and unexcited sample, respectively. The photoexcitation decays
exponentially within the sample due to attenuation of the incident pump, where dp is the
distance at which the pump intensity has decayed to 1/e. We represent this by dividing the
sample into N homogeneous layers, each with a refractive index nexc(z) determined by the
distance z into the sample. This is commonly approximated as a single homogeneous layer
of thickness dp and refractive index nexc.
on the size of N .
A common approximation is to represent the photoexcitation as a single homogeneous
layer of thickness dp and constant photoexcited refractive index nexc. This four-layer system
can then be solved numerically as before using equations (5.7) and (5.15). Depending on
the size of the wavelength inside the sample λs = λ0/Re(n) compared to the thickness
and penetration depth of the sample, various approximations can be made, which result in
a simpler solution for ∆n [199, 200, 243]. In order to obtain an analytical solution, the
most common approximations assume a small perturbation of the photoexcited sample, i.e.
∆E/E << 1 and ∆n/ns << 1, and that the wavelength is much shorter or much larger
than the thickness and penetration depth of the sample, i.e. λs/dp << 1 or λs/d >> 1
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[15, 199, 233, 234, 243]:
∆n
λs/dp→0−−−−−→ − ic
ωd
∆E
E
(short λ limit), (5.19)
∆n
λs/dp→∞−−−−−−→ − ns
(n1 + n2)
ic
2ωd
∆E
E
(long λ limit). (5.20)
Equation (5.19) is known as the short wavelength limit or thin-film approximation, and
equation (5.20) is known as the long wavelength limit or thick sample approximation and in
the following section we will give a full derivation, along with equivalent expressions written
in terms of either the complex permittivity or the complex conductivity, which some authors
tend to use instead. In the case of a thick sample with a thin photoexcited region compared
to the wavelength, i.e. λs/dp >> 1 and λs/d << 1, a similar expression to equation (5.20)
can be derived where n2 and d is replaced by ns and dp, respectively.
5.4.1 Derivation of the Short- and Long-Wavelength Limit
The short- and long-wavelength limit in equations (5.19) and (5.20) can be derived from
the Fresnel equations under the assumption that the photo-induced change in the dielectric
properties of the sample are small, i.e. ∆E/E << 1 and ∆n/n << 1. Furthermore, we
assume a homogeneous excitation of the entire sample shown in figure 5.3. The Fresnel
transmission and reflection coefficients for normal incidence are given by equations (5.8)
and (5.9). For the geometry shown in figure 5.3 the transmitted electric field through the
photoexcited (Eexc) and unexcited (E) sample is then given by
E =
t1sts2e
iδs
1− rs1rs2e2iδs , (5.21)
Eexc =
t1ete2e
iδe
1− re1re2e2iδe , (5.22)
where the indices e and s denotes the photoexcited and unexcited sample, respectively, and
δj = ωnjd/c is the accumulated phase through layer j. In equations (5.21) and (5.22),
the numerator represents direct transmission through the sample, while the denominator
represents multiple internal reflections in the sample. The relative change in the transmitted
electric field ∆E/E is then given by
∆E
E
=
t1ete2e
i(δe−δs)
t1sts2
(1− rs1rs2e2iδs)
(1− re1re2e2iδe) − 1. (5.23)
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In order to solve equation (5.23) for ∆n analytically, we need to Taylor expand the exponen-
tials by assuming δe, δs << 1:
∆E
E
=
t1ete2(1 + iδe − iδs)
t1sts2
× 1− rs1rs2(1 + 2iδs)
1− re1re2(1 + 2iδe) − 1 (5.24)
Equation (5.24) can then be reduced by discarding higher order terms of ∆n, and subse-
quently solved for ∆n:
∆n =
c(c(n1 + n2) + id(n1 − n2)(n2 − ns)ω)
dω(2icns + d(n1 − ns)(n2 − ns)ω)
∆E
E
(5.25)
By taking the limit of d → 0 and d → ∞, the approximations in equations (5.19) and
(5.20) are obtained:
∆n
d→∞−−−→ − ic
ωd
∆E
E
(short λ limit) (5.26)
∆n
d→0−−−→ − ns
(n1 + n2)
ic
2ωd
∆E
E
(long λ limit). (5.27)
Equations (5.26) and (5.27) can be rewritten in terms of the complex permittivity using
∆ = (ns + ∆n)
2 − n2s:
∆short = −2icns
ωd
∆E
E
, (5.28)
∆long = − ic(n1 + n2)
ωd
∆E
E
, (5.29)
where we have discarded the second order term of ∆E/E under the assumption that ∆E/E <<
1. Likewise, the complex conductivity can be found from equations (5.28) and(5.29) using
∆σ = −iω0∆:
∆σshort = −2c0ns
d
∆E
E
, (5.30)
∆σlong = −c0(n1 + n2)
d
∆E
E
, (5.31)
It is important to note that for the long wavelength limit in equations (5.27), (5.29) and
(5.31) we have assumed that the wavelength is much larger than the thickness of the sam-
ple. However, it is straightforward to derive a similar expression, where we consider a thin
photoexcited region of thickness d << λ at the surface of a semi-infinite sample, which is
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another common approximation in OPTP. In this case, n2 and d become the refractive index
of the sample ns, and the thickness of the photoexcited region dp, respectively. Likewise the
d in equations (5.26), (5.28) and (5.30) can be interchanged with the penetration depth dp in
the case where we are no longer considering a homogeneous excitation of the entire sample.
5.4.2 Evaluation of Analysis Methods
We now examine the relative error of the four different cases mentioned so far, specifically the
short and long wavelength limits from equations (5.19) and (5.20), the full TMM approach
described earlier using N = 10 layers to represent the photoexcited sample, and the full
TMM approach but with the photoexcited region of the sample approximated as a single
homogeneous layer of thickness dp and refractive index nexc. However, we emphasize that
this analysis approach is a general evaluation method for any of the approximations found in
the literature for these types of experiments [200], applied to any sample geometry that can
be represented as a multilayer structure. The entire analysis and calculations were performed
using Mathematica, see appendix B for the source-code and further details on how the figures
in this section were produced.
In order to analyse the relative error of the different approximations, we simulate an
experiment of a photoexcited sample of known thickness d, penetration depth dp = d/4, and
refractive index ns = 3 + 1i, with the incident region being air (n1 = 1), and the transmitted
region being a quartz substrate (n2 ≈ 2)[244]. The photoinduced response ∆n(z) is modelled
according to equation (5.17), where we choose N = 100 and ∆n0 = (1 + 1i) × 10−6 so that
∆E/E << 1 for all wavelengths ranging from λs/d = 10
−2 to λs/d = 104. We then feed
the generated ∆E/E into the various analysis methods and compare the resulting ∆nout0
with the input value of ∆n0. The resulting relative error, (∆n
out
0 − ∆n0)/∆n0, is plotted
in figure 5.4a as a function of the wavelength normalized to the thickness of the sample
λs/d, see appendix B for details of the calculations. As predicted, there is a significant error
when the wavelength becomes comparable with the sample thickness, i.e. λs/d ≈ 1, with
a 20–50% relative error for the approximations in equation (5.19) and (5.20), and a 11%
relative error when using the TMM approach while assuming a homogeneous photoexcited
layer. The short and long wavelength approximations converge to the 2% relative error for
λs/d << 1 and λs/d >> 1, respectively, but more surprisingly their relative error quickly
becomes significant as λs/d approaches 10
−1 and 103, respectively. This underlines the
danger of using these approximations without properly analysing their applicability for a
given sample. Furthermore, we note that the error of these approximations will scale with
the relative variation between ns and the surrounding mediums (n1, n2), where in this case
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Figure 5.4: (a) Relative error of the different approximations of ∆n0 from the true value as
a function of wavelength inside the sample λs/d. Here “short λ limit” and “long λ limit”
are the short and long wavelength limit, “TMM (N = 10)” is the numerical transfer matrix
method approach with the photoexcited sample represented by N = 10 layers, and “TMM
single layer” uses the same transfer matrix method approach but with the photoexcitation
being approximated as a single homogeneous layer of thickness dp and refractive index nexc.
Furthermore, the relative error of the transfer matrix method approach is plotted (b) as a
function of λs/d for N = 5, 10, 15, and (c) as a function of N for λs/d = 1.
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Figure 5.5: The extracted photo-induced change in refractive index (a) Re(∆n) and (b)
Im(∆n) of a thin-film of carbon nanotubes with thickness d = 700 nm, penetration depth
dp = 285 nm, and refractive index ns = 13 + 9i at 1 THz, corresponding to λs/d = 37 for 1
THz, placed on a quartz substrate. We compare the resulting ∆n using the long wavelength
limit with using the full TMM approach for N = 10.
we have chosen a relatively small complex refractive index for the sample. Using the TMM
approach with N = 10 achieves a relative error of less than 2% for λs/d = 1 in this case,
and in figures 5.4b-5.4c we compare how the error converges as a function of N . We see that
for λs/d = 1, the TMM approach converges relatively quickly for N < 5, but slows down
beyond that, achieving a relative error less than of 1% for N ≥ 12. This demonstrates that
the TMM approach is valid for all wavelengths as long as N is large enough. Thus TMM is a
valid option in the case where no other approximation is applicable, with the only limitation
being computation time and memory requirement, which will scale with N .
Finally in figure 5.5 we examine a specific case of experimentally obtained data from a
typical OPTP experiment, in this case a film of single-walled carbon nanotubes of thickness
700 nm and average tube length of 1 µm on a quartz substrate, where we have probed ∆E/E
two picoseconds after photoexcitation with an 800 nm, 100 fs pump pulse, see chapters 6 and
7 for details of the sample preparation and the experimental setup. The sample geometry is
the same as in figure 5.3, where the refractive index of the sample at 1 THz is approximately
ns = 13 + 9i, n1 = 1 and n2 = 1.96. In this case ∆E/E ≤ 4%, λs/d = 37 for 1 THz,
and the penetration depth dp is 285 nm. A first guess might be to use the long wavelength
limit in equation (5.20), since the wavelength is 10 times larger than the sample thickness,
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so in figure 5.5 we plot the obtained complex photo-induced change in refractive index ∆n,
extracted using the long wavelength limit and using the full TMM approach with N = 10.
We see that the two methods give remarkably different signals in terms of the frequency
behaviour and the magnitude, which illustrates the error that can occur with improper use
of these methods. To get a better estimate of the relative error of either approach, the next
step would then be to use the calculated ∆n (or simply choose an initial guess for ∆n) to
simulate ∆E/E using TMM and then compare the resulting ∆n with the original result. If
the method is accurate, the result should be the same as the original input value of ∆n.
5.5 Conclusion
In conclusion we have formulated a general method for evaluating the applicability of any ap-
proximation used for obtaining the photoinduced change in dielectric properties of a sample in
OPTP experiments. The method is valid for any given multilayer geometry and wavelength.
Using this method we evaluate three of the most commonly used approximations and show
that they quickly become invalid as the wavelength becomes comparable with the sample
thickness. This demonstrates the need to properly analyse the applicability of an approxi-
mation for a given sample geometry, since improper use of these approximations can lead to
significant errors, which in turn can lead to an incorrect interpretation of the photoexcited
response.
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Chapter 6
Influence of Nanotube Length and
Density on the Plasmonic Terahertz
Response of Single-Walled Carbon
Nanotubes
We begin by acknowledging the contributions of our collaborators to the content presented in
this chapter. The WS2 nanotubes (INT) were provided by Reshef Tenne at the Department
of Materials and Interfaces, Weizmann Institute of Science, Israel. The s-, m-, met-, and
sem-CNT films, as well as the m−CNT/INT composites were prepared by Dzmitry I. Yuko
and Mikhail Shuba at the Institute for Nuclear Problems, Belarus State University. The
l-CNT films were provided by Albert G. Nasibulin at the Skolkovo Institute of Science and
Technology, Moscow, and Department of Applied Physics, Aalto University, Finland. The
99% semiconducting CNTs were provided by Patrizia Lamberti at the Department of Infor-
mation and Electrical Engineering and Applied Mathematics, University of Salerno, Italy.
Chris Beckerleg (University of Exeter) assisted with the SEM measurements in figure 6.4.
Mikhail Shuba provided the theoretical analysis of the CNTs in section 6.2, including the
calculated conductivity spectra in figures 6.2 and 6.3. Furthermore, he and Dzmitry I. Yuko
supplied the Raman spectra in figure 6.5; the broadband optical density and conductivity
spectra in figures 6.6, 6.7, and 6.10; and the high temperature (>300 K) THz conductivity
spectra in figure 6.9.
83
6. Influence of Nanotube Length and Density on the Plasmonic Terahertz
Response of Single-Walled Carbon Nanotubes
6.1 Background
Optical and electronic properties of single-walled carbon nanotubes (CNTs) have been under
investigation for over two decades due to their fascinating physical properties and exciting
potential for advanced applications [28–32]. Subsequent studies in the low-frequency, far
infrared, terahertz and gigahertz ranges, led to proposing CNT-based composites as effective
functional materials with tailored electromagnetic properties for these ranges [245–247].
One significant observation that has attracted much attention is a peak in the conductivity
of CNT-based composites in the THz range, observed for the first time, to our knowledge,
by Bommeli et al. [248]. Two different mechanisms of its origin have been debated in
literature. An interband transition corresponding to a small THz-range gap inherent to
metallic CNTs [94] (finite radius effect) has been proposed as a possible mechanism of a
non-Drude-like behaviour of CNTs in THz range [249, 250]. An alternative mechanism has
been proposed by Akima and Slepyan et al. [251, 252] as manifestation of the localized
plasmon resonance in finite-length CNTs, which we denote the finite-length effect. Theoretical
modelling [253] and experimental observations [254, 255] substantiates the dominant role of
the finite-length effect in the THz peak origin, at least at room temperature. While the two
explanations are not mutually exclusive, understanding the true origin of this THz peak is
key to a number of potential CNT applications [246]. However, due to the inherent difficulty
in fabricating isolated CNT samples, most measurements have been carried out on mixtures
of CNTs with various distributions in length, density, thickness, chirality and bundle-size,
and fabricated using a variety of techniques [149, 249, 253, 254, 256–258]. Moreover, different
temperature dependencies of the THz conductivity for CNTs have been reported [255, 259–
261] demonstrating the temperature dependence to be frequency dependent. Zhang et al.
[255] shows a weak temperature variation in the CNT films conductivity below 3 THz, while
the temperature has been shown to have a much more significant effect on the electronic
transport properties of (i) nanotube composites at GHz frequencies [258, 262], and (ii) CNT-
films in the mid-infrared range [263].
In this chapter, using THz-TDS, we investigate the influence of tube length and density on
the temperature dependence of the THz conductivity spectra for thin-films comprising single-
walled CNTs. Using films with different tube concentration we observe a plasmonic THz peak
which is related to the effective length of conducting pathways in the CNT network. Due to
this plasmonic behaviour, the frequency dependent conductivity is influenced by both tube
length and density. This can in turn determine the response as a function of temperature,
giving rise to a THz conductivity that increases and decreases with increasing temperature
for the cases of low and high tube density, respectively.
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6.2 Theoretical Background
All theoretical analysis and calculations in this section was provided by our collaborator,
Mikhail Shuba, at the Institute for Nuclear Problems, Belarus State University. Since the
theory and number of steps involved with these calculations are quite extensive, we limit
ourselves to a brief overview here. Furthermore, throughout this chapter, we choose to
describe the frequency dependent electromagnetic response of the CNT-films in terms of
the real part of the complex effective conductivity, Re(σ(ν)), and real part of the relative
permittivity, Re((ν)), as in references [249, 250, 253, 254, 264, 265]. These are related
through equation (2.3):
(ν) = 1 +
iσ(ν)
2piν0
, (6.1)
where 0 = 8.85×10−12Fm−1 is the vacuum permittivity and ν is the frequency. We note that
equation (6.1) assumes an isotropic conducting dielectric material. Since our films consist of
unaligned CNTs oriented mainly in the plane of the film, their in-plane effective conductivity
and permittivity can be considered to be isotropic, with their relation described by equation
(6.1).
We begin our theoretical analysis by considering how tube length is expected to influence
the THz conductivity resonance (referred to here as the finite-length effect). It is straight-
forward to show that tube length is expected to determine the peak frequency, as well as
the temperature dependence of the conductivity spectra. Our carbon nanotubes samples
(see Sec. 6.3) contain mostly bundled CNTs, which are assembled into a percolating net-
work. For now, we consider only a diluted composite containing isolated, randomly oriented
CNT bundles. We will show that for this composite the temperature dependence of the THz
conductivity spectra is affected by the finite-length effect in the CNTs. We use an effective
medium model, the Waterman-Truell formula, to estimate the effective relative permittiv-
ity of the composite material. The Waterman-Truell formula uses a statistical approach to
approximate the multiple scattering effects that occur for an incident electromagnetic wave
on an array of randomly distributed and randomly oriented, anisotropic inclusions in a host
material [266, 267]. This has been adapted for CNTs to give the following expression for the
effective permittivity [253]:
eff (ν) = h(ν) +
1
30
∑
j
∫ ∞
0
αj(ν, L)Nj(L)dL, (6.2)
where the function Nj(L) describes the number density of the CNT bundles of type j with
radius Rj and length L, and h is the relative permittivity of the host material. The factor
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1/3 in equation (6.2) is due to the random orientations of the inclusions; and αj is the axial
polarizability of a CNT bundle, calculated using the integral equation approach described in
[268]. We note that equation (6.2) ignores the electromagnetic interactions between inclusions
in the composites. The real part of the effective conductivity can then be found as Re(σeff ) =
2piν0Im(eff ).
(13,0) (13,0)
(13,0)
(13,0)
(13,0)
(12,0)
(12,0)
Figure 6.1: Cross-sectional schematic of the bundle of CNTs used in our numerical calcula-
tions. Each bundle contains five semiconducting (13,0) CNTs and two metallic (12,0) CNTs.
In our calculations we use h = 1 and the volume fraction occupied by the inclusions is
φ = 20%. For simplicity we calculate the effective conductivity of a composite comprising
identical bundles of either 1 µm or 10 µm in length. Each bundle consists of 7 tubes: two
metallic tubes (12,0) and five semiconducting tubes (13,0) with energy gap of 0.816 eV and
chemical potential of 0 eV, see figure 6.1. The axial conductivity of the metallic CNT is
approximated by the Drude formula [269], defined by an electron relaxation time τ = 1/γ,
where γ is the electron scattering rate [253]. The THz conductivity of the semiconducting
CNTs is supposed to be negligibly small and does not contribute to the THz response of the
bundle.
Figure 6.2 shows Re(eff ) and Re(σeff ) of the CNT composite for different lengths L and
electron scattering rates γ. The resonance at 5 THz for L = 1 µm and the broad peak at
0.8 THz for L = 10 µm are due to the well known finite-length effect in CNTs [252, 253].
Interestingly, the largest variation in both Re(eff ) and Re(σeff ) occurs in the locality of
the THz resonance. In the range ν ∈ (0.1, 1) THz, dependencies of the conductivity on the
scattering rate for short and long tubes are different: both Re(eff ) and Re(σeff ) decrease
as γ increases for long-length tubes (L = 10 µm), while the opposite occurs for shorter tubes
(L = 1 µm) as highlighted by the insets. This behaviour arises due to the difference in
response on and off resonance.
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Figure 6.2: Calculated frequency dependence of (a) Re(σeff ) and (b) Re(eff ) at different
carbon nanotube lengths L and electron scattering rates γ. The insets show a zoomed area
of their respective plots, highlighting the subtle differences for L = 1 µm when varying the
scattering rate.
Since the dominant scattering mechanism for CNTs is expected to be acoustic phonon
scattering [270] (i.e. the scattering rate is expected to increase with increasing temperature,
T ) we can conclude that, if the effective conductivity is plasmonic in origin, its temperature
dependence will be determined by CNT length. For long tubes (tens of microns) the finite-
length effect is negligibly small in the THz range and the effective conductivity decreases with
increasing temperature. This is expected for the intrinsic conductivity of an individual tube
[270]. For shorter tubes, the temperature dependence will be weaker and the conductivity
may even increase with increasing temperature in the THz region. This behaviour can be
characterized by a crossover frequency, where the value of ∂Re(σeff )/∂T changes sign.
As was recently shown [263], the temperature induced modification of the infrared con-
ductivity spectra of thin CNT films can occur due to the strong temperature dependence of
unintentionally doped semiconducting tubes with Fermi energy located close to the top of the
valence band. To demonstrate possible contribution of these tubes to the THz conductivity
spectra, we calculated the same CNT-composite as in figure 6.2, but assuming that (13,0)
CNTs with energy gap of 0.816 eV has a chemical potential of 0.4 eV and electron scattering
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rate for all the tubes in the bundle is γ = 25 THz. For this case the static conductivity of
the semiconducting CNTs, calculated using the model presented in [263], is about 8 times
smaller than that of metallic CNTs.
Figure 6.3: Calculated frequency dependence of (a) Re(σeff ), and (b) the Re(eff ) at 50,
300, and 530 K for the composite medium with bundled CNTs. Each bundle comprises doped
semiconducting tubes.
In figure 6.3, we present the values of Re(eff ) and Re(σeff ) for a composite containing
identical bundles of 1 µm in length at 50 K, 300 K, and 530 K, i.e. the temperature induced
change in the conductivity is due to varying the electron Fermi-distribution function of the
system. We note that in reality the scattering rate is expected to increase with temperature
[271, 272], however in this case we choose a single scattering rate to show the effect of the
Fermi distribution. One can see in figure 6.3 that the THz peak is expected to blue-shift
slightly on increasing the temperature. In absence of a temperature dependent scattering
rate, this effect arises due to an increase of the conductivity of the semiconducting tubes
with temperature and, consequently, to the increase of the surface wave velocity in the CNT
bundle [273]. The model predicts no temperature induced shift of the THz peak for composite
comprising individual doped CNTs. This is confirmed in section 6.6, where we compare
the data for bundled and unbundled CNT samples. Similar results were claimed in [268]
with respect to the doping effect: substitutional doping leads to the blue-shift of the THz
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conductivity peak for a composite comprising bundled tubes; there is no shift if tubes are
individual.
6.3 Sample Preparation
To study the influence of tube length on the temperature induced modification of THz con-
ductivity spectra we prepared three types of films comprising CNTs in bundled form, where
the average lengths of the CNT bundles in the films varies significantly, see table 6.1. Addi-
tionally, to study the influence of bundling (and chirality in chapter 7), we prepared films of
individual (unbundled), enriched metallic and semiconducting CNTs:
Sample D (nm) L (µm) d (nm) sem. met.
l-CNT 42 2–100 (10) 1.3–2 33% 66%
m-CNT 500 0.3–2 (1) 0.8–1.2 66% 33%
s-CNT 600 < 0.3 0.8–1.2 66% 33%
sem-CNT 500 0.1–1 0.8–1.2 99% 1%
met-CNT 500 0.1–1 0.8–1.2 5% 95%
Table 6.1: Summary of our CNT films; thickness (D), length (L) (average length in paren-
thesis), diameter (d), and content of semiconducting (sem.) and metallic (met.) CNTs.
1. Free-standing films comprising long length single-walled CNTs (l-CNT, L ≈ 10 µm,
film thickness of 42 nm) with diameters of approximately 1.6 nm was prepared via the
aerosol chemical vapour deposition method [274, 275]. These were provided by our
collaborator, Albert G. Nasibulin, at the Skolkovo Institute of Science and Technology,
Moscow, and Department of Applied Physics, Aalto University, Finland.
2. Free standing films comprising medium length single-walled CNTs (m-CNT, L ∈ (0.3, 2)
µm, average length of about 1 µm, film thickness of 500 nm) were prepared via the
vacuum filtration technique [147]. Briefly, a material of non-purified High Pressure
Carbon Monoxide (HiPco) CNTs with diameters of 0.8–1.2 nm (NanoIntegris Inc.)
were dispersed by ultrasonic treatment (Ultrasonic device UZDN-2T, 44 kHz, maximum
power) for 1 hour in an aqueous suspension with 1% Sodium-Dodecyl-Sulfate (SDS).
Ultrasonic treatment cut the initially long tubes down to a length of up to 1–2 µm [139].
Then, the suspension was centrifuged at 10000g for 15 minutes. Strong centrifugation
leads to purification of the tubes and removes aggregated tubes. The suspension was
then filtrated through a membrane, causing a film to collect on the filter. This film was
then washed to remove all surfactant. Finally, the filter paper was dissolved by acetone
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and the film was transferred on to a metallic frame with a hole of 8 mm in diameter.
These films were prepared by our collaborators, Dzmitry I. Yuko and Mikhail Shuba,
at the Institute for Nuclear Problems, Belarus State University.
3. Thin films of short length single-walled CNTs (s-CNT, L < 300nm, film thickness of
600 nm) were also prepared via the vacuum filtration technique. To obtain short tubes,
highly purified (99%) HiPco CNTs with diameters of 0.8–1.2nm (NanoIntegris Inc.),
were cut by ultrasonic treatment of the material in a mixture of nitric and sulfuric
acids [145]. Like the m-CNT films, these were prepared by our collaborators, Dzmitry
I. Yuko and Mikhail Shuba.
4. Free standing films comprising medium length, individual, enriched semiconducting
(99%) and metallic (95%) single-walled CNTs, respectively (sem- and met-CNT, L ∈
(0.1, 1) µm, purchased from NanoIntegris Inc.). These samples were also prepared via
the vacuum filtration technique by Dzmitry I. Yuko and Mikhail Shuba. The 99%
semiconducting CNTs were provided by Patrizia Lamberti at the Department of In-
formation and Electrical Engineering and Applied Mathematics, University of Salerno,
Italy.
Since the observation of a conductivity threshold in polymer/carbon nanotube compos-
ites [148] much research has been dedicated to fabricating CNT-based composite materials
with percolated networks and understanding their optical and electrical responses [149]. An
ongoing issue with preparing CNT composite materials is aggregation, since tubes tend to be
electrostatically attracted to each other instead of dispersing uniformly throughout the host
material. To study the influence of the tube density on the temperature induced modification
of the THz conductivity, we prepared a hybrid composite material consisting of well-dispersed
and non-aggregated m-CNTs mixed with non-conductive inorganic WS2 nanotubes (INT).
INTs were synthesized in the large scale fluidized bed reactor (see details in [153]). INTs have
diameters 20–180 nm and lengths 1–10 µm; they are semiconducting with a bandgap of 2 eV,
and are transparent and non-conductive for THz frequencies. INT material was dispersed in
1% SDS aqueous solution for 30 min by ultrasonication and then the suspension was immedi-
ately centrifugated for 15 min at 300g to remove aggregated INTs. The suspensions of INTs
and m-CNTs were mixed in different proportions and then filtrated to obtain thin films with
thickness between 0.7 and 12 µm. The quantity of both m-CNTs and INTs in suspensions
before mixing was controlled via ultraviolet-visible spectroscopy (RV2201 spectrophotometer,
ZAO SOLAR, Belarus). This provided us with films of different volume fractions of CNTs.
The films were transferred to 10 µm thick PTFE and 1 mm thick quartz substrates for tera-
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hertz and microwave measurements. Finally the films on quartz substrates were annealed at
500◦C for 30 minutes. Film thickness was measured with the profilometer Veeco Dektak 6
M. The INTs were provided by Reshef Tenne at the Department of Materials and Interfaces,
Weizmann Institute of Science, Israel.
6.4 Characterization of Sample Purity and Crystalline Qual-
ity
We investigate crystalline quality and purity of our CNT films and CNT/INT composites
using a combination of Scanning Electron Microscopy (SEM) and Raman spectroscopy. SEM
was used to check the purity of our samples, specifically if the CNTs are well-dispersed and
non-aggregated, and if there are any carbonaceous impurities present, since these can effect
the Raman intensity of the CNT samples [208]. Figure 6.4 shows SEM images of the m-
CNT/INT and met-CNT/INT composites with varying volume fractions. For both types
of composites and for all volume fractions, the samples show successful dispersion and non-
aggregation of the CNTs among the INTs, since the nanotubes are dispersed evenly in the
sample and no dense particles compromising ten or more nanotubes, or any carbonaceous
impurities, can be observed, indicating relatively high purity of our samples. Furthermore, we
see that as the volume fraction of CNTs increases, the density of the CNT network increases
evenly as well, thereby demonstrating the potential of the preparation-method for achieving
high quality CNT/INT composites with a tunable, well-dispersed and non-aggregated CNT
network.
The Raman spectra were supplied by our collaborators, Dzmitry I. Yuko and Mikhail
Shuba, at the Institute for Nuclear Problems, Belarus State University, and obtained using
a Raman spectrometer combined with a confocal microscope Nanofinder High End (Tokyo
Instruments) at an excitation wavelength of 532 nm. Figure 6.5 shows the Raman spectra for
pure m- and l-CNT films. The defect density is estimated from the ratio of the G-band at
1593 cm−1, originating from the longitudinal optical phonons of semiconducting CNTs, and
the D-band at 1335 cm−1 (G/D ratio), which has been found to be a good estimate of the
defect density for CNTs with diameters of 1-2 nm, assuming the samples are non-aggregated
and without adsorbed molecules [208, 212]. The G/D ratio is approximately 10 for the m-
CNT films and 100 for the l-CNT film, indicating very high crystalline quality in the latter.
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Figure 6.4: SEM images of samples comprising INTs and (a)-(c) met-CNTs with varying
volume fractions of φ = 0.24%, 0.49%, 1.90%, respectively, and (d) m-CNTs with volume
fraction φ = 2.4%. The thick white tubes are INTs and the thin white curves are the
CNT network. Note that the CNTs are well dispersed among the INTs for all CNT volume
fractions.
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Figure 6.5: Raman spectra of (a) l-CNT and (b) m-CNT films. Note the very small D-mode
at 1335 cm−1, indicating high crystalline quality of the l-CNTs.
6.5 Experimental Measurement and Analysis
With normally incident light, the optical density spectra were obtained in the ranges 0.1–
2 THz, 2–270 THz, and 270–1000 THz using THz-TDS (EKSPLA, Lithuania), a Fourier-
transform infrared spectrometer Vertex 70 (Bruker), and an RV2201 spectrophotometer (ZAO
SOLAR, Belarus), respectively. Data obtained in the range 1.5–3 THz has an error of about
20% because of high level of noise.
To investigate the temperature dependence of the THz conductivity in the range 10–300
K, we employed our THz-TDS setup with access to a closed cycle helium cryostat (ARS) [15],
see section 4.4.1. THz pulses with a bandwidth of 0.3–2 THz were generated and detected
by commercially available Photoconductive Antennas (PCAs) from Batop using a 40 MHz,
1064nm, femtosecond fibre laser from Ekspla. From direct measurement of the complex
transmission coefficient of our samples, the conductivity and permittivity was obtained using
the method described in chapter 5.
The same THz measurements in the range 300–530 K were done in air using a home-made
furnace-style heating sample-holder. In order to remove doping effects from air molecules
such as H2O and O2, which are non-covalently attached to the CNT walls, each sample was
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maintained at temperature of 530 K for 10 min resulting in a reduction of sample conductivity
of approximately 20%, before starting the measurements, and subsequently cooled from 530
K to 300 K while performing the THz measurements. We note that the sample conductivity
was restored in one day after the heating due to the adsorption of air molecule on the CNTs.
The microwave measurements at 30 GHz were performed at room temperature by waveguide
method [276–278] using a scalar network analyzer R2-408R (ELMIKA, Vilnius, Lithuania).
Static electrical (DC) conductivity of thin films was measured using a four-point linear probe
technique. Both the high-temperature THz measurements, the broadband optical density
measurements, and the DC and microwave measurements were supplied by our collaborators,
Dzmitry I. Yuko and Mikhail Shuba, at the Institute for Nuclear Problems, Belarus State
University.
6.6 Experimental Results and Discussion
6.6.1 The Finite-Length Effect
While many groups have observed a broad THz conductivity peak in CNTs, its origin has
been debated for some time [249, 250, 253–255]. The peak was claimed to be associated either
with a small-gap interband transition [249, 250] or with a localized plasmonic resonance [252–
255]. However, both mechanisms contribute simultaneously and cause the appearance only
one terahertz peak [253]. As was shown in [253], the contribution of the finite-length effect
is dominant at room temperature, when the gap energy is less than or comparable to the
average thermal energy. The dependence of the THz peak frequency on CNT length has
been experimentally shown in [254], giving clear evidence of a plasmonic resonance in these
materials.
In the present section we demonstrate experimentally the influence of the tube length
on the temperature dependence of the THz conductivity spectra for CNT thin films. Good
qualitative agreement of the experimental results with theoretical predictions made in section
6.2 confirm the plasmonic nature of the CNT response in the terahertz range. Figure 6.6a
shows the optical density spectra for s-, m- and l-CNT films at 323 and 473 K. From this we
can use Kramers-Kronig analysis [255, 259] to obtain the real part of the effective conductivity
Re(σeff ) and the real part of the effective permittivity Re(eff ) as shown in figures 6.6b and
6.6c, respectively. Here we observe a shift of the THz peak to lower frequencies with increasing
length: the spectra for m- and s-CNT have a broad peak at 4 THz and 10 THz, respectively,
while the l-CNT demonstrates Drude-like behaviour.
We note that the average diameter of l-CNTs differs from that of m-, and s-CNTs. It
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Figure 6.6: Frequency dependence of (a) the optical density, (b) the real part of the effective
conductivity Re(σeff ), and (c) the real part of the effective permittivity Re(eff ), obtained
from broadband optical density measurements at 323 K and 473 K for s-, m-, and l-CNT
films. Note that in (b)-(c), the data for the l-CNTs have been scaled by 0.1.
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has been demonstrated previously that the polarizability and conductance of an individual
single-walled CNT slightly depends on its diameter in the frequency range below interband
transitions [253]. In terms of the effective conductivity of the CNT film, the tube diameter
can influence this via intertube tunnelling or by varying the tube number density in the
samples, however its contribution to the frequency of the terahertz peak is much smaller
than from the finite-length effect. This was shown experimentally for samples with different
average tube diameters of 0.8, 1, and 1.4 nm [254].
The temperature dependencies of the calculated spectra in figure 6.2 and measured spec-
tra in figure 6.6 are very similar. Namely, in the range 0.3–1 THz, (i) long tubes l-CNTs
(L ≈ 10µm) demonstrate stronger temperature dependence than shorter tubes m- and s-
CNTs (L < 2µm), (ii) The conductivity of l- and m-CNTs decreases with increasing tem-
perature, while the opposite is true for s-CNTs. This can be explained by a decrease of
the electron scattering rate with increasing temperature. As predicted from the model of
localized plasmon resonance in figure 6.2, the THz peak shifts to higher frequencies as the
length decreases, resulting in a weakening of the temperature response.
As shown in figure 6.6 for m- and s-CNTs, the THz peak shifts to a slightly higher
frequency with increasing temperature. The shift arises for bundled tubes due to the tem-
perature dependence of the conductivity of some fraction of doped semiconducting CNTs
with a Fermi level located close to the top of the valence band [263]. This effect was demon-
strated in figure 6.3 for a composite comprising bundled tubes. As follows from the model,
this shift does not happen for individual tubes. This is supported by our measurements
conducted for individual electronically separated tubes in figure 6.7, where we compare the
effective conductivity Re(σeff ) of the bundled m-CNT and unbundled met-CNT films. We
observe no blueshift of the THz peak for met-CNTs, as opposed to m-CNTs, which further
demonstrates that the blueshift only occurs for bundled CNTs. Note that the met-CNT film
shows an order of magnitude higher conductivity than the m-CNT film in the THz region,
which is mainly due to the higher content of metallic CNTs in the former. This is in keeping
with previous measurements of the THz conductivity for metallic and semiconducting CNT
films [255], where the former shows 2-3 times higher conductivity at the THz peak frequency.
Figure 6.8 shows spectra of Re(σeff ) and Re(eff ) measured for s-, m-, and l-CNT films
at 100 K and 300 K. The behaviour of the conductivity and permittivity for these films
are qualitatively the same as in high temperature range 300–530 K (figure 6.6) and agrees
well with the predicted finite-length response in figure 6.2 showing opposite temperature
dependencies for short and long CNTs.
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Figure 6.7: Frequency dependence of the real part of the effective conductivity Re(σeff ),
obtained from broadband optical density measurements at 323 K and 473 K for met-,and
m-CNT films. Note that the data for the met-CNTs have been scaled by 0.3.
6.6.2 Electron Scattering Rate in Long-Length CNTs
In general, the THz conductivity spectra of CNT films are fitted with a Drude-Lorentz
function containing the Drude and Lorentz terms with two and three unknown parameters,
respectively [255, 259]. The Drude term describes the contribution from “infinite” length
tubes while the Lorentz term is due to the localized plasmon resonance in finite-length CNTs.
If the Drude- and Lorentz terms are overlapped with each other, some ambiguity in the
determination of unknown parameters appears in the fitting procedure. If the tube length
is large enough then the contribution from the Drude term dominates and we can fit the
terahertz conductivity of the CNT film using just Drude term with two unknown parameters:
the plasma frequency and electron scattering rate. For this case, the effective conductivity
of the film is a sum of the intrinsic tube conductance in the unit volume, with a factor
responsible for orientation of CNTs in the film. In this approximation we can conclude that
the electron scattering rate in the Drude term of the CNT film effective conductivity is equal
to the electron scattering rate in the individual CNTs. Our l-CNT sample comprises mainly
long tubes and, consequently, demonstrates Drude-like behaviour in the terahertz range.
From our Drude fits of the effective conductivity for l-CNT samples in the range 0.3–
2 THz at different temperatures, we found that the plasma frequency remains temperature
independent, while the electron scattering rate γ shows a clear temperature dependence. This
result indicates that the temperature dependence of the intrinsic CNT conductivity is not
related to the energy dependent density of states of the CNT, but can instead be attributed
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Figure 6.8: Frequency dependence of (a) Re(σeff ), and (b) Re(eff ), obtained from THz-
TDS measurements of s-, m-, and l-CNT films at 100 K and 300 K. Note that the data for
l- and s-CNT have been scaled by 0.1 and 10, respectively.
to temperature dependent electron scattering processes. As seen in figure 6.5, Raman spectra
of the l-CNTs show a very small D-mode, demonstrating a low defect density in the l-CNTs.
Thus, we shall omit possible electron scattering by defects in our further consideration.
Figure 6.9a and 6.9b shows experimental and associated Drude-fits of the temperature de-
pendence of Re(σeff ) and Re(eff ) for l-CNT in the range 0.3–2 THz, along with the obtained
electron scattering rate γ in figure 6.9c. For temperatures below 500 K, the scattering rate
from acoustic phonons is known to have a linear temperature dependence [271, 272, 279, 280],
γe−ph = αT/d, where d is tube diameter and α is a constant. For our l-CNTs, the average
diameter is 1.6 nm, giving α = 49 m/(Ks) from fitting γ in the range 293–500 K (see dashed
line in figure 6.9c). This value of α corresponds to an electron mean free path of 109 nm at
room temperature, which is close to that of graphite [281]. The observed linear dependence
γ ∝ T in this temperature range agrees well with this prediction, however the experimentally
reported value of α = 12 m/(Ks) by Zhou et al. [272] is four times smaller than our obtained
value for α, indicating the electron-acoustic phonon scattering rate to be much smaller for
their samples. The reason for this discrepancy is not currently known, but might be in part
explained by the influence of contact-resistance in the measurements of [272].
In figure 6.9d, the obtained electron–acoustic phonon term has been subtracted from the
scattering rate γ − γe−ph. We see that at low temperatures (< 200 K) there is a signifi-
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Figure 6.9: Frequency dependence of (a) Re(σeff ), and (b) Re(eff ), obtained from THz-TDS
measurements of l-CNT film at 10 K, 323 K, 423 K and 533 K, along with their associated
Drude fits (full lines). (c) Temperature dependence of the scattering rate γ (O) obtained
from Drude fits of measured spectra Re(σeff (ω)) and Re(eff (ω)) in the range 0.3–2 THz
for l-CNT film. The data has been fitted in the range 300–500 K with a linear function
γe−ph = αT/d (dashed line), where d = 1.6 nm is the mean diameter of our CNTs, and
α = 49 m/Ks is a fitting constant. (d) Temperature dependence of the value γ − γe−ph
calculated from the data in (c).
cant contribution from scattering mechanisms which do not originate from electron-acoustic
phonon scattering or defect scattering, however at present time we do not know the origin
of this scattering. We note that this temperature-dependent behaviour remained constant
through multiple heating and cooling cycles, meaning it is reversible. Further investigation is
required to determine the physical mechanisms responsible for this temperature dependence.
6.6.3 Percolation Effects
While it is clear that temperature dependent scattering effects are sufficient to explain the
conductivity temperature dependences of our CNT samples with tubes of varying length,
this cannot by itself account for the huge variety of temperature dependences reported in
the literature [250, 255, 259–262]. One cannot avoid the fact that in reality most CNT
samples are percolating networks, with charge-carriers being able to travel between CNTs
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through electrical tunnelling [282, 283]. The electrical properties of INT- and CNT/INT-
composites have previously been studied from impedance measurements in the frequency
range 0–106 Hz, showing significant dependence on the nanotube concentration [151, 284].
Therefore the influence of percolation must be included. In order to investigate this, the
effective conductivity of m-CNT/INT-composites of varying nanotube volume fractions, φ,
were measured at 0 GHz, 30 GHz, 0.3 THz, and 1 THz, see figure 6.10. The volume fraction
was roughly estimated from the known CNT density ρCNT of our film using the relation φ =
ρCNT /ρgraphite, where ρgraphite = 2.226 g/cm
3 is the density of graphite. A significant result
is the fact that our m-CNT/INT films show one order of magnitude higher conductivities
compared with that reported for CNT-based composites of similar average volume fractions
[285, 286]. This is due to the CNTs being non-aggregated and well dispersed among the
INTs, as demonstrated earlier in section 6.4. Furthermore, let us note that the addition of
fullerene-like WS2 nanoparticles was recently shown to be efficient as an alternative route to
produce well-dispersed CNT-based polymer nanocomposite [287, 288].
The conductivity in figure 6.10 is shown to follow a power-law dependence σ(φ) = σ0(φ−
φ0)
β, where σ0 is an arbitrary scaling factor, φ is the volume fraction of the CNT network,
φ0 is the percolation threshold below which the sample effectively consists of isolated CNT
bundles. Our fits of the data in figure 6.10 agrees with conductivity measurements of similar
percolating nanotube networks showing a universal power-law scaling with frequency, which
is common for systems with randomly distributed barriers [256, 258, 285, 289, 290]. From
our fits we obtain β = 1.6, 1.3, 1.2, 1.1 and φ0 = 0.06%, 0.05%, 0%, 0% for DC, 30 GHz, 0.3
THz and 1 THz, respectively. The DC percolation threshold agrees well with similar studies
on CNT-composite systems [256, 285] and the difference in percolation thresholds and the
decreasing β for higher frequencies is expected due to an increasing sensitivity to the intrinsic
conductivity of the nanotube [256, 283].
In addition to affecting the frequency dependence of the conductivity, percolation also
influences the temperature dependence, which is illustrated in figure 6.11, where Re(σeff ),
obtained via THz-TDS, is plotted vs temperature for different CNT volume fractions φ. It
can be seen that as φ increases, the temperature dependence reverses. This appears, as
in our model from section 6.2, because the THz resonance shifts to lower frequencies for
increasing φ. This can again be explained by the finite-length effect, where the increasing
CNT volume fraction results in an increasing number of contact points between nanotubes,
thereby increasing the “effective” nanotube length. Thus, our data for m-CNT shows (i) that
percolation can strongly affect the temperature dependence for the effective conductivity in
the THz range, (ii) the proportionality Re(σeff ) ∝ φ is true in the range 0.2–1 THz giving us
a method to determine CNT volume fraction from THz-TDS measurements [291]. (iii) The
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Figure 6.10: Effective conductivity Re(σeff ) of m-CNT/INT-composites vs CNT volume
fraction φ for frequencies DC, 30 GHz, 0.3 THz and 1 THz. Points are experimental data
and lines are fitted power functions of the form σ(φ) = σ0(φ−φ0)β, with β = 1.6, 1.3, 1.2, 1.1
and φ0 = 0.06%, 0.05%, 0%, 0% for DC, 30 GHz, 0.3 THz and 1 THz, respectively.
volume fraction (or density) of the CNTs can strongly influence effective tube length and
thus the location of the effective THz conductivity peak. Finally, since INTs demonstrate
low conductivity below 3 THz and high temperature stability, they can be used as an “inert”
material for the fabrication of hybrid films with randomly dispersed elongated conductive
nanoparticles. Here we have demonstrated for the first time that such hybrid films are a
great tool for studying the percolation effect in a wide range of temperatures, frequencies
and concentrations.
6.7 Conclusion
In summary, free-standing films comprising single-walled CNTs of various lengths, and CNT/WS2
INT composites of varying CNT densities on quartz, were prepared and their effective con-
ductivities and permittivities measured in the ranges (i) 0.2–1000 THz for 300–530 K, and (ii)
0.3–2 THz for 10–530 K. We observe a peak in the THz conductivity spectra of the CNT films
101
6. Influence of Nanotube Length and Density on the Plasmonic Terahertz
Response of Single-Walled Carbon Nanotubes
Figure 6.11: Effective conductivity Re(σeff ) for m-CNT/INT-films versus temperature for
volume fractions φ ∈ (0.27%, 1.1%, 2.7%, 27%).
which is shown to be plasmonic in nature, in agreement with recent literature, and shifting
in frequency with the CNT length as predicted by our model of the localized plasmon reso-
nance. Drude fits of the THz conductivity spectra for long (L ≈ 10 µm) CNTs show a linear
dependence of the electron scattering rate γ ∝ T for 300–500 K, revealing electron-acoustic
phonon scattering as the main scattering mechanism in the individual CNTs in this range
[271, 272]. Due to the plasmonic nature of the response of shorter tubes (L ≤ 1 µm), we
observe an unexpected variation with temperature, where the effective conductivity of the
films in the THz frequency range is shown to increase with temperature, while we observe a
decrease in temperature for longer tubes. This temperature-induced effect arises indirectly
from the variation of the electron scattering rate, which determines plasmon losses and thus
broadening of the conductivity resonance. Moreover, by studying composites of varying CNT
densities, we show that the change in conductivity with temperature depends not only on
tube length, but also varies with tube density: as the temperature increases, we observe an
102
6. Influence of Nanotube Length and Density on the Plasmonic Terahertz
Response of Single-Walled Carbon Nanotubes
effective conductivity in the range 0.3–1 THz that increases/decreases for low/high density
samples. This effect accounts for the apparent discrepancies in literature regarding temper-
ature dependent conductivity of CNT composites [250, 255, 259–262], and occurs due to the
density dependence of the effective length of conducting pathways in the composite films,
which again leads to a shift and temperature dependent broadening of the THz conductivity
resonance.
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Chapter 7
Sign Inversion in the Terahertz
Photoconductivity of Single-Walled
Carbon Nanotube Films
We begin by acknowledging the contributions of our collaborators to the content presented
in this chapter. The s-, m-, met-, and sem-CNT films were prepared by Dzmitry I. Yuko and
Mikhail Shuba at the Institute for Nuclear Problems, Belarus State University. The l-CNT
films were provided by Albert G. Nasibulin at the Skolkovo Institute of Science and Tech-
nology, Moscow, and Department of Applied Physics, Aalto University, Finland. The 99%
semiconducting CNTs were provided by Patrizia Lamberti at the Department of Information
and Electrical Engineering and Applied Mathematics, University of Salerno, Italy. Mikhail
Shuba and Dzmitry I. Yuko the broadband optical density spectra in figure 7.1.
7.1 Background
The optical and electronic properties of single-walled carbon nanotubes (CNTs) have been
intensely investigated for several decades due to their fascinating physical properties and po-
tential for advanced applications [28–32]. Understanding the ultrafast dynamics of photoex-
cited charge-carriers in CNTs is critical due to their potential applications in photonics and
optoelectronics [33–36]. For this reason, many groups have utilized time-resolved measure-
ments to study the ultrafast response of CNTs due to optical photoexcitation, documenting,
for example, the presence of excitons in photoexcited CNTs [37, 38, 38–42].
While visible pulses can detect the presence of excitons, THz pulses are ideal for probing
low energy excitations such as free-carriers and plasmons, since each of these species have
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distinct features in the THz photoconductivity [15]. Thus, a proper understanding of the
THz response of CNTs is key to understanding the ultrafast charge-carrier mechanisms in
CNTs. Many groups have utilized optical pump - THz probe time-domain spectroscopy to
investigate the ultrafast charge-carrier dynamics in CNTs [41, 249, 257, 292–294]; however,
there are conflicting reports of the sign and frequency dependence of the observed photocon-
ductivity. This discrepancy has led to wildly different interpretations and conclusions about
the photoinduced THz response. For example, Xu et al. [257] deduced that excitons are the
dominant photogenerated species detected in these experiments, while Luo et al. [41] con-
cluded the ultrafast THz response originates from transitions between exciton states. Beard
et al. [292] and, more recently Jensen et al. [294], have meanwhile concluded that free car-
riers are the dominant photoexcited species, an interpretation broadly shared by Kampfrath
et al. [249, 293], with small-gap interband transitions also contributing to the THz response.
While most of these measurements have been carried out on samples of mixed chirality (i.e.
mixed semiconducting and metallic CNTs) it is important to note that Beard et al. [292]
found THz photoconductivities of samples containing 94% semiconducting and 93% metallic
CNTs to be similar. Moreover, discrepancies persist even for nominally similar samples, with
Luo et al. [41] and Xu et al. [257] reporting a photoconductivity of different sign for samples
of predominately small-diameter semiconducting CNTs.
Since all of these groups have measured CNTs under similar excitation and preparation
conditions, these discrepancies must originate from a difference in the measured samples
themselves. The key to understanding these discrepancies lies in the observation of a broad
peak in the THz conductivity of CNTs, observed for the first time, to our knowledge, in
[248]. While there has been some discussion regarding the nature of this resonance, with
some groups proposing an interband transition of small-gap CNTs [249, 250, 259, 265], more
recent papers [254, 255, 295, 296] show clear evidence that it results from a localized plasmon
in finite-length CNTs, which we denote the finite-length effect, first proposed in [251, 252].
Theoretical modelling [253] and experimental observations [254, 255, 295, 296] substantiates
the dominant role of the finite-length effect in the equilibrium THz response. Understanding
the true origin of this THz resonance is also key to understanding the ultrafast charge-
carrier dynamics of CNTs. However, due to the inherent difficulty in fabricating isolated
CNT samples, most measurements have been carried out on mixtures of CNTs with various
distributions in length, thickness, chirality and bundle-size, all fabricated using a variety of
techniques [149, 249, 253, 254, 256, 257, 292].
In this chapter we use THz-TDS and OPTP to systematically investigate the influence
of tube length and chirality on the THz photoconductivity of thin-films comprising single-
walled CNTs. We observe explicitly that the THz photoconductivity of CNT films is a
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highly variable quantity which correlates with the length of the CNTs, while the chirality
distribution (i.e. the relative concentration of metallic vs semiconducting tubes) has very
little influence. Moreover, by comparing the photo-induced change in THz conductivity
(∆σph) to the change on heating from 10 K to 300 K (∆σheat), we show that both occur
primarily due to the temperature-induced modification of Drude electron relaxation rate,
which results in a broadening of the plasmonic resonance present in finite-length metallic
and doped semiconducting CNTs.
7.2 Sample Preparation
To study the influence of tube length and chirality, we prepared five types of films comprising
CNTs in either bundled or individual form, where the average lengths of the CNTs and the
chirality distributions of the films varies significantly, see table 7.1. The details of the sample
preparation can be found in section 6.3 of the previous chapter.
Sample D (nm) L (µm) d (nm) sem. met.
sem-CNT 500 0.1–1 0.8–1.2 99% 1%
met-CNT 500 0.1–1 0.8–1.2 5% 95%
l-CNT 55 2–100 (10) 1.3–2 33% 66%
m-CNT 500 0.3–2 (1) 0.8–1.2 66% 33%
s-CNT 800 < 0.3 0.8–1.2 66% 33%
Table 7.1: Summary of our CNT films; thickness (D), length (L) (average length in paren-
thesis), diameter (d), and content of semiconducting (sem.) and metallic (met.) CNTs.
7.3 Experimental Measurement and Analysis
In order to observe the influence of the broad THz peak on the photoconductivity of CNTs,
it is important to probe at or below the resonance frequency, which typically lies in the range
1-10 THz [254]. We carried out both transmission and photoconductivity measurements over
the range 0.2–1.3 THz, where THz pulses were incident normal to our samples. Transmission
spectra were obtained using our THz-TDS setup described in section 4.4.1, where THz pulses
were generated and detected by commercially available Photoconductive Antennas (PCAs)
[167] from Batop using a 40 MHz, 1064 nm, femtosecond fibre-laser from Ekspla. To investi-
gate the photoexcited THz response of our samples, we employed our OPTP setup described
in section 4.4.2, which consists of a 100 fs, 1050 Hz repetition rate, 800 nm Ti:Sapphire
amplified laser, where THz pulses were generated and detected by optical rectification [180]
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and electro-optic sampling [189], respectively, in 1mm thick ZnTe crystals. To photoexcite
the sample, we again use 800 nm pulses, with fluences in the range of 0.018–169 µJ/cm2.
By analysing the frequency dependent transmission amplitude and phase of a sample as de-
scribed in chapter 5, we can determine its complex equilibrium effective conductivity, σ(ν),
as in references [255, 257, 292], where ν is the frequency. Similarly, by recording the differ-
ence in transmission, ∆E = Eexc − E, between a photoexcited (Eexc) and unexcited sample
(E), a complex photoconductivity ∆σph(ν,∆τ) can be obtained as a function of pump-probe
delay-time ∆τ (again, see chapter 5). To investigate the temperature dependence of the THz
conductivity in the range 10–300 K, we employed a closed cycle helium cryostat (ARS)[15]
with quartz windows. Note that the relatively narrow bandwidth of our measurements is
determined by the transmission through this cryostat system, as well as the vibrations of
the cryostat when measuring at low temperatures. The transmittance of our samples at 800
nm were determined using an UV-Vis spectrometer by comparing the transmittance at 800
nm our samples and an empty sample holder. From the transmittance and thickness of our
samples, we were then able to determine their penetration depth dp using the Lambert-Beer
law, and their absorbed photon density N for a given incident pump-fluence.
7.4 Experimental Results and Discussion
7.4.1 Decay-Dynamics
When photoexciting CNTs, an important first step is to check whether the pump-wavelength
overlaps with any of the optical transitions in the CNTs, see section 2.7, since photoexciting
on- or off-resonance may lead to different responses [41]. In figure 7.1 we plot the broadband
optical density spectra of the CNT films, obtained following the procedure described in
section 6.5. Firstly, we observe that the l-CNT optical transitions are significantly shifted to
lower frequencies, compared with the other CNT spectra. This is due to the larger diameters
of the l-CNTs, see table 7.1, since the diameter largely determines the energy levels of the
optical transitions, as seen in section 6.2. Secondly, we note that the 800 nm photoexcitation
occurs off-resonance from the optical transitions in the CNTs, specifically the first (S11) and
second (S22) optical transition in semiconducting CNTs, and the first optical transition in
metallic CNTs (M11). In case of the s− and m−CNTs, the 800 nm pump overlaps with
the edge of the S22 transition, meaning only a small subset of the semiconducting CNTs are
photoexcited on-resonance. Therefore we do not expect these “on-resonance” semiconducting
CNTs to contribute significantly to the overall photoconductivity, compared to the rest of
the CNTs.
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Figure 7.1: Optical density of (a) met− and sem−CNT and (b) s−, m− and l−CNT,
measured at 323 K. The vertical dashed line corresponds to the mean frequency of the 800
nm pump pulse, and the arrows indicate the first (S11) and second (S22) optical transitions
in the semiconducting CNTs and the first optical transition in the metallic CNTs (M11).
In figure 7.2, we plot the photoinduced change in transmission (∆E/E) as a function of
pump-probe delay time ∆τ and normalized to the absorbed photon density N , for the met−
and sem−CNT (7.2a), and the l−, m− and s−CNT films (7.2b). We note that in order
to facilitate comparison of photoconductivities of similar order, the incident fluence F used
for the l−CNT is two orders of magnitude smaller than for the other samples, due to the
relatively large photo-response of l−CNT. However, later on we show that the dynamics and
conductivity spectra are observed to be relatively fluence independent for our samples, so the
sample responses are still comparable. We observe that the decay dynamics of all the films
are quite similar, with decay-times in the range of 1.6-1.9 ps, comparable to previous reports
[257, 293, 294, 297, 298], which has previously been attributed to Auger recombination of the
photoexcited electron-hole pairs [257, 298]. A key signature of this recombination mechanism
is a strong fluence dependence of the decay times, which are expect to increase significantly
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Figure 7.2: The photo-induced relative change in the THz transmission ∆E/E due to 800
nm photoexcitation at 300 K of (a) met− and sem−CNT, and (b) l−, m− and s−CNT, vs
pump-probe delay time ∆τ and normalized by the absorbed photon density N . The incident
fluence is 15 µJ/cm2 for all films except l−CNT, where the fluence is 0.7 µJ/cm2. The full
lines are the experimentally obtained data, and the dashed lines are exponential fits. The
decay time τ is found to be 1.8 ps, 1.6 ps, 1.9 ps, and 1.9 ps for sem−, met−, l−, and m−,
respectively. For s−CNT, an initial fast decay of 0.7 ps is observed, followed by a slow decay
of 4.4 ps.
with increasing fluence. Thus, in figure 7.3 we plot ∆E/E for different incident fluences in
the range of approximately 0.2–54 µJ/cm2. For the majority of the films, the relaxation
dynamics and the normalized photoresponse remains unchanged, except for relatively high
fluences, where the signal becomes saturated and the decay time is observed to increase
slightly. The exception is met-CNT in figure 7.3a, where we observe an increased saturation of
the signal for all incident fluences, which is likely due to the high charge-carrier concentration
in these metallic CNTs. A curious oscillatory behaviour is observed for the m-CNT film in
figure 7.3d immediately after photoexcitation, however it is difficult to make any meaningful
interpretation about this feature, since it occurs on a sub-picosecond timescale. It could very
likely be an artefact from our measurement technique [73]. Since we observe little fluence
dependence in the decay times of the various CNT films, we rule out Auger recombination as
a significant relaxation mechanism for our films. Instead we associate the THz photoresponse
and decay times with cooling of the CNT electronic system and lattice, which will become
evident later on. While the decay dynamics of the different films are similar, a quite significant
feature of figures 7.2 and 7.3 is that the magnitude of ∆E/E varies significantly between the
samples, and even changes sign. It is the origin of this large variation in photoresponse that
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Figure 7.3: The photo-induced relative change in the THz transmission ∆E/E due to 800
nm photoexcitation at 300 K of (a) met−CNT, (b) sem−CNT, (c) l−CNT, (d) m−CNT,
and (e) s−CNT, vs pump-probe delay time ∆τ and fluence, and normalized by the absorbed
photon density N . The solid lines are the experimentally obtained data, and the dashed
lines are exponential fits. The decay time for each CNT film is (a) 1.3-2.2 ps, (b) 1.6-1.8 ps,
(c) 1.9-2.2 ps, (d) 1.8-1.9 ps, and (e) 0.5-0.6 ps and 3.5-4.4 ps for the fast and slow decay,
respectively, where the decay time is observed to slightly increase with increasing fluence.
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forms the basis of this chapter. In order to understand this behaviour, we therefore move on
to consider the influence of chirality and length on the complex photoconductivity σph.
7.4.2 Photoconductivity
Figure 7.4: Effective conductivity (a) Re(σ) and (b) Im(σ) of met− and sem−CNT at
300 K, and change in effective conductivity (c) Re(∆σ) and (d) Im(∆σ) due to 800 nm
photoexcitation at pump-probe delay time ∆τ = 1 ps. The incident fluence is 15 µJ/cm2.
The negative region of the second axis in (a)-(d) have been shaded to highlight the difference
in sign of σ and ∆σ.
We begin by considering the influence of chirality on the effective THz conductivity of
the CNT films. In figures 7.4a and 7.4b we plot the real and imaginary parts of σ(ν) for
the predominantly semiconducting (sem−CNT) and metallic (met−CNT) films, extracted
following the method outlined in chapter 5. The films show similar conductivities in terms of
frequency dependence and sign, resulting from driven oscillation of the plasmon resonance at
higher frequency [254, 255]. We observe a factor of three difference in conductivity between
sem-CNTs and met-CNTs due to the higher free charge density in metallic tubes. However,
as we discussed in section 2.7, the frequency of the plasmon resonance is not expected to
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depend on the density of free charges for CNTs with a linear bandstructure [75], i.e. the
metallic CNTs, while we expect the semiconducting CNTs to have some density dependence.
When we photoexcite the films away from the optical resonances, we see that the similarity
in the responses persists, as previously reported by Beard et al. [292]: in figures 7.4c-7.4d we
plot the photoconductivity of each film, ∆σph, measured 1 ps after excitation (∆τ = 1 ps).
This similarity suggests that the variation in ultrafast CNT photoconductivities reported in
the literature [41, 249, 257, 292–294] is not directly linked to a variation in the chirality-
distribution of the samples. In figure 7.5 we plot the fluence-dependence of ∆σph for ∆τ = 1
ps. We observe little to no change in the frequency-dependence of ∆σph, only an increase
in the magnitude of the signal. Here the met-CNT shows a weaker scaling with increasing
fluence, which agrees with the saturated behaviour observed in figure 7.3. Again we note
that we do not expect any fluence-dependence of the resonance frequency of the met-CNTs,
which agrees with figure 7.5c-7.5d.
Since variation in chirality distribution is unable to explain the photoconductivity dis-
crepancies in the literature, we therefore move on to consider influence of nanotube length,
where we compare the l−, m− and s− CNT films in figure 7.8, defined by average lengths 10
µm, 1 µm and < 0.3 µm, respectively. We previously discussed these CNT films in chapter 6,
where we observed a drastic difference in the real and imaginary parts of σ(ν). To reiterate:
for l-CNT, we observe a typical free electron (Drude) response (dotted line), indicating that,
in this sample, the carriers are free to move along the tube length, while the m- and s-CNT
both display a typical plasmonic resonance, located above 1.3 THz, due to the finite-length
effect [253, 254, 299]. Likewise, the photo-induced THz response is quite variable for these
samples of different length CNTs, as seen in figure 7.8c-7.8d. For short tubes (s-CNT), we
observe a photoconductivity ∆σph, measured at ∆τ = 1 ps, which has a positive real com-
ponent and a negative imaginary component for all frequencies in our range. The medium
length tubes (m-CNT) display a real component of photoconductivity, which changes sign
at approximately 0.7 THz, while the longest tubes (l-CNT) display a real component of the
photoconductivity which is negative for all frequencies in our range. It is interesting to note
that the photoconductivity observed for the l−CNT film is similar to that observed in the
literature by Xu et al. [257], and the m−CNT is similar to the observation by Kampfrath et
al.[249], while the behaviour of films s−, sem− and met−CNT are similar to that observed
by Beard et al. and Jensen et al. [292, 294]. Thus the photoconductivities observed for our
films extend across the full range of photo-responses observed previously in the literature.
In figure 7.7 we plot the fluence-dependence of ∆σph for ∆τ = 1 ps. As for the sem- and
met-CNTs, we observe little to no change in the frequency-dependence of ∆σph, only an
increase in the magnitude of the signal. From what we have showed so far, it is clear that the
113
7. Sign Inversion in the Terahertz Photoconductivity of Single-Walled
Carbon Nanotube Films
Figure 7.5: Change in effective conductivity Re(∆σ) and Im(∆σ) vs fluence for (a)-(b)
l−CNT, (c)-(d) m−CNT, (e)-(f) s−CNT, (g)-(h) met−CNT, and (i)-(j) sem−CNT, due
to 800 nm photoexcitation at pump-probe delay time ∆τ = 1 ps. Change in effective con-
ductivity (k) Re(∆σ) and (l) Im(∆σ) of met− and sem−CNT due to heating from 10 K –
300 K (filled symbols), compared with the same ∆σph data as in (g)-(j) for incident fluence
4 µJ/cm2 (open symbols).
length of the CNTs strongly influences their photoconductivity, just as we observed for the
effective conductivity in chapter 6. In order to elucidate the exact mechanism behind this
response, we compare ∆σph with the changes in conductivity that occur from heating our
CNT samples from 10 K to 300 K and show that these two mechanisms give quite similar
responses.
7.5 Heating Effects
After illumination with a femtosecond optical stimulus, the electron and phonon temperatures
in CNTs are thought to rise by several hundred kelvin [300, 301], and the heating of electron
and phonon systems occurs even at low pulse fluence, e.g. 5 µJ/cm2, as shown for graphite
film in [302]. Therefore, to elucidate the origin of this rather peculiar variation in behaviour,
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Figure 7.6: Change in effective conductivity Re(∆σ) and Im(∆σ) vs fluence for (a)-(b)
l−CNT, (c)-(d) m−CNT, (e)-(f) s−CNT, due to 800 nm photoexcitation at pump-probe
delay time ∆τ = 1 ps.
we also investigate the change in conductivity on heating our samples. In figures 7.8a-7.8d
we compare ∆σph to the change induced by heating from 10K to 300 K, (∆σheat), for our
CNT films. The similarity in the change in the frequency response for heating compared to
photoexcitation is striking. In figures 7.8a-7.8b, the only notable difference between sem−
and met−CNT is a four times increase in the magnitude of Re(∆σheat), which is expected
due to bandgap of the latter. Likewise, in figures 7.8c-7.8d, the only notable difference is
between Im(∆σph) and Im(∆σheat) for s−CNT (we discuss this later on). Our observations
suggest that ∆σph and ∆σheat likely originate from the same underlying mechanism, one
that is related to heating induced changes in the conductivity. Furthermore, we note that
the intrinsic THz conductivity of metallic CNTs with diameters less than 2 nm follows the
Drude law, where the plasma frequency does not depend on the temperature [269, Equation
(24)]. A dominant heating effect may arise from electron scattering by hot optical-phonons
[302] as well as acoustical phonons, which have a linear temperature dependence of the Drude
scattering rate in CNTs below 500 K [272, 299], as we demonstrated in section 6.6.2. However,
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Figure 7.7: Change in effective conductivity Re(∆σ) and Im(∆σ) vs fluence for (a)-(b)
l−CNT, (c)-(d) m−CNT, and (e)-(f) s−CNT, due to 800 nm photoexcitation at pump-
probe delay time ∆τ = 1 ps.
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Figure 7.8: Change in effective conductivity (Re(∆σ) and Im(∆σ)) of (a)-(b) sem- and
met-CNT, and (c)-(d) l− and s−CNT, due to heating from 10 K – 300 K (filled symbols),
compared with the same ∆σph data as in figures 7.4 and 7.6 (open symbols). The calculated
change in conductivity (e) Re(∆σ) and (f) Im(∆σ) for two simple Lorentzian resonances long
and short at resonance frequency ω0 = 2pi × 10−2 THz and ω0 = 2pi × 10 THz, respectively,
to illustrate the difference in ∆σ when increasing the scattering rate ∆γ > 0 and when
decreasing the resonance frequency ∆ω0 < 0. Here we have chosen γ = 2 THz and γ = 50
THz, for the long and short resonance, respectively, and ∆γ = 1 THz and ∆ω0 = 1 THz.
Note that all data in (c)-(f) have been normalized by the maximum absolute value of each ∆σ
in the displayed frequency region to make the overall frequency behaviour more comparable.
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the influence that this has on the THz conductivity will depend on the frequency and oscillator
strength of the THz plasmon resonance. In general, one would expect heating to induce a
broadening of the THz peak. However, depending on the frequency of the resonance, this
can lead to either an increase or decrease of the effective conductivity of the CNT-film in the
THz range, as we saw in chapter 6. To illustrate this effect, in figures 7.8e and 7.8f we plot
the differential conductivity expected for a Lorentzian resonator, given by
σ(ω) = −iω0
(
A
ω2 − ω20 + iωγ
)
, (7.1)
where A is the oscillator strength, 0 = 8.85 × 10−12Fm−1 is the vacuum permittivity,
and γ is the scattering rate. We note that this simple model ignores contributions to the
scattering rate from inhomogeneous broadening over CNT length [253, Equations (1) and
(2)]. We choose two Lorentzians with resonance frequencies located at ω0 = 2pi×10 THz and
ω0 = 2pi × 10−2 THz, representing short and long CNTs, respectively. It is straightforward
to qualitatively reproduce the general trends of the observed real ∆σ = (∂σ/∂γ)∆γ in figure
7.8c by assuming a heat induced increase in the scattering rate, γ. This gives rise to a change
in real part of the conductivity which is negative for a low frequency resonator (ω0 = 2pi×10−2
THz) and positive for a high frequency resonator (ω0 = 2pi × 10 THz). Based on this simple
consideration we conclude that both ∆σph and ∆σheat are determined predominantly from
heat induced changes to electron scattering.
It is interesting to note that the opposite signs of Im(∆σheat) and Im(∆σph) for s−CNT
indicate that thermal heating and photo-excitation bring about slightly different changes
to the carrier distribution. In order to reproduce this sign change, we must additionally
introduce a small change to the resonance frequency, shifting to lower frequency after pho-
toexcitation (see blue dash-dotted line for ∆σ = (∂σ/∂ω0)∆ω0 in figures 7.8g-7.8h). The
origin of this effect can be understood as follows: In such a percolated CNT network, the
plasmon resonance frequency is determined not by the physical length of each tube, but by an
effective length of conductivity pathways in the network, which we also discussed in chapter
6. On photoexcitation with optical light, some energetic carriers will be able to escape local
energy minima, become more delocalized, and increase the average effective length. Such an
effect will be most important for short length tubes, as we observed in experiment.
7.6 Conclusion
In conclusion, using optical pump - THz probe time-domain spectroscopy we measured the
photo-induced change in THz conductivity, ∆σph, in free-standing carbon nanotube (CNT)
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films of different lengths and chirality distributions. By comparing CNT films with average
individual tube lengths ranging from 0.3 µm to 10 µm, we demonstrated that drastic varia-
tions in ∆σph observed for various films primarily originates from changes to the plasmonic
resonance observed in finite length CNTs due to expected heat-induced changes to electron
scattering. Thus we conclude that the photoexcited ultrafast THz response is predominately
plasmonic in nature, and that the length of the CNTs is what determines the frequency-
dependent behaviour. This explains the conflicting reports presented in [41, 249, 257, 292–
294], and underlines the need to carefully consider the length of the CNTs when analysing
their ultrafast THz response.
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Chapter 8
Influence of Diameter and Oxygen
Content on the Terahertz
Conductivity of Tungsten-Oxide
Nanowires
We begin by acknowledging the contributions of our collaborators to the content presented
in this chapter. WOx nanowire fabrication, preparation and structural characterisation de-
scribed in section 8.2, was performed by Kunyapat Thummavichai, under supervision of Prof.
Yanqiu Zhu, at the College of Engineering, University of Exeter.
8.1 Background
In recent years, 1D nanomaterials have provided a means to investigate the effects of low di-
mensionality on their physical and chemical properties. Because of their unique architectures,
1D materials also offer an opportunity to fabricate certain nanodevices [105, 106, 303, 304].
Among the metal oxide materials, tungsten oxide (WOx, 2 < x < 3), is an important
semiconductor material with a wide band gap ranging from 2.62 eV to 3.25 eV, is of great
interest because of its practical applications in smart windows [47], photocatalysts [48, 49],
and gas/temperature sensors [50, 51]. Therefore, much effort has been expended to synthe-
size 1D tungsten oxide materials with various morphologies and phases using either physical
or chemical routes [52–63].
As detailed in section 2.8, WO3 is a transition metal oxide made up of perovskite-like
121
8. Influence of Diameter and Oxygen Content on the Terahertz
Conductivity of Tungsten-Oxide Nanowires
units, and is well-known for its nonstoichiometric properties, as the lattice can withstand
a considerable amount of oxygen deficiency [43]. Only a partial loss of the WO3 oxygen
content is needed to affect its electronic band structure and increase its conductivity by a
large amount [8, 44]. Fully oxidized WO3 is a n-type semiconductor with an indirect bandgap
Eg corresponding to the difference between the energy levels of the valence band, originating
from filled O 2p orbitals, and the conduction band originating from empty W 5d orbitals
[8, 45, 46]. In the bulk, tungsten oxide exhibits a strong color change upon intercalation
of small ions such as Li+ or H+ or due to oxygen deficiency [104]. In the case of WOx,
which generally has a strong blue color, a variety of oxygen-deficient stoichiometries can be
obtained, e.g., WO2.72 (W18O49), WO2.8 (W5O14), WO2.83 (W24O68), and WO2.9 (W20O58).
These are ordered phases with precise stoichiometries. For 2.9 < x < 3 in bulk WOx, the
electrical and optical properties are dominated by localized electrons involved in polarons,
which are quasiparticles consisting of a charge carrier and its polarization field in a lattice.
Bulk WOx undergoes a metal-insulator transition at x = 2.9, as the localized polaronic wave
functions begin to overlap and form delocalized states [116]. This transition corresponds
to the Fermi-level shifting from the band-gap and up into the conduction band [8], as seen
in figure 2.21. As a result, for x < 2.9 in bulk WOx, the electrical and optical properties
are dominated by free electrons. The metal-insulator transition has been firmly established
in bulk WOx, both theoretically [8] and experimentally by a combination of temperature-
dependent conductivity measurements [117], reflectivity measurements of the bulk plasma
frequency [118], and X-ray photoelectron spectroscopy (XPS) [119]. Thus, there is a wide
range of known phenomena from the bulk that may exhibit interesting size- and shape-
dependent behavior at the nanoscale.
Studies of nanoscale WOx have so far led to some contradictory results. For instance,
WO2.72 nanowires appear to be semiconducting on the basis of electrical transport [120]
and photoluminescence studies [53, 121–125]. At the same time there is some evidence that
WO2.72 bulk is characterized by a metal-like dependence of electrical resistivity on tempera-
ture [118], which has also been confirmed theoretically [8]. Likewise, WO2.8 nanowires appear
to be metallic on the basis of XPS and electrical transport measurements [126], and it was
demonstrated that nanoscale WO2.83 can support strong localized surface plasmon resonances
(LSPRs) [127], which can only appear in materials with a relatively high charge-carrier con-
centration. The reason for this discrepancy between bulk and nanowire WO2.72 may to some
extend be explained by the limitations of the experimental techniques used so far, specifically
the static electrical (DC) resistance measurements and the photoluminescence measurements.
The former technique is limited by the overall conductivity of the percolating nanowire net-
work, which is heavily influence by the contact resistance between neighbouring nanowires,
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the density of the network, and the contact resistance of the applied electrodes. Similarly,
while photoluminescence measurements can reveal information about optical transitions and
the lifetimes of radiative recombination in a material, it cannot say anything about the intra-
band conductivity, which is the relevant parameter for determining the transport properties
of the material, and a critical factor for any optoelectronic applications. In this regard, tera-
hertz time-domain spectroscopy (THz-TDS) is an ideal tool for probing the local intraband
conductivity of WOxNWs due to the non-invasive and local nature of the method, and the
low energy of the transient terahertz (THz) pulses (1 THz ∼ 4.1 meV ∼ 1 ps), which typically
coincides with a number of phonon resonances and scattering events in these types of mate-
rials [16, 156, 299]. Similarly, by photoexciting the NWs beforehand using an optical pump
pulse (OPTP) it is possible to probe the photoexcited ultrafast charge-carrier dynamics on
a picosecond timescale [15, 66, 238, 305–307]. Yet despite the usefulness of THz-TDS and
its widespread use for similar nanowire materials, there is so far only one instance in the
literature of THz-TDS being applied to WOx nanomaterials, specifically WO3 nanograins
and nanoparticles [308], and in general there are very few measurements of the transient
properties of WO3 [308–311].
In this chapter we use THz-TDS and OPTP to systematically investigate the influence
of oxygen-content and nanowire diameter on the THz conductivity and photoconductivity of
thin-films comprising tungsten-oxide nanowires. To the best of our knowledge, we present the
first experimental evidence of the predicted metal-to-insulator transition for WO2.72 →WO3
nanowires, which so far has only been shown to occur for bulk WOx [8]. Specifically, we
observe that the THz conductivity of our WO2.72 nanowires drops by several orders of mag-
nitude after oxidization (x = 2.72→ 3), which we attribute to a shift in the Fermi level from
the conduction-band down into the bandgap. Moreover, by comparing the equilibrium THz
conductivity with the photo-induced change in THz conductivity (photoconductivity) due to
266 nm photoexcitation, we show that the THz photoconductivity is similarly influenced by
the oxygen content, and to a lesser extend the diameter. Finally, to the best of our knowledge,
we present the first experimental measurements of the photoexcited charge-carrier dynamics
of WOx nanowires on a picosecond timescale and map the influence of oxygen-content and
nanowire diameter. From this we show that the decay-dynamics of the nanowires is charac-
terized by a fast decay of <1 ps, followed by slow decay of 3-10 ps, which we attribute to
saturable carrier trapping at the surface of the nanowires.
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8.2 Sample Preparation and Characterization
All samples were fabricated and their structural properties characterized by our collabora-
tors, Kunyapat Thummavichai and Yanqiu Zhu, at the College of Engineering, University of
Exeter. To study the influence of oxygen content and diameter, four types of films comprising
WOx nanowires were prepared, where the diameter and oxygen content (x) of the individual
NWs varies significantly, see table 8.1. Essentially, small and large diameter WO2.72NWs
were prepared and characterized using THz-TDS and OPTP. These films were afterwards
baked in an oven at 500 ◦C for 1 hour to fully oxidize the WO2.72NWs into WO3 [52, 312],
and the resulting changes in their THz properties were measured. The synthesis, sample
preparation and structural characterization of the small-diameter WO2.72NWs (s−WO2.72)
can be found in [304] and follows the procedure outlined in [52]. Likewise, the details of the
large-diameter WO2.72NWs (l−WO2.72) can be found in [155]. In the following paragraph
we give the details of the sample fabrication and preparation.
Bundles of oxygen deficient tungsten oxide nanowires W18O49 (WO2.72) with individual
diameters of approximately 4 nm were synthesized using a solvo-thermal method [52, 304],
with tungsten hexachloride (WCl6) as the precursor. Briefly, a 0.003 M well-dissolved WCl6
in cyclohexanol solution was transferred to a 100 mL Teflon-lined stainless steel autoclave for
solvothermal synthesis at 200 ◦C for 6 hours. The resulting final product was collected after
being thoroughly rinsed with deionized water, ethanol, and acetone several times to remove
the solvent residues, and dried at 80◦C for 12 hours for later use. 0.1 g dried powder of
WO2.72 nanowires was dissolved in 2 ml ethanol, well mixed via ultrasonic bath for 30 min.
0.2 ml well-mixed solution was dropped and well-spun on the quartz substrate (1.5 × 1.5
cm2) and then natural dried at room temperature to get a homogeneous nanowire thin
film. Similar WO2.72 nanowires with mean diameters of 100 nm were synthesized using the
following approach (see [155] for details): 0.1 g dry WS2-IF powder [313] was well-dissolved
in 2 ml ethanal, then 0.2 ml well-mixed solution was deposited on 1.5 × 1.5 cm2 quartz
substrate and left to dry at room temperature. The dry WS2-IF thin film was then placed
into a 1 m long quartz tube situated inside a horizontal furnace. Ar was used to flush the
quartz tube at a flow rate of 150 sccm to thoroughly remove the air residue in the tube. The
thin film on quartz substrate was initially located outside the heating zone when raising the
temperature. After reaching the reaction temperature at 950◦C, the sample was moved to
the central hot zone; meanwhile, water vapor was introduced into the reaction tube by Ar
bubbling though a wash bottle containing deionized water. The Ar flow rate was controlled at
40 sccm by a mass flow meter. The thin film was shifted out of the reaction zone and cooled to
room temperature rapidly after 1 h reaction time to achieve large-diameter WO2.72 nanowires
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Sample D (µm) L (µm) d (nm) WOx (x)
l−WO2.72 ∼1 10− 100 60− 150 2.72
l−WO3 ∼1 10− 100 60− 150 3
s−WO2.72 ∼0.1 ∼2 2− 5 2.72
s−WO3 ∼0.1 ∼2 2− 5 3
Table 8.1: Summary of our WOxNW films; thickness (D), length (L) (average length in
parenthesis), individual diameter (d), and oxygen deficiency WOx (x).
(a) (b)
Figure 8.1: SEM image of (a) s−WO2.72 and (b) l−WO2.72.
(nanorods). Finally, selected thin films of both small- and large-diameter WO2.72NWs were
oxidized into WO3NWs via a low annealing treatment technique by baking the NWs at 350
◦C
for 3 hours in an open-air condition [52, 312].
The thickness of the films coated on quartz was measured using a stylus profilemeter.
Their structure and morphology were measured using a combination of X-ray diffraction
(XRD) from 10 to 60◦ in the 2θ range, scanning electron microscopy (SEM; a Philips XL-30
machine operated at a voltage of 20 kV), see figure 8.1, and tunnelling electron microscopy,
as detailed in [52, 155, 304].
8.3 Experimental Methods
We carried out both transmission and photoconductivity measurements over the range 0.2–
1.5 THz, where THz pulses were incident normal to our samples. Transmission spectra
were obtained using our THz-TDS setup described in section 4.4.1, where THz pulses were
generated and detected by commercially available Photoconductive Antennas (PCAs) [167]
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Sample τ1,300K (ps) τ2,300K (ps) τ1,10K (ps) τ2,10K (ps)
l−WO2.72 - 9.2 0.2 2.8
l−WO3 0.1 5.4 0.3 2.9
s−WO2.72 0.3 11.3 0.4 9.8
s−WO3 0.1 2.8 0.2 2.7
Table 8.2: Summary of the experimentally obtained decay-dynamics for our WOxNW films;
Fast decay time τ1 and slow decay time τ2 at 300 K and 10 K.
from Batop using a 40 MHz, 1064 nm, femtosecond fibrelaser from Ekspla. To investigate
the photoexcited THz response of our samples, we employed our OPTP setup described in
section 4.4.2, consisting of a 100 fs, 1050 Hz repetition rate, 800 nm Ti:Sapphire amplified
laser, where THz pulses were generated and detected by optical rectification [180] and electro-
optic sampling [189], respectively, in 1mm thick ZnTe crystals. To photoexcite the sample,
we use 266 nm pulses with fluences in the range of 59–68 µJ/cm2, converted from the 800 nm
pulses by way of second- and third-harmonic generation using BBO-crystals purchased from
Eksma Optics. By analysing the frequency dependent transmission amplitude and phase of
our samples (see chapter 5), we can determine its complex equilibrium effective conductivity,
σ(ν), where ν is the frequency. Similarly, by recording the difference in THz transmission,
∆E = Eexc − E, between the photoexcited (Eexc) and unexcited sample (E), a complex
photoconductivity ∆σphoto(ν,∆τ) can be obtained as a function of pump-probe delay-time ∆τ
(again, see chapter 5). To investigate the temperature dependence of the THz conductivity
in the range 10–300 K, we employed a closed cycle helium cryostat (ARS)[15] with quartz
windows. The 266 nm transmittance of our samples were determined by comparing the
transmitted 266 nm pump power of our samples and a bare quartz substrate. From the
transmittance and thickness of our samples, we were then able to determine their penetration
depth dp using the Lambert-Beer law, and their absorbed photon density N for a given
incident pump-fluence.
8.4 Results
In figure 8.2 we plot the photo-induced relative change in THz transmission (∆E/E) of the
WOxNW films due to photoexcitation with an incident 266 nm pump-pulse, normalized to the
absorbed photon density N , as a function of pump-probe delay time ∆τ and for temperatures
of 300 K (figure 8.2a) and 10 K (figure 8.2b). For 300 K in figure 8.2a we see that all samples
except l−WO2.72 exhibit an initial fast decay τ1, followed by a much slower decay τ2. The
same is generally true at 10 K in figure 8.2b, although now all samples except l−WO3 show
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Figure 8.2: The photo-induced relative change in the THz transmission ∆E/E due to 266
nm photoexcitation at (a) 300 K and (b) 10 K of s− and l−WO3, and s− and l−WO2.72, vs
pump-probe delay time ∆τ and normalized by the absorbed photon density N . The incident
fluence is 68 µJ/cm2, 59 µJ/cm2, 63 µJ/cm2, and 63 µJ/cm2 for l−WO2.72, s−WO2.72,
l−WO3 and s−WO3, respectively. The full lines are the experimentally obtained data, and
the dashed lines are exponential fits. Note that the data for l−WO2.72 has been scaled by a
factor of 0.1 in (a). The inset in (b) shows a zoomed out plot of the l−WO2.72 data at 10
K.
a fast and slow decay. Notably, at 10 K the l−WO2.72 now shows an initial increase in THz
transmission (∆E/E > 0), which quickly decays and reverses sign to the previously observed
slowly decaying negative signal, which has weakened in magnitude to approximately half the
size of the 300 K signal. Table 8.2 shows the extracted decay times from our exponential fits
to ∆E/E. In general, WO2.72 has a noticeably slower decay time than WO3 for both small
and large NWs. Similarly, the decay-times of the small diameter NWs are either comparable
or slightly faster than the large NWs at 300 K.
In previous studies, it was determined from spectroscopic measurements on the picosecond
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time scale that the rate of electron trapping was on the order of 100 ps [309], while the rate of
recombination was on the order of several hundred nanoseconds. Furthermore, time-resolved
microwave conductivity studies have found that∼80% of recombination occurs in WO3 within
500 ns [314]. Regan et al. [308] used OPTP to measure the photoexcited THz response of
spherical WO3 nanoparticles, from which they observed a distribution of lifetimes, which they
attributed to the inhomogeneity of their nanoparticles. They reported an average decay-time
of 2 ps, which they attributed to carrier trapping. Similarly, recombination and trapping via
surface states were shown to be the main decay dynamic in GaAs, InAs, and InP NWs [305],
which was strongly dependent on NW diameter in the case of GaAs. Furthermore, the GaAs
NWs displayed a deviation from mono-exponential behaviour at early photoexcitation times,
which has been attributed to saturable carrier trapping at the nanowire surface [315]. Since
our NWs show similar deviation from monoexponential behaviour, and the slow decays τ2
of our NWs are comparable to the 2 ps decay time of the WO3 nanoparticles observed by
Regan et al. [308], we therefore associate the observed decay dynamics in figure 8.2 with
saturable trapping of the photoexcited carriers. The reason we observe slightly slower decay
times than the 2 ps of Regan et. al. [308] is likely due to the difference in geometry and
surface to volume ratio between our nanowires and their nanoparticles. Similarly, the faster
decay-times of the small-diameter NWs at 300 K is likely due to their increased surface to
volume ratio, leading to increased scattering via trap states, as has been observed for other
GaAs and InAs nanowires [305]. The observed difference in decay-times between l−WO2.72
and l−WO3 cannot be explained by this mechanism however, since the two samples have
the exact same geometry. The faster decay-times of l−WO3 must therefore originate from
a different mechanism, which we are unable to determine at this time, however we propose
that it may be related to the metal-insulator transition in WOx at x = 2.9 [116]. Finally,
the reason for the curious sign-reversal of ∆E/E for l−WO2.72 at early ∆τ at 10 K is not
immediate obvious. We therefore move on to consider the conductivity and photoconductivity
of the NWs.
In figure 8.3a we plot the effective conductivity (σ) of four prepared l−WO2.72NW films to
check the reproducibility. While there is a large variation in the magnitude of the samples,
likely due to a variation in NW density, the overall frequency dependence is practically
identical, showing a typical plasmonic Lorentzian response with a resonance frequency located
above 1.5 THz, indicative of the localized nature of the system. In figure 8.3b, we examine
the temperature-dependence for l−WO2.72 film #2, which is the same sample plotted in
figure 8.2 and the rest of this chapter. Re(σ) is observed to increase when cooling to 10 K,
which agrees with previous DC conductivity measurements [116, 117], and is indicative of
the metallic behaviour of this sample. We were unable to obtain reliable conductivity data at
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Figure 8.3: Effective conductivity (a) Re(σ) and (b) Im(σ) of four prepared l−WO2.72 films
at 300 K. Effective conductivity (c) Re(σ) and (d) Im(σ) of l−WO2.72 film #2 at 300 K and
10 K. Note that the average thickness of each prepared film #1-4 is, respectively, 9 µm, 1
µm, 11 µm, and 7 µm.
this temperature for the rest of the NW films due to the small THz absorption of these, and
the increased noise from running our cryostat, however we note that the DC conductivity of
WO3 has previously been observed to decrease at low temperatures [116, 117, 316], indicative
of its semiconducting behaviour.
In figures 8.4a-8.4b we plot the effective conductivity σ of the WOxNW films at 300 K.
The frequency-dependency of σ for the rest of our NWs also display a typical plasmonic
behaviour of positive Re(σ) and negative Im(σ), indicating a resonance frequency beyond
1.5 THz, which is common in 1D nanomaterials with a presence of free carriers [299, 305].
The difference in Re(σ) between large- and small-diameter NWs might be explained by an
oxidization of the nanowire surface as proposed by Migas et al. [8], however the difference
might simply be due to a variation in NW density as seen in figure 8.1. Furthermore, as
we showed in figure 8.3, the effective conductivity of similarly produced l−WO2.72 samples
displayed some variation in magnitude of σ, with some of them displaying values closer to
that of s−WO2.72. Again, this may be due to a variation in NW concentration, as well as NW
diameter distribution, and uncertainty in the overall thickness of the NW films determined
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Figure 8.4: Effective conductivity (a) Re(σ) and (b) Im(σ) of s− and l−WO2.72, and s−
and l−WO3 at 300 K, and change in effective conductivity (c) Re(∆σ) and (d) Im(∆σ) due
to 266 nm photoexcitation at pump-probe delay time ∆τ = 0.2 ps. The incident fluence is
68 µJ/cm2, 59 µJ/cm2, 63 µJ/cm2, and 63 µJ/cm2 for l−WO2.72, s−WO2.72, l−WO3 and
s−WO3, respectively. For the s−WO3 in (a) we attribute the small oscillations of Re(σ)
around zero as noise from our measurement. Note that the data for l−WO3 has been scaled
by a factor of 10 in all plots.
using the stylus profilemeter. However, the most notable result is that we observe significant
drop in Re(σ) for both the large- and small-diameter NWs, approximately 200 S/cm to 3 S/cm
for l−WO2.72 → l−WO3 at 1 THz, and ∼80 S/cm to ∼0 S/cm for s−WO2.72 → s−WO3. We
can rule out factors such as sample-to-sample variation in the conductivity, since we measure
the exact same NW samples before and after they were baked. Since the THz conductivity,
to a first approximation, is proportional to the free-carrier density in a sample, and our
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THz radiation exclusively probes the intraband conductivity of our samples, this reduction
in conductivity must be due to a shift in Fermi level from the conduction band down into the
bandgap as shown in figure 2.21. This is clear evidence of the predicted metal-to-insulator
transition in WOxNWs around x = 2.9 [8], which has so far only been observed in bulk WOx
[117–119].
In figures 8.4c-8.4d and 8.4e-8.4f we plot the photo-induced change in the effective con-
ductivity ∆σ for 300 K and 10 K, respectively, immediate after 266 nm photoexcitation
(∆τ = 0.2 ps). While the frequency-dependence of Re(∆σ) is more or less the same for
both temperatures and for all NW films, we observe a factor 102 reduction in Re(∆σ) at
300 K between the l-WO2.72 and l-WO3 NWs, just as we observed for Re(σ). For the small-
diameter NWs the effect is much less pronounced with only a factor 2 reduction in Re(∆σ)
from s-WO2.72 to s-WO3. This indicates that ∆σ is less influenced by oxygen-content as the
diameter decreases and is likely due to the increased surface-to-volume ratio of the small-
diameter NWs. In this case trapping and recombination via surface defects become the
dominant effects, as observed for similar semiconductor NWs [305, 315], which likely limits
the conductivity of photoexcited carriers immediately after photoexcitation. In terms of the
temperature dependence of ∆σ, all of the NW films show a general increase in Re(∆σ) as the
temperature decreases, which is due to the increased life-times of the photoexcited carriers.
Again the most curious change is observed for l−WO2.72, which has a sign-reversal of Im(∆σ)
from 300 K to 10 K, however we are not able to explain this behaviour at this point in time.
To study the time-evolution of the photoconductivity we plot ∆σ vs ∆τ for each NW
film at 10 K in figure 8.5. We do this partly to investigate the curious sign-reversal of ∆E/E
for l−WO2.72, and partly because for many of the NW films, the photoinduced signal is too
weak to obtain reliable conductivity data at later ∆τ at room temperature. For each film
∆σ becomes more or less flat at later ∆τ , and ∆σ shows the same frequency-dependency for
almost every film. The exception here is the l−WO2.72 film, which shows a strong decrease
in Re(∆σ) above 1 THz for ∆τ = −1.5 ps, corresponding to the fast decay observed in figure
8.2b. We are unable to explain this behaviour at present time, but it would appear to be
an additional mechanism that only occurs immediately after photoexcitation, and only at
low temperatures. We only observe this behaviour for l−WO2.72, so it may be related to
the metallic nature of these NWs, since a negative Re(∆σ) has previously been observed in
another metallic 1D system, specifically our finite-length carbon nanotubes chapter 7.
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Figure 8.5: Change in effective conductivity (Re(∆σ) and Im(∆σ)) of (a)-(b) l−WO2.72, (c)-
(d) l−WO3, (e)-(f) s−WO2.72, and (g)-(h) s−WO3 at 10 K due to 266 nm photoexcitation
vs pump-probe delay time ∆τ . The incident fluence is 68 µJ/cm2, 63 µJ/cm2, 59 µJ/cm2,
and 63 µJ/cm2 for l−WO2.72, l−WO3, s−WO2.72 and s−WO3, respectively. Note that the
early and later ∆τ in each plot corresponds to region of fast and slow decay for each film as
shown in figure 8.2b.
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8.5 Conclusion
In conclusion we measured the terahertz conductivity and photoconductivity spectra of thin
films compromising small- and large-diameter tungsten-oxide (WOx) nanowires, and oxygen
deficiencies WO2.72 and WO3 using THz-TDS and OPTP, as well as the decay-dynamics of
the photoexcited carriers on a picosecond timescale. The WO2.72NWs and large-diameter
WO3NWs displayed a typical plasmonic behaviour in the THz conductivity, which is com-
mon for 1D nanostructured systems with a significant presence of free carriers [299, 305]. For
both small- and large-diameter NWs we observed a significant THz conductivity for WO2.72,
indicative of the metallic nature of the material. Furthermore we observe a massive drop in
THz conductivity as the oxygen content is increased (x = 2.72 → 3), which we attribute to
the metal-to-insulator transition at x = 2.9, which so far has only been observed for bulk
WO3 [8, 116]. Furthermore we present the first experimental measurements of the photoex-
cited charge-carrier dynamics of WOx nanowires on a picosecond timescale and map the
influence of oxygen-content and nanowire diameter. For all NWs except the large-diameter
WO2.72 we observe an initial fast decay of <1 ps, followed by a slower decay of 3-10 ps. By
comparing our data with similar measurements performed on WO3 nanoparticles [308], and
GaAs, InAs, and InP nanowires [305, 315], we attribute the observed decay-dynamics of our
NW films to saturable carrier trapping at the surface of the nanowires. The decay-times
were observed to decrease as the NW diameter decreases, and for small-diameter NWs the
photoconductivity was less influenced by changes in oxygen content, which is likely due to
the increased dominance of surface effects [305, 315]. Thus we have made significant progress
in understanding the conductive properties of WOxNWs and their decay-dynamics on the
picosecond timescale, and are therefore one step closer in realizing efficient opto-electronic
devices using nanostructured tungsten-oxide.
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Chapter 9
Conclusion and Future Work
In conclusion, the charge-carrier dynamics of two 1D nanomaterials, single-walled carbon
nanotubes and tungsten-oxide nanowires, have been investigated using THz-TDS and OPTP,
with particular focus on how nanotube geometry and morphology influences their optoelec-
tronic THz responses. Through these efforts, we have illuminated the nature of these types
of materials in the THz frequency range, and thus helped pave the way for their applica-
tions in future optoelectronic devices. While this thesis has focused primarily on CNTs and
WOxNWs, many of the considerations and methods documented in this work are relevant
for many other 1D semiconductor nanomaterials.
To summarize, in chapter 5 we formulated a general method for evaluating the applicabil-
ity of any approximation used for obtaining the photoinduced change in dielectric properties
of a sample, measured using OPTP. The method is valid for any given multilayer geometry
and wavelength. Using this method we evaluated three of the most commonly used approxi-
mations and showed that they quickly become invalid as the wavelength becomes comparable
with the sample thickness. The results of this analysis has huge implications for the study
of charge-carrier dynamics using OPTP, since it demonstrates the need to properly analyse
the applicability of an approximation for a given sample geometry. Improper use of these
approximations can lead to significant errors, which in turn can lead to an incorrect inter-
pretation of the photoexcited response. This method is therefore a huge achievement of this
thesis in terms of quantifying the applicability of a given approximation for a given system.
In chapter 6, we then moved on to examine the influence of length and density on the
effective conductivity of free-standing films comprising single-walled CNTs of various lengths,
and CNT/WS2 INT composites of varying CNT densities on quartz. Their effective conduc-
tivities and permittivities were measured in the ranges (i) 0.2–1000 THz for 300–530 K, and
(ii) 0.3–2 THz for 10–530 K, and we observed a peak in the THz conductivity spectra of the
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CNT films, which is shown to be plasmonic in nature, in agreement with recent literature,
and shifting in frequency with the CNT length as predicted by our model of the localized
plasmon resonance. Due to the plasmonic nature of the response of shorter tubes (L ≤ 1
µm), we observed an unexpected variation with temperature, where the effective conductiv-
ity of the films in the THz frequency range is shown to increase with temperature, while
we observed a decrease with temperature for longer tubes. This temperature-induced effect
was shown to arise indirectly from the variation of the electron scattering rate, which de-
termines plasmon losses, and therefore broadening of the conductivity resonance. Moreover,
by studying composites of varying CNT densities, we showed that the change in conductiv-
ity with temperature depends not only on tube length, but also varies with tube density:
as the temperature increases, we observe an effective conductivity in the range 0.3–1 THz
that increases/decreases for low/high density samples. This effect accounts for the apparent
discrepancies in literature regarding temperature dependent conductivity of CNT compos-
ites [250, 255, 259–262], and occurs due to the density dependence of the effective length of
conducting pathways in the composite films, which again leads to a shift and temperature
dependent broadening of the THz conductivity resonance. The observed influence of length
and density on the effective conductivity of CNTs and CNT based composites presented in
this thesis is a significant contribution to properly understanding the nature of the THz res-
onance in CNTs. Furthermore, the length- and density-influence have huge implications for
the performance of any optoelectronic devices based on CNTs, such as photodetectors, polar-
izers, microwave shields, and so on, especially in the THz-range. Thus, careful consideration
of CNT geometry is required when designing these types of CNT-based devices.
In chapter 7 we measured the photo-induced change in THz conductivity, ∆σph, in free-
standing carbon nanotube (CNT) films of different lengths and chirality distributions. By
comparing CNT films with average individual tube lengths ranging from 0.3 µm to 10 µm, we
demonstrated that drastic variations in ∆σph observed for various films primarily originates
from changes to the plasmonic resonance observed in finite length CNTs due to expected
heat-induced changes to electron scattering. From this we concluded that the photoexcited
ultrafast THz response is predominately plasmonic in nature, and that the length of the
CNTs is what determines the frequency-dependent behaviour. This explains the conflicting
reports presented in [41, 249, 257, 292–294], and underlines the need to carefully consider the
length of the CNTs when analysing their ultrafast THz response, and more importantly, when
developing nanotube-based optoelectronic devices such as photodetectors [317] and ultrafast
polarization modulators [318], since the CNT geometry in these devices will have a huge
influence on their performance. To this end, we have also shown OPTP to be a simple and
efficient technique for predicting the geometry of CNT films, which currently requires careful
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statistical measurements with electron microscopy.
In chapter 8 we measured the terahertz conductivity and photoconductivity spectra of thin
films compromising small- and large-diameter tungsten-oxide (WOx) nanowires, and oxygen
deficiencies WO2.72 and WO3 using THz-TDS and OPTP, as well as the decay-dynamics of
the photoexcited carriers on a picosecond timescale. The WO2.72NWs and large-diameter
WO3NWs displayed a typical plasmonic behaviour in the THz conductivity, which is com-
mon for 1D nanostructured systems with a significant presence of free carriers [299, 305].
For both small- and large-diameter NWs we observed a significant THz conductivity for
WO2.72, indicative of the metallic nature of the material. As the oxygen content increased
(x = 2.72→ 3), we observed a massive drop in THz conductivity, which we attributed to the
metal-to-insulator transition at x = 2.9, which so far has only been observed for bulk WO3
[8, 116]. Furthermore we presented the first experimental measurements of the photoexcited
charge-carrier dynamics of WOx nanowires on a picosecond timescale and mapped the in-
fluence of oxygen-content and nanowire diameter. For all NWs except the large-diameter
WO2.72 we observed an initial fast decay of <1 ps, followed by a slower decay of 3-10 ps. By
comparing our data with similar measurements performed on WO3 nanoparticles [308], and
GaAs, InAs, and InP nanowires [305, 315], we attributed the observed decay-dynamics of
our NW films to saturable carrier trapping at the surface of the nanowires. The decay-times
were observed to decrease as the NW diameter decreases, and for small-diameter NWs the
photoconductivity was less influenced by changes in oxygen content, which is likely due to
the increased dominance of surface effects [305, 315]. Thus we have made significant progress
in understanding the conductive properties of WOxNWs and their decay-dynamics on the
picosecond timescale, and are therefore one step closer in realizing efficient optoelectronic
devices using nanostructured tungsten-oxide.
In conclusion, the work presented in this thesis has helped illuminate field of charge-
carrier dynamics in 1D nanomaterials and thus contributed to their future development as
components in novel optoelectronic devices.
9.1 Future Work
The work in this thesis has many possible roads for continued study. The general method
for evaluating analysis approximations of OPTP, presented in chapter 5, is limited in so far
that the modelling approach uses homogeneous slabs to represent the sample geometry. More
complex geometries such as spatially inhomogeneous or nanostructured samples cannot be
accurately modelled using this approach. Thus a next step could be to develop a model which
can incorporate these types of geometries.
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In terms of the CNTs in chapters 6 and 7, there are still many unexplored topics, for
example the puzzling low temperature behaviour of the scattering rate. While the CNT/INT
composites have huge potential in future optoelectronic devices, their photoexcited responses
remain unexplored. In this thesis we have also limited ourselves to considering the effective
conductivity of our CNT films: It may be of interest to use an effective medium model
to extract the intrinsic conductivity of the CNTs in order to see how nanotube geometry
and density influences this parameter. For our non-equilibrium experiments we have also
limited ourselves to probing the off-resonance photoresponse of our CNTs. It would be quite
relevant to probe the photoconductivity for on-resonance excitations, and below the optical
transitions of the CNTs. The latter case might prove useful in observing the predicted small-
gap interband transitions in quasi-metallic CNTs: Because the plasmonic THz resonance in
CNTs clearly dominates the photoconductive response, no one has so far managed to observe
the small-gap interband transition in experiment.
Regarding the WOxNWs in chapter 8, we were limited to measuring two different di-
ameters with oxygen contents of x = 2.72 and x = 3. A natural next step would be to
examine the other Magne´li phases of tungsten-oxide, essentially mapping the THz conduc-
tivity and photoconductivity as a function of oxygen content, x (and diameter), in order to
verify the predicted metal-insulator transition around x = 2.9. Furthermore, the nature of
the WOxNW photoconductive responses are still relatively unexplored, especially the curious
behaviour the large-diameter WO2.72NWs at low temperature.
Finally, our time-resolved THz measurements have been fairly limited in their frequency
bandwidth due to a number of factors, mainly the cryostat. Thus, it would be quite relevant
to map the optoelectronic responses of the CNTs and WOxNWs for a broader frequency
range. Thus, the field of charge-carrier dynamics in 1D nanomaterials is still open for many
avenues of research.
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Experimental Setups: Additional
Information
This appendix contains additional information and pictures of the THz-TDS and OPTP
setups described in section 4.4. Figure A.1 shows our PCA based THz-TDS, with the cryostat
raised above the setup. Closeups of the cryostat are shown in figures A.2 and XXX. Figure
A.4 shows our OPTP setup, along with a zoomed in picture of the dry-air box in figure A.5.
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Figure A.1: Picture of the THz-TDS setup shown in figure 4.8. The two large pillars, situated
between the PCAs in the middle of the setup, are part of the cryostat holder. The cryostat
is raised above the setup.
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Figure A.2: Picture of the cryostat cold-finger, without sleeve. A sample holder can be
mounted to the bottom of the coldfinger, and the temperature is controlled using heating
wires and a temperature sensor mounted near the bottom of the cold-finger.
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Figure A.3: Cryostat sleeves and radiation shield, which fits over the coldfinger.
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Figure A.4: Picture of the OPTP setup shown in figure 4.10. The OPTP setup is shown
in the foreground, and the 800 nm femtosecond laser is in the background (just outside the
picture), along with two other setups.
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Figure A.5: Picture of the inside of our dry-air box used in the OPTP setup shown in figure
4.10. The green, red and blue arrows indicate the THz, gate, and pump-pulse, respectively.
Note that the cryostat was removed from the setup when this picture was taken.
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Source Code
This appendix chapter contains the Matlab and Mathematica source code used in chapters
5-8 to extract the dielectric properties of our samples and generate the results in figure 5.4.
B.1 Matlab Source Code
This section presents the Matlab functions used in chapters 5-8 to extract dielectric properties
of our samples. Two functions were written for this purpose:
 Conductivity Fresnel, which utilizes the Fresnel equations approach described in
section 5.3 to extract the dielectric properties of a 3-layer structure.
 ConductivityTMM, which utilizes the Transfer Matrix Method (TMM) approach
described in section 5.2 to extract the photoexcited dielectric properties.
B.1.1 Conductivity Fresnel
1 func t i on [ ntab le ] =...
2 Conduct iv i ty Fre sne l ( f , fT , d , n sub , vara rg in )
3 % Calcu la t e pe rmi t iv i ty , r e f r a c t i v e index and conduc t i v i ty o f a
4 % 3− l a y e r system us ing Fre sne l equat ions .
5 %
6 % REQUIRED INPUT ARGUMENTS:
7 % −> f i s an array o f f r e qu en c i e s in un i t s o f THz .
8 % −> fT i s an array conta in ing the complex t ransmi s s i on o f the pu l s e
9 % in the f requency spectrum .
10 % −> d i s a s i n g l e va lue conta in ing the th i c kne s s o f the sample in un i t s
11 % of meters .
12 % −> n sub i s the r e f r a c t i v e index o f the sample sub s t r a t e .
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13 %
14 % OPTIONAL ARGUMENTS:
15 % −> i n i t g u e s s i s the i n i t i a l guess used by the numerica l r ou t in e to f i nd
16 % the r e f r a c t i v e index .
17 % −> FP i s a boolean . I f true , accounts f o r the Fabry−Perot resonance .
18 % −> f l i m i t s e t s the f requency range that we wish to c a l c u l a t e f o r
19 % −> f f i s the f i l l f r a c t i o n f o r the sample , d e f au l t va lue i s 1 .
20 % −> dvar i s the d i f f e r e n c e between the th i ckne s s o f the r e f e r e n c e
21 % subs t r a t e and the sub s t r a t e o f the sample
22 %
23 % OUTPUT:
24 % −> ntab le i s the outputted tab l e conta in ing frequency , r e f r a c t i v e index ,
25 % pe rm i t t i v i t y and conduc t i v i ty .
26 %% Parameters
27 c=299792458; %[m/ s ] speed o f l i g h t
28 eps0=8.854e−12; % [F/m] vacuum pe rm i t t i v i t y
29 n a i r =1; % r e f r a c t i v e index o f l i g h t
30
31 %% Parse input
32 p = inputParser ;
33 p . KeepUnmatched = true ;
34
35 d e f f l i m i t =[0.2 1 . 2 ] ;
36 def FP=true ;
37 d e f f i l l f r a c t i o n =1;
38 d e f i n i t g u e s s=2+2 i ;
39 d e f s u b s t r a t e t h i c k n e s s v a r i a n c e =0;
40
41 addRequired (p , ' f ' ) ;
42 addRequired (p , ' fT ' ) ;
43 addRequired (p , 'd ' ) ;
44 addRequired (p , ' n sub ' ) ;
45 addParameter (p , ' f l i m i t ' , d e f f l im i t ,@ i snumer ic ) ;
46 addParameter (p , ' f f ' , d e f f i l l f r a c t i o n ,@ isnumer ic ) ;
47 addParameter (p , ' i n i t g u e s s ' , d e f i n i t g u e s s ,@ i snumer ic ) ;
48 addParameter (p , ' dvar ' , d e f s ub s t r a t e t h i c kn e s s v a r i a n c e ,@ isnumer ic ) ;
49 addParameter (p , 'FP ' , def FP ,@ i s l o g i c a l ) ;
50
51 parse (p , f , fT , d , n sub , vararg in { :} )
52 s t r u c t 2va r s (p . Resu l t s )
53
54
55 %% Start calculation
56 index1=f i nd ( f>=f l i m i t (1 ) ,1 , ' f i r s t ' ) ;
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57 index2=f i nd ( f>f l i m i t (2 ) ,1 , ' f i r s t ' ) ;
58
59 f3=f ( index1 : index2 ) '*1 e12 ;
60 Tf = @(e1 , e2 ) 2* e1 /( e1+e2 ) ;
61 Rf = @(e1 , e2 ) ( e1−e2 ) /( e1+e2 ) ;
62 n e f f = @(e1 , f f ) s q r t ( f f * e1ˆ2+(1− f f ) * n a i r ˆ2) ;
63 % Rf = @(e1 , e2 ) ( e2−e1 ) /( e1+e2 ) ;
64
65 T=(fT ( index1 : index2 ) ) ;
66 n vpa=ze ro s ( l ength ( f 3 ) ,1 ) ;
67 syms n p
68 syms nr k i
69 f o r i =1: l ength ( f 3 )
70 f i=f3 ( i ) ;
71 i f FP==true
72 haps = vpaso lve ( T( i ) == (Tf ( n a i r , n e f f ( n p , f f ) ) ...
73 * Tf ( n e f f ( n p , f f ) , n sub ) /Tf ( n a i r , n sub )...
74 * exp (1 i *(d*( n e f f ( n p , f f )−n a i r )−dvar *( n sub−n a i r ) ) ...
75 *2* pi * f i / c ) ) /(1 − Rf ( n e f f ( n p , f f ) , n sub )...
76 * Rf ( n e f f ( n p , f f ) , 1) * exp (2 i * n e f f ( n p , f f ) *2* pi * f i *d/c ) ) , ...
77 n p , i n i t g u e s s ) ;
78 e l s e
79 haps = vpaso lve ( T( i ) == (Tf ( n a i r , n e f f ( n p , f f ) ) ...
80 * Tf ( n e f f ( n p , f f ) , n sub ) /Tf ( n a i r , n sub )...
81 * exp (1 i *(d*( n e f f ( n p , f f )−n a i r )−dvar *( n sub−n a i r ) ) ...
82 *2* pi * f i / c ) ) , n p , i n i t g u e s s ) ;
83 end
84 % d i s p s t a t ( [ ' i = ' , num2str ( i ) ] )
85 i f isempty ( haps )
86 n vpa ( i )=NaN;
87 cont inue
88 e l s e
89 n vpa ( i )=haps ;
90 i n i t g u e s s = n vpa ( i ) ;
91 end
92 d i s p s t a t ( [ ' i= ' , num2str ( i ) , ' , f= ' , num2str ( f i *1e−12) , ...
93 ' , guess= ' , num2str ( i n i t g u e s s ) ] )
94 end
95 n=n vpa ;
96 eps=n . ˆ 2 ;
97 conduct=−2*pi *1 i * f 3 .* eps0 . * ( eps−1) ; %[ S/m] conduc t i v i ty
98 ntab le = tab l e ( f 3 *1e−12, n , eps , conduct ) ;
99 ntab le . P rope r t i e s . VariableNames = { ' f THz ' , ...
100 'n ' , ' eps ' , ' cond ' } ;
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101 end
B.1.2 ConductivityTMM
1 func t i on [ Tout , dTout ] =...
2 conductivityTMM( f , t r a t i o , nList , nListRef , dList , i n i t gu e s s , vara rg in )
3 %conductivityTMM ca l c u l a t e s the d i e l e c t r i c p r op e r t i e s o f a s p e c i f i c unknown
4 % laye r in a mu l t i l ay e r system us ing the Trans fe r Matrix Method . This works
5 % f o r two types o f geometr i e s :
6 % 1) a s i n g l e l a y e r o f unknown n .
7 % 2) An unknown change ”dn” a s i n g l e l a y e r with known n due to
8 % photoexc i t a t i on . In t h i s case , the pene t ra t i on depth (dp) o f the
9 % exponen t i a l l y decaying photoconduct iv i ty in to the l ay e r must be
10 % s p e c i f i e d as we l l .
11 % REQUIRED INPUT ARGUMENTS:
12 % −> ” f ” i s an array conta in ing the f r e qu en c i e s [Hz ] o f i n t e r e s t .
13 % −> ” t r a t i o ” i s the r a t i o o f the t ransmit ted complex e l e c t r i c f i e l d o f our
14 % mul t i l ay e r system inc l ud ing our sample , and a s im i l a r system
15 % corre spond ing to a s u i t a b l e r e f e r e n c e . Each element should correspond
16 % to the g iven f requency in ” f ” .
17 % −> ” nLi s t ” and ” nListRef ” should conta in the r e f r a c t i v e index f o r each
18 % lay e r o f the system (FRONT TO BACK) , i n c l ud ing i n c i d en t and
19 % transmit ted r eg i on . In nList , the l ay e r o f i n t e r e s t e d should s e t as
20 % ”NaN” , i . e . nL i s t ( unknownLayer )=NaN. Also note that the i n c i d en t l ay e r
21 % cannot be complex , i . e . no absorbt ion or gain . F ina l ly , i f any l ay e r
22 % has a frequency−dependent r e f r a c t i v e index , nL i s t should given as a
23 % (n ,m) array , where n corresponds to each f requency o f f (n) , and m
24 % corresponds to each l ay e r .
25 % −> ” dLi s t ” should conta in the th i ckne s s o f each l ay e r g iven in meters .
26 % The in c i d en t and transmit ted r eg i on must be s p e c i f i e d as Inf , i . e .
27 % dLi s t ( [ 1 , end ] )=In f .
28 % −> i n i t g u e s s i s the i n i t i a l guess used by the rou t ine when s o l v i n g the
29 % system o f equat ions f o r the unknown n us ing the rou t ine ” vpaso lve ” .
30 % OPTIONAL ARGUMENTS:
31 % −> ” theta0 ” i s the ang le o f inc idence , theta0=0 i s normal inc idence ,
32 % theta0=pi /2 f o r g l anc ing . theta0 should be r e a l . De fau l t va lue i s 0 .
33 % −> ”dp” i s the pene t ra t i on depth o f the exponent i a l decaying
34 % photoexc i t a t i on . Leave un sp e c i f i e d to assume a homogeneous change in
35 % r e f r a c t i v e index o f the l ay e r o f i n t e r e s t .
36 % −> ”NLayer” i s the number o f l a y e r s which we use to r ep r e s en t the
37 % exponen t i a l l y decaying photoexc i ta t i on , deps ( z )=deps*exp(−z/dp) , in
38 % our l ay e r o f i n t e r e s t . Larger NLayer i n c r e a s e s accuracy at the co s t o f
39 % computation time . Defau l t i s 10 l a y e r s .
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40 % −> ” fL imi t ” i s the f requency range o f i n t e r e s t . De fau l t c a l c u l a t e s f o r
41 % a l l f r e qu en c i e s g iven in ” f ” .
42 % −> ” usePar for ” , when true , uses p a r a l l e l computing to dec r ea se
43 % ca l c u l a t i o n time f o r ” vpaso lve ” , however in t h i s case the program w i l l
44 % always use ” i n i t g u e s s ” as the i n i t i a l guess f o r each frequency ,
45 % ins t ead o f updating the i n i t i a l guess to the r e s u l t obta ined f o r the
46 % prev ious i t e r a t i o n .
47 % OUTPUT
48 % −> ”Tout” i s a t ab l e conta in ing the frequency , r e f r a c t i v e index ,
49 % pe rm i t t i v i t y and conduc t i v i ty (S/m) f o r the l ay e r o f i n t e r e s t .
50 % −> ”dTout” i s a t ab l e conta in ing the frequency , and r e l a t i v e change in
51 % r e f r a c t i v e index , p e rm i t t i v i t y and conduc t i v i ty (S/m) f o r the l ay e r
52 % of i n t e r e s t .
53
54 % Parse input
55 p = inputParser ;
56 p . KeepUnmatched = true ;
57
58 check theta0 = @(x ) (0<=x) && (x<=pi /2) ;
59 check dL i s t = @(x ) i s i n f ( x (1 ) ) && i s i n f ( x ( end ) ) ;
60 check nL i s t = @(x ) i s r e a l ( x ( : , 1 ) ) && any ( any ( i snan (x ) ) ) ;
61 check nLi s tRe f = @(x ) i s r e a l ( x ( : , 1 ) ) ;
62
63 addRequired (p , ' f ' ) ;
64 addRequired (p , ' t r a t i o ' ) ;
65 addRequired (p , ' nLi s t ' , check nL i s t ) ;
66 addRequired (p , ' nListRef ' , check nLi s tRe f ) ;
67 addRequired (p , ' dLi s t ' , check dL i s t ) ;
68 addRequired (p , ' i n i t g u e s s ' ,@ i s f l o a t ) ;
69 addParameter (p , ' theta0 ' , 0 , check theta0 ) ;
70 addParameter (p , 'dp ' , [ ] ,@ i s r e a l ) ;
71 addParameter (p , 'NLayer ' , [ ] ,@ i s s c a l a r ) ;
72 % addParameter (p , ' fLimit ' , [ ] , @ i s r e a l ) ;
73 addParameter (p , ' usePar for ' , f a l s e ,@ i s l o g i c a l ) ;
74
75 parse (p , f , t r a t i o , nList , nListRef , dList , i n i t gu e s s , vara rg in { :} )
76 s t ru c t 2va r s (p . Resu l t s )
77
78 %% Start Program
79 c=299792458; %[m/ s ] speed o f l i g h t
80 eps0=8.854e−12; % [F/m] vacuum pe rm i t t i v i t y
81
82 % frequency
83 i f i s row ( f )
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84 f = f . ' ;
85 end
86 omega = 2* pi * f ; %Angular f requency
87 f p o i n t s = length ( f ) ;
88
89 % Calcu la t e the t ransmi s s i on o f the r e f e r e n c e geometry
90 t r e f = ze ro s (1 , f p o i n t s ) ;
91 f o r i =1: f p o i n t s
92 i f s i z e ( nListRef , 1 ) > 1
93 t r e f ( i ) = t s t o t a l ( nLis tRef ( i , : ) , dList , theta0 , omega ( i ) ) ;
94 e l s e
95 t r e f ( i ) = t s t o t a l ( nListRef , dList , theta0 , omega ( i ) ) ;
96 end
97 end
98 % Locate index o f l a y e r and r ep l a c e NaN with symbol ic va lue ”nG” used in
99 % the numerica l s o l v e r ” vpaso lve ” :
100 nG = sym( 'nG ' ) ;
101
102 [ row , co l , v ] = f i nd ( i snan ( nL i s t ( 1 , : ) ) ) ;
103 iL = co l ;
104 i f l ength ( iL )˜=1
105 e r r o r ( 'There should be exac t l y one NaN lay e r in ” nLi s t ” ' )
106 end
107 nLi s t = sym( nLi s t ) ;
108 nLi s t ( : , iL ) = nG;
109 nRef = nListRef ( : , iL ) ;
110
111 % ca l c u l a t e exponent i a l decay o f n in photoexc i t ed l ay e r ( i f a pp l i c ab l e ) ,
112 % and d iv id e the l ay e r o f i n t e r e s t i n to NLayer #l a y e r s .
113 % Modify nLi s t and dLi s t to r e f l e c t t h i s .
114 i f ˜ isempty (dp) && ˜ isempty (NLayer )
115 d sample = dLi s t ( iL ) ;
116 dz = d sample /NLayer ;
117 zLayer = zL ( dz , NLayer ) ;
118 nExcz = @(z , n , nexc , dp )...
119 (n .ˆ2 + ( ( nexc−n) .ˆ2 + 2 .*n . * ( nexc−n) ) .* exp(−z . / dp) ) . ˆ ( 1/2 ) ;
120
121 sz = s i z e ( nListRef , 1 ) ;
122 f o r i =1: sz
123 nListNew ( i , : ) = nExcz ( zLayer , nLis tRef ( i , iL ) ,nG, dp) ;
124 end
125
126 nLi s t = [ nL i s t ( : , 1 : iL−1) , nListNew , nL i s t ( : , iL+1:end ) ] ;
127 dLi s t = [ dL i s t ( 1 : iL−1) , dz* ones (1 , NLayer ) , dL i s t ( iL+1:end ) ] ;
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128 end
129 %% Numerically solve for unknown n
130 n=ze ro s ( fpo in t s , 1 ) ;
131 sz = s i z e ( nList , 1 ) ;
132 s z i n i = length ( i n i t g u e s s ) ;
133
134 i f s z i n i==fpo i n t s
135 i n i t g u e s s i = i n i t g u e s s ;
136 e l s e i f s z i n i==1
137 i n i t g u e s s i = i n i t g u e s s .* ones (1 , f p o i n t s ) ;
138 e l s e
139 e r r o r ( [ ' i n i t i a l guess must e i t h e r be a s i n g l e value , or have a ' , ...
140 ' cor re spond ing value f o r each f requency ' ] )
141 end
142 % Decide i f we want to use p a r a l l e l computing .
143 i f usePar for == true
144 % Progres s monitor , doesnt cu r r en t l y work
145 % javaaddpath ( 'D:\Google Drev\Matlab\Functions \ParforProgMon ' )
146 % ppm = ParforProgMon ( ' conductivityTMM ' , f p o i n t s ) ;
147 % disp (ppm)
148 theta = theta0 ;
149 i f sz>1
150 pa r f o r i =1: f p o i n t s
151 i f any ( isempty ( nL i s t ( i , : ) ) ) | | any ( i snan ( nL i s t ( i , : ) ) )
152 n( i )=NaN;
153 cont inue
154 end
155 guess = vpaso lve ( t r a t i o ( i ) == ...
156 t s t o t a l ( nL i s t ( i , : ) , dList , theta , omega ( i ) ) . / ...
157 t r e f ( i ) ,nG, i n i t g u e s s i ( i ) ) ;
158 i f isempty ( guess )
159 %disp ( [ 'No so l u t i o n was found f o r i = ' , num2str ( i ) , ' / ' , . . .
160 %num2str ( f p o i n t s ) ] )
161 guess = NaN(1) ;
162 end
163 n( i ) = guess ;
164 % ppm. increment ( ) ; %update p rog r e s s f o r p rog r e s s monitor
165 end
166 e l s e
167 pa r f o r i =1: f p o i n t s
168 i f any ( isempty ( nL i s t ( i ) ) ) | | any ( i snan ( nL i s t ( i ) ) )
169 n( i )=NaN;
170 cont inue
171 end
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172 guess = vpaso lve ( t r a t i o ( i ) == ...
173 t s t o t a l ( nList , dList , theta , omega ( i ) ) . / ...
174 t r e f ( i ) ,nG, i n i t g u e s s i ( i ) ) ;
175 i f isempty ( guess )
176 %disp ( [ 'No so l u t i o n was found f o r i = ' , num2str ( i ) , ' / ' , . . .
177 %num2str ( f p o i n t s ) ] )
178 guess = NaN(1) ;
179 end
180 n( i ) = guess ;
181 % ppm. increment ( ) ; %update p rog r e s s f o r p rog r e s s monitor
182 end
183 end
184 e l s e
185 i f sz>1
186 f o r i =1: f p o i n t s
187 i f any ( isempty ( nL i s t ( i , : ) ) ) | | any ( i snan ( nL i s t ( i , : ) ) )
188 n( i )=NaN;
189 cont inue
190 end
191 guess = vpaso lve ( t r a t i o ( i ) == ...
192 t s t o t a l ( nL i s t ( i , : ) , dList , theta0 , omega ( i ) ) . / ...
193 t r e f ( i ) , nG, i n i t g u e s s i ( i ) ) ;
194 i f isempty ( guess )
195 d i sp ( [ 'No so l u t i o n was found f o r i= ' , num2str ( i ) , ' / ' , ...
196 num2str ( f p o i n t s ) ] )
197 guess = NaN(1) ;
198 end
199 n( i ) = guess ;
200 % i n i t g u e s s i = guess ;
201 d i s p s t a t ( [ ' i= ' , num2str ( i ) , ' / ' , num2str ( f p o i n t s ) , ...
202 ' , n= ' , num2str (n( i ) ) ] )
203 end
204 e l s e
205 f o r i =1: f p o i n t s
206 i f any ( isempty ( nL i s t ( i ) ) ) | | any ( i snan ( nL i s t ( i ) ) )
207 n( i )=NaN;
208 cont inue
209 end
210 guess = vpaso lve ( t r a t i o ( i ) == ...
211 t s t o t a l ( nList , dList , theta0 , omega ( i ) ) . / ...
212 t r e f ( i ) , nG, i n i t g u e s s i ( i ) ) ;
213 i f isempty ( guess )
214 d i sp ( [ 'No so l u t i o n was found f o r i= ' , num2str ( i ) , ' / ' , ...
215 num2str ( f p o i n t s ) ] )
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216 guess = NaN(1) ;
217 end
218 n( i ) = guess ;
219 % i n i t g u e s s i = guess ;
220 d i s p s t a t ( [ ' i= ' , num2str ( i ) , ' / ' , num2str ( f p o i n t s ) , ...
221 ' , n= ' , num2str (n( i ) ) ] )
222 end
223 end
224 end
225
226 % Calcu la t e p e rm i t t i v i t y and conduc t i v i ty and save everyth ing in a tab l e
227 eps = n . ˆ 2 ;
228 cond = −1 i .* omega .* eps0 . * ( eps−1) ;
229
230 VarN = { ' f THz ' , 'n ' , ' eps ' , ' cond ' } ;
231 Tout = tab l e ( f *1e−12,n , eps , cond , 'VariableNames ' ,VarN) ;
232
233 % Calcu la t e change in d i e l e c t r i c p r op e r t i e s and save everyth ing in a tab l e
234 epsRef = nRef . ˆ 2 ;
235 condRef = −1 i .* omega .* eps0 . * ( epsRef−1) ;
236
237 VarN = { ' f THz ' , 'n ' , ' eps ' , ' cond ' } ;
238 dTout = tab l e ( f *1e−12 ,(n−nRef ) , ( eps−epsRef ) , ( cond−condRef ) , ...
239 'VariableNames ' ,VarN) ;
240
241 end
242
243 %% Subroutines
244 % f i nd po s i t i o n f o r middle o f each sub layer
245 func t i on zLayer = zL ( dz , NLayer )
246 zLayer=ze ro s (1 , NLayer ) ;
247 f o r i =1:NLayer
248 zLayer ( i ) = dz *( i −1/2) ;
249 end
250 end
251
252 % Cal l f unc t i on TMMCalc and return t s t o t a l
253 func t i on out = t s t o t a l ( nList , dList , theta0 , omega )
254 S = TMMCalc( nList , dList , theta0 , omega ) ;
255 out = S . t s t o t a l ;
256 end
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B.2 Mathematica Source Code
In this section we present the Mathematica source code used to generate the results in
figure 5.4. The code starts with the Transfer Matrix Method routine used for calculating
the transmitted electric fields of a layered stack for a given wavelength and angle. This is
followed by applying the routine to the specific case shown in section 5.4.2.
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Transfer Matrix Method
Source: Pedrotti3 - Introduction to Optics
TMM of Stacked layers
This code finds the E-fields and transmission coefficients for a sample on semi-infinite substrate, and the 
photoexcited sample on the same substrate using the Transfer Matrix Method for normal incidence. These 
fields and transmission coefficients simulate the typical measurement obtained in a pump-probe time-
domain spectroscopy experiment. We then use the typical analysis model to calculate the change in 
refractive index Δn of the sample due to photoexcitation, which people typically use for this experiment 
when the refractive index of the sample and substrate is known. We then compare our obtained value with 
the original true value Δn. Depending on the ratio of the wavelength and the thickness of the sample λ/l, 
one should either use the refractive index of the substrate or the sample in the model. 
Parameters
ClearAll["Global`*"];
imgsize = 400;
fntsize = 14;
SetOptions[ListLogLinearPlot, BaseStyle → {FontSize → fntsize}, ImageSize → imgsize];
SetOptions[ListLogLogPlot, BaseStyle → {FontSize → fntsize}, ImageSize → imgsize];
c = 299 792 458;
Z0 = 377; (*Ohm*)
SetDirectory[NotebookDirectory[]];
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Functions
logspace[a_, b_, n_] := 10.0^Rangea, b, b - a  n - 1;
repeat[m_, n_Integer?Positive] := Sequence @@ ConstantArray[m, n];
RelDev[x_, x0_] := x - x0
x0
;
(*Assumes solutions of the form exp[-ⅈωt],
i.e. N=n+ⅈκ. Positive κ is absorption, negative κ is gain.*)γTE[nj_, αj_] := nj Cos[αj];δ[ωj_, nj_, dj_, αj_] := ωj nj dj Cos[αj]  c;γTM[nj_, αj_] := nj  Cos[αj];
Mj[γj_, δj_] := Cos[δj], -ⅈ Sin[δj]  γj, {-ⅈ γj Sin[δj], Cos[δj]};
r[Mi_, γ0_, γt_] :=γ0 * Mi[[1, 1]] + γ0 * γt * Mi[[1, 2]] - Mi[[2, 1]] - γt * Mi[[2, 2]] γ0 * Mi[[1, 1]] + γ0 * γt * Mi[[1, 2]] + Mi[[2, 1]] + γt * Mi[[2, 2]];
t[Mi_, γ0_, γt_] := 2 * γ0 γ0 * Mi[[1, 1]] + γ0 * γt * Mi[[1, 2]] + Mi[[2, 1]] + γt * Mi[[2, 2]];
Take the dot-product of a list of matrices:
RepeatedDotProduct[ListOfMatrices_] :=
Block[{n = Length[ListOfMatrices], index, SoFar},
If[n == 0, Return[{{1, 0}, {0, 1}}]];
SoFar = ListOfMatrices[[1]];
For[index = 2, index ≤ n, index++, SoFar = SoFar.ListOfMatrices[[index]]];
Return[SoFar];];
Convert between n and ϵ:
ConvertΔϵToΔn[n_, dϵi_] = n2 + dϵi - n;
ConvertΔnToΔϵ[n_, dni_] = n + dni2 - n2;
The program
INPUTS:⇒”nList” is the list of refractive indices, in the order that the light would pass through them. The first 
element of the list should
be the semi-infinite medium from which the light enters, the last element should be the semi-infinite 
medium to which the light
exits (if any exits). The first element must be real, otherwise there are program errors associated 
with the branch cut discontinuities
in ArcSin.⇒”θ0” is the angle of incidence, θ0=0 is normal incidence, θ0=p/2 for glancing. θ0 should be real.⇒”dList” is the list of layer thicknesses (front to back). It should correspond one-to-one to the ele-
ments of “nList”.
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⇒”λ0” is the vacuum wavelength of the light.
TMMCalc[nList_, dList_, θ0_, λ0_] :=
Block{NumMedia, ω, δList, θList, MTEList, MTMList, MTE, MTM, γTEList, γTMList,
rstotal, rptotal, tstotal, tptotal, Rs, Rp, Ts, Tp, RUnpol, TUnpol, temp, ψ, Δ},
NumMedia = Length[nList];ω = 2 π cλ0 ;
IfLength[dList] ≠ NumMedia || dList[[1]] ≠ ∞ || dList[[NumMedia]] ≠ ∞,
Return["Error in d or n!"];
If[Im[nList[[1]]] ≠ 0 || Im[θ0] ≠ 0, Return[
"Sorry, program does not work correctly for a dissipative incoming medium."]];(*θList is a list with, for each layer, the angle that the light travels through the
layer. Computed with Snell's law. Note that the "angles" may be complex!*)θList = ArcSin nList[[1]] Sin[θ0]
nList
;
(* δ is a list with,
for each layer except the semi-infinite top and bottom "layers",
the phase accrued by traveling through that layer.*)γTEList = Thread[γTE[nList, θList]];γTMList = Thread[γTM[nList, θList]];δList = Table[If[i ⩵ 1 || i ⩵ NumMedia, Null,δ[ω, nList[[i]], dList[[i]], θList[[i]]]], {i, 1, NumMedia}];
MTEList = Table[If[i ⩵ 1 || i ⩵ NumMedia, Null, Mj[γTEList[[i]], δList[[i]]]],{i, 1, NumMedia}];
MTMList = Table[If[i ⩵ 1 || i ⩵ NumMedia, Null, Mj[γTMList[[i]], δList[[i]]]],{i, 1, NumMedia}];
(* MTE and MTM will be the matrix that you get by dot-producting all the Mj.*)
MTE = RepeatedDotProduct[Take[MTEList, {2, NumMedia -1}]];
MTM = RepeatedDotProduct[Take[MTMList, {2, NumMedia -1}]];
(*Net complex transmission and reflection amplitudes:*)
rstotal = r[MTE, γTEList[[1]], γTEList[[NumMedia]]];
rptotal = r[MTM, γTMList[[1]], γTMList[[NumMedia]]];
tstotal = t[MTE, γTEList[[1]], γTEList[[NumMedia]]];
tptotal = t[MTM, γTMList[[1]], γTMList[[NumMedia]]];
(* Net transmitted and reflected power,as a proportion of the incoming light power,
for polarized and unpolarized incoming light.Don't forget,Ts,
Tp,TUnpol represent the light power that enters the final,
semi-infinite medium. If that medium has a complex index of refraction,
the light will further attenuate as it travels through that medium to
your detector, and you should take that into account separately.*)
Rs = Absrstotal2;
Rp = Absrptotal2;
Ts = Abststotal2 Re[nList[[NumMedia]] Cos[θList[[NumMedia]]]]
Re[nList[[1]] Cos[θList[[1]]]] ;
Tp = Abstptotal2 Re[nList[[NumMedia]] Conjugate[Cos[θList[[NumMedia]]]]] 
Re[nList[[1]] Cos[θList[[1]]]];
RUnpol = 1
2
(Rs + Rp);
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TUnpol = 1
2
(Ts + Tp);
(* Next, ψ and Δ are the parameters measured in ellipsometry. Note that both are
in RADIANS,not degrees. To get the value in degrees, divide by the degree symbol,
e.g. "ψ/°". In Mathematica, the degree symbol is just treated as
the number π180~0.0175. ψ is defined to be between 0 and+π2,
and Δ between -π and +π. Warning:There are different conventions for Δ in use,
you may need to use "π-Δ" or "2π-Δ" or "Δ-π", etc.,
to get agreement with your ellipsometer output. *)ψ = ArcTanAbsrptotal  rstotal;Δ = Arg-rptotal  rstotal;
Return[{Rs, Ts, Rp, Tp, rstotal, tstotal, rptotal, tptotal, RUnpol, TUnpol, ψ, Δ}];
Define separate functions for the reflection and transmission for s-polarization, p-polarization, and 
unpolarized light.
Rs[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[1]];
Ts[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[2]];
Rp[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[3]];
Tp[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[4]];
rstotal[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[5]];
tstotal[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[6]];
rptotal[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[7]];
tptotal[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[8]];
RUnpol[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[9]];
TUnpol[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[10]];ψ[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[11]];Δ[nList_, dList_, θ0_, λ0_] := TMMCalc[nList, dList, θ0, λ0][[12]];
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Simulate Transmitted Electric Fields of a Thinfilm on 
Substrate
Define parameters
θin = 0;
dSample = 1 * 10-6;
n0 = 1;
nCNT = 16 + ⅈ 6;
nSample = 3.415 + 1 ⅈ;ϵSample = nSample2;
nt = 1.96;
ΔϵExc = 1 + 1 ⅈ 10-6;ϵExc = ϵSample + ΔϵExc;
nExc = ϵExc1/2;ΔnExc = nExc - nSample;
dExc = 0.25 * dSample;
dSampleExc = dSample - dExc;ωpoints = 100;λn = logspace[-2, 5, ωpoints]; (*λ0l freespace wavelengthsample thickness*)λ0 = λn dSample;λs = λn  Re[nSample];ω = 2 π cλn dSample ;
Print["nsample = ", nSample]; Print["nsubstrate = ", nt];
Print["Δnsample = ", ΔnExc]; Print["Δϵsample = ", ΔϵExc];
nsample = 3.415 + 1. ⅈ
nsubstrate = 1.96Δnsample = 1.74337×10-7 + 9.53624×10-8 ⅈΔϵsample = 11 000 000 + ⅈ1 000 000
Substrate
nListSub = {n0, n0, nt};
dListSub = {∞, dSample, ∞};
nList = nListSub;
dList = dListSub;
rsub = Table[rstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
tsub = Table[tstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
Rsub = Table[Rs[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
Tsub = Table[Ts[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
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Unexcited sample on substrate
nListDark = {n0, nSample, nt};
dListDark = {∞, dSample, ∞};
nList = nListDark;
dList = dListDark;
rref = Table[rstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
tref = Table[tstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
Rref = Table[Rs[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
Tref = Table[Ts[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
tSample = tref  tsub;
Homogeneous Photoexcited sample on substrate
nListExc = {n0, nExc, nSample, nt};
dListExc = {∞, dExc, dSampleExc, ∞};
nList = nListExc;
dList = dListExc;
rexc = Table[rstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
texc = Table[tstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
Rexc = Table[Rs[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
Texc = Table[Ts[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
relative change of the transmission coefficient of the sample due to photoexcitation
dtExc = texc - tref
tref
;
tExcHomo = texc  tref;
Plot T, R and t
plt = ListLogLinearPlot[{Thread[{λs, Tref}], Thread[{λs, Texc}], Thread[{λs, Tsub}]},
AxesLabel → {"λs/d", "T"}, PlotLabels → {"ref", "exc", "sub"},
PlotLabel → "Transmittance", Joined → True, GridLines → Automatic,
PlotLegends → LineLegend[{"ref", "exc", "sub"}]]
Export["T.pdf", plt];
plt = ListLogLinearPlot[{Thread[{λs, Rref}], Thread[{λs, Rexc}], Thread[{λs, Rsub}]},
AxesLabel → {"λs/d", "R"}, PlotLabels → {"ref", "exc", "sub"},
PlotLabel → "Reflectance", Joined → True, GridLines → Automatic,
PlotLegends → LineLegend[{"ref", "exc", "sub"}]]
Export["R.pdf", plt];
plt = ListLogLinearPlot[{Thread[{λs, Abs[tref]}], Thread[{λs, Abs[texc]}], Thread[{λs, Abs[tsub]}]},
AxesLabel → {"λs/d", "Abs(t)"}, PlotLabels → {"ref", "exc", "sub"},
PlotLabel → "Abs(transmission)", Joined → True, GridLines → Automatic,
PlotLegends → LineLegend[{"ref", "exc", "sub"}]]
Export["t_abs.pdf", plt];
plt = ListLogLinearPlot[{Thread[{λs, Arg[tref]}], Thread[{λs, Arg[texc]}], Thread[{λs, Arg[tsub]}]},
AxesLabel → {"λs/d", "Arg(t)"}, PlotLabel → "Arg(transmission)",
PlotLegends → LineLegend[{"ref", "exc", "sub"}], Joined → True, GridLines → Automatic]
Export["t_arg.pdf", plt];
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Exponentially decaying photoexcitation of a sample on substrate
Here we simulate an exponentially decaying photoconductivity Δσ(z) =Δσexc e-αz → Δn(z) = (ϵdark +Δϵexc e-αz)1/2 - ϵdark1/2, where Δϵ ∝Δσ and α = 1dp, where dp is the penetration 
depth. We define the photoexcited region by the penetration depth dp and divide the sample of 
thickness dSample into NLayer number of layers, each with a Δn(zi), where zi is the position sam-
pled in the middle of layer i.  
NLayer = 100;Δz = dSample  NLayer;
zL[Δz_, NLayer_Integer?Positive] := TableΔz i - 1  2, {i, NLayer};
zLayer = zL[Δz, NLayer];
nExcz[z_, nDark_, ΔnExc_, dExc_] := nDark2 + ΔnExc2 + 2 nDark ΔnExc Exp -z
dExc
1/2;
nLayer = nExcz[#, nSample, ΔnExc, dExc] & /@ zLayer;ΔnLayer = nLayer - nSample;
nListExcExp = Flatten[{n0, nLayer, nt}];
dListExcExp = {∞, repeat[Δz, NLayer], ∞};
nList = nListExcExp;
dList = dListExcExp;
rExcExp = Table[rstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
tExcExp = Table[tstotal[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
RExcExp = Table[Rs[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
TExcExp = Table[Ts[nList, dList, θin, λ0[[i]]], {i, 1, ωpoints}];
relative change of the transmission coefficient of the sample due to photoexcitation
dtExcExp = tExcExp - tref
tref
;
tExcExpRegion = tExcExp  tref;(*The transmission coeffient of the photoexcited region Eexc
Eref
*)
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Plot
plt = ListPlotThread zLayer
dSample
,
Re[ΔnLayer]
Re[ΔnExc] , Thread zLayerdSample , Im[ΔnLayer]Im[ΔnExc] ,
AxesLabel → "z/dSample", "Δn (z)Δn 0 ", PlotLegends → LineLegend[{"Re(Δn)", "Im(Δn)"}],
PlotLabel → "Photoexcitation Profile"
Export["n_profile.pdf", plt];
plt =
ListLogLinearPlot{Thread[{λs, Tref}], Thread[{λs, TExcExp}], Thread[{λs, Tsub}]},
AxesLabel → {"λs/d", "T"}, PlotLabels → {"ref", "exc", "sub"},
PlotLabel → "Transmittance (Δσ(z)=Δσ0e-αz)", Joined → True,
GridLines → Automatic, PlotLegends → LineLegend[{"ref", "exc", "sub"}]
Export["T.pdf", plt];
plt =
ListLogLinearPlot{Thread[{λs, Rref}], Thread[{λs, RExcExp}], Thread[{λs, Rsub}]},
AxesLabel → {"λs/d", "R"}, PlotLabels → {"ref", "exc", "sub"},
PlotLabel → "Reflectance (Δσ(z)=Δσ0e-αz)", Joined → True,
GridLines → Automatic, PlotLegends → LineLegend[{"ref", "exc", "sub"}]
Export["R.pdf", plt];
plt = ListLogLinearPlot{Thread[{λs, Abs[tref]}], Thread[{λs, Abs[tExcExp]}], Thread[{λs, Abs[tsub]}]},
AxesLabel → {"λs/d", "Abs(t)"}, PlotLabels → {"ref", "exc", "sub"},
PlotLabel → "Abs(transmission) (Δσ(z)=Δσ0e-αz)", Joined → True,
GridLines → Automatic, PlotLegends → LineLegend[{"ref", "exc", "sub"}]
Export["t_abs.pdf", plt];
plt = ListLogLinearPlot{Thread[{λs, Arg[tref]}], Thread[{λs, Arg[tExcExp]}], Thread[{λs, Arg[tsub]}]},
AxesLabel → {"λs/d", "Arg(t)"}, PlotLabel → "Arg(transmission) (Δσ(z)=Δσ0e-αz)",
PlotLegends → LineLegend[{"ref", "exc", "sub"}], Joined → True, GridLines → Automatic
Export["t_arg.pdf", plt];
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Find Full Matrix solution (Numerical solving)
Here we set up the full Transfer Matrix equation that we need to solve for the desired refractive 
index n, assuming all other parameters are known, i.e. thickness, penetration depth and electric field 
values in the transmitted region for each geometry. It is not possible to solve this equation analyti-
cally, so we must use numerical algorithms (FindRoot) to estimate a solution.
Define functions and Equations
Fresnel transmission/reflection coefficients from layer i→j. Assumes normal incidence and TE-
polarized light
tf[ni_, nj_] := 2 ni
ni + nj ;
rf[ni_, nj_] := ni - nj
ni + nj ;
Phase delay inside layer j. Assumes normal incidence:δ[ωj_, nj_, dj_] := ⅈ ωj nj dj  c;
Short and long wavelength approximation:
ΔϵShort[n_,dti_,dp_,ωi_] = -2 ⅈ c n dti
dp ωi ;ΔϵLong[n_, dti_, dp_, ωi_] = -ⅈ c 1 + n dti
dp ωi ;
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Set up equations using TMMCalc
Unexcited sample and homogeneous excitation of sample
nDarkTMM[nj_, λ0_] := nListDarkUnknown = nListDark;
nListDarkUnknown[[2]] = nj;
tstotal[nListDarkUnknown, dListDark, θin, λ0]
tstotal[nListSub, dListSub, θin, λ0] ;
nExcTMM[nj_, λ0_] := nListExcUnknown = nListExc;
nListExcUnknown[[2]] = nj;
tstotal[nListExcUnknown, dListExc, θin, λ0]
tstotal[nListDark, dListDark, θin, λ0] ;
Exponentially decaying photo-excited region, ϵexc(z) = ϵdark +Δϵ e-αz
Set up equation for given wavelength λ0 using penetration depth “dExcG”, lumber of layers 
“NLayerG”, and photoexcited refractive index at the surface Δn.
ΔnExcTMMExp[ΔnG_, λ0_, NLayerG_, dExcG_] :=ΔzG = dSample  NLayerG;
zLayerG = zL[ΔzG, NLayerG];
nListExcExpG = nExcz[#, nSample, ΔnG, dExcG] & /@ zLayerG;
nListExcExpG = Flatten[{n0, nListExcExpG, nt}];
dListExcExpG = {∞, repeat[ΔzG, NLayerG], ∞};
tj = tstotal[nListExcExpG, dListExcExpG, θin, λ0]
tstotal[nListDark, dListDark, θin, λ0] ;
Return[tj] ;
Estimate the refractive index of the photo-excited region
We compare our four approaches; 
1) The short and long wavelength approximations.
2) Assuming a homogeneous photo-excited region of thickness dp.
3) Assuming an exponentially decaying photoconductivity across the sample, Δσ(z) =Δσexc e-αz, 
which we divide into NL layers.
We use these approaches to estimate Δn for an exponentially decaying photo-excited region, ϵexc(z) = ϵdark +Δϵ e-αz.
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Estimate the refractive index at the surface of the exp. decaying photoexc. 
region (Δn (0) = Δn0)
Use long and short wavelength limitΔϵExpLong = ΔϵLong[nt, dtExcExp, dExc, ω];ΔϵExpShort = ΔϵShort[nSample, dtExcExp, dExc, ω];ΔnExpLong = ConvertΔϵToΔn[nSample, ΔϵExpLong];ΔnExpShort = ConvertΔϵToΔn[nSample, ΔϵExpShort];ΔnExpLongRelDev = RelDev[ΔnExpLong, ΔnExc];ΔnExpShortRelDev = RelDev[ΔnExpShort, ΔnExc];
Assume homogeneous excited area of thickness dp:
initguess = nExc;
guess = Parallelize[
Table[FindRoot[tExcExpRegion[[i]] ⩵ nExcTMM[nj, λ0[[i]]], {nj, initguess},
WorkingPrecision → MachinePrecision, MaxIterations → 50], {i, ωpoints}]];
nExcExpTMMHomo = nj /. guess;ΔnExcExpTMMHomoRelDev = RelDev[nExcExpTMMHomo - nSample, ΔnExc];
Assume exponentially decaying photoexcitation represented by 10 layers:
dExcG = dExc;
NLayerG = 10;
initguess = ΔnExc;
guess = Parallelize[Table[FindRoot[
tExcExpRegion[[i]] ⩵ ΔnExcTMMExp[ΔnG, λ0[[i]], NLayerG, dExcG], {ΔnG, initguess},
WorkingPrecision → MachinePrecision, MaxIterations → 50], {i, ωpoints}]];ΔnExcExpTMMExp = ΔnG /. guess;ΔnExcExpTMMExpRelDev = RelDev[ΔnExcExpTMMExp, ΔnExc];
Export Data
Export["Exp_TMM_Exp.xls", Transpose[{ΔnExcExpTMMExp, ΔnExcExpTMMExpRelDev}]];
Export["Exp_TMM_Homo.xls", Transpose[{nExcExpTMMHomo, ΔnExcExpTMMHomoRelDev}]];
Export["Exp_Approx_short.xls", Transpose[{ΔnExpShort, ΔnExpShortRelDev}]];
Export["Exp_Approx_long.xls", Transpose[{ΔnExpLong, ΔnExpLongRelDev}]];
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Plot
ALabels = "λs/d", "Re(Δnguess - ΔnΔn )";
ALabels2 = "λs/d", "Im(Δnguess - ΔnΔn )";
ALabels3 = "λs/d", "Abs(Δnguess - ΔnΔn )";
leg = {"TMM Exp", "TMM Homo", "Short", "Long"};
plt1 = ListLogLinearPlot[{Thread[{λs, Re[ΔnExcExpTMMExpRelDev]}],
Thread[{λs, Re[ΔnExcExpTMMHomoRelDev]}],
Thread[{λs, Re[ΔnExpShortRelDev]}],
Thread[{λs, Re[ΔnExpLongRelDev]}]},
AxesLabel → ALabels, PlotLabel → "Re(Δnexc)", Joined → True, GridLines → Automatic,
PlotLegends → LineLegend[leg], PlotLabels → Placed[leg, Automatic], PlotRange → All]
plt2 = ListLogLinearPlot[{Thread[{λs, Im[ΔnExcExpTMMExpRelDev]}],
Thread[{λs, Im[ΔnExcExpTMMHomoRelDev]}],
Thread[{λs, Im[ΔnExpShortRelDev]}],
Thread[{λs, Im[ΔnExpLongRelDev]}]},
AxesLabel → ALabels2, PlotLabel → "Im(Δnexc)", Joined → True, GridLines → Automatic,
PlotLegends → LineLegend[leg], PlotLabels → leg, PlotRange → All]
plt3 = ListLogLogPlot[{Thread[{λs, Abs[ΔnExcExpTMMExpRelDev]}],
Thread[{λs, Abs[ΔnExcExpTMMHomoRelDev]}],
Thread[{λs, Abs[ΔnExpShortRelDev]}],
Thread[{λs, Abs[ΔnExpLongRelDev]}]},
AxesLabel → ALabels3, PlotLabel → "Abs(Δnexc)", Joined → True, GridLines → Automatic,
PlotLegends → LineLegend[leg], PlotLabels → leg, PlotRange → All]
Export["modeltest_Re.pdf", plt1];
Export["modeltest_Im.pdf", plt2];
Export["modeltest_abs.pdf", plt3];
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We see that the analytical approximation works fairly well at the extremes (2-4% deviation), how-
ever they quickly deviate in the intermediate wavelengths. Using TMM and assuming a homoge-
neous slab of photoexcitation, we get a more accurate result, but it still has 12% deviation for λs/d ≃ 
1. Representing the photoexcited sample by 10 Layers gives around 1% deviation for all wave-
lengths, however it is still slightly less accurate when λs is the size of the sample.
Compare accuracy of estimation vs input parameters (dp, NL)
We compare the accuracy when using NL number of layers to represent the exponentially decaying 
photoconductivity of our material. 
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Calculate vs NLayer for λs / d = 1
NL2 = Range[1, 20];
ii = FlattenPositionλn, _?# ≥ 1 &;
ii = ii[[1]];
NLayerTest2 = ParallelizeTable
dExcG = dExc;
initguess = ΔnExc;
guess =
FindRoot[tExcExpRegion[[ii]] ⩵ ΔnExcTMMExp[ΔnG, λ0[[ii]], NLayerG, dExcG],{ΔnG, initguess}, WorkingPrecision → MachinePrecision, MaxIterations → 100];ΔnGuess = ΔnG /. guess
, {NLayerG, NL2};
FindRoot::lstol : The line search decreased the step size to within tolerance specified by AccuracyGoal and PrecisionGoal but
was unable to find a sufficient decrease in the merit function. You may need more than MachinePrecision digits of
working precision to meet these tolerances.
Calculate for selected NLayer
NL = Range[5, 15, 5];
NLayerTest = Table
dExcG = dExc;
initguess = ΔnExc;
guess = Parallelize[Table[FindRoot[tExcExpRegion[[i]] ⩵ΔnExcTMMExp[ΔnG, λ0[[i]], NLayerG, dExcG], {ΔnG, initguess},
WorkingPrecision → MachinePrecision, MaxIterations → 100], {i, ωpoints}]];ΔnGuess = ΔnG /. guess
, {NLayerG, NL};
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Plot
NLTa = RelDev[#, ΔnExc] & /@ NLayerTest;
NLT = Map[Thread[{λs, #}] &, Abs[NLTa], {1}];
NLT2a = RelDev[NLayerTest2, ΔnExc];
NLT2 = Thread[{NL2, Abs[NLT2a]}];
leg = NL;
plt = ListLogLogPlotNLT, AxesLabel → "λs/d", "Abs(Δnguess - ΔnΔn )",
PlotLabel → "NLayer Test", Joined → True, GridLines → Automatic,
PlotLegends → LineLegend[leg], PlotLabels → leg, PlotRange → Full
Export["NTest_abs.pdf", plt];
plt = ListLogPlotNLT2, AxesLabel → "NLayers", "Abs(Δnguess - ΔnΔn )",
PlotLabel → "NLayer Test (λs/d=1)", Joined → True,
GridLines → Automatic, PlotRange → Full
Export["NTest2_abs.pdf", plt];
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We see that the routine fairly quickly converges as N increases, with NLayer=10 giving roughly 1% 
deviation. As expected, the routine is less accurate when the wavelength is roughly the size of the 
individual layers. 
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Export the data
Export["lambda_n.xls", λn];
Export["NLayerTest.xls", Transpose[NLTa]];
Export["NLayerTest2.xls", NLT2a];
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