In this paper, we used maximum likelihood method and the Bayesian method to estimate the shape parameter (θ), and reliability function (R(t)) of the Kumaraswamy distribution with two parameters  θ (under assuming the exponential distribution, Chi-squared distribution and Erlang-2 type distribution as prior distributions), in addition to that we used method of moments for estimating the parameters of the prior distributions. Bayes estimators derived under the squared error loss function. We conduct simulation study, to compare the performance for each estimator, several values of the shape parameter (θ) from Kumaraswamy distribution for data-generating, for different samples sizes (small, medium, and large). Simulation results have shown that the Best method is the Bayes estimation according to the smallest values of mean square errors(MSE) for all samples sizes (n).
Bayes Estimation Method
In this section, we use Bayes estimation to estimate the unknown parameter . Let (t 1 , t 2 ,… t n ) be a random sample of size n with probability density function given in equation (1) and likelihood function from the Kumaraswamy pdf given in equation (4).Here we assumed the unknown parameter is a random variable according to the following three types of informative priors: Exponential distribution[12], Chi-squared distribution[10] and Erlang-2 type distribution[11], as priors distribution. So in this paper, we derive the posterior distributions for the unknown parameter  using the above prior distributions to get Bayes estimation.
The Posterior Distribution Using Different Priors
In this section , we discuss the posterior distributions .we assumed that θ follows three types of prior distributions with pdf as given in table -1: To derive the posterior distribution , we use the equation (4) and the prior distribution with pdf as given in table -1(for each P i  for i=1,2,3 ) in the equation (8), we get the posterior distributions for the unknown parameter  are derived using the following three types of prior distributions (for more details see Appendix _A). Table -3 
Bayes 'Estimators First: Bayes 'Estimators for the shape parameter 
The objective of this section is to find Bayesian estimators of the shape parameter of Kumaraswamy distribution under the squared error loss function.
Where θ is an estimator for  was considered with three types of prior distributions. After simplified steps , we get Baye estimators of denoted by SÊ θ for the above prior as follows:-
So, the following results are the derivations of these estimators under the squared error loss function with three types of prior distributions (for more details see Appendix _B). So, the following results are the derivations of these estimators under the squared error loss function with three types of prior distributions (for more details see Appendix _B). 
for  1 , n > 0
Simulation Study
In simulation study, we chose Four sample size(25,50,100,150) to represent small, moderate and large sample size, we generated data from a Kumaraswamy distribution for the shape parameter, according to the following cdf F T (t)=1-
, we have u i =1-t     then t i =(1-((1-u i ) (1/  ) (1/ ).We consider randomly several values for the shape parameter = 0.5,1,1.5 and  = 0.5,1,1.5 of Kumaraswamy distribution . Also , we chose randomly the values for the distributions ( exponential (a=3,4,5) , Chi-square ( v =3,5,7)and Erlang-2 type (  =3,4,5)) as prior distribution for. The number of replication use is (L=1000) for each sample size (n). The simulation program is written using matlab-R2015b program. After estimating the parameters for and R(t) under the squared error loss function with three different priors, the mean square error (MSE) was calculated to compare the methods of estimation. Using the following:-
The results of the simulation study are summarized and tabulated in tables (4.1) -(4.6).Using ML and Bayes estimation method under the squared error loss function with three different priors. According to criterion is the best method that gives the smallest value of (MSE). 
Discussion
In this paper, we study maximum likelihood (ML) method and the Bayesian estimation for the shape parameter (θ), reliability function (R(t)) of the Kumaraswamy distribution (under the exponential distribution, Chi-squared distribution and Erlang-2 type distribution as informative priors). We derive Bayes estimators under the squared error loss function with different priors. Finally, according to the simulation study we determine the best estimation method, we use the Mean Square Error (MSE) on each of the estimation obtained from methods. So our criterion is the best method that gives the smallest value of (MSE).
In general, simulation results shown that the estimator of θ has increase mean square errors (MSE) when the true value of θ and are increased in all cases,and the estimator for R(t) has decreased mean square errors (MSE) when the true value of θ and are increased in all cases except the case of θ =1.
So we see from  Tables 4.1 show that the Bayes estimator of θ when the prior distribution for θ is exponential distribution has the smallest estimated MSE's compared with ML's ,and the maximum likelihood (ML) of θ has the smallest estimated MSE's compared with the Bayes estimator of θ when the prior distribution of θ is Chisquared distribution. Also, we see that the Bayes estimator of θ when the prior distribution of θ is Erlang-2 type distribution with certain chosen set values (  =4,6) has the smallest estimated MSE's compared with ML's.  Tables 4.2 show that the Bayes estimator of θ when the prior distribution of θ is exponential distribution has the smallest estimated MSE's compared with ML's ,and the ML of θ has the smallest estimated MSE's compared with the Bayes estimator of θ when the prior distribution of θ is Chi-squared distribution .Also, we see that the Bayes estimator of θ when the prior distribution for θ is Erlang-2 type distribution have the smallest estimated MSE's compared with ML's .  Table 4.3 and shows that the Bayes estimator of θ when the prior distribution of θ is exponential distribution with certain chosen set values (a=3,4) has the smallest estimated MSE's compared with ML's ,and the ML of θ has the smallest estimated MSE's compared with the Bayes estimator of θ when the prior distribution of θ is Chi-squared distribution. Also, we see that the Bayes estimator of θ when the prior distribution of θ is Erlang-2 type distribution with certain chosen set values (  =2,4) has the smallest estimated MSE's compared with ML's.  Tables 4.4 show that the Bayes estimator for R(t) when the prior distribution of θ is exponential distribution has the smallest estimated MSE's compared with MLE's .And the MLE for R(t) has the smallest estimated MSE's compared with the Bayes estimator for R(t) when the prior distribution of θ is Chi-squared distribution .Also, we see that the Bayes estimator for R(t) when the prior
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Vol.25 No.116 2019 distribution for θ is Erlang-2 type distribution has the smallest estimated MSE's compared with MLE's .  Table 4 .5 shows that the Bayes estimator for R(t) when the prior distribution for θ is exponential distribution has the smallest estimated MSE's compared with ML's .And the ML for R(t) has the smallest estimated MSE's compared with the Bayes estimator when the prior distribution of θ is Chi-squared  distribution except for the case(θ=1, =0.5with v=3,5) 
have the smallest estimated MSE's compared with ML's .Also, we see the that Bayes estimator for R(t) when the prior distribution of θ is Erlang-2 type distribution with certain chosen set values (  =2,4) has the smallest estimated MSE's compared with MLE's.
 Table 4 
.6 shows that the MLE for R(t) has the smallest estimated MSE's compared with the Bayes estimator for R(t) when the prior distribution of θ is exponential distribution .Also, we see the that Bayes estimator for R(t) when the prior distribution of θ is Chi-squared distribution with certain chosen set values (v=3,5,7) when θ=0.5 has the smallest estimated MSE's compared with MLE's .And we see the that Bayes estimator for R(t) when the prior distribution of θ is Chi-squared distribution with certain chosen set values (v=3) when θ=1,1.5 has the smallest estimated MSE's compared with MLE's .Also, we see the that Bayes estimator for R(t) when the prior distribution of θ is
Erlang-2 type distribution with certain chosen set values (  =2) when θ =0.5,1 ,1.5 has the smallest estimated MSE's compared with MLE's .
6.Conclusion
In general, simulation results shown that the Bayes estimator of θ when the prior distribution for θ is exponential distribution has the smallest estimated MSE's compared with ML's, and the maximum likelihood (ML) of θ has the smallest estimated MSE's compared with the Bayes estimator of θ when the prior distribution of θ is Chi-squared distribution .Also, simulation results showed that Bayes estimator of θ when the prior distribution of θ is Erlang-2 type distribution for certain chosen set values of (  =4,6) when the true value of θ is 0.5 has the smallest estimated MSE's compared with ML's .Also, the same thing for (  =2,4) when the true value θ is 1.5.
The maximum likelihood (ML) for R(t) has the smallest estimated MSE's compared with the Bayes estimator when the prior distribution of θ is exponential distribution and Chi-squared distribution for certain chosen set values of (v=3,5) when the true value of θ =1.0,also for (v=3) when the true value of θ =1.0, Also for certain chosen set values of (v=3) when the true value of θ =1.0, and the maximum likelihood (ML) for R(t) has the smallest estimated MSE's compared with Bayes estimator when the prior distribution of θ is Erlang-2 type distribution for certain chosen set values of (  =2,4) when the true value of θ is 1 for all  .
Comparing Different Estimators for the shape Parameter and the Reliability function of Kumaraswamy Distribution
Vol.25 No.116 2019 Appendix-A: The posterior distribution using three types of the prior distribution 1-The posterior distribution using exponential distribution as prior:
To find the posterior distribution using exponential distribution, we follow these steps: When the prior distribution θ is exponential distribution, then the pdf is given by: P 1  = a exp a, for a, > 0 … (A.1) Then the posterior distribution of θ for the given the data (t 1 , t 2 ,… t n ) is given by: a gamma function .Rewrite the equation (A.4) as follow, then we get,
for a, n > 0 …(A.5) Where A 1 (,t) equals to
Be the integral of the pdf of the gamma distribution. We get the posterior distribution of θ given the data (t 1 , t 2 ,… t n ) as follows:- 
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2-The posterior distribution using chi-square distribution as prior:
To find the posterior distribution using chi-squared distribution, we follow these steps: When the prior distribution θ is chi-squared distribution, then the pdf is given by:
Then the posterior distribution of θ for the given the data (t 1 , t 2 ,… t n ) is given by:
Substituting the equation (4) 
3-The posterior distribution using erlang-2 distribution as prior:
To find the posterior distribution using erlang-2 distribution, we follow these steps: When the prior distribution θ is erlang distribution, then the pdf is given by: P 3 = 1 2  exp 1  for  1 , > 0 …(A.12) Then the posterior distribution of θ for the given the data (t 1 , t 2 ,… t n ) is given by: a gamma function .Rewrite the equation (A.14) as follow, then we get,
Be the integral of the pdf of the gamma distribution. Then we get the posterior distribution of θ given the data (t 1 , t 2 ,… t n ) as follows:- Substituting the equation (A.6) in equation (B.4) , we get: 
Be the mean of the gamma distribution. Then we get the Bayes estimator of θ as the following formula: 
