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Abstract
We study the remainder RN(x) in an asymptotic expansion due to S.N.M. Ruijsenaars, for the logarithm of the double gamma
function. We show that for any even number N the function (−1) N2 −1RN(x) is completely monotonic on (0,∞). This proves a
recent conjecture of H.L. Pedersen. In addition, we give an estimate for the remainder RN(x) for N even.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The multiple zeta and gamma functions have been introduced by E.W. Barnes in an impressive series of papers
[2–5]. In particular, in [4], the double zeta function ζ2(x, s | a1, a2) is defined by the double infinite series
ζ2(x, s | a1, a2) =
∞∑
m,n=0
1
(x + ma1 + na2)s , Rex > 0, Re s > 2, a1, a2 > 0.
Barnes showed that ζ2(x, s | a1, a2) has a meromorphic continuation in s to the whole complex plane, with simple
poles at s = 1,2. The double gamma function was introduced in [3] by the relation
log2(x | a1, a2) = ∂ζ2(x, s | a1, a2)
∂s
∣∣∣∣
s=0
− C,
where
C := lim
x→0
[
∂ζ2(x, s | a1, a2)
∂s
∣∣∣∣
s=0
+ logx
]
.
Barnes discovered many properties of these functions and applied them to the theory of elliptic and theta functions.
These functions have been studied in recent years by many researchers, due to their important role in analytic number
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background information on the subject and various applications of these functions.
In [14], S.N.M. Ruijsenaars studied multiple zeta and gamma functions from the point of view of Mellin–Laplace
transforms and analytic difference equations and gave complete asymptotic expansions of these functions in terms
involving powers of 1/x. Let 2(x) := 2(x | 1,1). In this case, Ruijsenaars’s asymptotic formula for the logarithm
of the function 2(x) takes the form
log2(x) = −C −
(
x2
2
− x + 5
12
)
logx + 3
4
x2 − x +
N∑
k=3
(−1)k B
(2)
k
(k − 2)(k − 1)k
1
xk−2
+ RN(x), (1.1)
with
RN(x) =
∞∫
0
e−xt
t3
(
t2
(1 − e−t )2 −
N∑
k=0
(−1)k
k! B
(2)
k t
k
)
dt, N  2, Rex > 0, (1.2)
where B(2)k = B(2)k (0) and B(2)k (x) are the double Bernoulli polynomials defined by(
t
et − 1
)2
ext =
∞∑
k=0
B
(2)
k (x)
tk
k! , |t | < 2π.
We refer the reader to [12] for definitions and properties of generalized Bernoulli polynomials and numbers, and
to [15] for some explicit formulae of them.
The purpose of this paper is to show that in the case where N is even and x > 0 the remainder (−1)N2 −1RN(x) is
a completely monotonic function. This settles a conjecture of H.L. Pedersen in [13]. Using this result we derive an
error bound for RN(x) at any even order N , in the asymptotic expansion (1.1).
Our main result is the following.
Theorem 1. Let RN(x) be as in (1.2). For any even number N the function (−1)N2 −1RN(x) is completely monotonic
on (0,∞). Moreover, for any n 1 and x > 0 we have
∣∣R2n(x)∣∣< |B(2)2n+1|
(2n − 1)2n(2n + 1)
1
x2n−1
+ |B
(2)
2n+2|
2n(2n + 1)(2n + 2)
1
x2n
. (1.3)
The complete monotonicity of the remainder in the classical asymptotic expansion of the logarithm of Euler’s
gamma function (x) has been established in [1]. See also [10] for simplified proofs and additional comments.
Barnes in [2] introduced as an infinite product the function G(x) = (2π)x/22(x)−1, also called the double gamma
function. In [7, Theorem 1], C. Ferreira and J.L. López gave an asymptotic expansion for the logG(x +1) and derived
estimates for the error term of this formula. In [13] H.L. Pedersen established the complete monotonicity of the
remainder in the C. Ferreira and J.L. López formula which enabled C. Ferreira in [9] to substantially improve the
error bound of [7, Theorem 1, (12)].
In the next section we prove Theorem 1 and in Section 3 we provide some additional remarks and open problems.
In particular, we show that the method of the proof of Theorem 1 enable us to give simplified proofs of the results of
H.L. Pedersen [13] and C. Ferreira [9, (1)].
2. Proof of the main result
We first recall that a function f : (0,∞) →R is said to be completely monotonic, if f has derivatives of all orders
and satisfies
(−1)nf (n)(x) 0 for all x > 0 and n = 0,1,2, . . . . (2.1)
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A characterization of completely monotonic functions is given by Bernstein’s theorem [17, p. 161], which states that
f is completely monotonic on (0,∞) if and only if
f (x) =
∞∫
0
e−xt dμ(t),
where μ is a nonnegative measure on [0,∞) such that the integral converges for all x > 0. In view of this character-
ization, it readily follows from the representation (1.2) that we need only to show that for all even numbers N , we
have
(−1)N2 −1
(
t2
(1 − e−t )2 −
N∑
k=0
(−1)k
k! B
(2)
k t
k
)
> 0, for all t > 0. (2.2)
We observe that
t2
(1 − e−t )2 =
(
t
et − 1
)2
e2t = t2
[
1 + 1
et − 1 −
(
1
et − 1
)′]
. (2.3)
Then we write
t
et − 1 = 1 −
t
2
+
n∑
k=1
B2k
(2k)! t
2k + (−1)nt2n+2Vn(t), for all t > 0, (2.4)
where B2k are the Bernoulli numbers.
It is shown in [16, p. 64] that the remainder term Vn(t) is
Vn(t) =
∞∑
k=1
2
(t2 + 4π2k2)(2πk)2n . (2.5)
In [10] we proved in an elementary way that Vn(t) takes also the form
Vn(t) = 1
(2n + 1)!
1
et − 1
1∫
0
etu(−1)nB2n+1(u) du, (2.6)
where B2n+1(u) are the Bernoulli polynomials defined by
tetu
et − 1 =
∞∑
k=0
Bk(u)
tk
k! , |t | < 2π.
Combining (2.3) with (2.4) we find that for all t > 0 and n 2
t2
(1 − e−t )2 = 1 + t +
5
12
t2 +
n−1∑
k=1
B2k
(2k)! t
2k+1 −
n∑
k=2
(2k − 1) B2k
(2k)! t
2k + (−1)n−1Un(t), (2.7)
with
Un(t) := tQn−1(t) + t2
(
Qn(t)
t
)′
(2.8)
and
Qn(t) := t2n+2Vn(t). (2.9)
The relation between B(2)k (x) and Bk(x) is given by the formula
B
(2)
k (x) = k(k − 1)
{
(x − 1)Bk−1(x) − Bk(x)
}
,k − 1 k
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B
(2)
k = −
[
kBk−1 + (k − 1)Bk
]
,
hence
B
(2)
2k = −(2k − 1)B2k and B(2)2k−1 = −(2k − 1)B2k−2, for k = 2,3, . . . . (2.10)
Note that B(2)0 = 1, B(2)1 = −1, and B(2)2 = 5/6.
Therefore for n 2 we have
2n∑
k=0
(−1)k
k! B
(2)
k t
k = 1 + t + 5
12
t2 +
n−1∑
k=1
B2k
(2k)! t
2k+1 −
n∑
k=2
(2k − 1) B2k
(2k)! t
2k. (2.11)
From (2.7) and (2.11) we infer that
t2
(1 − e−t )2 −
2n∑
k=0
(−1)k
k! B
(2)
k t
k = (−1)n−1Un(t), (2.12)
which is to say that, in order to prove (2.2) it is sufficient to show that Un(t) > 0 for all n 2 and t > 0.
It follows directly from (2.5) that Vn(t) > 0 for all n 1 and t > 0. (Compare also the paper [10] for an elementary
proof of the positivity of Vn(t) using the expression (2.6).) In view of (2.8) and (2.9) we need only to show that(
Qn(t)
t
)′
> 0, for all n 1 and t > 0. (2.13)
We observe that
t2Vn(t) = (−1)n−1 B2n
(2n)! − Vn−1(t). (2.14)
This follows from (2.5) or from (2.6) integrating twice by parts. Since Vn(t) is clearly a strictly decreasing function
of t , we deduce from (2.14) that t2Vn(t) is strictly increasing on (0,∞). Now use (2.9) to conclude the proof of (2.13).
The above argument can be applied in the case n = 1 as well and this establishes (2.2) for N = 2. Of course, the
reverse inequality holds in (2.2) when N = 0 because the function t2
(1−e−t )2 is strictly increasing on (0,∞).
We now proceed to prove (1.3). Using (2.8), (2.9) and (2.14) we obtain
Un(t) = t2n+2
{
(−1)n−1 B2n
(2n)!
1
t
− tVn(t) + (2n + 1)
[
Vn(t) − Vn(0)
]+ (2n + 1)Vn(0) + tV ′n(t)}. (2.15)
We recall that Vn(t) > 0 and V ′n(t) < 0 for all n 1 and t > 0.
Moreover, we have
Vn(0) = (−1)n B2n+2
(2n + 2)! . (2.16)
This follows from (2.5) and the fact that
ζ(2n + 2) = (−1)n22n+1π2n+2 B2n+2
(2n + 2)! ,
or from (2.6) applying L’ Hospital’s rule and integrating by parts to see that
1∫
0
uB2n+1(u) du = B2n+22n + 2 .
In view of the above, (2.15) now yields
0 < Un(t) < (−1)n−1 B2n t2n+1 + (2n + 1)(−1)n B2n+2 t2n+2. (2.17)
(2n)! (2n + 2)!
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(−1)n−1R2n(x) = (−1)n−1
∞∫
0
e−xt
t3
(
t2
(1 − e−t )2 −
2n∑
k=0
(−1)k
k! B
(2)
k t
k
)
dt
=
∞∫
0
e−xt
t3
Un(t) dt
< (−1)n−1 B2n
(2n − 1)2n
1
x2n−1
+ (−1)n B2n+2
2n(2n + 2)
1
x2n
= |B
(2)
2n+1|
(2n − 1)2n(2n + 1)
1
x2n−1
+ |B
(2)
2n+2|
2n(2n + 1)(2n + 2)
1
x2n
.
We have used the fact that for x > 0, m = 0,1,2, . . .
∞∫
0
tme−xt dt = m!
xm+1
,
the relations (2.10) and that (−1)n−1B2n > 0, n = 1,2, . . . .
The proof of (1.3) is complete.
3. Remarks and open problems
(1) In view of the importance of the inequality V ′n(t) < 0, n = 0,1,2, . . . and t > 0 in the proof of Theorem 1, it
would be of interest to see how this is obtained using the representation (2.6). Let
In(t) :=
1∫
0
etu(−1)nB2n+1(u) du.
Differentiating we get
V ′n(t) = −
1
(2n + 1)!
et
(et − 1)2
{
In(t) −
(
1 − e−t)I ′n(t)}. (3.1)
Then we plainly have
In(t) −
(
1 − e−t)I ′n(t) = 2t
1/2∫
0
u(1 − u)
[
sinh t (1 − u)
t (1 − u) −
sinh tu
tu
]
(−1)n+1B2n+1(u) du > 0, (3.2)
because (−1)n+1B2n+1(u) > 0 for 0 < u < 1/2, n = 0,1,2, . . . and the function sinhx/x is strictly increasing for
x > 0. From (3.1) and (3.2) the desired result follows. This and (2.16) entail the inequalities
0 < Vn(t) < (−1)n B2n+2
(2n + 2)! . (3.3)
(2) The asymptotic expansion of the logarithm of Euler’s gamma function can be written as follows
log(x) =
(
x − 1
2
)
logx − x + 1
2
log(2π) +
n∑
k=1
B2k
(2k − 1)2k
1
x2k−1
+ Fn(x),
where
Fn(x) = (−1)n
∞∫
e−xt t2nVn(t) dt.
0
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(−1)nFn(x) for x > 0 while (3.3) yields the error bound∣∣Fn(x)∣∣< |B2n+2|
(2n + 1)(2n + 2)
1
x2n+1
, x > 0.
The remainder Wn(x) in the C. Ferreira and J.L. López [7, (11)] asymptotic expansion of logG(x + 1) takes the form
Wn(x) = (−1)n
∞∫
0
e−xt t2n−1Vn(t) dt.
Since Vn(t) > 0 for all t > 0, the complete monotonicity of (−1)nWn(x) obtained in [13], follows at once. On the
other hand, using inequality (3.3) we obtain the improved error bound of C. Ferreira [9, Theorem 1], viz.,∣∣Wn(x)∣∣< |B2n+2|2n(2n + 1)(2n + 2) 1x2n , x > 0.
(3) Let
P2n(t) :=
2n∑
k=0
(−1)k
k! B
(2)
k t
k,
and
Φn(t) := (−1)n−1
(
t2e2t − (et − 1)2P2n(t)).
Inequality (2.2) is equivalent to
Φn(t) > 0, for all n = 1,2, . . . and t > 0. (3.4)
It seems that a stronger result than (3.4) holds true: The function Φn(t) is absolutely monotonic, that is, it has positive
power series coefficients. An elementary calculation leads to
Φn(t) =
∞∑
k=2n+3
An,kt
k,
where
An,k = (−1)n−1
k−2∑
j=2n+1
(−1)jB(2)j
j !
2k−j − 2
(k − j)! , k  2n + 3. (3.5)
Since
t2
(1 − e−t )2
(
et − 1
t
)2
= e2t ,
we easily obtain the identity
m∑
j=0
(−1)jB(2)j
j !
22+m−j − 2
(2 + m − j)! =
2m
m! .
From this it follows that for k  5
A1,k = 2
k−2
(k − 2)! −
2k − 2
k! −
2k−1 − 2
(k − 1)! −
5
12
2k−2 − 2
(k − 2)! ,
whence A1,5 = 112 and for k  6
A1,k = 2
k(7k2 − 31k − 48) + (40k2 + 56k + 96)
48k! > 0.
Extensive numerical experiments have led us to the following conjecture.
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An,k > 0, for all n = 2,3, . . . and k  2n + 3.
It is worth noting that
An,2n+3 = (−1)n
B
(2)
2n+1
(2n + 1)! = (−1)
n−1 B2n
(2n)! > 0
and
An,2n+4 = (−1)n
{
B
(2)
2n+1
(2n + 1)! −
B
(2)
2n+2
(2n + 2)!
}
= (−1)n
{
(2n + 1) B2n+2
(2n + 2)! −
B2n
(2n)!
}
> 0.
(4) The triple gamma function 3(x) := 3(x | 1,1,1) is defined in [14] in a similar way as 2(x). In this case, the
remainder in the asymptotic formula of log3(x) is
R3,N (x) =
∞∫
0
e−xt
t4
(
t3
(1 − e−t )3 −
N∑
k=0
(−1)k
k! B
(3)
k t
k
)
dt, N  3, Rex > 0,
where B(3)k = B(3)k (0) and B(3)k (x) are the triple-Bernoulli polynomials defined by(
t
et − 1
)3
ext =
∞∑
k=0
B
(3)
k (x)
tk
k! , |t | < 2π.
They are related to the ordinary Bernoulli polynomials by the formula
B
(3)
k (x) =
k(k − 1)(k − 2)
2
{
(x − 1)(x − 2)Bk−2(x)
k − 2 − (2x − 3)
Bk−1(x)
k − 1 +
Bk(x)
k
}
,
see [12, p. 187].
We observe that
t3
(1 − e−t )3 = t
3
[
1 + 1
et − 1 −
3
2
(
1
et − 1
)′
+ 1
2
(
1
et − 1
)′′]
.
Using (2.4) and working as in Section 2 we find that for n 2
t3
(1 − e−t )3 −
2n∑
k=0
(−1)k
k! B
(3)
k t
k = (−1)nU˜n(t),
where
U˜n(t) = t
2
2
[
−2Qn−1(t) + 3t
(
Qn−1(t)
t
)′
+ t
(
Qn(t)
t
)′′]
,
where Qn(t) as in (2.9).
Numerical experiments show that U˜n(t) changes sign when t ∈ (0,∞) for n = 2,3,4,5. However, it seems that
U˜n(t) > 0 for n 6. This led us to the following conjecture:
Conjecture 2. Let N be an even number such that N  12. Then the function (−1)N2 R3,N (x) is completely monotonic
on (0,∞).
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