New method is proposed to identify clusters in datasets. The method is based on a sequential elimination of the longest distances in dataset, so that the relevant graph looses some edges. The method stops when the graph becomes disconnected.
Introduction
Clusterization is a common approach to analyze the multidimensional data aiming to figure out an order and/or structuredness in the data. Tremendous growth of both bulky data, in various fields, and the computer capacities urge the development of new and advanced methods of clusterization. Clusterization as a technique has rather long story, and yields an explosive growth, currently. Number of methods to analyze data have been implemented, recently [1] (see also [2] [3] [4] [5] [6] ); some of them are ad hoc techniques, some are quite general.
Clusterization plays an important role in analysis of bulky multidimensional data; another field of applications is knowledge retrieval. Informally, clusterization is a family of approaches (and relevant techniques) for presentation of multidimensional and quite complex data in compact form, through division of them in a reasonably small number of clusters; these latter are the groups of data objects close each other, within a cluster, and quite distinctly differing from those belonging to other clusters.
There is a number of methods to cluster data. Having no possibility to provide even a brief survey of them, we just point out some books and papers which might be used both as an introductory matter, and more prominent reading [1] [2] [3] [4] [5] [6] ; classic book Algorithms for clustering data [7] also should not be missed.
Yet, there is no formal definition of clustering methodology feasible for all the data and all the cases; one has to figure out and fit a method (or set of methods) that seems to be the best for a specific goal of a research, as well as the structure of dataset. Implementation of a method may make another problem: some method might look very attractive, apparent and simple, while it request so much computational resources making senseless its implementation for any practical use; moreover, programme implementation might pose a point, itself. Meanwhile, we have to skip the discussion of that issue.
Basically, clustering methods could be divided into two major groups: the former are divisive techniques, and the latter are agglomerative ones. Here we present new method to cluster multidimensional data with quite specific structure: the objects must be the points in a metric space. The proposed method belongs to divisive methods family.
Let now introduce basic ideas and concepts. Let F be the set of data points; |F| = N is the capacity of the set, i. e. the total number of the points in it. Each point
0 is defined, for any two points f(i) and f(j). The choice of metrics falls beyond the scope of the paper, and hereafter we use the standard Euclidean metrics
Finally, we stipulate that there are no gaps and/or lacunae in the data set; in other words, each data point is indeed a vector
) T , so that all the coordinates of each vector are known. Thus, we do not consider a problem of incomplete data analysis here and the ways to cluster such data. This problems falls beyond the scope of the paper and will be presented later.
The method
Basically, the idea of the method is rather apparent: let gather into a cluster the points that are located closed each other, than any other ones, within the dataset F. An implementation of the idea starts from the development of complete weighted graph G N with data points being the vertices, and the segments connecting each couple of points being the edges. The length ρ ( f(i), f(j) ) (see (1)) is the weight of the edge connecting i-th point to j-th one. The procedure to separate (originally united) dataset into a set of cluster consists in stepby-step elimination from the (initially complete) graph representing dataset of the edges corresponding to the longest segments. Clusterization is stipulated to be completed, as soon as the graph losses connectivity; Fig. 1 illustrates the method. The idea to figure out clusters through the loss of the relevant graph connectivity was originally proposed in [12] ; yet, they have used drastically other condition for edge elimination.
Following are the advantages of the method: i) the method stops always; ii) the method is unambiguous: any starting point yields the same final distribution of the points into the clusters; iii) the method is free from a development of a representative, or similar additional constructions implementation. 
Graph connectivity examination
That is a common fact that any graph is equivalent to a (0, 1) incidence matrix, and disconnected graph always could be presented with a block-diagonal matrix [8] [9] [10] . A brute force method implies that such (0, 1) matrix requires a series of N ! permutations of rows and columns, where N is the matrix order (here N = |F|).
Fortunately, a connectivity (or disconnectedness) of a graph is unambiguously related to the question on the connected component search, within a graph. Indeed, any graph is unambiguously decomposed into a number of connected components; a connected graph has the unique connected component, and vice versa [8] [9] [10] . From computational point of view, connected components search is mush less costly procedure, in comparison to the block diagonalization. Hence, an examination for graph connectivity must be changed for the connected components search, in the graph.
There is a number of algorithms to seek for connected components, in a graph. Some of them look rather slow (e. g., a "lazy" algorithm makes about N 3 operations, where N is the number of vertices), others are faster. For example, the Tarjan procedure (see, e. g., [11] ) has the complexity of O(|E| + |V |), where |E| is the number of edges, and |V | is the number of vertices; thus, for the worst case (of a complete graph, to start with), one has O(N 2 ) complexity, and that latter rapidly goes down, as the newly described clusterization algorithm proceeds. Hence, the heaviest problem is over.
Clusterization is equivalent to the connectivity loss of the (originally) complete graph. A stepby-step elimination of the longest edge requires an examination of the connectivity of the graph. Fortunately, there is no need for such examination followed by an edge elimination. Indeed, an elimination of an edge from a complete graph never results in a connectivity loss, unless N > 2.
Hence, for the worst case, one gets an isolated vertex (as a null-graph) and the subgraph with (N − 1) vertices removing N − 1 edges to get the decomposition, and this is the necessary minimum of edges to be eliminated. At the next stage one must eliminate not less than N − 2 edges, and so no. So, at the k-th stage one must eliminate not less than N − k edges, and so on. This observation yields a good estimation for the number k of examinations of connected components occurrence, during the clusterization development by the proposed method:
where N is the vertices number in originally complete graph. Formula (2) could easily be transformed into
For both formulae (2, 3) we assume that examination of connected components stops as soon, as a path is found. For the worst case (k = N ) the number of examinations is N , not N 2 as it is necessary, if each eliminated edge is followed with the examination for connectivity.
So, a comprehensive description of the method converted into a chart looks like following: Step 1. Calculate all pairwise distances between the points from the original dataset F.
Step 2. Develop the complete weighted graph corresponding to the dataset F so that the points be vertices, and the distances be the edges.
Step 3. Remove N − 1 edges corresponding to N − 1 longest distances.
Step 4. Check the connectivity of the graph. Stop, if the graph is disconnected, otherwise.
Step 5. Remove N − k edges corresponding to next N − k longest distance, and go to Step 4. Here k is the number of the cycle in this scheme, and the estimation (3) may not be improved. Few words should be said towards the weighted graph used to implement the method. It is rather specific weighted graph, since the weights assigned to the edges yield a number of constraints: for any three vertices v i , v j and v k , three edges incident to them e i,j , e i,k and e j,k must meet the triangle inequality:
where w(e i,j ) is the weight assigned to the edge e i,j . This constraint significantly decreases a freedom in the choice of vertices and edges when developing a connected component.
Straps in the datasets
The problems arises from the method itself: there might be two (or more) clusters that are apparently identified by a researcher, while the connectivity remains intact, so that the method fails to discrete the dataset into clusters. An example of such data configuration is shown in Fig. 2 ., right. Indeed, the dataset shown in the left of Fig. 2 . seems to consist of two cluster; a strap consisting of the points labeled in red in the right of the Fig. 2 . joins two clusters in a single one.
There are few ways to address the point shown above. The first answer is that the method does not identify two clusters, and the dataset has no cluster structure. Indeed, the answer seems quite natural, since the key factor determining the clusterization is graph connectivity. In other words, if dataset looks like a field of points located in R M in the manner allowing the attainability of any point via a set of edges connecting the points, under the constraint of the longest edge, then an absence of clusterization looks natural.
On the other hand, a glance at the pattern shown in Fig. 2 . makes an existence of two clusters (these are a "ring" and a "ball") rather obvious. An elimination of few points (shown in red, in the right part of Fig. 2.) changes the connected graph for a disconnected one, and two clusters become apparent. So, the point is how to find out such a strap in a dataset. Again, an interplay between metric and topological properties of the graph addresses this problem.
To do that, we shall develop all diameters of the graph. Here we leave the metric properties of the dataset, and change for topological ones. Diameter of a graph is the longest simple path found between a couple of two vertices [8] [9] [10] . Here the length is defined as a number of edges conjoining the given couple of vertices. Obviously, for the pattern shown in Fig. 2 . the diameter goes through the vertices belonging to strap; indeed, any longest path found within the "ring" (for definiteness) is shorter than a path going through the strap to the "ball". Such algorithms have complexity of O(N 2 ), thus making no problem for implementation. Of course, the diameter itself yet does not answer the question on the identification of the vertices comprising the strap. Actually, to find out the strap, one has to identify the vertices that are incident to a huge number of (sufficiently long) paths. To do that, one can follow the way like that. First of all, randomly identify a subset F of vertices, in the graph suspicious for having a strap, so that | F| = N . The number N of the vertices should be ∼ √ N , where N is the capacity of F. Then all the shortest sequences must be developed, for each couple ( f i , f j ) of the points from F; 1 i < j N . Thus, there would be the ensemble of the sequences consisting of N elements. Finally, the number of occurrence of each vertex (to be found at the ensemble) must be counted. Obviously, the vertices comprising the strap would be counted with very high excess, in comparison to the subset of other ones. This increased occurrence number identifies the strap. Finally, one should eliminate these vertices (and incidental edges, as well) from the graph, and check the connectivity. If the graph becomes disconnected, then the cluster implementation is done.
Obviously, a dataset might be of severely complex structure; that one shown in Fig. 2 . could be approximated with a manifold of rather simple topological character, i. e. a union of two manifolds of genus 0 and genus 1, respectively, or a manifold of the genus 1 (at the right of the figure) . The point is that there could be more than one strap in the dataset. Growth of the genus character is not a sole problem in multidimensional data analysis; there might take place various loopings, etc. Nonetheless, the proposed method is able to treat such complicatedly organized datasets.
Conclusion
A new method to cluster multidimensional data is proposed. The method is based on the development of special complete weighter graph representing the dataset, with vertices being the points, and edges being the distances between all possible couples; the edge weight is the distance between two relevant points. Further, a sequential elimination of the heaviest (i. e. those corresponding to the longest distances) edges is carried out, till the connectivity isn't lost. Computationally hard problem of a graph connectivity search is by-passed with the connected components search that is equivalent, in this case.
The proposed method is divisive one: it always stops, and the final configuration of the connected components is always the same, with neither respect to the choice of initial point to do it. Basically, the method follows the strategy of the development of tools for approximation of multidimensional data by manifolds of low dimensionality [13] .
