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SUMMARY 
This paper considers the e f f e c t s  
of channel noise on received recon- 
structed da ta  which is  compressed p r i o r  
t o  transmission. The energy compression 
r a t i o  i s  defined and used as a f igu re  
of m e r i t  f o r  a given system. Calcula- 
t i o n s  a r e  i l l u s t r a t e d  fo r  run length 
coding with per iodic  synchronization. 
Noise is  shown t o  have a c r i t i c a l  
e f f e c t  on system performance. In  f a c t ,  
i f  t he  signal-to-noise r a t i o  is too l o w ,  
run length coding is  found t o  be worse 
than no data compression a t  a l l  from a 
da ta  q u a l i t y  point  of view. 
employed, an improvement can be gained 
by using e r r o r  correct ing codes. 
Properly 
INTRODUCTION 
There has been much i n t e r e s t  i n  
reducing the  required bandwidth o r  
equivalent ly  the  transmission r a t e  f o r  
a given d a t a  source whose p robab i l i t y  
d i s t r i b u t i o n s  a r e  unknown by taking 
advantage of any da ta  redundancies 
which may e x i s t .  Methods t o  do t h i s  
are called da ta  compression methods. 
Numerous inves t iga to r s  have theoret i -  
c a l l y  and empirically determined algo- 
rithms f o r  da t a  compression. For 
sampled quantized da ta  the f igure of 
m e r i t  f o r  a given system is  usually 
quoted as the compression r a t i o ,  t he  
r a t i o  of t h e  transmission r a t e  f o r  t he  
o r i g i n a l  data using some standard cod- 
ing method t o  t h a t  of the compressed 
da ta  i n  e i t h e r  samples generated p e r  
sample t ransmit ted o r  b i ts  uncompressed 
pe r  b i t  compressed so t h a t  a high com- 
pression r a t i o  i s  associated with a 
"good" system. In most previous work 
the f a c t  t h a t  t he  compressed data m u s t  
be t ransmit ted over a "real" channel 
which is  noisy i s  glossed over o r  
ignored - t h e  channel is assumed noise- 
less. The purpose of t h i s  paper i s  t o  
show t h e o r e t i c a l l y  t h a t  t h a t  i s  a poor 
assumption. Even fo r  very l o w  channel 
e r r o r  r a t e s  t h e  e f f e c t  on the received 
reconstructed sample e r r o r  ra te  is 
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s ign i f i can t .  Thus the compression 
r a t i o  a s  defined above i s  not complete. 
For a noisy cha ne1 the appropriate 
f iqu re  of merit' i s  t h e  required 
enerqy per sample t o  transmit the d a t a  
f o r  a f ixed l e v e l  of "qual i ty"  (where 
qua l i t y  is  defined by some c o s t  func- 
t i o n  such a s  p robab i l i t y  of e r r o r  o r  
mean square e r r o r )  when the  e n t i r e  
system i s  considered - t r a n s m i t t e r ,  
encoder, channel, decoder and receiver  
systems. The r a t i o  of t h e  energy p e r  
sample f o r  some standard system (e.g., 
PCM) t o  t h a t  i n  a da t a  compression 
system f o r  t he  same l e v e l  of qua l i t y  is  
c a l l e d  the  enerqy compression r a t i o  
f o r  t h a t  system while t he  r a t i o  of 
transmission r a t e s  is c a l l e d  the d a t a  
compression r a t i o  i n  samples per  sample 
o r  the b i t  compression r a t i o  i n  b i t s  
pe r  b i t .  The ca l cu la t ion  of the l a t t e r  - 
q u a n t i t i e s  is simple r e l a t i v e  t o  the  
ca l cu la t ion  of t he  energy compression 
r a t i o  except f r the  most t r i v i a l  
systems. Ragaqs obtained approximate 
t h e o r e t i c a l  and empirical  r e s u l t s  using 
a mean square qua l i t y  c r i t e r i o n  f o r  
video da ta  with pe r fec t  l i n e  synchroni- 
zation, although energy comparisons 
were not  made and the d a t a  mathematical 
model was not complete. Davissonl 
obtained exact t h e o r e t i c a l  r e s u l t s  f o r  
a f i r s t  order Markov process ( the  
approximate case f o r  video data)  
assuming pe r fec t  l i n e  synchronization. 
In  t h i s  paper the r e s u l t s  of 
reference [ 1 3 are reviewed and ex- 
tended t o  ind ica t e  the e f f e c t s  of 
synchronization and e r r o r  co r rec t ing  
codes. The s p e c i f i c  system chosen f o r  
i l l u s t r a t i o n  is t h e  commonly suggested 
run length coding wherein the  data  is 
encoded as a sequence of level-run 
length word pa i r s .  The run length 
word gives the number of t i m e s  the  
l e v e l  i s  t o  be repeated. It i s  assumed 
t h a t  the da t a  i s  t ransmit ted as a 
sequence of ones and zeros using co- 
herent  detection. Probabi l i ty  of e r r o r  
is  chosen a s  t h e  qua l i t y  c r i t e r i o n .  It 
is shown t h a t  t h e  r a t i o  of t he  energy 
required t o  transmit t h e  samples d i r e c t -  
l y  t o  t h a t  required t o  send the  d a t a  
compressed f o r  a given l e v e l  of received 
da ta  q u a l i t y  i s  considerably less than 
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would be predicted from the "noiseless" 
solut ion even f o r  e r r o r  r a t e s  as small 
a2 IU sJ.iizs/'iJit. it is  demonstrated 
t h a t  when e r r o r  correct ing codes a r e  
used properly an improvement can be 
made. However, i f  not used well, e r ro r  
co r rec t ing  codes r e s u l t  i n  a lower 
energy compression r a t i o .  
-.--7 . 
PROBLEM DESCRIPTION 
To i l l u s t r a t e  the ideas introduced 
i n  the preceding sect ion,  t he  energy 
compression r a t i o  i s  calculated f o r  a 
p a r t i c u l a r  coding scheme and a particu- 
l a r  da t a  and channel p robab i l i t y  model. 
In  d e t a i l :  
1. The da ta  is encoded i n  blocks 
of N samples (e. g., a TV l i n e )  preceded 
by a synchronization word which i s  
never missed. It can be shown t h a t  the 
l a t t e r  assumption has l i t t l e  e f f e c t  on 
t h e  end r e s u l t .  
2.  Within each block the da t a  is  
run length encoded as a level-run word 
p a i r .  The l e v e l  word is one of L 
l e v e l s  and the run length,  the number 
of t i m e s  t he  sample i s  repeated, is one 
of T values. Each value is PCM encoded. 
In  some cases an e r r o r  correct ing code 
is  used on the  timing word o r  both 
words. Although the number of samples 
N i n  each block is  fixed, the number of 
code words i n  each block va r i e s  depend- 
ing on t h e  data.  Note t h a t  i f  an e r ro r  
i s  made i n  the  timing word i t s  e f f e c t  
i s  cumulative. A l l  succeeding da ta  up 
t o  the next synch word is s h i f t e d  by 
the  amount of  t he  e r ro r .  Errors  a r e  
add i t ive  and independent so t h a t  t h e  
s h i f t  variance increases  l i n e a r l y  with 
d i s t ance  from synchronization. Thus 
from t h i s  po in t  of view, synch words 
should appear frequently. 
hand, t h e  in se r t ion  of a synch word i n  
the d a t a  causes the  l a s t  run i n  the 
block t o  be truncated r e s u l t i n g  i n  two 
words i n  place of one ( the  l a s t  word 
i n  the present  block and t h e  f i r s t  word 
of t he  next) i n  addi t ion t o  the synch 
word i t s e l f  o r ,  i n  o the r  words, a re- 
duction i n  the  da t a  compression r a t i o .  
Thus t h e r e  i s  a t radeoff  between timing 
e r r o r  propagation and run truncation. 
This e f f e c t  is s tudied i n  more d e t a i l  
later.  
On the  other 
3 .  The da ta  i s  a f i r s t  order 
Markov chain with a p robab i l i t y  p 
c a l l e d  t h e  p robab i l i t y  of predict ion,  
of remaining a t  t h e  same l e v e l  inde- 
pendent of t h e  l e v e l  (which approxi- 
m a t e s  t h e  s i t u a t i o n  f o r  TV data) .  
The o the r  t r a n s i t i o n  p r o b a b i l i t i e s  can 
bs +==en =v-k.:. l- , .- .3-4 1.. 
---&L..*..&AJ. 
4. The channel i s  binary symmet- 
ric. Spec i f i ca l ly  the b i t s  are coher- 
e n t l y  transmitted n white Gaussian 
noise  so t h a t  i f  Xi i s  the  s i g n a l  
energy-to-noise s p e c t r a l  densi ty  r a t i o ,  
the b i t  e r r o r  p robab i l i t y  is: 
@ (-1) 8 
where @ ( - )  is  the Gaussian cumulative 
d i s t r i b u t i o n  function. 
5. The d a t a  q u a l i t y  measure is 
the  p robab i l i t y  of e r r o r  averaged over 
t he  block length (due t o  t h e  t iming 
e r r o r  propagation e f f e c t  e r r o r s  are 
more l i k e l y  a t  t he  end of t he  block 
than t h e  beginning). 
DATA COMPRESSION RATIO 
L e t M  be the  smallest  i n t ege r  less 
than o r  equal t o  y. Then the  d a t a  
compression r a t i o  is calculated f o r  the 
above model a s  
N 
As N + m,  C ( N + l ) > C d ( N )  with t h e  l i m i t -  
ing value: d 
The decrease i n  da t a  compression r a t i o  
with decreasing block length is  a re- 
s u l t  of end of t he  block run t runcat ion 
a s  previously discussed. 
B I T  COMPRESSION RATIO 
The b i t  compression r a t i o  is  
smaller than t h e  da t a  compression 
r a t i o  due t o  t h e  coding requirements. 
It  is given by: 
log, L -L 
%(N)= C d ( N )  l og  L + log2T +. be, + S 
2 
2 
where bec i s  the number of e r ro r  
cor rec t ing  b i t s  and s is  the length of 
the synch word i n  b i t s .  
I 
ENERGY CCNPRESSION RATIO 
The energy compression r a t i o  i s  
defined as  the r a t i o  of the energy per 
sample required t o  send the  data  i n  PCM 
form t o  t h a t  i n  compressed form fo r  a 
fixed probabi l i ty  of e r ro r ,  Pe. I f  the 
s igna l  energy-to-noise spec t r a l  densi ty  
r a t i o s  i n  each sy tem for  h i s  e r ro r  
l y ,  then the  energy compression r a t i o  
is 
p robab i l i t y  a re  A,, 9 and A 5 respective- C 
I 2  
The probabi l i ty  of e r ro r  for  
system is given by 
where iP ( - 1  is the cumulative 
probabi l i ty  d i s t r ibu t ion  or: 
the P a  
Gaussian 
l'logaL 1 A,, = 4-'[ (l-Pe) 
where +-' i s  the inverse of +. 
The d e t a i l s  of the probabi l i ty  of 
e r r o r  ca lcu la t ions  fo r  the compressed 
data  a re  extremely involved. The 
reader can r e f e r  t o  reference [ 1 ] f o r  
the d e t a i l s .  Generally speaking, t h e  
method involves the ca lcu la t ion  of the 
probabi l i ty  t h a t  h timing word e r r o r s  
have preceded a randomly selected 
sample times the probabi l i ty  of e r r o r  
given h timing er rors .  
can be evaluated numerically s t a r t i n g  
with one e r r o r  and summing u n t i l  fur ther  
e r r o r s  contr ibute  l i t t l e  t o  the proba- 
b i l i t y  of e r ror .  
This expression 
NUMERICAL RESULTS 
To i l l u s t r a t e  the nature of the 
energy compression r a t i o  and the e f f e c t  
of timing e r ro r s  on the received data ,  
the p robab i l i t y  of received sample 
e r r o r  is calculated numerically. It 
w i l l  be seen t h a t  the probabi l i ty  of 
received sample e r r o r  is grea te r  i n  
the  compressed system than i n  the  un- 
compressed system for the same b i t  
3 
e r r o r  r a t e  increasing with N t o  values 
The  
following system parameters a re  used as  
being " typica l"  ( spec i f i ca l ly ,  a s  being 
typ ica l  of TV da t a ) :  
:.'ET; ti-== tk2t cf t h e  Pmn system- 
L - number of l eve l s  = 16 
T = maximum run  length = 16 
p = probabi l i ty  of predict ion = .8 
s = synch b i t s  = 8 
The complete Markov t r ans i t i on  
p robab i l i t y  matrix places a l l  the  proba- 
b i l i t y  weight on the  same l eve l  and i ts  
neighbors. That is  the t r a n s i t i o n  
probabi l i ty  from l eve l  m t o  l eve l  k is 
1-p k = m-l=T-1 o r  k = m + l = 2  
0 elsewhere. 
Figure 1 shows the r a t i o  of the 
sample e r r o r  r a t e  f o r  compressed data  
t o  t h a t  for  uncompressed data  as  a 
function of N when i n  each case a b i t  
e r r o r  r a t e  of i s  used. The 
curve is e s s e n t i a l l y  the  same f o r  a l l  
e r r o r  r a t e s  such t h a t  the probabi l i ty  
of more than one b i t  e r r o r  occuring 
i n  any block of N samples i s  negl igible .  
The curve is  approximately l i nea r ly  
increasing within t h i s  range. The in- 
creasing nature should cause the energy 
compression r a t i o  t o  decrease fo r  
su f f i c i en t ly  large N. This i s  ver i -  
f i ed  i n  f igure  2 where the energy 
compression r a t i o  appears as  a function 
of N fo r  several  b i t  e r r o r  r a t e s  i n  the 
data  compression system ( i n  the PCM 
system the b i t  e r r o r  r a t e  var ies  so 
t h a t  t he  same sample e r r o r  r a t e  e x i s t s  
i n  both systems). The energy compres- 
sion r a t i o  reaches a maximum a t  an 
optimum value of N depending on the 
e r r o r  ra te .  For c e r t a i n  values of N ,  
the compression system is worse than 
no compression a t  a l l .  
- 
Figure 3 shows the  compression 
r a t i o  as  a function of the  b i t  e r ro r  
r a t e  for  a fixed value of N=500 (a 
typ ica l  l i n e  length fo r  TV d a t a ) .  Note 
t h a t  even a t  an e r r o r  r a t e  of lo-' the 
energy compression r a t i o  i s  s i g n i f i -  
can t ly  below the b i t  compression r a t i o .  
Figure 4 gives the energy compres- 
s ion r a t i o  when a (7,4) e r r o r  correct-  
ing code i s  used on the timing word 
only,and on both the l eve l  and the  
6/2 
8 -  
r timing word a t  a b i t  e r r o r  ra te  of  
b e  c_hz+_ i f the  rnmplaxity 1.6- 
of e r r o r  correct ing codes is  t o  be add- 
ed t o  the system, t h a t  e r r o r  protection 
should be added t o  both the  l e v e l  and 
timing words. A s  i n  f igure 2 ,  the  
energy compression r a t i o  decreases 
monotonically with N above some opthum 
value showing once again the importance 1.4' 
0 
H 
3 lm6- 
2 1.2- 
z 
v1 of making a proper choice of block size. 
u 
1.0- 
p: 
2 .8' w 
is 
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Fig. 4. ENERGY COMPRESSION 
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