This paper presents a new approach for monitoring and diagnosing potential faults in the IC manufacturing process. A backpropagation neural network based diagnosing model is employed to synthesize the complicated mapping from process measurements to the unmeasurable process disturbances. This model is trained to detect significant shifts of the disturbances. Due to the inverse mapping diagnosis becomes very efficient and is quite promising to be done in real time. Several mathematical issues involved in this approach and an illustrative example are discussed.
Introduction
During the last decade, the feature size of VLSI devices has been scaled down significantly, and it is becoming even smaller. Despite advances in integrated circuit (IC) equipment and fabrication techniques, there still exist random fluctuations in any IC manufacturing facility. Due to the fact that devices and circuits are being designed with increasingly tighter parameters and performance margins, chip performance becomes even more sensitive to those statistical variations, which may adversely affect the production yield.
The random parametric variations or process faults that cause depreciation of IC process yield come from deviations in process conditions and the inevitable fluctuations inherent in the IC manufacturing process. The fabrication of integrated circuits requires multiple processing steps. If the elements in one or more of these steps exceed their tolerance margins, devices fabricated will either fail or not perform as intended. It has therefore become imperative to monitor the IC process continuously in order to take immediate corrective actions in case of a deviation.
Although many process parameters, such as temperature, gas flux and pressure can be measured and controlled accurately, some others like diffusivity of boron and arsenic, variance of implantation profile and surface state density are usually not directly measurable. A potential fault is created when one of these parameters shifts from its nominal value outside its tolerance limit. Therefore, monitoring these parameters, detecting and diagnosing process faults emerges as one of the important issues in stabilizing and improving yields of IC manufacturing. Some effort has been put into this issue in the literature Since the parameters of'interest can not be directly measured, they have to be inferred by some of the in-line measurements that have been taken from the fabrication line. The relation between process faults and observable measurements can be modeled by a statistical process simulator [3] . We are using a neural network to map the measurements to the faults, the inverse of the process simulation model. In other words, the neural network is trained to detect large shifts in the parameters of interest based on the in-line measurements. This diagnosis process turns out to be efficient and can be done in a real time fashion.
The quantities of IC process parameters make it infeasible and uneconomical to monitor all to them.
A more effective way is naturally to monitor those parameters that have a significant impact on the process yield. Because of complexity of the IC fabrication process, however, identifying those parameters to monitor is not a trivial task. In this paper, a rigorous algorithm is presented to determine fault observability for a given set of measurements. This algorithm proves to be straight forward and much lees involved in computation than previous ones.
Another important issue in our neural network based approach lies in the training procedure. A special sampling distribution is introduced to enhance the domain over which the neural network based model is valid. In an effort to speed up the learning rate, thresholding and coding techniques are employed to improve computational efficiency and handle higher dimensional problems. [4] , in which polynomial models were established to approximate the map between process disturbances and measurable outputs. Actually in high dimensional cases, it is very difficult to build an accurate polynomial model at each operating point of a prcess, and in addition, it is very intensive in computation. Although this is a good approach to diagnose nominal values of the unmeasurable process disturbances and detect their usually small variations, real-time diagnosis is more difficult using this model than our approach.
A neural network based diagnosing model presented in this paper focuses on detection of relatively large variations of an IC process. The schematic of the diagnosing process is shown in Figure 1 .
The neural network diagnosing model essentially consists of a multilayer backpropagation neural network. The number of input nodes of the network is determined by the given measurement set. The number of output nodes depends on the diagnosable set of process disturbances for the given measurement set. Simulated output measurements and process disturbances to be diagnosed come from a virtual IC fabrication process. The use of the virtual IC process stems from the fact that it is prohibitively expensive to do experiments on a real IC fabrication line. Essentially, an IC process simulator is employed as the virtual process. When the design and development stage of an IC process has been finished, a process simulator can be quite precisely tuned to this process. Then specially designed experiments are employed to input sets of simulation data to the tuned process simulator, and the corresponding outputs of the simulator are recorded. The next step is to generate training patterns for the neural network based on the simulation data. This is done by using a pair of output and input sets of data from the process simulator as the input and output of the neural network. In other words, the network uses the output measurements extracted from the IC process as its inputs, and it outputs the process disturbances to be monitored. These outputs will be analyzed to diagnose the significant shifts in the process disturbances.
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When the learning procedure has been finished, the neural network is then ready to be used with the real IC fabrication line that has been simulated by the process simulator. As such it is possible to get a real time sampling of the process disturbances as long as a continuous sampling of the output measurements is available.
As mentioned before, the training patterns are generated from the data extracted from the virtual IC process, or a process simulator. It should be mentioned that training patterns based on the data extracted from the real IC fabrication line will improve the accuracy of the diagnosing model, since this can eliminate errors resulted from tuning of the process simulator. Therefore it is advantageous to use more data from a real fabrication process if possible to train the neural network while using it to monitor the process. This will make the diagnosing model more real-time oriented. However, since many process disturbances can not be observed or measured, the existence of simulated data is still quite necessary.
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A distinguishing feature of this neural network based model is that diagnosing can be done within a very short time once the neural network has learned the mapping. This feature makee it practical to be applied to real time monitoring and diagnosing of process faults. Another advantage of the neural network model lies in its structural flexibility. It is very easy to add more input or output variables to the neural network model. Successful learning of the mapping can be achieved with high probability as long as a unique relation exists between variables which can be approximated. Thus the large number of output measurements and process disturbances inherent in IC process diagnosis becomes less of a severe problem in the neural network model than in the polynomial approximation model or other more mathematically involved models.
A simple reasoning suggests that computations increase approximately linearly with an increase in the input and output nodes of a neural network if the same number of hidden units are employed. This will significantly alleviate computational effort in high dimensional cases. Although the above reasoning is not strict mathematically, it can give us a feel for the computational complexity of the neural network method. A more detailed discussion on this topic can be found in [5] .
Design of the Diagnosing Process
Fault Observability Algorithm
The statistical variations of an IC process arise from the existence of a set of low level, nonmeasurable, non-controllable, independently varying physical quantities, or process disturbances [2] . Each process disturbance can be represented by a random variable. Due to their physical nature, it is reasonable to assume that the random variables representing process disturbances are normally distributed according to the Central Limit Theorem in probability. With this assumption, we can completely specify process disturbances by identifying their means and standard deviations. Therefore what we actually deal with are statistics of disturbances.
It is known that highly nonlinear functions exist between process measurements and the disturbances. Diagnosing process disturbances using measurements of other variables, can be formalized as implementing a mapping from process measurements to the disturbances. To implement this nonlinear mapping, it should be assured that the process disturbances to be monitored are distinguishable and observable for a given set of measurements.
A specific algorithm is devised to identify the distinguishable process disturbances for a given set of output measurements. The algorithm is briefly presented below.
Fault Observabilaiy Algorithm:
Step 1: Let the standardized normally distributed process disturbances be represented as dl,dz,...,d,,, and the given set of standardized measurements as yl , yz, . . . , ym. Shift the ith disturbance di by a significant amount, say 3a and find the shift, Sij, in the j t h measurement, yj from its nominal value. If ls;j I > q , a prescribed threshold, then set
where fij is an entry of a n x m matrix F, called the fault matrix.
Step 2 then the ith disturbance, d, is unobservable, given the measurement set. Eliminate d; from the set of disturbances to be monitored or add additional measurements.
Step 3: Find out if there are two rows that are the same in the fault matrix. First compute:
If rij = 0, then rows i and j in the fault matrix are identical. This means that disturbances di and dj are not guaranteed to be uniquely diagnosed, and are said to be in the same ambiguity group.
Step 4: Find out if there are two disturbances that have large and opposite effects on the measurements, since under these conditions they are also not uniquely diagnosable. To identify this situation. Compute:
lQg3 IEEE/SEMI lnrl semiindudor Manufacturing Science Symposium If rij = 0, then disturbances di and dj also belong to the same ambiguity group. This algorithm is employed to examine sufficiency of a set of process measurements in detecting significant shifts in the disturbances that need to be monitored. Note that the determination of the threshold T used in Step 1 has a direct impact on size of the measurement set. It seems advantageous to select a small T so that more measurements could be included since extra measurements may provide more information, which may benefit fault diagnosing. On the other hand, using more measurements may also enlarge the possibility of redundancy and error, and this will unnecessarily further complicate the diagnosing system. Thua a compromise has to be made with regards to selection of the thresholds. This will be discussed in more detail in Section 4.2.
Control Charts, Thresholding and Coding
Since our objective is to detect large variations, such as on the order of 2 a or 3a, the fault diagnosis problem can be greatly simplified by detecting in which range variations are likely to fall, instead of detecting the exact value of the variations. The statistical control chart technique has been applied in such circumstances [6] . Due to the statistical nature of the IC process, a few samples randomly taken from the fabrication line may hardly provide any meaningful information on process conditions. Statistical control techniques have to be employed to provide statistical inference. As the main tool of statistical inference, control charts can be used in monitoring and surveillance of the IC process with considerable effectiveness.
In the framework of statistical control, the type of control chart used in this project is referred to as a variable control chart. A typical variable control chart is shown in Figure 2 . This type of control chart basically consists of a center line (CL) representing the nominal value, and several other lines that are parallel to the CL, which usually represent a kg departure from the CL. With mean p and standard deviation a known, the significance level of a process fault can be categorized. For example, if 3a is the significance level, or control limit of interest, then a process fault may fall into one of three categories, namely outside +3a, between +3a and -3a, and outside -30. Measures have to be taken in the first and the third cases to correct the fault, while the second case suggests that no corrective action is necessary. Similar categorization can be done for the process measurements. The difference lies in that horizontal lines that are parallel to the CL, called thresholds in this context, may not be ka limits. Instead they are determined by a set of distinguishable process faults that have a significant impact on these measurements. This means that when none of this set of process faults occurs, the measurements will stay around their nominal values. If one or more of this set of process faults occurs, on the other hand, one or more of these measurements will depart from its nominal accordingly. The category into which one measurement falls may provide complete or partial information for diagnosing a specific process fault. In the case when a single measurement can provide only partial information, contributions from other measurements that have been affected by the same process fault will be incorporated to diagnose this fault. This procedure is figuratively described in Figure  3 . Figure 3 (a) displays the corresponding relations between the control limits of the disturbances and the thresholds for the measurement. Figure 3(b) shows two control charts for disturbances and a corresponding measurement chart.
The determination of thresholds is critical in making the correct categories. This procedure, called thresholding, is carried out by a large number of simulations with different levels of simulated process faults. For a more detailed discussion on thresholding see [7] .
In order to facilitate loading of inputs and outputs to the neural network and improve its computational efficiency, the inputs and outputs are encoded before being loaded to the network. A simple example is given in Figure 4 to show the coding procedure. Disturbances 1 and 2 in Figure 4 are encoded as a2 and Because of the utilization of coding, the patterns for the neural network are actually made up by sets of codes, or a limited number of discrete data, rather than numerical data obtained in manufacturing. The effectiveness associated with the coding method is reflected by a faster training session the neural network.
Sampling Distribution Effects
As mentioned before, simulated data are used Of in the neural network's training patterns. Since the simulation data are generated by the Latin Hypercube Sampling (LHS) technique [8], which will be discussed below, the sampling distribution plays an important role in the quality of training patterns.
Simply speaking, LHS can be explained as In order to effectively apply LHS to IC process diagnosis, an important factor, namely the distribution effect has to be taken into consideration.
The discussion above implies that different distributions used with LHS have the effect of concentrating variable sampling in different subranges. As a result, a variable may be assessed as important when sampled in a specified range with one distribution and deemed unimportant when sampled in the same range but with a different distribution. Therefore it is important to determine the extent of the distribution effect on model output. If there is a significant distribution effect, selection of appropriate ranges and distributions for the simulated process disturbances is critical.
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The distribution effect can significantly influence the mapping implemented by the neural network. In particular, if the distribution effect results in insufficient representation of variable subrangecl that happen to have important influences on the output measurements, the weights in the neural network can lead to erroneous dependency conclusions.
On the other hand, we can also make use of the distribution effect to serve a specific purpose. In fact when generating simulated process disturbances, the samples taken near the critical points (ku) dominate the determination of the thresholds for the measurements. The effect of random error in the process or the classification of output measurements is also most significant in these cases. Therefore it is preferable to take more samples in the area nearby the critical points of the process disturbances than in other areas.
A special distribution like that shown in Figure 5 can be constructed to serve this purpose. By using LHS, the area near UCL and LCL will be more heavily sampled than the area between them. From Figure 5 , it is clear that the areas near the central line and far beyond the critical points are lightly sampled. This is exactly what we want because the samples from these areas have little effect on determining the thresholds of measurements. Figure  6 shows a sampling density distributions that has been used in our experiments.
Experimental Example
Experiment Model
A simple CMOS process model was used in this experiment. Since we focus on the manufacturing process, the circuit structure is of no concern. The 10 process faults, or disturbances monitored in this experiment are parameters relating to PMOS devices. They are listed in Table 1 with their definitions. Table 2 displays their nominal means and standard deviations. The given set of measurements that have been used to determine the set of process disturbancM, include physical and electrical parameters that are extracted from the simulated device. The merit set used in this experiment b listed in Table  3 . Here only their mean values are utilized.
Dependency of Measurements on Process Faults
In order to evduate dependencies between disturbances and measurements, it is necessary to estimate the experimental error associated with the virt u d fabrication process. To precisely define the impact of a process disturbance upon its relevant measurements, we must resort to statistical analysis. The analysis below is based on the assumption that the random variable under study is normally distributed.
Let us take a look at the difference between the effect of a non-shifted and shifted disturbance on its correlated outputs. This is actually a test of the hypothesis that the mean p of an output equals its nominal value po when a disturbance has been shifted. The nominal of an output corresponds to the case when no shift has occured, To build the training patterns, different combinations of 10 process faults are used to produce the output vectors of the neural network. An input vector consists of 24 measurements taken from the simulated fabrication process with the existence of a combination of process faults. Then a training pattern is formed by combining an input vector with its corresponding output vector. Usually a group of 50 to 60 patterns created this way are employed in a training phase. The training phase is carried out by presenting these patterns repeatedly to a neural network, which consists of 24 input nodes, 10 output nodes and 35 hidden units. Multiple training phases are often necessary to enhance the accuracy of diagnosing more combinations of process faults, although the generalization ability of the neural network has been fully utilized here to minimize this necessity.
Twenty testing sets are generated in a similar way, each of which includes 10 patterns. The results obtained by using these testing sets will be presented later.
Since u2 is unknown, it is estimated by sample variance S2. The test statistic is
where 2 is an average of all samples taken from a specific output measurement when a disturbance has been shifted. The null hypothesis HO : p = PO is rejected, or the hypothesis H1 : p # po holds if It01 > ta/2,n-ll where t a / 2 , n -1 denotes the upper a/2 percentage point of the 1 distribution . This indicates that the output is dependent on the shifted disturbance.
In general, it is not just the statistics of the output when a disturbance is shifted that must be estimated by 5 1 and s12, but also the statistics, fo and so2, of the output when a disturbance is not shifted must be estimated as well. Suppose no and n1 samples are taken of an output when a disturbance is at nominal and shifted respectively, the variances are pooled as follows and the test to find out if a disturbance affects an output becomes a test if 1101 > ta/2,n,+no-2 where Figures S(a) and 8(c) , respectively. We can see that L does not shift significantly in either case. Thus the lack of correlation between these two parameters is readily identified.
Example 11: Control charts for uncorrelated disturbance and output parameters. This set of control charts shows the dependency between process disturbance AW,, the nitride mask misalignment and channel width W of the devices. However, due to randomness in the process the probability that fij = 0 is less than one, even if the ith disturbance has no effect on the j t h output. Let U,= be the variance of the j t h output when all disturbances are nominal, then if Tj = 3 3 , where n is the sample size, the probability that fij = 0 is 0.9973.
If Ti is increased, this probability will increase.
A set of measurements is said to be unable to detect the ith disturbance if If Ti = 3 3 , j = 1, . . ., m, and m = 24, for example, then the probability that the ith disturbance will be found to be unobservable ia 93.7%. Similarly, for 24 measurements, a disturbance that has no effect on any output is found by the algorithm to be unobservable with T j = 2 3 to be 32.7% and with T j = 4 3 to be 99.93%. This analysis gives LIS a lower bound on the threshold Tj , which for m = 24 should be at least 3 "i .
On the other h a n r i f T j is set too large, it is not possible to distinguish a significant disturbance from an insignificant one. Figure 9 displays the probability density function of an output measurement in the presence of various disturbances. Prob(fij = 0) is the area under the curve in the region maked fij = 0.
In Figure 9 (b), Prob(fij = 0) is lakge because the disturbance has caused the output to shift by only a small amount compared to the threshold. Therefore it is hard to distinguish this disturbance from one that has had no effect on the output at all. As can be Been from Figure 9 , the larger the shift of a disturbance with respect to the threshold, the smaller Prob(fij = 0), and hence the higher the probability that it can be distinguished from an insignificant disturbance. In order to find an optimal threshold for useTn defining ambiguity groups, it is useful to find the probability that an output that has undergone a shift by a certain amount is distinguishable from one that has been shifted by another amount. Assuming that T j = 3% and that output measurementa are normally distributed, the probabilities that fij will be the same are plotted in Figure 10 , in which s = Clearly shifts larger than 3 3 or lees than -3$ can be distinguished from the case when the output has not been shifted. Furthermore when the shift is larger, it is easier to distinguish it. For instance the probability that an output that has shifted by 6 3 cannot be distinguished from one that has not been shifted is negligible. Hence it is best to choose the threshold to be as small as possible provided that requirements on Prob(Cy=l lfijl = 0) are met. Beaides finding a set of measurements that are sufficient to detect large shifts in the disturbances, thresholding has also been used to encode the measurement data which is input to the neural network. These thresholds differ from the ones used to find a sufficient set of measurements since they can be used to distinguish between a disturbance that caused an output to shift by a large amount and one that caused a smaller shift. The generation of these thresholds has been described in Section 3.2.
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Testing Procedure and Results
After a successful training of the neural network has been completed, it is then ready to be tested. The testing results are expressed in terms of number of matches between the output of the neural network and the target values. An illustrative example is given in Figure 11 to describe the testing procedure.
Note that a match occurs only when the output of Figure 11: Testing procedure a specific unit in the neural network's output layer is exactly same as its target value. This means that whether this specific disturbance is between control limits or outside upper or lower control limits has been correctly detected. Therefore, the process faults have been identified. It can be seen in Figure 12 that the average match rate for each disturbance differs slightly. Experience tends to suggest that the higher the degree of correlation a disturbance has, in other words, the more output parameters a disturbance significantly affects, the lower the average match rate it can achieve. The reason can be traced to the errors involved in coding.
In order to inspect the general match rate for all experiments, the average match rate for each set of testing patterns is plotted in Figure 13 .
Set of Testing Patterns
Figure 13: Average match rate for each set of testing patterns Figure 13 indicates that the average match rates for all sets of testing patterns are basically identical. This is normal because the testing patterns have been generated randomly. The total average match rate, or the rate of correctly detecting different combinations of process faults in this example is approximately 83%. Hence a fault can be detected with 99% probability with 3 patterns.
The average computation times involved in this experimental example are listed in Table 4 . 
Conclusions
A neural network based model to monitor and diagnose process faults in IC manufacturing has been presented. This model focuses on detecting significant variations of an IC process. It avoids using complicated mathematical models by discretizing the variations. As such diagnosing significant faults becomes much simpler. Although we have used a specific device in the illustrative example, the methodology can be readily applied to other complicated device models and other process parameters, where mathematical modeling may need to be a p plied to the virtual IC process in addition to the diagnosing model. We are currently looking into this problem as well as studying ways to improve the training of the neural network, especially relating to speeding up the rate of convergence and escap ing from local minima. The distinguishing feature of our method is that its use in real time is feasible.
