ABSTRACT. For a damped hyperbolic equation in a thin domain in R3 over a bounded smooth domain in R2 , it is proved that the global attractors are upper semi continuous. It is shown also that a global attractor exists in the case of the critical Sobolev exponent.
1. INTRODUCTION Let .0 c Rn for n ::; 2, be a bounded domain; let Qe c Rn+1 , with e > 0, be a bounded domain which converges in some sense to .0 as e -+ 0 and consider a damped hyperbolic equation on Qe with some boundary conditions. If Qe is to be regarded as a thin domain in Rn+l, then the dynamics on Qe should be determined from the dynamics of some appropriate hyperbolic equation on the n-dimensional domain .0.
One objective in this paper is to extend our previous work [12] on thin domains for a reaction-diffusion equation to a damped hyperbolic equation; in particular, we consider the upper semicontinuity of the attractors for n = 1 , 2 . In addition, for thin domains in R3 , we prove the existence of attractors in the critical case where the growth rate of the nonlinearity is cubic. Existence in the general case in R3 remains an open problem.
To describe the results, we first define carefully the domains Qe. We assume always that .0 is at least a Utt + PUt -flu + aU = -J(u) -G in Qe, au/avo = 0 in aQ •.
To describe the results and, at the same time, to provide motivation for the equation onn , we make the change of variables 
(u, v) = (-J(u) -G., v)x, \Iv E HI (Q).
If the initial data are sufficiently regular, then (1.9). is equivalent to -gX1YUXI -gx2YUX2 + g(1 + (gx1Y) + (gx2Y) )uy ( 1.13)
We also need to write equation (1.9)e as an abstract evolutionary equation. (ii) ~ _I gXl 1 -I gX21 ;::: _1_ .
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According to [12] , ae(·, .) defines an unbounded linear operator Ae on HI(Q) which is selfadjoint, positive, Ae = Le+aI with Neumann boundary conditions, and 9'(A~/2) ~ HI (Q) . By the definition of A~/2 , we have, for all U E HI(Q), = IIA~/2ullx, and let Yf = 9'(A~/2) x 9'(A~s-I)/2) endowed with the norm II({O, 1fI)lIy.' = (II{OIIi: + 1I1fI1I~:_1)1/2. Clearly, Ye l is isomorphic to HI(Q) x
L2(Q). Let us point out that, if the following hypothesis (H)
Q is a bounded domain which is a curvilinear polygon of class C 2 whose angles are all convex [9, Definition 1.3.4.1] holds, then the regularity results of [4, 6, 9] (see also [12, To describe the results more precisely, we need more notation. For any Banach space Z and any subsets C, D of Z , let
We say that a semigroup T(t) on Z has a global attractor .Sit' in Z if .Sit' is a compact, invariant set (T(t).Sit' =.Sit' for t ~ 0) and t>z(T(t)B,.Sit') -+ 0 as t -+ 00 for each bounded set B in Z. By definition, .Sit' is unique in Z. We say that T(t) is bounded dissipative in Z if there is a bounded set $0 in Z such that, for any bounded set B in Z, there is a to = to(B, $0) such that T(t)B C $0 for t ~ to.
We introduce the operator .We in Y/ if n = 1 or n = 2 and y < 2 (see [10] ).
Let us now turn to the limit equation that should correspond to (1.9)e at 8 = O. After some careful consideration, one begins to suspect that the solutions of (1.9)e or, equivalently, for regular initial data, of (1.10)e, (1.11)e, for 8 small, should depend very little upon y. To obtain the variational form of the limit equation, let Xo be the space L2(O) endowed with the inner product
If we introduce the bilinear form
then the variational form for the limit equation is
If the initial values are sufficiently regular and if we let Go(x) = G(x, 0) , then equation (1.17) is equivalent to the following equation on n,
with the boundary conditions ( 1. 19) au/an = 0 on aO,
where n is the unit outward normal to an. We also need to write (1.17) as an abstract evolutionary equation. The bilinear form ao defines a unique unbounded operator Ao on H' (0.) which is selfadjoint, positive, Ao = Lo + aI with Neumann boundary conditions, with and g(A~/2) ~ H'(n).
As above, we can define the space Y&' = g(A~2) x g(AS-')/2) with the The attractor is naturally embedded in Ye'.
If we assume that the domain 0. satisfies the hypothesis (H), then the operators Te(t), t ~ 0, are CO-semigroups on Ye 2 (see [2, 3, 7, 14] ), are bounded dissipative in Ye 2 and the global attractor J1tfe in Ye' described above is also the global attractor in Ye 2 (see [14, 7, 11, 23] for instance). In the case n = 2, Y = 2 for e > 0, the semigroup Te(t) has a global attractor .w;;2 in Y/ [13] In the case where g(x, 6) = 6 and G(X, Y) is independent of Y, Theorem 1.3 asserts that, on the cylindrical domain n x (0, 6) , the flow defined by (1.3)e is equivalent to the flow defined by the same equation on the n-dimensional domain n.
It is possible to consider other boundary conditions. The extension of the above results to periodic boundary conditions is made in an obvious way. We also can study mixed boundary conditions or Dirichlet ones. Let us denote by r j , e (respectively r j ), ) = 0, 1 , 2, the portions of the boundary of Qe (respectively Q) given by ro,e = n x {O} (resp. ro = n x {O}), rl,e={(X, Y)ERn+I;XEQ, Y=g(X,6n (resp.rl =Qx{l}),
(resp.r2 = an x (0, 1)).
We may define the corresponding unit outward normals Vj,e on r j ,8 (resp. Vj on r j ).
The mixed problem that we consider is homogeneous Neumann conditions on rj,e, ) = 0, 1 and Dirichlet conditions on r 2 ,e. To avoid excessive notation, we do not formulate the variational form of the equation. If the initial data are sufficiently regular, the equation is
in r 2 ,e, in rj,e, )=0,1.
In the new variables (x, y) of the fixed domain Q, this boundary value problem is
with the boundary conditions u = 0 in r 2 , aujavj,Be=Beu,vj=O inrj, )=0,1, (1.11 bis)e where Le and Be are defined, respectively, by (1.12) and (1.13). For 6 small, the solutions of (1.1 O)e, (1.11 bis)e can be compared with those of the equation 
o is a bounded domain which is a curvilinear polygon of class C 2 whose maximal angle w satisfies w < n12. If e is the maximum of the dihedral angles determined by r 2, e and r" e , we suppose that e < n 12 . Let Ae be the unique selfadjoint unbounded linear operator on HJ (Q) defined by the form ae(·,·) and the space Xe. We remark that Ye' =D(A~/2)xXe is isomorphic to HJ(Q) x L2(Q). We still denote by Te(t) the CO-group on Ye' generated by the abstract equation associated with (1.1O)e, (1.11 ter)e. It is well known that the attractors .w; exist in Ye' if n = 1 or n = 2, Y < 2 (see [10] ). In the case n = 2, Y = 2, there is a partial answer to the question of the existence of the attractor due to Babin and Vishik (see [24] and Remark 1.6). Here, we prove In §7, we indicate some generalizations of the above results to systems of Sine-Gordon equations which, with Dirichlet boundary conditions, have been used as models for Josephson Junctions. Also, we remark that our proofs do not rely on the gradient structure and can be applied to equations considered by [7] .
It is possible to replace the Laplacian operator by a more general selfadjoint operator. Also, the theory can be adapted to other types of thin domains; for example, the domain could be a cylinder with a thin wall. These topics will be discussed in a subsequent paper.
In the sequel, the proofs of the results will be given mainly in the case n = 2 , since the case n = 1 is simpler. Remark 1.6. After this paper had been written, we became aware of the recently published book of Babin 
Under these assumptions and for any G in L2(&), the equation 
(t).
In this section, we derive some inequalities which will yield estimates for the solutions of (2.1)e. Let 8 ~ 0 and let AI,e > 0 be the first eigenvalue of Ae.
Arguing as in §4.1 of [12] , there is a positive constant 80 > 0 such that, for
where AI,O is the first eigenvalue of the operator Ao given in (1.20). Throughout the remainder of the paper, 80 will be chosen so that (2.2) is satisfied. 
llx, -lIu(t)lIx,t + Ilh(t)lIx,(2bllu(t)lIx, + Ilut(t)lIx').
Proof. Let 
This inequality together with (2.5) implies (2.7) and the proof is complete.
It is worthwhile to remark that, if h == 0, then (2.7), (2.3) and (2.4) yield an estimate for the solutions of the linear damped wave equation. In fact, in this case,
they imply that dVe(u(t) , Ut(t))/dt:$ -1bV(u(t) , Ut(t)).
Integrating this relation and using (2.4) again, we obtain, for t 2:: 0,
, -,
UNIFORM BOUNDED DISSIPATIVENESS
The results of this section are concerned with bounded dissipativeness of (1.16)e uniform with respect to P and e. The first result is concerned with Y/ . We give the proofs in the case n = 2. 
where F(u) = f; f(s) ds, 1 is the constant function one, and
To simplify the notation, c with or without any subscripts will denote a positive constant independent of b, e, P , with 0 < e :S eo, P ~ Po. Arguing as in [23] and in the proof of Lemma 2.2, by using the identity (2.8) and a density argument, one shows that, if
by (2.5).
From hypothesis (1.4), for any r, > 0, there is a constant c" > 0 such that, [15] , for example). Using the inequalities (3.4)(i), (2.3) and (3.3) and letting r, = 3AI,0/32, we obtain
or,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use from the definition of 17 and (2.2). From the inequalities (2.4) and (3.4), the definition of 17 and by the property (2.2), we see that
On the other hand, if condition (1.5) is satisfied, then
IF(s)1 < c3(lsl 4 + 1) for s E R.
Thanks to the fact that HI (Q) is continuously embedded in V (Q) for 1 ~ p ~ 6, it follows from (3.7) that (3.8)
• If we use (3.6) and let V(tp, 1fI) = ~b(tp, IfI)+Cz, then the last inequality implies that
Using (3.5) and (3.9), we obtain
:t V(U(t)) ~ -bC8(V(U(t)))I/Z + bC9
A simple exercise in differential inequalities (see, for example, [13] ) shows that there is a constant Ko independent of e, p, b such that for any ro > 0,
We also need the 'following result. 
• ProofofTheorem 3.4. By hypotheses (1.4) and (1.5), the mapping f: w E xiI---> f( w) E Xe is a e1-mapping. Moreover, we show below that, for w E X; , (3.15) IIf'(w)II..2"(x, ;X.) S c(1 + IIwll~/lIwll~/). Ztt+PZt+Aez=-f'(u)ut
There is a unique so- 
where all functions are evaluated at I. This inequality together with (3.19) and (2.4) gives
where K4'(rd is a positive constant depending only on r, and Po. Integrating this differential inequality, we obtain, for 1 ~ 0, 
THE ATTRACTOR FOR CRITICAL EXPONENTS
In this section, we prove Theorem 1.2 about the existence and properties of the attractor in the critical case n = 2, )i = 2. For any u E L2(Q) , let Chapter V]. We denote by x = (XI, X2, X3) the points of Q (instead of X = (XI, X2, y) as before). Since n has the cone property, by Theorem 4.8 of [1], n may be expressed as a union of finitely many subdomains each of which has the strong local Lipschitz property (and therefore the segment property) and each of which is itself a union of parallel translates of a corresponding parallelepiped. As we want, at first, to show that, for any u E HI(Q), (4.6) lIuIlL'(Q) ~ c ("uIL'(Q) + II;;, t,(Q) l/lllulI~;(Q:
it is sufficient to assume that n is one of these subdomains. By Theorem 3.35 of [1] and a suitable nonsingular linear transformation, we may assume that the parallelepiped involved is, in fact, a square S having edge length 1 unit and having edges parallel to the coordinates axes el, e2. Accordingly, we assume hereafter that n = U(XI ,X2)EB((XI , X2) + S) where B is a subset of Q and that n has the segment property. Therefore, we have Q= U (x+Sx(O,I) ).
xEBx(O, I)
We point out that we have not made any change of variables in the X3 direction. Of course, it is sufficient to establish (4.6) for u in Coo (Q). For X E Q, let Wi(X) denote the intersection of Q with the straight line through X parallel to the Xi coordinate axis. Clearly, Wi(X) contains a segment of length i with one endpoint at x, say the segment X + tei, 0 :::; t < i, where ei is a unit vector along the Xi-axis. Integration by parts gives, for u E Coo (Q) , then we obtain from the last inequality:
Integrating over Qi, the projection of Q onto the plane Xi = 0, now leads to
An application of Holder's inequality gives The proposition is a direct consequence of (4.6) and (4.8). We show that the global attractor J4fe exists by showing that Te(t) is an acontraction on ;?!II and then J4fe is the (V-limit set of ;?!II (see [11] ). We use the method of [21] (see also [11] ) to show that Te(t) is an a-contraction.
We first estimate the norm of If we choose tl so that 2e-bt1 / 3 < I ,then Te(t)I;?I1 is an a-contraction for t ~ tl (see [21] or [11, p. 16] ). This completes the proof of Theorem 1.2. 
with initial data given, respectively, by (vo, vJ) = (Muo, MuJ) and (wo, wJ) =
((I -M)uo, (I -M)uJ).
We recall that Aev = Aov. There is positive constant k3 such that the first eigenvalue VI,e of Ael(1 -M) satisfies 
then (u(t) , Ut(t)) E ;?II C BR2 and (w(t) , Wt(t)) belongs to BR2
and is a solution of (4. 12)(ii). To apply Lemma 2.2 to equation (4.12)(ii), we must estimate the quantity 
From (4.13), it follows that IIwlli--e ~ (e 2 /k3)lIwlli 1 . 
Taking the inner product of (4.21) by Zt, using the equality (2.8) and arguing as in [23, Chapter IV, §1], we prove that, for t ~ 0,
Id 2 Using the same type of argument as in [12] (see also the proof of Theorem 1.1), the upper semicontinuity of ~ at e = 0 follows from the attractivity property of .wo and the estimate (4.22). 
Now suppose that G(X,
Y
UPPER SEMICONTINUITY OF THE ATTRACTORS
In this section, we prove Theorem 1.1. We need the following result. 
If we let z(t) = ue(t) -u°(t) , then Zt belongs to H'(Q) and (5.2) implies, for
If we use inequalities (4.17), (1.14) and the facts that The inequality (5.4) also implies that, for t ~ 0,
(5.5) lIu~t(t)II£2(Q) S cek,(r).
Arguing as in the proof of (4.9) and using (5.4), one shows that there is a constant k2(r) such that, for t ~ 0,
IIf(z(t) + u°(t)) -f(u°(t))II~. S k2(r)lIz(t)lIil .
. Integrating (5.3) from 0 to t, and taking into account (5.4) to (5.6), we deduce that there is a constant k3(r) such that, for t ~ 0, (5.7)
Ilzt(t)lIi-. + Ilz(t)lIi} S k3(r) [lot Ilz(s)lIi} ds + 11(1 -M)Uolih + e] .
Remarking that, by (4.3), 11(1 -M)Uollyl S ce and applying Gronwall's inequality to (5.7), we obtain (5.1).
• A'"yl (~, 11) and upper semicontinuity is proved.
The proof is the same in the case n = 2, Y = 2 .
OTHER BOUNDARY CONDITIONS
We do not prove the results stated in the Introduction concerning the problem (1.1O)Il' (1.11 bis)1l for mixed boundary conditions since they are so similar to the Neumann case. We do point out that by [12, §4] the property (2.2) of the first eigenvalue of Ae is still true. Likewise, the first eigenvalue VI, e of the operator Ael(I -M)9(~) satisfies the inequality (4.13).
For the Dirichlet boundary conditions (1.11 ter)e , Theorem 3.1 and Corollary 3.2 hold and, if Q satisfies (H), then Theorem 3.4 and Corollary 3.5 hold. The proofs are the same as the ones for the Neumann case with minor modifications if one observes (see [12] ) that there is a positive constant k such that 
To prove Theorems 1.4 and 1.5, we need the following Sobolev inequality. Proof of Theorem 1.4. As in the proof of Theorem 1.2, we confine our attention to the set ~I = {(tp, 1fI) E Ye l : Vg0(tp, 1fI) :::; Rd and choose R2 so that ~I C BR 2 , the ball in Ye l of center zero and radius
R2.
As in the proof of Theorem 1.2, we only need to show that Te(t)I~1 is an a-contraction by using the method of [21] (see also [11] ).
We first estimate IIf(ud -f(U2)lIx. when IIUillx1 :::; R2 , i = 1, 2. Arguing as in the proof of inequality (4.9) and using a Hold~r inequality, we have
Thanks to Lemma 6.1 and (6.1), we have
• Let Ve(tp, 1fI) be defined by (2.6) and let b be a positive number satisfying (6.2). Let V(t) + tJv(t) , V(t) be two solutions of (1.10)e, (1.1lter)e which belong to ~I' with initial data Vo + tJ Vo and Vo, respectively. The function tJu satisfies the equation (2.1)e with h = -(f(u+tJu)-f(u)). To apply Lemma 2.2, we use (6.6) to obtain the following estimate 
Therefore, for 0 < 8 :::; 8I(Po), we deduce from (6.7), (6.8), (6.9), (6.10) and (6.2) that, for t ~ 0,
If we integrate (6.11) from 0 to t and use (2.4) of Lemma 2.1, we easily deduce the following inequality , , Inequality (6.12) and the invariance of the attractor implies the first statement in Theorem 1.5. If there is an 8 such that Ge + 1(0) = 0, then the same reasoning implies that ~ = 0 .
FURTHER GENERALIZATIONS
The equation (1.3)e was a model equation. It can be replaced by more general equations or even systems. For instance, (1.6)e can be replaced by a system of Sine-Gordon equations on Qe, where k ~ 0 ,
with Neumann or Dirichlet boundary conditions. In the case of Dirichlet boundary conditions, we have the above results. In the case of Neumann boundary conditions, the above results still hold, the limit equation on n being (7.2)
with Neumann boundary conditions, where
In the case of Dirichlet boundary conditions, this is a system occurring in Josephson junctions. Other examples are given in [7] or [23, Chapter IV] .
In the proofs of Theorems 3.1 and 3.4, we used the fact that the equation was a gradient system (that is (F(u))' = J(u) ). However, this property is not essential, and at least in the case ji < 2 , we can generalize the above results to the case where the more general hypotheses of [7, §2.2] hold (see also Example 5.4 of [7] ).
The results above in the case of Neumann boundary conditions are generalized to the case of periodic boundary conditions in an obvious way.
ApPENDIX
We recall that, for 0 < e ::; eo, Qe denotes the domain Qe = {(e;I, ... , e;n+d E Rn+l; 0 < e;n+1 < g(e;I, ... , e;n, e), (e;I, ... , e;n) E n} where n is a C 2 -polygonal domain in Rn, n = 1 or 2, and the function g: n x [0, eo] -+ R is a function of class C3 satisfying the conditions (1.1).
The boundary a Qe of Qe can be written as aQe = ro,e ur1,e U r 2,e where ro,e = n x {O}, r 1 ,£ = {(e;l , ... , e;n+d E R n + 1 ; (e;l , ... , e;n) En, e;n+l = g(e;l , ... , e;n, en, r 2,e = {(e;!, ... ,e;n+d E Rn+l; (e;l, ... ,e;n) E aQ, 0< e;n+l < g(e;l , ... , e;n, en· Given HE L2(Qe) , we are interested in the following problems: 
Q, Q,
In the case n = 2, the following regularity result is proved in [6] . In the case n = 1, one can prove this regularity result, by arguing as in [9, Chapter V] and using the regularity results contained in [9, Chapter IV]. 
According to [12, §2] , the solution u of ( 
if n = 2 , for instance.
In this appendix, we want to prove the following result. 
Due to the equivalence of the problems (3) and (5), the estimate (6)(ii) is a straightforward consequence of the properties (1.1) of g. We shall prove the estimate (6)(i) in the case of Neumann or Dirichlet boundary conditions. The proof in the case of mixed boundary conditions is very similar and is left to the reader. Also, in order to simplify the notation, we shall consider the case n = 2. The proof in the case n = 1 is the same and can even be simplified.
Before proving the estimate (6)(i), we need to recall some properties related with the curvature of the boundary of a domain (see [9, Chapter 3 
where a / a~ denotes differentiation in the direction of ~. Following [9] , another possible local definition is the following. If P is a point of r, we consider Hereafter, we shall drop the subscript P. We remark that, when 0 is convex, the function rp is convex and the form .5W is nonpositive. Also, if the domain o has a C2 boundary, the form .5W is uniformly bounded on r, i.e., there exists a positive constant K such that (9) for any tangent vectors e and 11 to r at P. We need the following notation. where re has zero surface measure and q e is the face "generated by (an)/,.
Thanks to the regularity Theorem A.l, ~e can deduce the following result from the Corollary A.4, by using a density argument.
Proposition A.S. Assume that the hypothesis (H) holds.
( 
Now, passing to the limit in (16), we obtain the equality (13) . (2) The proof is similar in the case of the problem (I)D' We only remark that the problem (1) D is equivalent to We are now able to prove Theorem A.2.
Proof of Theorem A.2 in the case of Neumann boundary conditions. The proof of the estimate (6)(i) will be done in three steps. By Proposition A.5, the solution U of (I)N satisfies
(1) Our next objective is to estimate the integrals L:~=I f r ; .5I('\IU, '\IU) da 2,. and fr .51 ('\I U , '\IU) da.
Let (~?, ~~) be a point of (a n) i. Since (a n) i is of class C2, we define new orthogonal coordinates {ZI' Z2} with origin at (~?, ~~) as follows. There exist Likewise, we show that (28) From (17), (19) and (27), we finally infer that 3 (29) where K is a positive constant independent of e .
(2) We now make the change of variables (2) The estimate (6)(i) is now a direct consequence of (34) and (4).
Proof of Theorem A.2 in the case of Dirichlet boundary conditions. By Proposition A.5, the solution U of (l)D satisfies
Arguing as in the case of Neumann boundary conditions and using the estimates (20) and (28), one proves that the inequality (29) still holds. The steps 2 and 3 are the same as in the case of Neumann boundary conditions. We end this Appendix by an estimate of second derivatives in the case of convex C2 domains. Let 0 be a domain of R3 with a C2 boundary. In 
Jao
We now consider the following problems: given h E L2( 0) , 
