Abstract-Perfect reconstruction, quality scalability, and region-of-interest coding are basic features needed for the image compression schemes used in telemedicine applications. This paper proposes a new wavelet-based embedded compression technique that efficiently exploits the intraband dependencies and uses a quadtree-based approach to encode the significance maps. The algorithm produces a losslessly compressed embedded data stream, supports quality scalability, and permits regionof-interest coding. Moreover, experimental results obtained on various images show that the proposed algorithm provides competitive lossless/lossy compression results. The proposed technique is well suited for telemedicine applications that require fast interactive handling of large image sets, over networks with limited and/or variable bandwidth.
I. INTRODUCTION

C
OMPRESSION methods are important in telemedicine applications for guaranteeing fast interactivity during browsing through large sets of images (e.g. three-dimensional data sets, time sequences of images, image databases), for searching context-dependent detailed image structures, and/or quantitative analysis of the measured data. These applications impose specific constraints in trading off image quality against bit rate and complexity against cost, compression, and decompression speed.
In medical imaging, it is not acceptable to lose any information when storing or transmitting an image. There is a broad range of medical image sources, and, for most of them, discarding small image details that might be an indication of pathology could alter a diagnosis, causing severe human and legal consequences [1] . For example, images obtained from projection radiography may reveal lesions by image details that are extremely sensitive to lossy compression since they have poorly defined borders (e.g. some microcalcifications in mammograms, the trabecular pattern of bone, the edge of a pneumothorax, etc.) and are only distinguishable by subtle changes in the contrast [1] . In computer tomography (CT) images, some lesions (e.g., subtle fractures), or the slight changes in density between the gray and white matter of the brain may be at the limit of the detection device's spatial and/or contrast resolution, and they risk becoming undetectable due to the effects of lossy compression. Also, subtle changes in the echo texture or some well-defined edges are crucial for diagnostic interpretation of ultrasound images and may be highly sensitive to lossy compression. In other medical applications, like coronary angiography, where one has to measure submillimeter blood vessel diameters at the location of the stenosis, lossy coding methods are obviously inadequate [2] . More generally, for image data, which are considered as measurements and get their interpretation from a quantitative analysis, one usually cannot afford information loss due to compact coding.
The current standard for still image compression, JPEG [3] , does meet only part of the quality and functionality demands of medical imaging. For instance, JPEG yields a reasonable compression performance at high and intermediate bit rates, but quality is poor for low bit rates. The breakdown at high compression ratios is mainly due to blocking artefacts, caused by the initial partitioning of the image in square blocks within the DCT-based decorrelating module, and the block-based quantization module. With respect to functionality, JPEG supports lossy and lossless compression, but not within the same coded bit stream: we have to select either the classic JPEG coder [3] for lossy coding or the lossless JPEG coder [3] , [4] for lossless coding.
In wavelet-based coding, no partitioning of the image is required, although the convolutions in the discrete wavelet transform can still be computed efficiently on blocks of data. Hence, the typical blocking artefacts, like the ones occurring in JPEG, are avoided and the computation time is hardly increased. Better quality than JPEG can be obtained at low and intermediate compression ratios, and the ringing artefacts occurring at high compression ratios (mainly in the vicinity of edges and/or in textured regions) are generally less objectionable than the JPEG blocking artefacts.
Fast image inspection of large volumes of images transmitted over low-bandwidth channels like ISDN, public switched telephones, or satellite networks (traditionally known as teleradiology) requires compression schemes with progressive transmission capabilities [5] . The ability of the wavelet-based compression techniques to create embedded data streams facilitates the progressive transmission of data over networks with limited and/or variable bandwidth: a coarse version of the image corresponding to a certain refinement level can be transmitted first, decoded, and displayed at the remote site. At this stage, the user can decide either to further refine (sometimes up to the lossless stage) the entire image or to delineate region(s) of interest to be refined first. Obviously, in order to exploit the available bandwidth optimally, the refinement information should be complementary to the previously transmitted image data, and this can only be achieved via embedded image coding. The progressive refinement of the entire image is referred to as quality scalability, while the second option is called region-of-interest (ROI) coding.
Medical workstations may have display systems of different resolutions, and, hence, the employed coding technique has to support transmission of minimal bit streams dependent on the appropriate resolution. Image database browsing should be fast and, hence, it must be feasible to retrieve lowresolution versions of the database content first. Also, in some applications (e.g., teleradiology), it might be possible that in a first instance the user is interested only in a lower resolution version of the image, and that afterwards he wants to request information about an ROI defined in the lower resolution image. Further steps can imply viewing/processing of the higher resolution versions of the image, or of the ROI, which should be transmitted progressively without any overhead. This property is addressed as multiresolution scalability, and the wavelet coders can handle such a requirement in an optimal way, due to the multiresolution nature of the wavelet transform.
In summary, medical image compression techniques, supporting the mentioned multiple functionalities, should provide the following features: lossy-to-lossless coding, scalability in quality, scalability in resolution, and ROI coding. Additionally, these techniques should be well suited for efficient and fast implementation, and of course, provide an optimal tradeoff between the image reconstruction quality and the compression ratio.
In this paper, we propose a new wavelet-based compression technique that exploits efficiently the intraband dependencies and uses a quadtree-based approach to encode the significance maps. The algorithm produces a losslessly compressed embedded data stream, supports quality scalability, and permits ROI coding. The paper is organized as follows. Section II gives a brief introduction on the integer wavelet transform, followed by a brief survey of several well-known waveletbased embedded coding techniques. Section III gives a short overview on existing approaches for quadtree coding applied in the spatial and wavelet domains. The algorithm is described in Section IV. The proposed methodology for ROI coding is discussed in Section V. Section VI contains an example of the achievable compression performances obtained with the proposed algorithm on several medical and photographic images and an illustration of the multifunctionality support. Section VII summarizes the conclusions.
II. WAVELET-BASED IMAGE COMPRESSION
Most of the recent work in wavelet coding includes various techniques that can be divided into two main categories: fixed rate coders and embedded coders. Generally speaking, the first category includes the techniques in which some parameters (e.g., the quantizer's step sizes) are determined, so that for a given rate a certain distortion measure (e.g., the mean square error) is minimized. Finding the parameter values implies appropriate modeling of the coefficients and solving some constrained-optimization problems, resulting in coders that are optimal in the rate-distortion (R-D) sense. Wellknown techniques from this category include the algorithms of Xiong et al. [6] (the SFQ algorithm) and LoPresto et al. [7] (the EQ algorithm), which optimize the tradeoff between quantization and zerotree coding. The C/B algorithm presented in [8] uses context-based entropy coding with context selection driven by R-D criteria. In general, these algorithms provide better R-D performances than classical embedded wavelet coders [9] - [11] , but they do not support progressive data transmission. On the contrary, the embedded coders cannot claim optimality (in the R-D sense), but the efficient modeling of the wavelet coefficients coupled with entropy coding ensures excellent R-D characteristics and multifunctionality support.
In this section we will briefly present several well-known wavelet-based embedded coders, and we will emphasize their underlying principles.
A. Integer Wavelet Transform
A compression scheme employing classical biorthogonal filters [12] , [13] yields floating point wavelet coefficients that have to be rounded to integers before coding. The result is that a compressed image cannot be losslessly reconstructed, even if lossless coding of the wavelet coefficients is performed.
A reversible mapping between an integer image input and an integer wavelet representation was first offered by the sequential transform (S-transform) introduced in [14] . However, the analysis and synthesis high-pass filters corresponding to this transform are of low orders (they have only one vanishing moment), yielding poor compression results, particularly for "natural" images. Higher order filters have been obtained with two similar generalizations of the S-transform: the TS transform [15] and the S P transform [16] . The TS transform is the integer version of the biorthogonal wavelet transform [12] . The S P transform improves the compression performances of the S-transform by combining it with predictive coding; this transform has also the advantage that it can be computed with only integer addition and bitshift operations. Filters of arbitrarily high orders have been derived in [17] starting from the S-transform and using the lifting scheme [18] , [19] .
A generalized framework for building integer wavelet transforms was given in [20] , where it is shown that the S, TS, and S P transforms can all be generated via the lifting scheme [17] - [19] and that, in general, an integer version of every wavelet transform employing finite filters can be built with a finite number of lifting steps.
Different algorithms make various options in choosing the integer wavelet transform: for example, a combination between the S and TS transforms is implemented in the CREW algorithm [11] , the S P transform is implemented in the algorithms of Said and Pearlman [16] , while the SQP algorithm [21] implements the integer version of the interpolating transform [20] . It is important to mention that empirical results reported in [20] indicate that, in lossless compression, the integer version of the interpolating transform together with the almost similar transform yield the best performance for natural and medical images. However, in lossy compression, it is difficult to make the best choice of the filters to be implemented, since the results are strongly image-and coder-dependent.
In the algorithm proposed in Section IV, we use the integer version of the interpolating transform, and we test the lossless/lossy compression performances achieved on various medical and photographic images.
B. Embedded Wavelet Coding
Embedded coding supports progressive image transmission by the property of generating the bits in the bit stream in their relative order of importance. A given image coded at a certain bit rate in an embedded fashion stores all the lower rate codes at the beginning of the bit stream. Typically, the encoding process can be stopped before or when the target bit rate is met. Similarly, the decoder can interrupt decoding at any point in the bit stream and can reconstruct any lower rate images. Therefore, progressive transmission is supported by transmitting a coarser version of the image first, followed progressively by the refinement details. The option of lossless reconstruction is still retained, if the complete bit stream is generated, transmitted, and decoded.
Progressive image transmission via embedded wavelet coding was firstly offered by the Embedded Zerotree Wavelet (EZW) coding algorithm, introduced by Shapiro [9] . EZW exploits the interband dependencies within the wavelet-transformed image by using efficient data models, zerotree coding, and conditional entropy coding. EZW applies successive approximation quantization (SAQ) to provide a multiprecision representation of the coefficients and to facilitate the embedded coding. SAQ uses a monotonically decreasing set of thresholds and indicates the significance of the wavelet coefficients with respect to any given threshold in a corresponding binary map (called significance map). EZW employs zerotree coding [9] to encode the significance maps and prioritizes the wavelet coefficients according to their magnitude, in contrast to the typical subband coders that prioritize according to the subband frequency. In this way, EZW builds an embedded data stream, and, although optimality is not claimed, it provides graceful degradation of the image and a negligible loss in the R-D performances [9] .
A more complex technique, Set Partitioning in Hierarchical Trees (SPIHT), is described in [10] . The set partitioning algorithm uses the principles of self-similarity across scales as in EZW, partial ordering by magnitude of the wavelet coefficients (resulting from SAQ), set partitioning into hierarchical trees (i.e., sorting of the trees, based on their significance, at every applied threshold), and ordered bit plane transmission of the refinement bits (i.e., the magnitude of each significant coefficient is progressively refined). The essential difference of the SPIHT coding process with respect to EZW is the way trees of coefficients are partitioned and sorted.
EZW and SPIHT are zerotree-based coders, and their efficiency comes from exploiting self-similarities within the wavelet transform. Coefficients from different subbands placed at the same spatial locations satisfy the zerotree hypothesis with a high probability [9] . As a consequence, the interband redundancies are efficiently exploited by grouping the insignificant coefficients in trees growing exponentially across the scales, and by coding them with "zero" symbols ("zerotree" symbols in the terminology of [9] ). However, the zero regions (corresponding to coefficients which are insignificant with respect to a given threshold) are approximated as a highly constrained set of tree structured regions; the consequence is that certain zero regions which are not aligned with the tree structure may be expensive to code, and some portions of zero regions may not be included in zerotrees at all.
In contrast to EZW and SPIHT, the SQP algorithm [21] exploits only intraband dependencies. SQP employs a quadtreebased technique to encode the significance maps. The SQP coder abandons the tree structure constraint of its predecessors and this prevents it from exploiting interband redundancies. However, intraband redundancies are exploited to a larger extent. The zero regions in the significance maps are represented by a union of independent square zero regions of different sizes. The coding gain resulting from an efficient exploitation of intraband redundancies compensates (at least) for the losses incurred by not using an interband decorrelation technique.
The excellent R-D performances and the competitive lossless compression results of the SQP coder [21] indicate that exploiting intraband redundancies can offer a better coding gain than exploiting interband redundancies. Motivated by this fact, we will present in the following a new quadtree-based coding algorithm that exploits intraband redundancies, and we will propose a technique to support ROI coding.
III. THE QUADTREE CODING APPROACH
Image and video coding via quadtree decomposition [22] performed in the spatial and transformed domains has been reported by several researchers in the literature.
Briefly, quadtree decomposition divides an image into twodimensional homogeneous (in the image property of interest) blocks of variable size. Typically, the division operation is guided by a hypothesis test in which a decision is made whether or not a block is homogeneous in the property of interest; if the test is positive, then no division is necessary, otherwise the block is divided into four adjacent blocks. The division operation is repeated recursively until no further division is needed or the smallest possible block size is attained.
Classical quadtree-based algorithms operating in the spatial domain are reported in [23] - [25] . Gray-scale image coding, based on a quadtree data structure and a linear model for the luminance function inside blocks of a variable size, has been presented in [23] . Improved quadtree decomposition algorithms were designed in [24] by using a near optimal choice of the thresholds used for the quadtree decomposition and optimal bit allocation procedures. Algorithms de-veloped to build optimal quadtree structures, given some distortion measures such as squared error or absolute difference, were reported in [25] ; these algorithms were used to design a video coding system implementing optimal/near optimal quadtrees and vector quantization. Generally, in terms of compression performances, these techniques are similar to the DCT-based techniques. From a comparison of several quadtree techniques given in [23] , it appears that they are appropriate for image coding at high to medium rates; the algorithm reported in [25] is an exception, since it reports good compression performances for low bit rate video coding.
In contrast to quadtree decomposition applied in the spatial domain, some algorithms use the quadtree decomposition in the wavelet domain. A hybrid of wavelet and quadtree image coding was implemented in the algorithm reported in [26] . It uses a quadtree predictive coding technique with good R-D performances to encode the lowest frequency component of the wavelet transformed image. The resulting quadtree decomposition is used to guide the encoding of the higher frequency subbands by indicating which of their coefficients require encoding and which do not. The algorithm provides competitive compression results at a low complexity. Excellent R-D performances, particularly at low bit rates, were obtained with the algorithm reported in [27] . The algorithm implements a quadtree-based method to classify blocks of samples in the image subbands; the quadtree decomposition is used to split the blocks into small subblocks, each of them having roughly uniform properties. The selection of the block to be split is based on an objective criterion, which depends on the degree of uniformity within the block as well as on the size of the block. The quadtree-based classification is incorporated in a subband coder employing arithmetic coding and entropy constrained trellis-coded quantization (ACTCQ) [28] . The results prove that at low bit rates the quadtreebased classification yields a significant gain over the uniform block based method of [28] and [29] . This is motivated by the fact that the classification information that needs to be transmitted is reduced by using variable-sized blocks to divide the subbands: this allows for a maximized classification gain while maintaining a limit on the classification overheads.
A significantly different coding approach is the SQP algorithm reported in [21] . The positions of the significant coefficients in the wavelet image are encoded using a hierarchical structure of squares that group the insignificant coefficients in blocks of variable width. The resulting bit stream is completely embedded, and this makes it different from its predecessors [26] , [27] which are fixed-rate coders. The lossless compression performances [21] reported on multimodal medical images reveal that SQP provides competitive results, similar to the state-of-the-art CALIC technique [30] . Moreover, lossy compressions of typical photographic images indicate that the SQP's performances are similar to SPIHT [10] .
The coding algorithm presented in the following uses the same basic principles as SQP; namely, it employs quadtree decomposition of the significance maps. However, the essential difference of the new algorithm's coding process with respect to SQP is the way quadtrees are scanned and how significance information is conveyed.
IV. CODING ALGORITHM
As explained in [10] , in a progressive transmission scheme, a major objective is to select the most important information-which yields the largest distortion reduction-to be transmitted first. This means that the coefficients with larger magnitudes should be encoded first. In the proposed coding algorithm, this is accomplished by applying SAQ and by coding first the significance maps corresponding to higher thresholds.
Similar to the SQP coder [21] , the technique presented in this section builds quadtrees corresponding to each significance map: a partition rule is applied recurrently on quadrants selecting sets of binary elements in the significance map and, correspondingly, sets of coefficients of the wavelet transform matrix. The rule consists of splitting a certain quadrant into four adjacent quadrants of half width, only if it contains at least one "1" element, i.e., if there is at least one significant coefficient in the corresponding domain of the wavelet transform matrix. Conversely, if the quadrant contains only "0" elements, the partitioning stops, since the insignificance of the corresponding wavelet coefficients is considered known. Encoding the significance maps (i.e., the positions of the significant coefficients) is equivalent with the encoding of the corresponding quadtrees.
The scanning of the quadtrees is an important issue in building an embedded code. Given a rate, encoding more significant coefficients results in a reduced distortion [10] . With respect to significance maps coding, this means that, for a given rate, the distortion is reduced if more nonzero binary elements are coded. Intuitively, this implies that the quadrants containing many nonzero elements should be scanned and encoded first. In our coder, the order in which quadrants are scanned and nonzero binary elements are coded depends on the scanning path of the quadtrees. Depth-first scanning or breadth-first scanning [31] are adapted in [21] to scan the quadtrees. A more performant technique used for the scanning of the quadtrees is proposed in the following.
Denote by the maximum threshold used for successive approximation quantization of the wavelet coefficients. A quadrant with the top-left coordinates and of width (assumed to be a "power of two" integer) is denoted by . The corresponding quadrant delimiting binary elements in the significance map is denoted by . Consider that the wavelet image is a square matrix of elements, where . This assumption does not restrict the generality, because (if necessary) a padding with zero's of the wavelet image can be done. Since is an integer power of two, one can write the entire wavelet image as . Depth-first scanning is applied for scanning of the quadtree corresponding to . For lower thresholds, the scanning path of the corresponding quadtrees is changed adaptively, depending on the data already coded. Fig. 2 ; the results are obtained using the integer version of the (4; 2) interpolating transform. Note that the probability to have a true hypothesis is greater than or equal to 0.5 for all the thresholds greater than 64 (i.e., logarithmic threshold greater than 6).
Consider the current threshold, and the number of the nonzero binary elements in the adjacent quadrants , and . For the lower threshold , the number of nonzero binary elements is denoted by , satisfying the inequalities: . Let us limit the analysis to the quadtree decomposition of the quadrant . Depth-first scanning of it implies scanning of the complete quadtree corresponding to followed in order by the scanning of the quadtrees corresponding to , and . We note that these four quadrants are scanned in Z-order. This means that the nonzero elements from are coded first, followed in order by the coding of the nonzero elements from , and . However, for each applied threshold in the SAQ process, the number of the nonzero elements in each of these four quadrants can be different. As explained before, to have a lower distortion, the quadrants containing more nonzero elements have to be scanned and coded first. So, for certain thresholds, it is better to scan these quadrants in another order than the typical Zorder and to encode the corresponding quadtrees by starting from quadrants containing more nonzero elements.
Both encoder and decoder sort the values in decreasing order. For the lower threshold , the quadrants are scanned starting with the one having the highest value and ending with the one having the lowest value. We assume that, if the values are sorted in a certain order, then the values are sorted in the same order. This means that more coefficients are expected to be found significant at the threshold in quadrants having high values than in quadrants having low values. If this hypothesis is true, then it makes sense to determine from the values the scanning path followed for coding the quadrants at the threshold . This hypothesis strongly depends on the applied thresholds and on the size of the quadrants. The graph depicted in Fig. 1 shows the probability to have a true hypothesis for different thresholds and for quadrants of different sizes. The horizontal axis depicts (logarithmic threshold). These results are obtained on the 512 512, 8 bit/pixel MR image shown in Fig. 2 by using the integer version of the interpolating transform to build an integer wavelet representation.
It is interesting to remark that the probability to have a true hypothesis is greater than or equal to 0.5 for all the thresholds greater than 64
. For these thresholds, a data-dependent scanning curve can be applied, as previously described. For lower thresholds, however, the hypothesis holds in less than 50% of the cases. To lower the calculation load of a new scanning path at each threshold, typical depth-first scanning can be applied in these cases.
This hypothesis is statistically confirmed on various multimodal medical images. We remark that the only value that has to be communicated to the decoder is the threshold at which the scanning is switched from adaptive scanning to depth-first scanning.
The quadtree scanning procedure previously described is embedded in the coding algorithm presented in the following. We refer only to one of the coding steps in which the significance of the coefficients with respect to a given threshold is coded. During coding/decoding, two lists are maintained: the list of nonsignificant coefficients (LNC) which records the coordinates of the coefficients found as nonsignificant at a certain coding step, and the list of significant coefficients (LSC) which records the coordinates of the coefficients found as significant.
The algorithm includes three main coding steps: (A) LNC coding in which the significance of the coefficients recorded in the LNC list (found as nonsignificant at thresholds higher than ) is encoded; (B) Significance pass-the positions of the coefficients that are significant with respect to is encoded; (C) LSC coding-the values of the coefficients found as significant at previous thresholds (whose coordinates are appended in the LSC list) are progressively refined.
The coding algorithm is detailed in the following. • if was not previously appended to LSC, append to LSC, output SGN symbol, and output sign;
A. LNC Coding
• If
• if
was not previously appended to LNC, append to LNC, and output NSG symbol;
C. LSC Coding (Refinement Pass)
Scan all the coordinates from LSC and refine the coefficients which were not appended in the last coding step. Quadtree decomposition of the significance map (performed in step B) yields sets of four adjacent single-element quadrants: at least one quadrant per set corresponds to a significant coefficient (whose coordinates are appended in the LSC list), while some of these quadrants correspond to nonsignificant coefficients (whose coordinates are appended in the LNC list). As shown in [21] , the coefficients which are significant with respect to a given threshold are typically clustered in certain areas in the significance map; as a consequence, at lower thresholds there is a high probability that those coefficients whose coordinates are recorded in the LNC list are significant. Due to this fact, for thresholds lower than , the significance of the coefficients with coordinates in the LNC list (determined in coding step A) is coded before coding new significant coefficients in the significance pass (coding step B) .
The values of the coefficients found as significant in the A and B coding steps are refined in the refinement pass: their In order to allow a lossless reconstruction of the ROI, the regions of the ROI set must be extended by considering neighboring coefficients-the new set of regions is denoted as WROI.
coordinates are appended in the LSC list, and their values are refined for each applied threshold , except for the coefficients found as significant with respect to and nonsignificant with respect to (see coding step C).
Notice that the refinement pass is performed after encoding new significant coefficients in the steps A and B.
The performances of this algorithm can be improved by entropy coding its output. The symbols generated in the coding steps A and B (excepting the sign symbols) are entropy coded with the adaptive arithmetic coder described in [32] , using an adaptive fixed-context model and a number of 64 contexts. The arithmetic coding of the symbols generated in the refinement pass is based on a classical adaptive zerothorder model [32] , [33] . Also, there is no need to entropy code the list containing the sign symbols, since there is almost no gain in the compression ratio.
In the next sections, the coding algorithm is identified as the Wavelet QuadTree (WQT) coder.
V. ROI CODING
A methodology that allows multiple ROI support for the WQT algorithm is proposed in this section. Consider the scenario mentioned in the introduction and assume that the image is refined up to a certain refinement level-corresponding to a certain bit rate. At this stage, the user decides to delineate a ROI in the decoded image and requires a lossless reconstruction of it. In a first instance, the shape of the ROI is communicated to the encoder. Both encoder and decoder determine the mapping between the ROI defined in the spatial domain and the corresponding regions in the wavelet domain [34] , [35] . As shown in Fig. 3(a) , the wavelet transform of the ROI generates a set of spatially related wavelet coefficients over different subbands (the set of regions is denoted as ROI). Because a lossless reconstruction of the complete ROI is required, the border effects have to be considered too. The extension in the wavelet domain of the ROI area depends on the width of the low-pass and high-pass synthesis filters. Analyzing the filter behavior allows generating a lossless mask (denoted by WROI in Fig. 3(b) ) that marks the wavelet coefficients which are relevant for a lossless reconstruction of the considered ROI [34] , [35] .
The encoder determines which are the symbols in the bit stream that are necessary for decoding the coefficients marked by WROI. Entropy decoding of the coded stream is performed in order to allow the encoder to interpret the symbols generated in the coding phase and to decide which are those that have to be transmitted.
Consider an arbitrary symbol in the bit stream and assume that it has not been transmitted yet. Recall that the symbols in the bit stream are coding either the significance of the coefficients with coordinates in the LNC and LSC lists, either the positions of the significant coefficients (found in coding step B), or their signs. More generally, one can say that a symbol in the bit stream encodes information related to a certain quadrant . For the considered symbol, the encoder tests if the corresponding quadrant satisfies , i.e., if at least one coefficient has coordinates that are marked by the WROI mask. If the test is positive, it is clear that the symbol has to be transmitted.
At the decoder site, the decoding phase is started for every delineated ROI. In the decoding process, the decoder tests if it is necessary to request information about the currently addressed quadrant , i.e., if
If the result of the test is positive, the decoder retrieves the corresponding symbol in case it has been received at previous refinement levels or reads it from the input stream related to the WROI. It is obvious that, for ROI support, the scanning of the quadtrees cannot be adaptive, since the information sent by the encoder is confined only to the quadrants that intersect WROI. As a consequence, the decoder cannot determine the scanning path of the quadtrees. The solution is to use a marker which indicates the position in the bit stream at which the encoder switches the scanning procedure from adaptive to depth-first scanning. The coded stream is fully sent until the marked position is reached. At this stage, both the encoder and decoder can handle ROI's, since depth-first scanning (i.e., a data-independent scanning path) is performed for scanning of the quadtrees.
Once the wavelet coefficients corresponding to WROI are losslessly reconstructed, an arbitrary shape inverse wavelet transform (IWT) [36] is performed. The IWT is performed on the ROI area, provided that the border effects are compensated.
The proposed methodology allows support for multiple ROI's, each region being treated independently. Note that, for overlapping ROI's, there is no overhead in the transmitted data since the encoder checks if the information necessary to reconstruct each ROI is already transmitted or not. Also, the decoder is able to retrieve the symbols related to an arbitrary WROI, either from information already received (at previous refinement levels or for previous WROI's), either from the input stream related to the considered WROI.
More specifically, suppose that two overlapping ROI's, and , are successively requested. and are the corresponding regions in the wavelet domain. The symbols necessary to reconstruct the wavelet coefficients marked by are transmitted first, and marked as transmitted at the encoder site. Following the procedure described previously, is losslessly reconstructed at the decoder site. Suppose that a symbol encodes information related to a quadrant , satisfying and Because of the second equation, the symbol is necessary for reconstructing . However, this symbol was transmitted previously for reconstructing ; therefore, it is not necessary to transmit it again. The decoder is able to retrieve this symbol from the previously received set of symbols that are related to . An example of the proposed methodology for ROI support used for the WQT algorithm is given in the next section.
VI. EXPERIMENTAL RESULTS
The performances of the algorithm are evaluated on several multimodal medical images, including angiograms (Angio1, Angio2), X-ray images (XR1, XR2), ultrasound (US1, US2), and MR images (MR1, MR2). All the images are of 512 512 pixels, 8 bit/pixel.
The lossless coding results obtained with the WQT algorithm are compared with those obtained with context-based predictive coding (CALIC) [30] , SQuare Partitioning (SQP) [21] , set partitioning into hierarchical trees (SPIHT) [10] , and the standard lossless JPEG (LJPEG) [3] .
It is important to mention that CALIC is a predictive coder operating in the spatial domain, providing among the best lossless compression performances reported in the literature.
The lossless compression bit rates (bit/pixel) obtained on each image, the average bit rates (bit/pixel), and the differences in the average bit rates with respect to CALIC are presented in Table I . Note that CALIC outperforms the SQP coder by 0.0686 bit/pixel, the SPIHT coder by 0.1212 bit/pixel, the WQT coder by 0.0878 bit/pixel, and the lossless JPEG coder by 0.855 bit/pixel. If compared with the other algorithms, CALIC provides in average better compression performances for the tested set of images, but it does not support extra features like progressive transmission and ROI coding. Also, note that for every image, the standard LJPEG provides the worst compression results. If compared with SPIHT, WQT outperforms it for all the images except MR1 and XR1. Also SQP outperforms WQT for all the images, but the average difference between them is only 0.0192 bit/pixel. We can conclude that overall the evaluated wavelet-based coders provide competitive lossless compression results, retaining the advantages offered by embedded coding.
The R-D performances of the WQT algorithm are evaluated on the classical test images "Lena" (512 512 pixels, 8 bit/pixel) and "Barbara" (512 512 pixels, 8 bit/pixel).
The distortion measure is the peak-signal-to-noise ratio (PSNR). The rate-versus-PSNR results obtained with WQT are compared against those obtained with SPIHT, EZW, and SQP. Coding results are summarized in Table II and  Table III , for "Lena" and "Barbara," respectively. The figures given for EZW are reported in [9] , in which the author used 9-tap symmetric quadrature mirror filters; these filters have floating point coefficients; therefore, they do not allow lossless compression. As shown in the tables, the PSNR figures obtained with our method for "Lena" are higher relative to EZW at all the rates, and, except for the lowest rate, are also higher relative to SQP. The figures reported for "Barbara" (which is often considered to be a very difficult test image) show that our method outperforms SPIHT and EZW at every bit rate, and, except for the lowest bit rate, it outperforms also SQP. Note that, for "Barbara," at a bit rate of 0.5 bit/pixel, WQT brings a gain of 0.4 dB with respect to SQP, 0.54 dB with respect to SPIHT, and 1.27 dB with respect to EZW. For the same image, at a rate of 0.25 bit/pixel, WQT outperforms the SQP coder by 0.45 dB, the SPIHT coder by 0.57 dB, and the EZW coder by 1.09 dB.
The quality scalability property of WQT and the ROI support are illustrated in Fig. 4 . The MR image shown in Fig. 4(a) is progressively refined, starting from the coarse version shown in Fig. 4(b) , corresponding to a compression factor of 256:1, followed by the refined version shown in Fig. 4(c) , corresponding to a compression factor of 128:1. At this stage, the user delineates an ROI, illustrated by the white rectangle in Fig. 4(c) . The ROI is losslessly reconstructed as shown in Fig. 4(d) . Notice that the quality of the background remains the same, while the ROI defined around the tumor is perfectly reconstructed. Further steps may include the refinement of the background or the refinement of other ROI's.
The CPU times spent on a 143-MHz ULTRA-SPARC computer to losslessly encode/decode with the WQT algorithm the 512 512, 8-bit/pixel MR image of Fig. 4(a) are approximately 0.9 s for encoding and 0.8 s for decoding. For high-resolution images (1024 1024 pixels, 8 bit/pixel) such as mammograms or angiograms, these execution times increase up to approximately 3.8 s for encoding and 3.6 s for decoding. Since the programs implementing these algorithms are not optimized for speed, these figures are just an indication of the achievable speed on a standard computer architecture.
VII. CONCLUSION
The analysis of the requirements and technical options for medical image compression indicates that the embedded coding techniques based on the wavelet transform are attractive candidates for telemedicine applications. This paper proposes a new wavelet-based embedded compression algorithm that supports different types of flexibility: lossy-to-lossless coding, quality scalability, and region-of-interest coding. The proposed technique efficiently exploits the intraband dependencies and uses a quadtree-based approach to encode the significance maps. The lossless compression results obtained on various medical images and the rate-distortion performances reported for classical photographic images show that the proposed algorithm provides competitive lossless/lossy compression results. The proposed algorithm ensures different types of flexibility, so we conclude that it is well suited for telemedicine applications that require fast interactive handling of large image sets, over networks with limited and/or variable bandwidth.
