Abstract-This paper is concerned with the minimum variance filtering problem for a class of time-varying systems with both additive and multiplicative stochastic noises through a sensor network with a given topology. The measurements collected via the sensor network are subject to stochastic sensor gain degradation, and the gain degradation phenomenon for each individual sensor occurs in a random way governed by a random variable distributed over the interval [0, 1]. The purpose of the addressed problem is to design a distributed filter for each sensor such that the overall estimation error variance is minimized at each time step via a novel recursive algorithm. By solving a set of Riccati-like matrix equations, the parameters of the desired filters are calculated recursively. The performance of the designed filters is analyzed in terms of the boundedness and monotonicity. Specifically, sufficient conditions are obtained under which the estimation error is exponentially bounded in mean square. Moreover, the monotonicity property for the error variance with respect to the sensor gain degradation is thoroughly discussed. Numerical simulations are exploited to illustrate the effectiveness of the proposed filtering algorithm and the performance of the developed filter.
vironmental monitoring, industrial automation, and intelligent buildings. Each sensor node has wireless communication capability and some level of intelligence for signal processing. The sensor nodes are usually spatially distributed and coordinated to perform some global tasks by exchanging information with the neighboring nodes. An attractive research focus in relation to sensor networks is the so-called distributed filtering problem whose main idea is to estimate the dynamics of the target plant based on the distributed nodes. Compared to the traditional single sensor leading to the traditional central filtering approaches, each sensor in sensor networks estimates the states of the dynamic process based on not only its own measurement but also the measurements from its neighboring nodes. As such, one of the main difficulties in the distributed filter design problem over a sensor network with a given topology is how to take the topology information into account by tackling the complicated couplings between the nodes.
So far, the distributed filtering problem has been gaining increasing research interest and a wealth of literature has been reported on this topic [2] , [6] [7] [8] , [10] , [11] , [14] , [15] , [17] , [18] , [27] , [30] , [32] . For example, the consensus strategy has been applied in Distributed Kalman Filters (DKFs) [5] , [12] , [22] that allow the nodes in a sensor network to track the average of the sensor measurements based on consensus filters. Communication complexity and packet-loss issues have been discussed for the performance analysis for DKFs in [21] . The optimal distributed filter has been proposed to minimize the filtering error variance [3] , [26] . In these optimal filters, the parameters of estimators have been adjusted at each time step to achieve the minimum mean-square estimation error based on the received signals. The filtering algorithm guaranteeing the desired H ∞ performance has been put forward in [34] . Note that in most of the reported results, the target plants have been limited to the time-invariant systems, where the filter performances (e.g., boundedness and monotonicity) have not been investigated in a quantitative way. On the other hand, a great number of filtering approaches have been proposed to achieve the optimal statistical performance by means of minimum variance. Therefore, there is a practical need to address the distributed filtering problem for time-varying systems in sensor networks with detailed analysis on the filter performances including minimum variance, boundedness, and monotonicity.
In many practical applications, the phenomenon of sensor gain degradation occurs frequently in a random way. This is particularly true for systems which experience unsteady or abnormal working conditions [19] , [20] , [25] , [28] , [31] , for example, intermittent sensor outages and sensor aging or transmission congestions in networked environments. Note that the filtering problem for systems whose sensor gains are subject to random degradation has received some initial research attention [9] . Unfortunately, despite its practical significance, the filtering problem with stochastic sensor gain degradation over sensor networks has not been investigated yet for timevarying systems due mainly to the mathematical difficulties, not to mention the case where the filter performance becomes a concern in the design. Those filter structures and design methods in the existing literature (e.g., [4] , [16] , [33] It is, therefore, the main purpose of this paper to handle the challenges mentioned before by launching a major study on algorithm design and performance analysis issues for recursive filter design problems over possibly sparse sensor networks.
In this paper, the minimum variance filtering problem is addressed for a class of time-varying systems through sensor networks with stochastic sensor gain degradation. The gain degradation is allowed to be different for individual sensors. The topology of the sensor network is represented by a directed graph. The minimum-variance distributed filter is designed at each time step using a novel recursive algorithm. The corresponding filtering performances are then analyzed with respect to the boundedness and the monotonicity. Sufficient conditions are obtained under which the estimation error is exponentially bounded in mean square, and the monotonicity property for the error variance with respect to the sensor gain degradation is discussed in the case where all sensor gains are subject to degradation with the same possibility. Some simulation examples are employed to show the effectiveness of the proposed filtering scheme. 
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a sensor network whose topology is represented by a directed graph G = (V, E, A) of order n with the set of nodes V = {1, 2, . . . , n}, the set of edges E ⊆V ×V, and the weighted adjacency matrix A = [a ij ] with non-negative adjacency elements a ij . An edge of G is denoted by (i, j). The adjacency elements associated with the edges of the graph are positive, that is, a ij > 0 ⇐⇒ (i, j) ∈ E. Moreover, we assume a ii = 1 for all i ∈ V. The set of neighbors of node i plus the node itself are denoted by
Consider the following class of linear discrete time-varying systems:
where x(k) ∈ IR n x is the state, A(k) andÃ(k) are known matrices with appropriate dimensions, and w(k) ∈ IR n x is the additive white noise with IE{w(k)} = 0 and IE{w(k)w T (k)} = S(k). θ(k) ∈ IR is the multiplicative noise with IE{θ(k)} = 0 and IE{θ 2 (k)} = ξ(k). IE{x(0)} and IE{x(0)x T (0)} are assumed to be known.
For every sensor node i (i = 1, 2, . . . , n), the measurement is described by
where y i (k) ∈ IR n y is the measurement of the ith node, C i (k)s are known matrices with appropriate dimensions for
n y is the additive white noise of the ith node with IE{v i (k)} = 0 and
representing the sensor gain degradation in the ith node, is a random variable distributed over the in-
Letx i (k) ∈ IR n x denote the state estimate of the target plant from the ith node. In this paper, the filter to be designed is of the following structure for sensor node i:
where the matrices H ij (k) are parameters to be determined. The initial values arex i (0) = IE{x(0)} for all 1 ≤ i ≤ n. Note that the proposed structure (3) reflects how the sensor nodes communicate with their neighbors via N i in order to guarantee the unbiased estimation. The unbiasedness can be proven by mathematical induction.
For notational simplicity, we definẽ
and then we can get that:
Defining the error covariance at the kth time step as
the goal of this paper can be stated as designing a filter of the form (3) for system (1), (2) so that the filtering error covariance P (k + 1) is minimized at each time step k. Remark 1: In the proposed filter, each sensor node estimates the system states based on the local measurement and measurements of its neighboring sensors. The structure of the filter is set in order to achieve the unbiased estimation at each node. The statistics exploited in the filter (i.e., m i (k) for all i ∈ V) are scalars known a priori, which facilitates the filter implementation.
III. MAIN RESULTS

A. Filter Design
In this subsection, a set of recursive Riccati-like matrix equations is derived to calculate the filter parameters H ij (k) in (3) in order to minimize the error variance for system (1). The following theorem gives the parameterizations of the desired filter gains in the two cases that the network is completely or not completely connected.
For presentation convenience, we denote
Theorem 1: The following statements are true: a) If the sensor network topology is completely connected, then the parameters of filter (3) achieving the minimum filtering error variance are given by
and P (k) is calculated as
. (16) b) If the sensor network topology is not completely connected, a practical solution for the parameters of filter (3) is given by
and P (k) obeys the following recursion:
Proof: a). It follows from the definition (5) and the notations (6)- (14) that:
Moreover, Ω(k) can be recursively calculated as follows:
From (19) , it follows that:
Since
In view of (14), it is obvious that P (k + 1) is minimized if and only if
To this end, it can be easily seen that if the network topology is completely connected, then the minimum variance of the filtering error is achieved when H(k) is calculated as in (15), which guarantees
Furthermore, based on (5), the initial value of P is given by
and then P (k) can be updated according to (16) . b) In the case that the sensor network topology is not completely connected, it is easily seen that T i is not invertible for all of the i ∈ V and, therefore, the condition (23) no longer holds because of the sparse topology. For such a circumstance, an alternative yet effective way for designing the filter gains is to calculate H(k) as (17) . In doing so, it can be guaranteed that
where T † i is the Moore-Penrose pseudoinverse of T i . Moreover, in this case, it is straightforward to see that P (k) can be recursively determined as (18) . This ends the proof.
Remark 2: The filter parameters H ij (k) are calculated at each time step to minimize the filtering error covariance. It is worth mentioning that some statistics of the stochastic sensor gain degradations and noises, the network topology, the state transition matrix, and the measurement matrices are required to determine P (k) and H ij (k). It should also be noted that the filter designed in Part b) of Theorem 1 is obtained without assuming the complete connectedness of the network topology, and the proposed filter is applicable in a sparse sensor network.
In the following subsection, we proceed to deal with the performance evaluation problem of the filter developed in Theorem 1. Let us first discuss the boundedness of the estimation error at each time step.
B. Boundedness
For the dynamics analysis of the estimation error, we will need the following two widely used concepts for the boundedness of stochastic processes [1] , [29] .
Definition 1: The stochastic process ζ(k) is said to be exponentially bounded in mean square if there are real numbers η > 0, ν > 0, and 0 < ϑ < 1 such that
holds for every k > 0.
Definition 2:
The stochastic process ζ(k) is said to be bounded with probability one if
is true with probability one. For the boundedness of the estimation error, we first establish sufficient conditions under which the estimation error is exponentially bounded in mean square, and then generalize the results to the case of boundedness with probability one. For this purpose, as in [24] , we make the following two assumptions. 
Moreover, the following inequality holds:
Assumption 2: There exists a positive real number > 0 such that the initial estimation error satisfies
Theorem 2: Consider the time-varying system (1), (2) with the minimum-variance filter given in (3), whose parameters are provided in Theorem 1. Under Assumption 1, the estimation error is exponentially bounded in mean square.
Proof: Denotinǧ
then (4) can be written as
where
Based on (14) , it follows easily from Ā (k) ≤ā 1 and c ≤ C (k) ≤c that:
According to the fact that
Based on (28) and (32), it can be seen thatā < 1.
Thus, it is clear that
and the bounds of s(k) can be calculated as follows:
From (30), it follows that:
wherě
It is straightforward to see thatŘ(k) ≤r 2 I and s 2 I ≤ S(k) ≤s 2 I. Consider the following iterative matrix equation with respect to Π(k):
with initial condition
With the definition ofŠ(k), (39) can be rewritten as
Then it follows directly that:
Since 0 <ā < 1, we arrive at
Furthermore, since Π(k) is positive definite for all k, it is straightforward to see that
Based on (43) and (44), it can be concluded that there are positive real numbers π,π > 0 such that the inequality πI ≤ Π(k) ≤πI holds for every k ≥ 0. According to (40), we obtaiň
Defining
, we obtain from (30) that
which gives rise to
(47) Noticing 0 < α < 1 and μ,π > 0, it follows that:
Therefore, the stochastic processx(k) is exponentially bounded in mean square and the proof is complete. Under Assumption 2, that is, the initial filtering error is bounded, we have x(0) 2 < < ∞. Then, it follows from (29) and (48) that the stochastic processx(k) is bounded with probability 1. In this case, the following corollary is easily accessible.
Corollary 1: Consider the time-varying system (1), (2) with the minimum-variance filter given in (3) whose parameters are provided in Theorem 1. Under Assumptions 1-2, the estimation error is bounded with probability 1.
Remark 3: The main proof of Theorem 2 provides a constructive way to quantify the error bound in (25) . Furthermore, in practical systems, because of the energy constraints, it is reasonable to assume that the noise variances and the spectral norms of transfer matrix and measurement matrix are bounded.
Remark 4:
Compared with the results in [24] , the bound obtained in Theorem 2 is obviously dependent on the stochastic sensor gain degradation and the network topology, which results from the efforts we make on dealing with the stochastic and distributed nature of the system. Therefore, Theorem 2 offers a more applicable error bound to systems over sensor networks with stochastic sensor gain degradations. The consideration of the distributed measurements and the verifiable condition (28) constitute the main differences between our boundedness analysis and those in [13] and [24] .
C. Monotonicity
In this part, we aim to discuss the relationship between the filtering performance and the sensor gain degradation. For demonstration purposes, we assume that all λ i (k) have the same statistics, that is,M (k) = m(k)I. We utilize tr{P (k)} as a standard criterion to measure the filtering performance.
In the following theorem, the influence from m(k) to tr{P (k + 1)} is clearly revealed.
Theorem 3: tr{P (k + 1)} is nonincreasing when m(k) increases.
Proof:
Based on our assumption in Section II, we have a ii = 1 and, therefore, I − F i is positive semidefinite and has at least one positive eigenvalue for all 1 ≤ i ≤ n. From the definitions of E i , T i , F i and Theorem 1, it is clear that
and then it follows from (22) and (49) that:
To simplify (50), we notice that when i = j, the following facts are true:
Furthermore, it follows from (51) that:
With (12), (13), and (52), we have
When m(k) > 0, we obtain
Using the well-known matrix identity tr{ΓΔ} = tr{ΔΓ}, where Γ and Δ are appropriately dimensioned, we have
Based on the fact that eig(ΞΨ) = eig(ΨΞ), where Ξ and Ψ are square matrices with the same dimension and eig(·) denotes the eigenvalues of a matrix, we have that
Then, it follows from (54) that:
Denote
It is obvious that
based on the eigenvalue decomposition of X i (k), and (55) can be written as
Noticing that the trace of a symmetric positive semidefinite matrix is always non-negative, for all m(k) ∈ (0, 1), we have
which means that tr{P (k + 1)} is nonincreasing as m(k) increases. The proof of this theorem is now complete.
Remark 5:
The finding in Theorem 3 is in accordance with the intuition. Actually, the increase of m(k) can be interpreted that the sensor or the communication channel is under a better working condition. Theorem 3 shows that the filtering performance gets improved when more information about the measurements is received at each sensor node.
To further illustrate the engineering significance of Theorem 3, let us now look at the two interesting extreme cases of F i = I and F i = 0.
In case of F i = I, each node just estimates the dynamics based onx i (k + 1) = A(k)x i (k) (without any measurement signals). In such a situation, the measurements y i (k) have no effect on the filtering performance and, thus,
In case of F i = 0, we consider each sensor to be subject to individual sensor gain degradation, that is,
The following result is easily accessible from Theorem 3 and, therefore, only a sketch of the proof is provided.
Corollary 2: If the sensor topology is completely connected, then tr{P (k + 1)} is nonincreasing as m i (k) increases for all 1 ≤ i ≤ n.
Proof: When the directed graph is completely connected, F i = 0 for all 1 ≤ i ≤ n according to its definition. From (52), we have
It follows from (12) thatC
and, subsequently:
which concludes the proof. Remark 6: In the main results of this paper, a Kalman filter with proper gain structure is designed to guarantee minimum error variance at each time step even if the sensor network is not completely connected, and the statistical information on the sensor gain degradation is explicitly reflected in the filter design. Then, sufficient conditions are established under which the estimation error is exponentially bounded in mean square. Furthermore, the relationship between the filter performance and the statistical law of the sensor gain degradation is revealed and analyzed in a mathematically rigorous way. The matrices T i and F i reflect the effects of the possibly sparse topology on the filter design and performance analysis, which means that the topology is taken into account and the proposed approach is applicable in distributed settings. The main differences between our work and the decentralized multisensor Kalman filter in [23] are threefold: 1) the consideration of the sparse sensor network; 2) the investigation on stochastic sensor gain degradation phenomenon; and 3) the estimation performance analysis with respect to the boundedness and the monotonicity.
In the next section, a numerical example is provided to illustrate our proposed filter design scheme.
IV. NUMERICAL EXAMPLE
The time-varying target plant is modeled by (1) T . The sensor network is represented by a directed graph G = (V, E, A) with the set of nodes V = {1, 2, 3, 4}, the set of edges E = {(1, 1), (1, 2), (2, 1), (2, 2), (2, 3), (3, 1) , (3, 3) , (4, 1), (4, 4)}, and the adjacency elements associated with the edges of the graph are a ij = 1.
The dynamics of the sensor nodes are described by (2) with parameters as follows: Since the sensor network topology is not completely connected, the results of Theorem 1, Part b) are adopted. At each node, P (k) is updated with (18) and H ij (k) is determined with (17) . Fig. 1 plots the real estimation errors and the bound calculated from Theorem 2. In Fig. 2 , we assume that all of the sensor gain degradations have the same statistics, that is, variables λ i (k) (i = 1, . . . , 4) are uniformly distributed over the same interval with the length of 0.5. The relationship between the accumulative estimation error variance in 50 time steps and the value of m(k) is shown in Fig. 2 . As pointed out in Theorem 3, the filtering error variance decreases when m(k) increases. 
V. CONCLUSION
In this paper, the minimum variance filtering problem has been investigated for a class of time-varying systems through sensor networks subject to additive/multiplicative noises and stochastic sensor gain degradation. The gain degradation phenomenon for each individual sensor occurs in a random way governed by a random variable distributed over the interval [0, 1] . The distributed filter has been designed recursively by solving a set of Riccati-like matrix equations, such that the overall estimation error variance is minimized at each time step. The performance of the designed filters has been analyzed in terms of the boundedness and monotonicity. Specifically, sufficient conditions have been obtained under which the estimation error is exponentially bounded in mean square. Moreover, the monotonicity property for the error variance with respect to sensor gain degradation has been thoroughly discussed in the case where all of the sensors are subject to gain degradation with the same probability. Numerical simulations have been exploited to show the effectiveness of the proposed filtering algorithm.
