I. Phosphorescence and the true lifetime of triplet states in fluid solutions. II. Why is condensed oxygen blue? by Tsai, Shirley Shieu-lang Cheng
I. PHOSPHORESCENCE AND THE TRUE LIFETIME 
OF TRIPLET STATES IN FLUID SOLUTIONS 
II. WHY IS CONDENSED OXYGEN BLUE ? 
Thesis by 
Shirley Shieu-lang Cheng Tsai 
In Partial Fulfillment of the Requirements 
For the Degree of 
Doctor of Philosophy 
California Institute of Technology 
Pasadena, California 
1969 
(Submitted October 31, 1968) 
ii 
To My Parents 
and My Husband 
iii 
ACKNOWLEDGMENTS 
It is my pleasure to acknowledge Professor G. W. Robinson 
for much assistance, encouragement and guidance during my stay at 
Caltech. I should like to acknowledge Professor G. S. Hammond for 
his encouragement and concern in my first year at Caltech and his 
constant interest in my work. Financial support of the U. S. Army 
Research Office-Durham and Caltech is most gratefully acknowledged. 
I wish to acknowledge Professor W. A. Goddard for the suggestion 
concerning the approximation of molecular orbitals of 0 2 (B P~~FK 
Many thanks are due to Dr. S. D. Colson for help and encour-
agement. Many thanks are also due to Drs. A. Haug, G. Castro, 
C.-h. Ting, W. E. Palke, D. Hanson, Mr. E. Priestley and 
Mr. Paul Fehder. Discussion with Mr. D. Burland is highly appre-
ciated. People in the mechanical and the glass-blowing shops are 
acknowledged for their patience and for doing a fine job with the 
experimental apparatus. Mr. C. Runyan, Mr. M. Bertolucci, and 
Miss M. Ory are acknowledged for their reading part of the manuscript. 
Finally, I am deeply indebted to Mrs. Jean Charnley and my 
youngest elder brother. Mrs. Charnley made my 3-!- years' stay with 
her very pleasant and comfortable, so that I could pay full attention 
to my work. 
iv 
ABSTRACT 
I. PHOSPHORESCENCE AND THE TRUE LIFETIME OF TRIPLET 
STATES IN FLUID SOLUTIONS 
Phosphorescence has been observed in a highly purified fluid 
solution of naphthalene in 3-methylpentane (3-MP). The phospho-
rescence lifetime of C10 Ha in 3-MP at -45 °C was found to be 
0. 49 ± 0. 07 sec, while that of C10 Da under identical conditions is 
0. 64 ± 0. 07 sec. At this temperature 3-MP has the same viscosity 
(0. 65 centipoise) as that of benzene at room temperature. It is 
believed that even these long lifetimes are dominated by impurity 
quenching mechanisms. Therefore it seems that the radiationless 
decay times of the lowest triplet states of simple aromatic hydro-
carbons in liquid solutions are sensibly the same as those in the 
solid phase. A slight dependence of the phosphorescence lifetime 
on solvent viscosity was observed in the temperature region, -60° 
to -18°C. This has been attributed to the diffusion-controlled 
quenching of the triplet state by residual impurity, perhaps oxygen. 
Bimolecular depopulation of the triplet state was found to be of 
major importance over a large part of the triplet decay. 
The lifetime of triplet C10 Ha at room temperature was also 
measured in highly purified benzene by means of both phosphorescence 
and triplet-triplet absorption. The lifetime was estimated to be at 
least ten times shorter than that in 3-MP. This is believed to be due 
not only to residual impurities in the solvent but also to small amounts 
v 
of impurities produced through unavoidable irradiation by the excitation 
source. In agreement with this idea, lifetime shortening caused by 
intense flashes of light is readily observed. This latter result suggests 
that experiments employing flash lamp techniques are not suitable for 
these kinds of studies. 
The theory of radiationless transitions, based on Robinson's 
theory, is briefly outlined. A simple theoretical model which is 
derived from Fano's autoionization gives identical result. 
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ABSTRACT 
Il. WHY IS CONDENSED OXYGEN BLUE? 
The blue color of oxygen is mostly derived from double transi-
tions. This paper presents a theoretical calculation of the intensity of 
the double transition (a 1D.g) (a 1D.g) - (X 3 z;;) (X P z;~FI using a model 
0 based on a pair of oxygen molecules at a fixed separation of 3. 81 A . 
The intensity enhancement is assumed to be derived from the mixing 
(a 1 Ag) (a 1 Ag) """'"' (X P O;~F (B P z;~F and (a 1 Ag) E1~F ~ (X 3 i:~F (X P z;~FK 
Matrix elements for these interactions are calculated using a 7T-electron 
approximation for the pair system. Good molecular wavefunctions are 
used for all but the perturbing (B P z;~F state, which is approximated in 
terms of ground state orbitals. The largest contribution to the matrix 
elements arises from large intramolecular terms multiplied by inter-
molecular overlap integrals. The strength of interaction depends not 
only on the intermolecular separation of the two oxygen molecules, but 
also as expected on the relative orientation. Matrix elements are 
calculated for different orientations, and the angular dependence is fit 
to an anlytical expression. The theory therefore not only predicts an 
intensity dependence on density but also one on phase at constant 
density. Agreement between theory and available experimental results 
is satisfactory considering the nature of the approximation, and indi-
cates the essential validity of the overall approach to this interesting 
intensity enhancement problem. 
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I. PHOSPHORESCENCE AND THE TRUE LIFETIME 
OF TRIPLET STATES IN FLUID SOLUTIONS 
1. INTRODUCTION 
Triplet states of organic compounds in fluid solutions play 
a very important role in many photochemical reactions. Our 
present knowledge about triplet states of organic compounds in 
fluid solutions is derived almost entirely from studies of triplet-
triplet absorption using flash techniques. (l, 2) 
The effect of temperature and viscosity on the lifetime of 
the lowest triplet state of naphthalene has been previously investi-
gated in both solid(3, 4) and liquid solutions. (5- 7) In the case of the 
solid, only a very small temperature effect was observed. For 
example, the lifetime of triplet C10 Ha changed from a value of 
2. 4 sec in EPA at 77°K to 1. 5 sec in plastic polymethyl methacry-
late at 298°K. (4) In the same temperature range, the lifetime of 
triplet C10 Da changed from 22 sec to 12. 5 sec in plastic matrices. (4) 
On the contrary, a great and incongruous effect of temperature on 
the lifetime of triplet naphthalene in liquid solutions has been re-
ported. (5- 7) In a temperature range of -40°C to 25 °C, the lifetime 
of triplet C10 Ha was found to vary from 2 sec to 7. 7 msec in 
glycerol (6) and from 1. 7 sec to 0. 55 msec in propylene glycol. (7) 
The viscosity in propylene glycol, for example, ranges from 
""3. 5 x 104 centipoise at -40°C to 10 centipoise at 25°C. 
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Past results concerning the lifetime of triplet C10 H8 in 
liquid solutions are shown in Table I. The main cause for the dis-
crepancies among the various values was thought to be due to the 
varying purity of the samples used. The observed dependence on 
temperature or viscosity of the lifetime of triplet states can be 
ascribed to pseudo first-order decay controlled by diffusion 
processes involving impurities. See, for example, Refs. (6) and 
(8). 
From Table I, it can be seen that the longest reported life-
time of triplet C1Ji8 in non-viscous fluid solutions measured with 
the flash technique is of the order of milliseconds. This is short 
compared with the 2. 6 sec lifetime of C10 H8 in EPA at 77°K 
obtained by means of phosphorescence. (9) Consequently, many 
discussions and speculations about the quenching process of phos-
phorescence in liquid solutions have resulted, (lO) since Professor 
G. Porter presented this problem in the discussion of the Faraday 
Society ten years ago. The purpose of this investigation is to 
discover whether phosphorescence of compounds, such as naphtha-
lene, with long-lived triplet states, exists in liquid solutions, even 
though in the past it has never been observed; and then to use the 
phosphorescence emissions to study the kinetics of triplet decay 
in fluid solution, especially under conditions of low exciting light 
intensity where the chance of producing impurities by the excitation 
source itself is minimized. The experimental results verify the 
idea that the dominant part of ''liquid quenching" of the lowest 
3 
TABLE I. Lifetime of C10 H8 in liquid solutions. 
Viscosity 1J 
Solvent (centipoise) Technique Lifetime T (sec) Reference 
hexane 0.33 a 0. 83 x 10-3 11,12 
hexane 0.33 a 0. 36 x 10-3 12 
i-butanol 3.97 a 0. 56 x 10 -3 6 
ethylene glycol 19.9 a 4. 54 X 10-3 6 
ethylene glycol 19.9 a 1. 00 x 10-3 12 
propylene glycol 44.8 a 6. 67 x 10-3 6 
propylene glycol 44.8 a 0. 56 x 10-3 7 
glycerol 4.2 a 7. 70 x 10-3 6 
benzene 0.65 a 0. 50 x 10-
3 18 
benzene 0.65 a 1. 20 x 10-3 this work 
benzene 0.65 b .... 40. 00 x 10-3 this work 
3-methylpentane 0.65c b 0.5 this work 
a Flash technique. 
b Phosphorescence. 
c At temperature -48 °C. 
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triplet state of naphthalene can be attributed to quenching by impuri-
ties, such as oxygen or other compounds of low-lying triplet states. 
These reulsts also indicate that the environment has very little 
effect on the intrinsic radiationless transitions. 
The experimental set-up and sample preparations are des-
cribed in detail in section 2, and the results are shown in section 3. 
A general theory of radiationless transitions is briefly outlined in 
section 4A. Both Robinson's theoretical model and a simpler model 
derived from Fano 's autoionization are illustrated. The theoretical 
aspects for the phenomena observed in the experiment are included 
in section 4B. 
2. EXPERIMENTAL 
To investigate the long-lived phosphorescence of organic 
compounds in liquid solutions, we chose naphthalene because high-
purity material can be obtained; (l3) the triplet state of naphthalene 
lies relatively low and is therefore not so susceptible to quenching 
by energy transfer as would be benzene, for instance; and finally 
the triplet-triplet absorption spectrum is known (5) for naphthalene 
and could therefore be used to check the triplet state population 
during the early phases of the investigation. 
In the study of phosphorescence in liquid solutions, avoidance 
of impurity contamination during every step of the procedure is very 
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important. For this reason, details about the preparation of the 
sample are described in this subsection. 
Three Phillips' research grade solvents were selected: 
3-methylpentane (3-MP), methylcyclopentane (MCP), and benzene. 
Pure 3-MP absorbs light only to the short wavelength side of 
0 2000 A, and therefore can be completely protected from any 
possible radiation damage from the light source. The appropriate 
filtering can be achieved by means of a solution made up of 1 ~ 
volumes of 500 g/ ! CoCl.z solution (l4) to one volume of a saturated 
solution (l4) of NiC12 in 1 M HCl. This solution has a transmission 
0 band at 2300-3600 A. 3-MP forms a clear glass at low tempera-
tures facilitating experimental observations over a wide range of 
temperatures. Benzene was selected because it can be readily 
brought to a high degree of purity. (l 5) The viscosity of the three 
solvents is shown in Fig. 1. The viscosity of 3-MP was measured 
with an Ostwald viscosimeter in the temperature range of -l00°C 
to 20°c. The data obtained from 0°C to 20°C are approximately 
the same as those in the International Critical Tables. The viscos-
ity of C6 H6 and MCP was obtained from the International Critical 
Tables. Note that the viscosity of benzene at room temperature is 
roughly equal to that of 3-MP at -48°C. 
Naphthalene is purified using a procedure similar to that 
reported earlier. (l3) The important parts of the purification 
process consist of preliminary zone-refining, followed by fusion 
with potassium at 100°C, and finally by a further extensive zone-
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FIG. 1. Viscosity of different solvents (at 0°C, C6 ffs is a 
supercooled liquid. 
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refining stage. A check of the purity of the naphthalene after such 
a procedure is made by examining the visible-ultraviolet spectrum 
of a 40-mm thick crystal at 4. 2°K; the concentration of spectrosco-
pically active impurities is usually found to be less than 1 part in 
107 • 
To prevent subsequent contamination by oxygen or other 
foreign materials, the naphthalene is handled only in a "clean" 
vacuum system from the time it is fused with potassium. The 
vacuum system for the preparation of the naphthalene solution 
consists of a break-seal tube containing the highly purified naphtha-
lene, and several 200-ml measuring bulbs each with a 10-mm 0. D. 
quartz sample tube attached as shown in Fig. 2. The entire vacuum 
system is baked out at 250°C for about a day during which time the 
tube containing the naphthalene sample is kept immersed in ice to 
avoid thermal decomposition. The pressure in the vacuum system 
at the end of this procedure is lower than 5 x 10-7 Torr. 
A 200-ml sample of naphthalene vapor at its room tempera-
ture vapor pressure (0. 04 Torr<16)) is separated from the rest of 
the system by means of a greaseless "ball valve" (see Fig. 2). It 
is then frozen in the sample tube while the bulk sample is simul-
taneously being recooled to liquid nitrogen temperature. The ''ball 
valve" is then opened and the system is again pumped down to 
< 5 x 10-7 mm Hg. The sample tube, containing the approximately 
0. 4 µmole of naphthalene, is sealed off from the vacuum system 
during the pumping procedure. 
8 
200ml 
....-IOmm 0. D. 
quartz cell 
FIG. 2. "Ball valve" and sample tube. The ''ball valve" is a pyrex ball 
with a ground-glass surface sealed to a pyrex tube containing 
a magnet. The "ball valve" fits in a ground-glass socket. 
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3-MP is degassed extensively by alternate freezing and 
melting until the pressure is less than 10-6 mm Hg. It is then 
refluxed at 80 °C for an hour in a vacuum vessel on whose surface 
a thin layer of high-purity potassium has been distilled. After 
refluxing, 3-MP is degassed once more and is transferred to the 
sample tube that contains the purified naphthalene. The resulting 
concentration of naphthalene in the 3-MP is about 5 x 10-4 M/ i. 
MCP is purified with the same procedure. 
The purification process for benzene is the same as that used 
in earlier work. (l5) It includes degassing, drying over a thin layer 
of high-purity potassium , and refluxing at l00°C for an hour in a 
vacuum vessel mirrored with high-purity cesium (Fisher Scientific 
Company). 
B. Phos horescence E eriments 
A schematic diagram of the experimental apparatus used 
for measurements of the decay of the phosphorescence of the naphtha-
lene is shown in Fig. 3. An Osram XBO 6500 Watt xenon arc lamp 
combined with the Kasha solution filter (l4) described in the previous 
subsection is used to excite the naphthalene. A belt-driven rotating 
cylinder, with a choice of speeds, and having unappreciable frequen-
cy drift acts as a phosphoroscope. The light emitted from the 
sample passes through a series of lenses, then through Corning 
glass filters #3389 and #5031intoa1/4-m Bausch and Lomb high-
intensity grating monochromator with a bandpass of 180 A. The 
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FIG. 3. Apparatus for phosphorescence. L =light source, t =lenses, F1 =filter solution, F2 , 
F3 =Corning glass filters, P =light-tight pipes with baffles, R =rotating cylinder, 
D = photodiode, Q = quartz Dewar, S = sample tube, M = monochromator, H = photomulti-
plier housing, E = photomultiplier, B = black box to isolate the system from stray light. 
"'"" 0 
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output of the monochromator is detected by a high-gain, low-noise 
EMI photomultiplier # 6256(8) that has been cooled to dry-ice 
temperature. The output from the photomultiplier is amplified 
either by a Tektronix oscilloscope # 585 with a type lAl plug-in 
unit, or by a Keithley Multi-Range Electrometer, Model 610B. 
The amplified signal is then fed into a Nuclear Data memory unit 
in order to bring up the weak signal, which is otherwise buried 
by the noise. 
The memory unit is constructed of three parts: Integrator 
and Time Base (ND 180 ITB), Analog to Digital Converter 
(ND 180 F), and 512 Channel Memory Unit (ND 180 M). The trig-
gering for the ITB unit is taken from the output of a photodiode, 
which is synchronized with the rotating cylinder. The decay curve 
of the phosphorescence, with a fairly good signal-to-noise ratio 
can be obtained by time-averaging over 10 K to 100 K counts. 
After time-averaging, the decay is plotted out by means of a 
Hewlett-Packard X-Y recorder. 
A wide range of temperatures in the experiment can be 
achieved by cooling the sample with nitrogen gas that has flowed 
through a copper coil immersed in a liquid nitrogen bath. (l 7) The 
temperature of the sample, which is placed in the center of the 
quartz Dewar, is measured by a calibrated copper-constantan 
thermocouple. The temperature can be maintained to within ± 1 ° C 
for the duration of the experiment by adjustment of the flow rate 
of the nitrogen gas. 
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The conventional flash photolysis technique (l, 2) is used to 
detect the decay of triplet-triplet absorption of C 10H8 in benzene 
at room temperature. The actual apparatus employed was kindly 
loaned to us by Dr. W. G. Herkstroeter and is described in detail 
in his thesis. (lS) A schematic diagram of this apparatus is shown 
in Fig. 4. A PEK-109 Hg-Xe lamp provides a monitoring light for 
the triplet-triplet absorption. Two E.G. & G. FX-45 xenon flash 
lamps are used for excitation. About 100 joules of energy from a 
flash lamp pulser is discharged in each flash. The decay of the 
absorbed light is measured with an RCA 1P28 photomultiplier and 
a Tektronix oscilloscope; it is photographed on Polaroid-Land 
Projection Film 46-L. 
Two kinds of newly prepared filters (l4) are placed around 
the flash lamps to avoid undesirable irradiation: one is 1 g/l.. 
potassium acid phthalate in water with a wavelength cut-off below 
0 3000 A; the other is a solution of 0. 4 ml of p-cymene in 1 l. CC14 , 
which cuts off light of wavelengths shorter than 2600 A. 
L, 
F, 
F2 II : B 
:rr= I s c= -----=--· ....L ~ 
--JI-- M ---1 . 
--- :>. r:I I I I I -- -- I ·~ I I .l2 I p I 
.J, I 
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FIG. 4. Experimental apparatus for triplet-triplet absorption. L1 =monitoring 
light for the triplet-triplet absorption; L2 , i~ =flash lamps, 
F1 , c~ =filter solution; F2 = Corning glass filter; S = sample tube 
(18-cm long); B =baffles, iu ~ =condensing lenses; M = O. 5 M 
Jarrell-Ash spectrometer; P = IP28 photomultiplier. 
1-4 
w 
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3. RESULTS AND DISCUSSION 
A schematic representation of the excitation and decay of 
the lowest triplet state of naphthalene is shown in Fig. 5. Popula-
tion of the triplet state of the naphthalene is accomplished by the 
excitation into the first two singlet states, utilizing the higher-lying 
1B2U - 1Aig transition and the weaker 1B3u - 1A1g transition. Rapid 
internal conversion and intersystem crossing then cause a portion 
of the molecules to be excited into triplet states. Internal conver-
sion and intersystem crossing into the triplet state are not rate 
determining and need not be considered. 
Both unimolecular and bimolecular processes are important 
in the depopulation of the triplet state in fluid solutions. The 
former includes the radiative decay, which gives rise to phospho-
rescence: q1~pM + hvp; non-radiative decay: q1~pM; and 
the pseudo first-order quenching by oxygen or other impurities: 
T 1 + Q ~ S0 + Q *, where Q represents the ground state of the 
quencher, and Q* the quencher in some state of excitation. The 
bimolecular processes consist of radiative and non-radiative 
triplet-triplet annihilations, T 1 + T 1 ~ products. 
The rate equation for the concentration [T 1 ] of the triplet 
state can be written as follows: 
S2(' B 2u) I '' - ,35 
S 1 (' B 3u) j'4 I I\ ':'A. ] T '( 3 B3u) 
-po 
,....._. 
25 T 
E 
T,(3B2ul 0 20 ~ 
k2 'o 
-
'-""' 15 ~ 
.... CJ\ (J'l 
~ 
10 Q) c: 
kFI /I "P I Q) 
I ~ I I 
5 
s (I A ) I I I '" ..J 0 0 . 1g 
FIG. 5. Excitation and decay of the lowest triplet state of naphthalene. 
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where 
and [ Q] = the impurity concentration .. 
By integrating Eq. (1) and setting IP = akp[ T 1 ], one obtains 
for the decay of phosphorescence intensity, 
k2 0 k1t k2 0 
Ck1 + ak IP)e - ak IP p p 
where I 0 designates the initial intensity of the pho~phorescenceI p 
and a is a geometric and detection sensitivity factor. 
Similarly, for the triplet-triplet absorption, 
k1Ao 
~ = k2 k1t k2 
(k1 + £l A0 )e - El Ao 
(1) 
(2) 
(3) 
Io 
where A. = log- = El[ ',I' 1 ) according to the Beer-Lambert Law. Here 
-""t It 
l is the pathlength of the sample cell and € is the molar extinction 
coefficient, which is about 104 for the 4150 A triplet-triplet" absorption of 
C 10 H8 in benzene, <5) and ~ is of the order of 5 x 109 lmole - 1 sec - 1 
(see Table Il). 
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TABLE II. Second-order decay constant ~Fof triplet C10 H8 at room 
temperature by means of triplet-triplet absorption. 
Viscosity ~ 
(l mole -l sec-1 ) References (centipoise) 
Solvent 
n-hexane 0.30 2.1 x 109 11 
benzene 0.65 8. 8 x 109 18 
benzene 0.65 5. 8 x 109 this work 
18 
k -1 ( ) For t » 1 = T the "lifetime" of the triplet state , the 
decay in both cases is exponential. Consequently, the lifetime of the 
triplet state can be obtained from a plot of log IP or log At vs t. 
However, for t $ T, the decay is a combination of both first- and 
second-order processes. Consequently, the first-order rate con-
stant obtained from a semilogarithmic plot can be considered as an 
upper limit. A more accurate value can be derived by means of a 
least-squares fit taking into account k1 and ~ simultaneously. Even 
so, gross inaccuracies can occur in the determination of k1 for 
t $ k~1 • Because of inadequate detection sensitivity, this time range 
has been the one employed in all past experiments on triplet decay in 
fluid solutions. 
Highly purified solutions (see Sec. 2.A.) of C10 H8 in benzene 
at room temperature were used. A typical decay curve traced with 
an oscilloscope is shown in Fig. 6. In the absence of the continuous 
monitoring light, no emission, except the stray light from the pulse 
of flash lamps, is observed as shown in the upper trace of Fig. 6. 
Table III gives the results obtained by neglecting the long tail which 
is barely above the noise level in the decay curves for a series of 
experiments on two different solutions under various conditions. 
The lifetime decreases slightly after a number of flashes. This is 
believed to be due to photogenerated impurities. Bimolecular pro-
cesses dominate for a long period of time during the decay. These 
~ + 
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FIG. 6. Decay of triplet-triplet absorption of C10 H8 in benzene at room temperature. 
A large division of the time scale is 100 µ.sec. 
..... 
co 
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TABLE m. Lifetime of C10 H8 in benzene at room temperature, meas-
ured by means of triplet-triplet absorption under various conditions. 
Solution Concentration Excitation Wave- Flash Lifetime 
No. M/J.. length .X ex (A) Number (k;1 ) msec 
~ 3000 1 0. 54 ± 0. 07 
> 2600 3b 0. 54 ± 0. 07 
I "'5 x 10-4 > 2200 5 0.33 ± 0.07 
~ 3000 7 0. 24 ± 0. 02 
> 2200 9 0.14 ± o. o~ 
> 2600 1 1.20±0.40 
II "'3 x 10-5 
> 2600 3 1.10 ± o. 40 
aMeasured after standing 24 hours. 
bThe decay curve traced by an oscilloscope is shown in Fig. 6. 
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two phenomena also occur in the phosphorescence experiment which 
will be described in the next Section. 
Phosphorescence spectra of C10 H8 in 3-MP were obtained 
with either a 0. 5-m Jarrell-Ash spectrometer or a Bausch and 
Lomb High Intensity Grating Monochromator equipped with a wave-
length drive. Typical spectra are shown in Fig. 7. During the 
course of this work, no method for time-averaging an entire 
spectrum was available in our laboratory except through point-by-
point measurements. Phosphorescence spectra at the higher tem-
peratures are therefore obscured by noise. 
Because of the great sensitivity of the time-averaging tech-
nique to measurement of phosphorescence decay curves, a number 
of precautions were taken to insure that it was the phosphorescence 
of naphthalene that was indeed being detected. Experiments with an 
empty sample tube and with a sample tube filled with pure solvent 
showed only a base-line signal when the monochromator was set at 
4700 A (the position of the first intense peak in the C10 H8 phospho-
rescence spectrum--see Fig. 7). For a highly purified 3-MP 
solution of C10 Ha at -45 °C, identical lifetimes were obtained 
0 0 
when the monochromator was set at 4700 A and 5075 A (see 
spectrum in Fig. 7). However, only a baseline was obtained 
0 0 
when the monochromator was set at 4500 A and 5400 A (above and 
below the region of intense C10 Ha phosphorescence emission.) 
22 
4600 4700 4800 4900 5000 5100 5200 
4700 4800 4900 5000 5100 5200 
Wave length (A)---+ 
FIG. 7. Phosphorescence spectra of C10 H8 in 3-MP with a 
concentration of 5 x 10-4 M/.f.; (a) solid solution, 
and (b) liquid solution. The sensitivity used in (b) 
is about 200 times larger than that used in (a). 
5300 
5300 
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The phosphorescence decay of one sample of C10 H8 in 
3-MP, which was refluxed with potassium at 80°C for an hour, is 
given in Fig. 8 for a range of -48°C to +8°C. In this figure the 
lowest trace is the base line signal. The corresponding plots of 
log 1p vs tat temperatures of -48°C and -l8°C are presented in 
Fig. 9. From the semilogarithmic plots, one can see that during 
the time of this observation (about half of the lifetime) the bimole-
cular processes are very efficient, and more dominant at high 
temperatures (low viscosities) than at low temperatures (high 
viscosities). One can also observe a slight dependence of the life-
time on temperature. This is believed to be caused by the diffusion-
controlled process of quenching by the residual impurity. Thus the 
temperature dependence of k1 can be depicted by the following 
equation (5) 
(5) 
where k~ =Kn+ kp is independent of temperature, and the activation 
energy AE+ is expected to be equivalent to the energy of activation AE 
1J 
for the flow of non-viscous solvent in the same range of temperature: 
AE 77 = [RTT'/(T' - T)].fn11/11', (6) 
in which 1J and 77' designate viscosities of the solvent at temperatures 
T and T'. The experimental values of the activation energies AE:f: 
and AE11 for 3-MP were found to be 1. 5 kcal/mole and 1. 3 kcal/mole, 
respectively, in the temperature range of -60°C to -l8°C. 
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FIG. 8. Phosphorescence decay of a highly purified solution 
of C10 H8 in 3-MP at various temperatures. One 
small division of the time scale is 4. 76 msec. 
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Figure 10 depicts the phosphorescence decay of another 
sample in which the solvent was dried over potassium at 50°C, 
instead of being refluxed at 80°C for an hour. The lifetime was 
found to be 0.16 sec, about a factor of three shorter than that for 
the more rigorously purified sample. 
The quenching effect of oxygen is shown in Fig. 11. In this 
case, a lifetime of 18 msec was measured for a sample that had 
been purified using the same procedure as the sample whose phos-
phorescence decay was shown in Fig.10 andthen exposed to the air 
at a pressure of approximately 10-2 mm Hg. 
Figure 12 shows that the lifetime of triplet C10 H8 in highly 
purified benzene at room temperature is much shorter than that in 
3-MP at -48°C. In addition, the fact that the lifetime becomes 
shorter and shorter in the process of averaging seems to indicate 
the occurrence of a photoreaction. This phenomenon does not occur 
when 3-MP is used as the solvent. Therefore we speculate that the 
photo-impurities may arise in benzene through unavoidable irradi-
ation. 
D. Perdeuterona hthalene Phos horescence 
Little or no deuterium effect on the lifetime of the triplet 
state of perdeuteronaphthalene in liquid solutions having residual 
impurities is expected. (l 9) Only in the purest solutions where the 
lifetime is intrinsic would a large deuterium effect be observed. If 
the phosphorescence lifetime of C10 H8 in 3-MP at -45°C is 0. 5 sec, 
-44 ±1°C T=0.16sec 
11p~-
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FIG. 10. Phosphorescence decay of another sample of C10 H8 in 3-MP at -44° ± 1°C. 
One small division of the time scale is 2. 08 msec. 
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FIG. 11. Phosphorescence decay of C10 H8 in 3-MP with a little air (< 10-6 M/.f.) 
at -43 ° ± 1 °C. One small division of the time scale is 1. 06 msec. 
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compared with approximately 2 sec in a solid matrix, impurity 
quenching is still expected to be the dominant part of the first-order 
decay process. If one assumes similarly prepared samples of 
C10 0 8 in 3-MP have a very comparable impurity content as those of 
C10 H8 in 3-MP, then, dividing the first-order rate into an isotopi-
cally independent radiative part (kp ~ 0. 05 sec-1 ), an isotopically 
dependent intrinsic non-radiative part Ckn ~ 0. 33 sec-1 for C10 H8 ; 
kn~ 0 for C10 D8 ), and an isotopically independent impurity quench-
ing part ~[nz ~ 1. 62 sec-1), gives an expected overall lifetime of 
about 0. 6 sec for C10 D8 in 3-MP under the same conditions. This 
is indeed what has been observed as shown in Fig. 13. During the 
time scale of these observations, the decay curves are quite expo-
nential as shown in Fig. 14. Similar experiments are also carried 
out in methyl cyclopentane. The results are shown in Table IV. 
E. Conclusions 
~
From the experimental results, it is concluded that quenching 
by impurities (those initially present or those produced by the intense 
excitation) and bimolecular depopulation are responsible for the pre-
vious failure to observe long-lived phosphorescence in liquid solu-
tions. In highly purified solutions the bimolecular process is so 
effective compared to the first-order decay process that, when one 
attempts to approach the limit where the first-order process domi-
nates, the concentration of the triplet state becomes too low to be 
measured by means of single-flash triplet-triplet absorption. 
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TABLE IV. Lifetime of Triplet Naphthalene in Different 
Solvents at Various Temperatures. 
Expt. No. Naphthalene Solvent Temperature 
oc 
Lifetime 
1 
2 C10Ha 
C10Da 
3 C10Ha 
C10He 
4 C10Ha 
C10Da 
3-MP 
3-MP 
3-MP 
3-MP 
3-MP 
3-MP 
MCP 
MCP 
MCP 
MCP 
MCP 
-48 
-32 
-18 
-45 
-45 
-46 
-67 
-81 
-58 
-50 
-64 
sec 
0.47 
0.36 
0.31 
0.49 
0.64 
0.47 
0.32 
0.37 
0.23 
0.25 
0.31 
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The phosphorescence lifetime of triplet C10 H8 in liquid 
solutions is 0. 5 sec, which is of the same order of magnitude as 
that in plastic polymethyl methacrylate at room temperature. (4) 
Furthermore, only a little deuterium effect on the lifetime of triplet 
naphthalene was observed. We therefore think that the radiationless 
decay in liquid solutions is essentially the same as that in solid 
solutions. (t9) The small discrepancy can be attributed to residual 
impurities, perhaps oxygen. 
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4. THEORETICAL 
~
a. Introduction 
~
Theories of radiationless electronic relaxation have been dis-
cussed by Robinson and Frosch, (l) M. Gouterman, (2) S. H. Lin, (3) 
M. Bixon and J. Jortner. (4) These theories have the following in 
common: the zero-order state of an electronically excited but vibra-
tionally unexcited molecule is mixed with a state in which the mole-
cule is electronically unexcited and vibrationally excited; these zero-
order states are nonstationary in the presence of a perturbation; the 
assumption is made that coupling between the molecule and its envi-
ronment is required to dissipate the vibrational energy and to secure 
energy conservation by demanding that the energy spectrum of the 
coupled system is almost continuous. 
Robinson and Frosch (l) discussed radiationless transitions 
for cases in which electronic relaxations are much slower than 
vibrational relaxations as happens frequently in organic compounds 
(i. e. , electronic lifetime Tel » T vib vibrational lifetime). They 
considered zero-order states of the coupled system to be almost, 
but not quite, stationary. The time-development of these states 
is determined by the time-independent perturbations which are al-
ready present in the free molecule, such as intramolecular vibronic 
coupling and intramolecular spin-orbit coupling. The intramolecular 
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perturbations are so small that the Born-Oppenheimer approximation 
is assumed to be valid. The environment simply provides a manifold 
of states nearly degenerate with the initial state and a sink for vibra-
tional relaxation processes. Therefore little environmental effect 
is expected to exist in most electronic relaxations. On the other 
hand, Gouterman(2) treats the environment as harmonic oscillators 
of a phonon field. He assumed that the interaction between the 
solute molecules and the environment can be represented by a force 
field, which is set up by lattice vibrations. The oscillating force 
field thus induces the radiationless transitions and leads to a con-
siderable environmental effect, including a temperature effect, on 
th~ transition rate. 
In contrast to Robinson's theory, Lin(3) and Jortner<4) took 
the deviation from the Born-Oppenheimer approximation as a source 
of perturbations which includes both intramolecular and intermole-
cular perturbations. Lin derived(3) a radiationless transition 
probability which is principally a function of electronic matrix 
elements Ri (ab), vibrational frequency (wi) and the displacement 
of the normal mode of the two electronic states concerned. 
~EabF= <ea f~ 19b> where ea andeb represent respectively the 
electronic wavefunctions of the initial state ~and the final state b; 
~ is the normal coordinate, and subscript i runs over all normal 
modes of molecular and lattice vibrations. From this theory, the 
electronic energy may convert directly into the lattice vibrational 
energy. However, because of the smallness of w i and Ri (ab) for 
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lattice modes, this process is not likely to be important unless 
Ri (ab) is zero for all intramolecular normal modes. For systems 
with a large number of internal vibrations, such as naphthalene, 
Ri (ab )'s for intramolecular normal modes have very little chance 
to vanish. It was therefore concluded that most of the electronic 
energy would first go into the internal normal nodes and then transfer 
to the lattice modes through vibrational relaxations. This conclusion 
is essentially the same as Robinson's assumption. Small environ-
mental and temperature effects are expected from this theory, as 
well. 
A theory of radiationless transitions, based on Robinson's 
theory, will be briefly outlined. 
b. Theoretical Models 
i) Transition between two discrete states: 
Consider two non-resonant eigenstates Vi', Vi" of an incom-
plete Hamiltonian Ho. These two states are separated with an energy 
gap rand have eigenvalues (E - +)and (E + + ), respectively. 
They can be mixed together through a perturbation H' with the corres-
ponding matrix element {3. The energy matrix H = H0 + H' for these 
states is 
H= IE-{- {3 l l {3 E+{- (1) 
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We now wish to determine the first-order eigenstates t/111 t/12 
of the matrix!:! associated with the eigen-energies E1 = E - f , 
1 
E2 = E + T, where € = (4(i + r 2 )2: 
Let t/11 = at/I' + bi/I" 
From the normalization condition a2 + b2 = 1 and the following 
equations pertaining to the matrix H 
,..., 
r (E - 2 ) a + f3b = E1a 
f3a+ (E +-f-)b = E1b 
one obtains 
a= ~O~ r)! 
Similarly, one obtains t/12 = bi/I' - at/I". 
(2) 
(3a) 
(3b) 
(4) 
The time-development of the zero-order states t/I', t/I", which 
are non-stationary under H, becomes 
(5) 
Since we are interested in the transition probability w (t) for t/I" - t/I' 
at time t, we write out t/I" (x, t) explicitly in terms of t/I' and t/I" . 
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f i£t i£t i£t i£t :\ iEt 
1/1" (X, t) = \.ab (e""2ll - e - """2ll) 1/1' + ( b2 e """2ll + a 2 e - ""211) "'} e - ,-
Incorporating the initial conditions I tJ;' 12= 1 and It/I" j2 = 0, we 
obtain the transition probability 
w(t) = (t/l"(x t)lt/l"(x t)) = 4@
2 
sin2.[...:L (4/32 + r 2rl-] (6) 
' ' ( 4 132 + r2 ) 2l'i 
For very short times compared with the time scale t R1 ti 13-1 , the 
probability for a transition from t/I' to states very near resonance 
is given by 
(7) 
while for states far-removed from resonance, one has 
(r » /3) (8) 
ii) Transition from a discrete initial state to a directly coupled final 
state, being strongly coupled to N-1 discrete states in N steps: 
Suppose in an idealized case, there is a single final state ti/' 
n 
in near resonance with the initial state t/f~K iett/f~ and t/f~ be mixed 
through the matrix element /3n. Assume now that there exist (N-1) 
other final states ifo, i =I, Il, ... N-1, which are coupled directly to 
each other and to t/f~I but indirectly to t/f~K For simplicity, we 
assume all the matrix elements a directly mixing these final states 
to be equal. We also neglect the indirect coupling between t/f~ and 
t/f~ . This model is illustrated in Fig. 1. 
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FIG. 1. (a) Schematic energy level idagram illustrating the 
coupling parameters a and {3n. The figure shows how 
the directly coupled final state ~~ interacts weakly with 
the initial state 1/1~ but strongly with the set of indirectly 
coupled final states~~D ~l1·I ... ~~-1 K For simplicity, 
only a single molecular mode and a single lattice mode 
are shown. In general a variety of such modes is in-
volved. When there are many lattice modes, a number 
of final states having the same molecular vibrational 
energy as ~~ may exist. There may also be many ~onI 
etc. The parameter a used in the text of the paper 
represents an average over all these final states. 
(b) This figure schematically represents the coupling 
between the initial state and the final state band. It is 
the integration over all final states in this band which 
yields wn (t). The scale in this figure has been greatly 
magnified compared with that in Fig. l(a) since a-1 cm-1 
while generally AE>lOOO cm-1 • 
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Then we choose a representation which is diagonal in the 
absence of f3n and a, and assume the initial zero-order state t/f~ 
and all the N final zero-order states t/f~I tf;~ to be degenerate with 
one another. The (N + 1)-order Hamiltonian matrix H for such a 
...... 
problem is 
E !3n 0 0 
!3n E a 0 H = (9) 
~ 0 a E a 
0 0 a E a . 
. E 
N+l 
If f3n = O, the matrix!! is diagonalized by the symmetrical ortho-
gonal matrix T whose elements are, (6) 
...... 
Ti,1=1, 
T 1 s+1 = Ts+1 1 = 0 
' ' and j 2 . L sbr) Ts+i, t+i =N + 1 sin \N"+T 
(10) 
for s, t = 1, 2, ... N. The perturbation a removes the degeneracy 
of the N zero-order final states t/f~I t/f~K The new eigenvalues 
become 
E1 = E, 
Es+i = E + 2a cos ( Ns: l ) s = 1, 2, ... N (11) 
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When f3n ;i! 0, the transformation 
(12) 
diagonalizes H except for the occurrence of the element f3 with 
~ n 
diminished coefficients 
s = 1, 2, ... N (13) 
1 
along the first row and column of ;JC. Since l'i a - is of the order of 
,.., 
the relaxation time, per quantum of molecular vibration, and since 
the electronic radiationless transition is slow compared with vibra-
tional relaxation, we assume the inequality /3n « a. Therefore a 
first-order perturbation calculation can be used to find the time-
dependence of the nonstationary state 1/1~K Using f3n with its dimin-
ished coefficients for the matrix elements and the eigenvalues of 
Eq. (11) for calculating the energy gap r, one obtains, according to 
Eq. (8), the transition probability to any one of the final states r 
2(i sin2 ( nr ) [ J (t) n "N+r sin2 at cos ( rtr ) 
w r = (N + 1) a2 cos2 ( rTT ) 11 N + 1 
N+l 
(14) 
r = 1, 2, .... N. 
Summation over r yields (l) the total transition probability per unit 
w (t) 
time ~ for the process associated with /3n. 
= 
-1 
sec (15) 
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To simplify mathematics, r has been taken to be oo. This did not 
introduce any significant error because the dominant terms of the 
summation arise from that part of the final state band relatively 
near the origin. 
iii) Transition from a single state to a discrete final state which 
strongly couples with a continuum: 
Instead of coupling with (N-1) final states as described in 
the previous model, 1gID~ now couples strongly with a continuum of 
states 1J,'E'. We also assume that {3n is much smaller than the 
coupling elements of 1J,'E' with 1gID~ or with 1J,'E". Therefore to a first-
order approximation, we can separate the subset of states 1gID~I 
1J,'E' 's from 1gID~ • The energy matrix for the subset can be indicated 
by 
( 1gID~ I H j 1gID~ ) 
( 1J,'E' I H I 1gID~ ) 
( 1J,'E' I HI 1J,'E") 
=E cp 
=VE' 
= E'c5 (E' - E") 
(16a) 
(16b) 
(16c) 
Not only the zero-order states 1gID~I 1gID~ are non-degenerate and ortho-
gonal, the Dirac c5 factor in Eq. (16c) implies as well that the sub-
matrix belonging to the more limited subset of states 1J,'E' has 
previously been diagonalized in the zero-order approximation. It 
is understood that the discrete energy E lies within the continuous 
cp 
range of values of E'. 
We now wish to determine the first-order eigenstate WE of 
the matrix (16), associated with an eigenvalue E which is within the 
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range of E'. if E has the form 
(17) 
The coefficients a and bE', which are functions of E, can be evalu-
ated as solutions of the following equations pertaining to the energy 
matrix of Eq. (16). 
Eq a + f d E' VE' bE' = Ea (18a) 
VE' a+ E'bE' = EbE' (18b) 
The solution of this system can be carried out exactly, (7) so that 
the diagonalization of the energy matrix can be achieved. 
Since Eis within E', there is a singularity when bE' is 
expressed in terms of a, utilizing Eq. (18b). This obstacle can be 
circumvented by following Dirac's(B) procedure of introducing the 
formal solution of Eq. (18b) 
with the understanding that, upon substitution into Eq. (18a), one 
shall take the principal part of the integral over (E - b~- 1 • The 
value of z (E) is determined by substituting Eq. (19) into Eq. (18a). 
The coefficient a factors out so that Eq. {18a) reduces to 
E<p + F(E) + z(E)!VE! 2 = E 
Iv I 12 where F(E) = Pf d E' E :: E; 
(20) 
(21) 
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and P indicates "principal part of". We have then 
E - E - F(E) 
z(E) = <P !VE 12 (22) 
Notice that IVE ! 2, an index of the strength of the interaction, has 
the dimensions of energy since lj;E' is normalized "per unit energy" 
according to Eq. (16c). 
The coefficient a is determined by normalization. The ortho-
normalization condition of the continuous spectrum gives 
Substitution of Eq. (19) yields 
a*(E) a (E) { 1 + f d E'Vi:, [ E ~ E' + z (E) 0 (E - E') ] X 
[ E ! E' + z (E) 0 (E - E') J VE' ) = 0 (E - E) (24) 
The factor 1 is properly resolved(7) into 
(E - b~ (E - E') 
1 
(E - E') (E - E') 
+ 7r2 o(E-E)o[E'- i(E+E)] (25) 
Substituting Eq. (25) into Eq. (24) and considering that 
o(E - E') o(E - E') = o(E - E) o[E' - ~ (E +E)] and that 
o (E - E') f (E') = o (E - E') f (E), one finds 
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!a(E) 12 IVE1 2 [1T2 + Z2 (E)] o(E-E) 
+ a*(E){l + l [F(E)- F(E)+ z(E) !VE 12 - z(E) !VE!2 ]la(E) 
E-E 'j 
= o(E - E). (26) 
The expression in braces vanishes because of Eq. (22), so that 
(27) 
This result shows that the discrete state lfl~ is diluted throughout a 
band of actual stationary states with half-width.,,. IVE 12 • 
Referring to Eq. (19) and assuming an arbitrary phase of a, 
one can finally write 
a _ sin A 
- .,,.y E 
VE' 
bE' = .,,.y E 
sin A ') E _ E' - cos Ao (E - E 
7TIVEl 2 
where A =-arc tan E _ Ecp -F(E) 
(28a) 
(28b) 
(29) 
From the first-order time-dependent perturbation theory 
one can write the transition probability per unit time (lO) for the 
radiationless transition n+wO. 
50 
wn (t) - 21Tp I H' 12 
t - 1i no (30) 
where p is the density of final states !!_, e~M is the matrix element 
of the time-independent perturbation Hamiltonian for the transition 
n~oK 
Combining Eqs. (17), (28) and (30), and neglecting the weak 
indirect coupling between t/f~ and t/IE', one obtains the transition rate 
(31) 
Because of the energy conservation in non-radiative transitions, only 
wn(t) 
states in near resonance give important contributions to t 
Eq. (31) is therefore simplified: 
(32) 
Notice that a in Eq. (15) has the same meaning as the interaction 
half-width 1T IVE 12 in Eq. (32). These two equations are therefore 
exactly the same. 
c. 
In real physical problems, it is assumed that there is a set 
of molecular vibrational levels t/f~ of the final electronic state, which 
in the free molecule are in near resonance with the initial state t/f~ . 
Each one of the final states t/ln is directly coupled to the initial state 
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with a matrix element f3n. Summation over all of the directly coupled 
final states yields the total transition probability ~EtF , or the rate 
constant k, for the radiationless transition 
k = W(t) = " ~ I {3 12 t L.J ti.a n 
n 
(33) 
The introduction of an environment provides a way to dissipate 
the vibrational energy of the directly coupled final states and enor-
mously increases the number of final states which are indirectly 
coupled to the initial state. Even in the absence of the environment, 
the density* of the final states in large molecules such as naphthalene 
is so great that intramolecular radiationless transitions can take place. 
Using the Born-Oppenheimer approximation, the total wave-
function tJ; can be resolved into an electronic and a vibrational part 
*According to Bixon and Jortner(4), to make the intersystem 
crossing feasible for an energy gap of 104 cm -i, more than 104 
states per cm-1 are required. However, an estimate of the vibra-
tional densities of states in a 10-atom molecule, characterized by 
equal vibrational frequencies of 1000 cm-1, yields 4 x 105 states per 
cm - 1 • Robinson (5) estimated 3 x 105 vibrational states per cm -l 
for an energy gap of 8570 cm-1 between the 1B2u and 
3B1u states of 
benzene. The density of the vibrational states of ground naphthalene 
state with an energy gap of 21, 000 cm -l (i. e. , below the first triplet 
state) is expected to be much larger than this value. 
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1/1 (x, Q ) = e (x) <P (Q ) (34) 
where x, Q are electronic and vibrational coordinates respectively. 
{3n is related therefore to the electronic matrix element 
f3e = EM~ feDle~F through vibrational overlap integrals 
(35) 
Eq. (33) is thus reduced to 
k = ..!__ rl \ · 1 <<t>" 1¢'>12 = ~ 132 • F (36) li.a e Li n o na e 
n 
The environment has.no effect on f3e and has an effect on /3n only 
through the presence of lattice contributions to the Franck-Condon 
factor F. The dependence of the transition rate k on a is not as 
apparent as Eq. (36) indicates, because as a increases in magnitude, 
more states are brought into play in the Franck-Condon factor. 
We assume that the initial state is in the zeroth vibrational 
level. The final vibrational level ¢~ consists, in general, of a 
superposition of many quanta of a large number of vibrational modes, 
the vibrational overlap integral thus being a product 
(37) 
providing the oscillations are harmonic and the appropriate linear 
combinations are used for <Pv when the vibrations are degenerate. 
r 
In Eq. (37), vr is the quantum number for the rth normal mode and 
Qr is the rth normal coordinate. The product is over all molecular 
and lattice normal modes which contribute to the final level ¢". 
n 
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For tractable quantitative calculations, the assumptions 
concerning the Born-Oppenheimer approximation in Eq. (34) and 
harmonic oscillations in Eq. (37) are desirable. The validity of the 
harmonic oscillator approximation is fairly good in large polyatomic 
molecules, where many atoms are involved in the normal vibrations. 
Anharmonicities cannot be neglected for large quantum numbers vr, 
for example, vr ~ 10 in benzene. (l) Fortunately, since there are so 
many vibrational normal modes in large molecules, one is seldom 
forced to use quantum numbers greater than ten for a single normal 
mode to fill the electronic energy difference. In addition, the most 
important contribution to the Franck-Condon factor Fis derived from 
vibrations of quantum numbers much smaller than ten. 
The validity of Eq. (34) depends on the neglect( 9 ) of terms in 
the total vibronic Hamiltonian which have to do with the dependence 
of the zero-order electronic eigenfunctions upon nuclear coordinates. 
Such terms can mix zero-order vibronic states. The vibronic coupling 
as well as spin-orbit coupling, Hso' can be treated as a perturbation. 
We expand the Hamiltonian, H0 + Hso in terms of Taylor's series of 
normal coordinates ~ of a suitable electronic state to first-order in 
nuclear displacement. Therefore we obtain the perturbation 
Hamiltonian (l l) 
H' = 
(38) 
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where the superscript zero in the leading term refers to the equi-
librium nuclear position at which the partial derivatives are also 
evaluated. H0 contains the kinetic and potential energy for the 
electrons. Both H0 and H80 contain nuclear coordinates as para-
meters. 
In Eq. (38), H1 is a magnetic perturbation which is required 
for multiplicity-forbidden transitions. The vibronic couplings ff:?, 
when they arise from nontotally symmetric vibrations in a poly-
atomic molecule, will be responsible for multiplicity-allowed 
radiationless transitions between electronic states not having the 
same symmetry. The spin-vibronic couplings H3 may modify multi-
plicity-forbidden transitions. The direct product of the irreducible 
representation of the two electronic states to be mixed by H2 or Rs 
must be identical with or include the irreducible representation of 
the perturbing vibration ~K This is because both H2 and H3 are 
energy expressions, invariant to symmetry operations, therefore 
E~~ )
0 
in II. andE~~ )
0 
in H, should have the symmetry proper-
ties in electronic coordinates identical with that of Qi in nuclear 
coordinates. An example will be given in the following section. 
All of the above-mentioned perturbations are simply time-
independent terms which are already present in free molecules. 
They play by far the greatest role in the radiationless transition 
processes. Time-dependent perturbations such as oscillatory 
electric fields caused by lattice vibrations or coupling between 
lattice vibrations and magnetic perturbations (spin-orbit coupling, 
55 
for example) must be small compared to the time-independent intra-
molecular perturbations. 
The breakdown of the Born-Oppenheimer approximation may 
also be responsible for the introduction of correction terms to the 
vibrational overlap integrals since, in general, the vibronic zero-
order states are mixed through vibronic coupling with other states. 
Such an effect may be important for the high vibrational quantum 
numbers necessary when 4E is large. For low-lying electronic 
states, however, the density of electronic zero-order states is 
sufficiently small. Coupling of states which have quite different 
zero-order energies is expected to be small because, in the language 
of perturbation theory, the energy denominators are large. In 
addition, interactions, for which large differences exist in the initial 
and final vibrational quantum numbers, are expected to be weak 
because of the Franck-Condon effect. It is expected therefore that 
in the absence of electronic degeneracies, or near degeneracies, 
these effects will not greatly influence the calculation of vibrational 
factors for radiationless transitions. 
a. Intrinsic Non-Radiative Relaxation of the Lowest Tri 
3B2u of Naphthalene 
~
Consider the radiationless transition 3B2u ~1 Alg of naphtha-
lene as an example. The symmetry species of naphthalene belong to 
the irreducible representations of n2h. The spin-orbit couplings and 
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the vibronic couplings for naphthalene derived from symmetry 
consideration are shown in tables I and II, respectively. For the 
radiationless transition 3B2u ~1 Alg' there are three paths: first, 
the transition is induced by the spin-vibronic coupling through the 
normal coordinates~ (b2u); second, the electronic state 1 Alg can 
be mixed with the intermediate state 3B1g by the spin-orbit coupling 
a Z' and 3B1g with 
3B2u by the vibronic coupling through the normal 
coordinates~ of symmetry b3u; third, the state 3B2u mixes with 
the intermediate state 1B3u by the spin-orbit coupling az, and the 
state 1B3u with the state 
1 A1g by vibronic coupling through the 
normal coordinate~ Cb3u). 
These processes can be depicted as follows: 
i) spin vibronic coupling 3 b2u 1 BOu~Alg 
ii) vibronic coupling in the triplet manifold with spin-orbit 
b (J 
3B ~PB ~lA 2u lg lg coupling 
iii) spin-orbit coupling with vibronic coupling in the singlet 
manifold PBOu~lB ~lA 3u lg 
The electronic matrix element f3e corresponding to the perturbations 
in Eq. (38) is 
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TABLE I. Spin-Orbit Coupling for Naphthalene (D2h) 
ax O'y O'z 
a 1 1 lB Alg Bag B2g lg 
a 
Blg 
1 
Bag 
1 
Bag 
1 
Alg 
a 1 lA 1 B2u Blu lu Bau 
a 1 1 lB Bau Alu Blu 2u 
TABLE Il. Vibronic coupling for naphthalene (D2h) 
Alg Blg B2u B2u 
Alg alg blg blu bau 
Blg blc alg bau b2 
B2u b2u bau alg blg 
Bau bau b2u blg alg 
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(39) 
b. Deuterium Effect on Intrinsic Radiationless Transitions 
The Franck-Condon factor Fin Eq. (36) can lead to a large 
deuterium effect on the intramolecular non-radiative T 1 - S0 
transition as follows: 
For a sufficiently large electronic energy difference .6.E to be 
converted into vibrational energy, the dominant contribution to the 
Franck-Condon factor comes from high-frequency modes associated 
with normal coordinates and frequency differences in the initial and 
final electronic states. For the same energy gap, low-frequency 
vibrations correspond to high quantum numbers and thus yield small 
Franck-Condon factors. Therefore, unless the density of high-frequency 
modes is much smaller than that of low-frequency modes, the predom-
inant path of electronic relaxation is via high-frequency modes. For 
instance, in benzene and naphthalene, the high-frequency C-H and 
C-D modes are more effective than the low-frequency C-C modes. 
The Deuterium effect is a result of decreased radiationless 
transition probability in perdeuterated compounds as compared to 
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that in perprotonated species. This is due to the relatively smaller 
value of the vibrational overlap integral between the zero-point 
wavefunction of the triplet state and that of the isoenergetic C-D 
vibration modes of the ground state. More specifically, we consider 
the transition PBOu~1A1g of naphthalene, which corresponds to an 
energy difference aE = 21, 000 cm-1 • In regard to the most domi-
nant vibrational mode, we need approximately seven quanta of the 
C-H stretching mode, while ten quanta of the C-D stretching mode 
are necessary to match the energy difference. The Franck-Condon 
factor in the former is larger than that in the latter. Therefore the 
intrinsic radiationless transition rate in naphthalene is larger in 
perprotonated species. This is evidenced by the shorter intrinsic 
lifetime of C10 H8 (l2) compared with that of C10D8 • (l3) 
The interaction of molecular oxygen with electronically 
excited molecules is important in both the physical quenching of 
emission and the photochemical or photosensitized oxidation. This 
is especially true for triplet states in liquid solutions, where even 
a trace of oxygen is sufficient to quench phosphorescence completely. 
This occurs because of the long lifetime of triplet states. In regard 
to this a number of mechanisms have been proposed to account for 
the ability of oxygen to quench excited triplet and singlet molecules: 
i) Energy transfer: 
This mechanism was first proposed by Kautsky(l4) and can 
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be formulated as follows: 
(40) 
where 3 ' 1 D represents an excited triplet or a ground singlet state of 
donor molecules. This process is quite similar to the transfer of 
triplet .. state excitation between two organic molecules. Energy transfer 
to oxygen is unusual only in that oxygen starts out in a ground triplet 
state and is excited to a metastable singlet state. Recent obser-
vations have confirmed Kautsky's original proposal. For example, 
singlet-state molecular oxygen produced in the reaction of sodium 
hypochlorite and hydrogen peroxide, (l5) or in rf discharge, (l6) 
reacts with various unsaturated organic compounds to give products 
which are identical to those produced in photosensitized oxidation of 
these compounds. {l 7' lB) Furthermore, the relative rates of photo-
oxidation of various compounds are found to be independent of the 
nature of the sensitizer. {l9) These findings confirm the suggest-
ion {l4, 19) that a common excited-state intermediate may actually 
be involved in physical quenching of phosphorescence and sensitized 
photochemical reactions. 
ii) Enhanced Intersystem Crossing: 
Evans demonstrated that oxygen reversibly enhances singlet-
triplet transitions in organic molecules. <20> A number of enhance-
ment mechanisms<20- 25) have been proposed. Evans(20) and 
others{2l, 22) suggested that the enhanced intersystem crossing was 
attributed to a spin-orbit perturbation of the triplet level of the 
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organic molecule by the inhomogeneous field of the paramagnetic 
oxygen molecule. This effectively introduces a slight degree of 
singlet character into the triplet level. Tsubomura and Mulliken 
have theoretically evaluated the magnitude of the inhomogeneous-
magnetic-field effect and have shown it to be of negligible impor-
tance. (23 ) Furthermore, Porter and Wright in their studies of the 
quenching of triplet states by paramagnetic ions found no correlation 
between the quenching efficiency and the magnetic moment of the 
paramagnetic ions. (26) Hoijtink(25 ) suggested that direct mixing of 
the initial and final states of the colliding organic and oxygen mole-
cules through intermolecular exchange interaction could lead to the 
enhancement. On the other hand, Tsubomura and Mullikan (23 ) and 
Murrell (24) discussed an indirect mixing which involves the charge-
transfer states of the organic donor-02 complex as intermediates. 
In fact, the two mechanisms--Energy Transfer and Enhanced 
Intersystem Crossing--have the following in common: both require 
intermolecular exchange interaction* of a triplet-state molecule with 
triplet-state oxygen, and neglect the spin-orbit coupling; both can 
undergo radiationless transitions directly or via charge transfer 
states to the appropriate final states. The triplet organic molecule 
returns to its ground state in both mechanisms. However, the oxygen 
either is excited electronically to the low-lying singlet states (a 1Ag) 
or (b 1~;F by means of energy transfer mechanism, or stays in the 
* The exchange interaction of two triplets leads to the 
formation of singlet, triplet, or quintet. 
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ground state by means of enhanced intersystem crossing. This can 
be depicted as follows: 
(i) Energy Transfer. 
or l,,,± (1 A 1A ) 
.,,3 lg' a g 
Indirect: 1t/; (3B xP~-F~ lt/1± _.lt/I (1 A bl~+F 1 2u' g CT 2 lg' g 
(ii) Enhanced Intersystem Crossing. 
where it/lj (A, B) is the wavefunction of the system with the organic 
molecule (naphthalene) in state A and oxygen in state B; i is the 
multiplicity. 3' 1t/;~q are wavefunctions of the charge transfer 
intermediate states. 
The rate of oxygen quenching of triplet states by means of 
direct mixing of initial and final states or indirect mixing via charge 
transfer states can be calculated from Eq. (36) with the following 
electronic matrix elements: 
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~e = Ee~feD 1M~F for direct mixing (41a) 
EM~ I H' lei> <ei I H' I e~> 
~ = for indirect mixing (41b) 
e Eo - Ei 
where a~I a~D and ei are electronic wavefunction of final, initial, 
and intermediate states respectively; E0 and Ei are eigenvalues of 
M~ and 0i. In Eq. (41) the perturbation Hamiltonian H' is the inter-
molecular exchange interaction between 0 2 and the triplet organic 
molecule. 
Kawaoka, Khan, and Kearns (27 ) estimated that the electronic 
matrix elements ~eDs for direct mixing of the initial and the final 
states in both energy transfer and enhanced intersystem crossing are 
approximately 2 cm -l. They also found that indirect mixing via 
charge transfer intermediate states in both mechanisms yield nearly 
identical electronic matrix elements. The electronic matrix ele-
ments connecting the initial state with the charge transfer state, and 
the charge transfer states with the final states were found(27) to be 
600 cm -l and 200 cm - 1 , respectively. We assume the charge transfer 
states of the naphthalene and 0 2 complex lie slightly below the 
1B2u state of naphthalene which could induce strong mixing of the 
charge transfer state and the final states, i. e. , E0 - Ei ~ 10, 000 cm -l. 
According to Eq. (4lb) the effective electronic matrix elements for 
indirect mixing are estimated to be 10 cm -l. It is, therefore, 
concluded that charge transfer intermediate states appeared to be 
of essential importance in the quenching processes. 
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Using Siebrand's semi-empirical method, (28) the variation 
of the Franck-Condon factor F with the electronic energy difference 
AE in cm -l can be expressed: 
F = O. 15 x 10-(AE - 4000) /5000 (42) 
For naphthalene of triplet energy ET ~ 21, 000 cm -l, Franck-Condon 
factors for enhanced intersystem crossing, energy transfer to 
(a1Ag), and energy transferto Eb1~~F arerespectively 6 x 10-5 , 
3 x 10-3 , and 2. 5 x 10-2 • The Franck-Condon factors for quenching 
through energy transfer are always orders of magnitude larger than 
that through enhanced intersystem crossing. Because of the large 
difference of Franck-Condon factors and the similarity of the elec-
tronic matrix elements for different quenching mechanisms, it is 
concluded that 0 2 quenching of triplet-state molecules by transfer of 
electronic energy to 0 2 could be more importnat (by a factor of 
100 r-J 1000) than quenching by enhanced intersystem crossing. 
For a qualitative calculation, assuming /3e :::::: 5 cm-1 , 
a :::::: 1 cm-1 , (l) one obtains, according to Eq. (36) the rate of 
oxygen quenching of triplet naphthalene due to energy transfer 
~ ~ 1013 • F ~ 3 x 1010 r-J 1012 sec-1 
while that due to enhanced intersystem crossing is only 109 sec-1 • 
Taking into account the fact that 0 2 quenches the triplet state in 
a diffusion controlled process, the quenching rate must be rapid 
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compared to 1010 sec-1 (the reciprocal of the lifetime of a collision 
complex in solutions). It is therefore concluded that quenching by 
energy transfer mechanism satisfactorily accounts for the 0 2 
quenching of triplet states, whereas the enhanced intersystem 
crossing mechanism is insufficient. Although the absolute transition 
rates might not be very reliable, it is fairly certain that quenching 
by energy transfer is more important than quenching by enhanced 
intersystern crossing. 
5. FINAL REMARKS 
The experimental results of this work are important in the 
theory of radiationless transitions. According to the ideas presented 
by Robinson and Frosch, (l) there would be no mechanism by which 
the non-radiative lifetime of an electronic state could be changed by 
environmental perturbations of magnitude kT « .6.E, where .6.E is 
the quantum of electronic energy to be given up to the environment. 
Environmental perturbation affecting the non-radiative loss of elec-
tronic energy in a molecule can take place: (i) for temperatures 
where kT ,..., .6.E; (ii) for very high pressure<29) (> 7 Kbar), where 
a change in the relative position of the potential surfaces of the 
initial and final states can lead to an increase of the vibrational 
overlap integrals;<3o) (iii) when the solvent furnishes a specific 
perturbation greater than that mixing states in the free molecule 
(e.g., external heavy atom effect); or (iv) when there are solvent-
solute interactions strong enough to change the essential character 
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of the molecule in solution (e.g., hydrogen bonding). For the 
solvent-solute systems used here, none of these special situations 
are expected to exist, so no environmental effect on the radiationless 
transition would be anticipated. It is gratifying that there is now 
experimental evidence to support this view. 
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II. WHY IS CONDENSED OXYGEN BLUE? 
1. INTRODUCTION 
Solid, liquid and compressed gaseous oxygen is blue. The color 
is mostly derived from double transitions,. 
(a 1Ag)(a 1Ag) - (X P~;FEx P~;F A(O,O) = 6299 A. 
(a 1 Ag)(b 1~ ;) - (X P~ ~FEu P~ ~F X(O, O) = 4770 A. 
(b i~~Eb i~;F - (X P~~FEu P~~F X(O, O) = 3803 'A 
and their vibrational additions. Salow and Steiner, 1 and V. I. Dianov-
Klokov2 have investigated the pressure dependence of these bands. 
They found that the position of the absorption and the band shape do 
not change appreciably with the pressure or the physical state of the 
oxygen; but the logarithm of the peak intensity is proportional to the 
square of the oxygen pressure and is independent of the pressure of 
foreign gas. Other support for the double transition idea was obtained 
by Bader and Ogryzlo3 who studied electrically discharged oxygen at 
0 
room temperature. They showed that the intensity of the 6299 A 
emission transition is proportional to the square of the 0 2 (a 1A ) g 
concentration. 
To determine whether the 0 2 -02 pair is simply a colliding pair 
or a more strongly bound complex, Arnold, Browne and Ogryzlo 4 
measured the temperature dependence of the absolute intensity of 
the emission from -50 °C to 200 °C. Their results show that the 
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emitting complex has a negative bond dissociation energy, indicating 
that it is not bound. 
In the colliding pair, it is assumed that through the intermolec-
1 1 1 1n 1n in 
ular force the states (a Ag)(a Ag), (a Ag)(b ~ggD and (b EgJ(b Eg' 
are mixed with the state (B 3E-)(X 3Eg-). Also the states (a 1A )( 1 A ), 
u g u 
~n 1 1 1 n 1 n 1 n . (b. l.igJ( Au), (a Ag)( EuJ, and (b Eg1( Eu' are mixed with the state 
(X 3E;)(x Pb~FK In the first instance, the intensity of the double transi-
tion is borrowed from the dipole-allowed transition (Schumann-Runge 
transition) 12 Pb~ - ]£ Pb~I whose center of gravity lies at 68, 000 cm- 1 
and whose oscillator strength f = 0. 2. In the other cases, the allowed 
. 1 1 1 1 
transitions Au - a Ag, b~ - b E; are responsible. These last 
transitions have not been observed, but theoretically they should have 
intensities of the same order of magnitude as that of the Schumann-
Runge transition. The "single-molecule" transitions 
(a 1Ag) (X 3E ~F - (X 3E ~F (X 3E ~F 
(b 1E;)(x Pb~F - (X 3E;)(x Pb~F 
are assumed to be. enhanced by a similar mechanism. 5 
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2. THEORY 
~
A general theory of perturbed transitions has been previously 
published. 5 In this paper we present a theoretical calculation of the 
intensity of the particular double transition (a 1Ag)(a 1Ag) - Eu P~;FEx P~;F 
based on a pair of oxygen molecules at a separation of 3. 81 A (see Sec. 4 
and Ref. 6). One molecule designated as molecule 1 is assumed fixed in 
space with internuclear axis along the z 1 = Z direction. The other called 
molecule 2 is oriented in some arbitrary manner as shown in Fig. 1. 
The angles () and cp are just the conventional polar coordinates of 
the internuclear z2 -axis of molecule 2 with respect to the coordinate 
system Ex~I y~I z~F • The latter coordinate system is one that has been 
displaced along the X-axis by the intermolecular distance R 12 and 
whose origin coincides with the center of molecule 2. The molecule-
fixed coordinate system (x2 , y2 , z 2 ) is chosen in such a way that the 
following relation holds: 
f~K- cos() cos <P cos() sin cp -sin() x' 2 
y'2. = -sin cp cos cp 0 y~ ( 1) l z, sin() cos cp sin8 sincp cos() z' 2 
The intermolecular force depends sensitively on the inter-
molecular separation, which is fixed at 3. 81 A, and the relative 
orientation of the two molecules. In addition, it is different depending 
upon whether the perb1rbing state is localized in molecule 1 or mole-
- cule 2. These two cases are respectively designated as case 1 and 
case 2. The calculations are carried out for both cases. To obtain 
the angular dependence of the interactions, three non-trivial 7 
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orientations are chosen. The orientation-dependent interaction is then 
derived by fitting the results to an analytical expression in the variables 
e and cp. 
Now briefly reviewing the theory5 of double transitions as it per-
tains to oxygen, we consider a pair of interacting 0 2 molecules. The 
total Hamiltonian is given by, 
(2) 
where H1 and H2 are the full Hamiltonians for the isolated molecules 1 
and 2. Since, within the framework of our theoretical treatment, only 
two electron terms can contribute to the mixing of doubly-excited and 
singly-excited states of the pair system, we neglect intermolecular 
electron-nucleus and nucleus-nucleus interactions. H' then consists 
only of the intermolecular electronic repulsion terms. 
Within the framework of the Born-Oppenheimer approximation, 
the vi.bronic wavefunctions can be expressed as a product of purely 
electronic and purely vibrational parts. Using first-order perturbation 
theory, the distorted molecular wavefunction \J.1;:1f is expanded in terms 
of product wavefunctions q;PV x~f = </>~ </>~ KII~sKII~t of the free molecules 
1 and 2. Here <t>P represents the p th electronic state of molecule 1, 
</>~is the vth electronic state of molecule 2, and the TJ 's represent the 
s !_1.!_ and t th vibrational states, respectively, that correspond to these 
electronic states. We thus write for the corrected pair vibronic eigen-
functions, 
\I.Imµ = 4'mµXmµ 
kl kl (3) 
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In Eq. (3) Cpv;mµ = ( q,PVjH' lq,mµ). ~fI for example, is the 
eigenvalue of q,mµx;;f in zeroth order. 
The electric dipole length for the pair system is given by 
Ni Ni+N2 
R = R 1 + R2 = ~ r . 1 + ~ r . 
...... ...... ...... 1 -"')2 
i=l j=N1+l 
(4) 
where r. and r. are molecule-fixed coordinates of electron i and 
,,.... h "'J2 
j in molecule 1 and 2, respectively; and N 1 and N2 represent the 
number of electrons in molecules 1 and 2. Consider now the double 
transition aa - XX, where we are interested explicitly in the 
(a 1 A )(a 1 A ) excited state, represented by the notation aa, with g g -
wavefunction D11~~; and the ground vibronic state (X 3L:;)(X PO:::~FI 
represented by XX, with wavefunction Df!~= 'I!xx. Since the zero-
order transition is highly forbidden, we proceed to the first-order 
approximation. The dipole transition moment, which is a product of the 
electronic dipole moment and the vibrational overlap integrals of the 
free molecule, is simply given by the expression, 
where, following Eqs. (3) and (4), 
__ ~yDD Cpv;aa \'' cq/3;XX ~ 
R ·xx - Li - - R ·xx+ Li R . ~ • (5) 
...... aa, pv E - E ..-..pv, q{3 E - E "'aa,q,_, 
pv aa q{3 XX 
R ·xx has been summed over all vibronic bands, and E refers 
...... pv, pv 
to the approximate center of gravity of this vibrational structure. 
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The two types of terms occurring in Eq. (5) can be depicted by 
the diagrams, 5 
q{3 
aa 
xx xx 
A B 
where the solid line represents a transition and the wiggly line an 
interaction. 
The assumption that the intensity enhancement is derived from 
the mixing (a 1Ag)(a 1Ag) '""""""(B P~~FEu P~~F and (a 1Ag)( 1Au) ~ 
(X P~-FEu P~-F ignores all diagrams of type A except the one for g g 
which pv = (B P~ )(X P~-F and all those of type B except the one for 
u g 
which q{3 =(a 1A )( 1A ). This clearly seems a rather gross approxi-g u 
mation, since the excited configuration of MOEhha~a~ a~11~1q~Cg~F leads to 
a 
3IT state that can undergo an allowed dipole transition with the 
u 
ground state, and a 
1
Ilu state that can similarly combine with the ~ 1Ag 
state. However, these two excited states lie fairly high. For example, 
the transition 3IT- - X P~- is near 1290 A. See Fig. 2. 8 In addition, u - g 
as can also be seen in the figure, the integrated absorption coeffi-
cient of this transition is much smaller than that of the Schumann-
Runge continuum. Because of its low intensity and its high energy 
the 311- - X P~- transition is therefore neglected in the consideration u - g 
1 
of intensity enhancement. For similar reasons the nu state is ignored. 
It is also assumed that Rydberg states and the ionization continuum 
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can be left out of our calculation not only because of their high energy 
but also because of probable lack of much spatial overlap of their 
eigenfunctions with those of the lower states. We believe that these 
simplifying assumptions cannot introduce an error in the final calcu-
lated intensity of the double transition of more than a factor of two, 
but one would have to do some trial calculations to make certain of 
this point. 
Neglecting therefore all but the two contributions to the perturbed 
intensity, the transition moment for the double transition aa - XX 
is, 
~aa;uu ( 
cBX;aa cau;XX ) 
= - R + R E - E ..... Bx E - E ..... au 
, BX aa au XX 
(6) 
where cBX;aa and Cau;XX include matrix elements for both case 1 
and case 2. · 
The transition 1~ - a 1 ~ has not been observed experimentally. u g 
Since the 1~ state arises from the configuration (KKcl cl 1:/ 7T 3 7T 3 a0 ), the 
u gugugu 
"orbital jump" 1T - 11 is the same as that for the Schumann-Runge g u 
transition. We therefore assume the transition moment for the 
1 l .• 3- 3-A - a A trans1hon to be the same as that for the B ~ - X ~ 
u g u g 
1 
transition. Energy denominators associated with the Au state can 
be estimated from the theoretical value 9 of the 1A energy 
u 
(87, 000 cni 1 ). Substituting the state wavefunctions as shown in the 
next section into the matrix elements, it is found that Cau;XX 
= ( /2/3)CBX;aa. Therefore Eq. (6) can be expressed as follows: 
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[ 
1 R = - + 
,,.,.aa;XX E _ E 
BX aa 
../2 J R • cBX;aa 
3(E - E ) ...,,BX ' 
au XX 
(7) 
where cBX;aa is measured in cm1, Eaa is taken to be 16, 800 cm- 1 
for the center of gravity of the vibronic structure of the double transi-
tion aa - XX. 
3. CALCULATION 
A. Electronic Matrix Elements 
For simplicity, we use a four-electron 1f-orbital approximation 
for the pair system. 
It is assumed that the state wavefunctions of the pair system 
can be represented as anti.symmetrized products of one-electron 
molecular orbitals (MO). The orthonormal MO's of one molecule 
are not necessarily orthogonal to those of the other molecule. In 
order to simplify the calculation, we orthonormalize the MO's of 
molecule 2 with respect to those of molecule 1 by a procedure which 
will be described shortly. Two different sets of orthonormalized 
MO's were used in the two different cases: 
Case 1, when the perturbing state is localized in molecule 1, 
(Sa) 
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Case 2, when the perturbing state is localized in molecule 2, 
(8b) 
The subscripts 1 and 2 signify the MO's in the molecule-fixed coordinate 
system of molecules 1 and 2, respectively. N is a normalization factor 
that is approximately equal to 1. By this procedure, the MO's of 
molecule 2 are orthogonal to those of molecule 1 to within the square 
of an intermolecular overlap integral. For practical purposes, they 
may be considered to be rigorously orthogonal. 
Because H' does not contain an appreciable spin-orbit term, the 
multiplicity is invariant in this case. Therefore, we shall only need to con-
sider the singlet components of (B P~~FEu P~~F and (X P~;FEu P~~FI which 
arise through intermolecular electron exchange. The spin functions lO of 
the singlet component of triplet+triplet and singlet+singlet are, respectively, 
-
1
-{ 2(aa[3{3 + [3,Baa) - (a{3a{3 + a{3{3a + ,Ba,Ba + ,Baa,B)} 
m 
1 
2 (a[3a[3 - ,Baa[3 - a[3{3a + ,Ba,Ba). 
For case 2, the zero-order antisymmetrized orthonormal eigenfunc-
( 3 - 3 -) ( 3 -) ( 3 -) ( l +) ( l + tions of states X ~gF 1EB ~u 2 , X ~g X ~gI a Ag a Ag), 
( 1 - ( l -) ( 1 +) (1 +) ( 1 -) (1 -) 11 a 6.g) a Ag , a Ag 1 Au 2 , and a Ag 1 Au 2 are, respectively, 
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4) 3CB 	 —1 {2 vr(1)v i(2)aiI(3) -V-2 (4) 1-2 f  vr(1) v i(2)&32 (3)172k (4) 
+2 I Tr(1)171 (2)co:(3) v2(4) -2 I vr(1)17 1 (2)(.0 2 (3) 4(4) I 
I
▪ 
 vi* ( 1 ) 17 (2 )co:( 3) 11-2(4) I +I vt(1)1),(2)co 2 (3)77:(4) I 
- I 4(1)171 (2)&4(3) v2 (4) 1+ I vt(1) -1, 1 (2)(75 2 (3) v1(4) I 
- 117r( 1) v 1 (2)(74(3)1)2 (4) f + I  ij-t(1)v 1 (2)(.0 2 (3)4(4) I 
- Tr (1) v i(2 )co :(3 )1,2 ( 4) I + 	 (1) v i (2 )(I) 2 (3 )17:(4) I } 
4,XX = —1 { 2 I vf(1)v i (2)4(3)T2(4) +21 Tt(1)1)(2)11(3)v 2 (4) 
/1-2- 
- I vr(1)--V-1(2)4(3)-v-2(4) I  - vt(1) -v-1 (2)171(3) v2 (4) I 	 (9) 
Pr(1) vi(2)T1(3) v2(4) I - ! (1)v1(2 
	 v2(4) 
ckaa = -1- { v*(1) -11*(2) 0(3)17*(4) 1± vt( 1 )Tr(2)1)2 (3)7;2 (4) 
	
±± 	 4 	 2 	 2 
± I v,(1)17,(2) 44(3)172(4) I +I v 1 (1) -7 1(2) v2 (3) v2 (4) I 
- I 1,-1(1)4(2) 4(3)14(4) 
	 17r( 1 ) 11 t(2 )111(3)172 (4) 
1• 111( 1 ) vi(2 ) 14 ( 3 ) -17:(4) I - Ti ( l )v i(2) v2 (3)172 (4) I 
-
Ivr(1)17t(2)-1-4(3)11(4) J Fvi( 1 ) 7t(2)172 (3) v2 (4) I 
1
• 
1/ 1(1)171(2) -1- (3)14(4) I - v 1(1)1)1(2)172 (3) v2 (4) I 
+ I Tr(1)vt(2)IY:(3)11(4) l± Vt(1)4(2)17 2 (3)v2 (4) I 
•
± 1 i-;1(1),„(2),---,-,(3)„(4) 1 + 1 i71(1) v,(2)T2 (3) v2 (4) I } 
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Cl>~~ = 1 { I vf(l)vf(2)vt(3)w:(4) I± I vf(l)vf(2)v2 (3)w 2(4) I 4 
± !v1(l)v1(2)v:f(3)w:f(4) I + I v1(1)v1(2)v2 (3)w 2 (4) I 
- I vf(l)vf(2)v:f(3)w:f(4) I =i= !'vt(l)vf(2)v2(3)w 2 (4) I 
=i= I v1(l)v1(2)v/(3)w:(4) I- I v1(1)i11(2)v2 (3)w 2(4) I 
(9) 
82 
The upper signs on the right-hand side are to be used with the upper 
two signs OJ\ the left-hand side of these equations. The zero-order 
antisymmetrized orthonormal eigenfunction <fi~: and <fi!~ for the 
states (a 1A:) 1(a 1A;)2 and (a 1A:)( 
1
A:) can be obtained similarly. 
For case 1, the zero-order antisymmetrized eigenfunctions q,BX, 
ua ua ( a -) ( a -) ( i ± ) ( i ± q, ±± and <I> ±=i= for the states B ~u 1 X ~ g 2 , Au 1 a Ag)2 and 
( 
1A ±) 1(a 
1A =i= ) 2 can be obtained simply by replacing the appropriate u g 
MO's in q,XB, qI~~ and <fi~~I respectively. Substituting the zero-
order anti.symmetrized eigenfunctions into the electronic matrix 
elements, 12 one obtains: 
For case 1, 
For case 2, 
+ ( 11f(l)wl(2) I _l_ j 112 (1)111 (2))) + c. c. r12 
-ffTPC~ = - /3 ca±~ = <=i= < 111(1)wt(2) I _!_ i 112<1)v!(2) > 
T rl2 
(lOb) 
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In Eq. (10) c. c. means the complex conjugate of the terms inside the 
preceding parentheses; matrix elements are abbreviated as cBX and 
Cua in case 1, and as cXB and Cau in case 2. Note that cXB;aa in 
Eq. (7) includes both cBX and CXB. This holds for Cau;XX as well. 
Substituting Eq. (8) into Eq. (10), one obtains: 
c~; = /372. { [ (2 1 2 1) 1 - (2 111) 1 + (1111) 1 ] + c. c. } 
-c~: = ·../3/2 {[(2121) 1 -(2111) 1 +(1111) 1 ]-c.c.} 
c~ = 1372 { [ (2 1 2 1)2 - (2 111)2 + (1111)2] + c. c.} 
-c;:3 = f3T2 { [ (2 1 2 l)a - (2 111)a + (1111)2] - c. c.} 
(11) 
where 
(2 12 l)a = =F(1T+1T+11T_1T_) + (1T+1T-,1T-1T+·) U2 g1 g2 g1 U2 g1 g2 g1 
(2 1 1 1)2 = (1T + 11T + )[=F(7T - 1T - I 1T + rr + )* + (1T - 1T +I 1T + 1T - )*] U2 g1 ~ g1 g1 g1 g2 g1 g1 g1 
+ Err~ l7Ti1)[=F(7Ti2 7Ti1 l7Ti17T;t + (7Ti17T; l1Ti11Ti1t] 
+1-[ + +1 + - + -, + +] + ( 1T g2 1T gi ) =f ( 1T U2 1T gi 1T gi 1T gi ) + ( 1T U2 1T gi 1T gi 1T gi ) 
+1+[ + +1- - + -,- +] + ( 1T g2 1T g1 ) =F ( 1T U2 1T g1 1T gi 1T gi ) + ( 1T U2 1T gi 1T g1 1T g1 ) 
< 1 11 1 )2 = < 1T ~ 11T; ) < 1T; 11T; ) [ =i= < 1T ii 1T ii I rr; 1T; ) + < 1T; 1T i1 I 1T ;1 rr ~ ) J 
+ (1T + Irr - )(7T + I 1T - ) [ =i= (1T - 1T + I 1T + 1T - ) + (rr + 1T + I 1T - 1T - ) J U2 gi g2 g1 gi gi gi g1 gi g1 g1 g1 
+ ( 1T :i I 1T; )( 1T; I 1T i1)[ =F ( 1T i1 1T; I 1T; 1T;) + ( 1T; 1T :i I 7T i1 1T ~Fz 
+ ( 1T ~ I 1T i1 ) ( 1T ~ I 1T;) [ =F ( 1T i1 1T i1 I 1T; 1T ii ) + ( 1T ~ 1T i1 I 7T i1 1T i1 ) ] 
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Note that 
(1T+ 1T+ 11T- 1T-) = fTT+*(l)7r+ (1) - 1- TT- (2)7T-*(2)dr 1 ·dr 2 , U2 g, 1 ?;2 gl U2 gl rl2 g2 gl ,.... ,.... 
etc. All of these integrals are in terms of molecule-fixed coordinates. 
The MO' s are Slater type wa vefunctions obtained by means of the SC F 
method. 13 In all the calculations we use TTu and 7T g orbitals from the 
3 - ( 4 2) • ground state of 0 2 , X ~g • 0 ·1Tu 1Tg • The 7Tu and 7r g orbitals for the 
B P~~ ( •• • qq~11~F excited state could be somewhat different than the 
ground state orbitals. However, self-consistent calculations have not 
3 -been reported yet for the B ~u state. The exponents of the set of basis 
functions of the MO's are 1.46838 and 2.88398 with corresponding vector 
components 0. 63394 and 0. 51164. The results for the three selected 
orientations [(7r/2), o], [(11'/4), O] and [(TT/4), (TT/4)] in both cases are 
shown in Tables I and II. From these tables, i.t can be seen that the 
largest contribution to the matrix elements are derived from (1111) 1 
and (1111)2, which contain products of two intermolecular overlap 
integrals and one intramolecular electron repulsion integral. The 
intramolecular electron repulsion integrals are approximately 105 
times as large as the intermolecular ones. Therefore when the inter-
-3 
molecular overlap integral is of the order of 5 x 10 a. u., the product 
of the two intermolecular overlap integrals and one intramolecular 
electron repulsion integral is still dominating. 
The approximation that takes the MO's of B P~~ identical to those 
of the ground state is probably fairly good for case 2, while it could 
result in matrix elements for case 1 that are quite a bit too large. One 
suspects this might be the case from a qualitative examination of the 
largest terms (1111) 1 and (1111)2 in Eq. (11). Only one intermolecular 
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overlap integral involving the MO's of B 3Z- occurs in each term of 
- u 
(1111)2 , while a product of two intermolecular overlap integrals and 
an intramolecular electron repulsion integral involving the MO's of 
B az- occurs in that of (1111) 1 • In order to test more quantitatively 
- u 
the sensitivity of our results to such changes in the 11 and 11 orbitals, 
u g 
we have taken the orbitals from a self-consistent calculation on the 
+ 2 ( 4 ) 13 . ground state of 0 2 , X Ilg• · • • 1T u 11 g . (It would be more appropriate 
• 2 3 2 + to use the orbitals from the II ( • • • 11 11 ) state of 0 2 ; however, cal cu -u u g 
lations for this state have not been reported yet.) 
We found that using the X 2II orbitals for the B ~ - state led to g u 
matrix elements for case 2 and case 1 that are respectively 0. 7 and 
0. 3 those shown in Tables I and II. 
To get the analytical express ion of the angular-dependent matrix 
elements, we first derive from Eq. (1) the relation between an MO in 
the molecule-fixed coordinate (x2 , y2 , z2 ) and one in the coordinate 
system Ex~I y~I z~ ) : 
TABLE I. Matrix elements for case 2 when the perturbing state is localized in molecule 2 . 
(e, cp) .f6 (2121)2 .f6 (2 111)2 ,/6 (1111)2 
2C 3C 4C 2C 3C lC 2C 
Ex3- EX EX HDb EMC CMd CM EX HD Sum 
(X 3E;) 1(B Pb~F O ~Ea 1A;)(a 1A;) cXB ++ 
( ~D O) -0.29 -0.12 0 0 0 0.57 -0. 01 0 0 0. 15 
( ~D 0) 13.17 -12.43 0 0.04 /e -0.05 -0.03 -0.01 0.04 0.73 
CX> 
( ~D ~F -5.91 5.51 0 -0. 25 I -0.66 -0.32 -0.05 0. 40 -1. 26 ~ 
(X 3E;) 1(B Pb~ )2 ~Ea 1A; )(a 1A;) cXB 
( ~D 0) 7.84 0.45 I -14. 04 -2.84 25.96 13.44 2.15 -17.71 15,25 
( ~D 0) 34.30 .. 32. 01 0 0. 13 I -0.20 -0.09 -0. 02 o. 12 2.23 
E~I:F -11. 60 9. 23 0 0.18 I -3. 07 -1. 60 -0.26 2.11 -5.02 
(X 3E; )1(B Pb~ )2 ~Ea 1A;) 1(a 1A; )2 cXB +-
(;, O) 0 0 0 0 0 0 0 0 0 0 
( ~I O) 0 0 0 0 0 0 0 0 0 0 
( ~D ~F -5.21i 3. 69i I 0. 09i I o. 06i 0 0 0 -1. 37i 
TABLE I. (continued) 
(8, cp) a <2121)2 
2C 3C 
Er EX 
( ~D O) 0 0 
(:' 0) 0 0 
( ~D ~F -24. 68i 15. 67i 
a EX = exchange integrals. 
b HD = hybrid integrals. 
4C 
EX 
0 
0 
0 
./6" (2 111)2 ..f6 (1111)2 
2C 3C lC 2C 
HDb EMC CMd CM 
( 3 -) ( 3 -) 1 -) ( 1 +) X 1; g i B ~u 2 ~ (a .6.g i a .6.g 2 
0 0 0 0 
0 0 0 0 
-0. 75i ;e 2.73i 1. 41i 
c EM = exchange and coulomb integrals. 
d CM = coulomb integrals 
e / means that the contribution is so small that it is neglected. 
EX HD Sum 
cXB 
-+ 
0 0 0 
0 0 0 CX> CX> 
0.23i -1. 86i -7. 25i 
TABLE II. Matrix elements for case 1, when the perturbing state is localized in molecule 1. 
(B, cp) ../6 (2121)1 ../6 (2111)1 {6 (1111)1 
2C 3C 4C 2C 3C lC 2C 
Ex3- EX EX HDb EMC cMct CM EX HD Sum 
(B P~~F1Eu P~~FO ~Ea 1.6.;)(a 1.6.;) cBX 
++ 
(;, O) -6.99 1.10 ;e -0.34 -3. 88 34.56 18.30 -1. 47 -0.53 40.75 
E~D 0) 2.21 0.67 I -4.88 0.21 12.98 6.88 3.48 32.66 54.21 
CX> E~I~F -1.48 0.45 I 0.51 I -6. 64 -3.52 -1. 74 -16.55 -28. 98 \0 
(B P~~F1Eu P~~F O ~Ea 1KSK~FEa 1KSK~F cBX 
( ~I O) 1. 29 0 I 0 0.02 -34.56 -18.30 1.17 10.25 -40.13 
( i' O) -0.02 3.49 I -11. 63 -0.21 -12.32 -6. 93 9.10 80.38 61. 87 
( i' i) -8.92 2.86 I 15. 28 I 6.31 3.54 1. 45 -21. 51 -2.88 
( 3 -) ( 3 -) - ( 1 +) ( 1 -) B ~u 1 X ~g 2 ~ a .6.g 1 a .6.g 2 cBX +-
( ~D O) 0 0 0 0 0 0 0 0 0 0 
E~I O) 0 0 0 0 0 0 0 0 0 0 
E~I ~F -1. 45i -0. 28i I 1. 03i I -2. 66i -1. 41i -0. 89i -8. 23i -13. 89i 
TABLE II. (continued) 
(9, cp) 
E~I O) 
( ~D O) 
7T 7T) (4,4 
f"6 (2 121)1 
2C 
Er 
0 
0 
-0. 26i 
3C 
EX 
0 
0 
-3. 21i 
a EX exchange integrals. 
b HD = hybrid integrals. 
4C 
EX 
16 (2111)1 v'6 (1111) 1 
3C lC 2C 2C 
HDb EMC CMd CM 
(B P~~F1Eu P~;FO ~Ea 1.6.;)1(a 1.6.;)2 
0 0 0 0 0 
0 0 0 0 0 
;e 12. 51i I 2. 52i 1.42i 
c EM = exchange and coulomb integrals. 
d CM = coulomb integrals. 
e / means that the contribution is so small that it is neglected. 
EX HD Sum 
--
cBX 
-+ 
0 0 0 
0 0 0 
-4.57i -45. 34i -36. 92i \0 0 
a+ i(cosecos<p + cos<p - i sincp - i cos9sincp) 
i(cosecoscp - cos<p + isin<p - ic?s9sincp) 
lz, 1 c·e · ·e·) - sm coscp - ism sm<p ff 
~Ecosecos<p - cos <p - i sin<p + i cos8sin<p) 
~Ecosecos<p + cos<p + isin<p + icos9sincp) 
_!_(sin8cos<p + i sin9sin<p) 
-./2 
\() 
~ 
- ~sin~ rot' 
-
1 
12
sine a;, I c12) 
cosB 
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where 1R~ = __!_ (x.. ± iy.). We now employ the transformation of Eq. (12) 
J ./2 J J 
i.n Eq. (11) and use the symmetry conditions, 
cBX;aa(B, ~F = cBX;aa(o, O) = 0 
cBX;aa(B, -cp) = cBX;aa(8, cp) = cBX;aa(- 8, cp) (13) 
Because of these conditions, cBX;aa has been assumed to have the 
following form: 
cBX;aa(8, cp) = Acos" 8 cos2cp + Bcos2cp + Ccos2 8 + D cos4 8 
2 2 4 
+ B + F cos 8cos 2<p + Dcos 8 cos 2cp , 
(14) 
where A+ 2B + C + 2D + F = 0 and A= C + F. This expression i.s 
equivalent to an expansion in spherical harmonics Yn (8, cp), where x., m 
terms satisfying the symmetry conditions up to l.. = 4, m = 4 have been 
retained, and where, because of the limitation on the number of 
theoretical points, terms in cos22cp and cos 49cos22cp·have been ignored. 
Since the 8-dependence of cBX;aa(e, cp) seems to be more prominent 
than the cp-dependence, the assumption i.s reasonable. 
The coefficients are now determined from the matrix elements 
given in Tables I and II. These results are shown in Table III. The last 
column i.n Table III is.the root mean square of the matrix elements 
over all orientations, which is defined by 
93 
--1 
TABLE Ill. Coefficients in Eq. (14) and ( IC 12 )'2 in cm- 1• 
-1 
A B c D F < jc 12>2 
XB . 
c++ l.24 0.08 -2.01 -1.31 3.25 0.7 
cXB 
-18.43 7.63 .30·. 70 10.80 12.27 6.2 
--
CXB 
+-
0 0 -2. 74 0 2.74 0.7 
cXB 
-+ 
0 0 -14.50 0 14.50 3.9 
cBX 
++ 
47. 30 20.38 -64.88 -67. 67 112.17 32 
cBX 183.95 -20.07 116.32 -163. 88 67. 63 22 
--
.cBX 
+-
0 0 -27.78 0 27.78 7.6 
cBX 
-+ 
0 0 -73.84 0 73.84 20.2 
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1 1T 21T BX 2 i 
- ( 41T J def dcp le ;aa(e, cp) I sine)2 8=0 cp=O 
= ( J._A2 + .!.c2 + ~BO + !.02 + ~cO +BC+ ~Bl (15) 10 5 2 6 40 5 
2 · 3 1 2 A 
+-BF+ -CD+ -CF+ -DF)2 3 7 5 7 . 
The polarization in case 1 is along the Z -axis, while that in case 
2 is arbitrary. When unpolarized light is used, both cases are equally 
probable. In this case the matrix element to be used in Eq. (7) takes the 
form, 
where I cXB j and lcBX I 2 are respectively the square of ( IC !2 )! for 
case 2 and case 1, which is defined in Eq. (15). (Note that cBX;aa in 
Eq. ( 15), as mentioned ear lier, refers to both case 1 and case 2.) The 
results are given in Table IV. The dipole length in Eq. (7) is then given 
as follows: 
where 
1 ,ff y = ~~~~-+ ~~~~~-
EBX - Eaa 3 (Eau - Exx) 
Alternatively, starting with states 2-t(q,XB ± q,BX) and considering the 
different polarizations, we obtain from Eq. (7) 
TABLE IV. Matrix elements and oscillator strength. 
Matrix Element Oscillator Strength 
Transition (IM I in cni 1) foo f 
( y~ +)( 1A +) - (X 3E-)(X 3E-) a g a g g g 22.7 1. 3 x 10-0 1. 4 x 10-
0 
(a 1 A; )(a 1 A; ) - (X 3}; ~ )(X P};~F 18.0 o. 8 x 10-8 o. 9 x 10-0 
(a 1A;)1(a 1A;)2 - (X 3E;)(x 3E;) 5.4 o. 1 x 10 -8 0. 1 x 10 -8 
(a 1A;)1(a 1A;)2 - (X 3E;)(x Pb~F 14.6 o. 5 x 10 -8 o. 6 x 10-8 
Sum of Four Components 32.9 2.6xl0-8 -8 3. 0 x 10 
Experimental value + 3 
for solid y - 0 2 a 1. 7 x 10-
8 5.2x10-0 
a See Ref. 15 for experimental value. The factor of 3 in the table is introduced 
in order to compare the calculated pairwise intensity enhancement with the 
intensity in solid 0 2 where each molecule is adjacent to more than one neighbor. 
See text. 
co 
<:J1 
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2 2 1 1T 21T l~aa·xxl = Y l~Bxl O-4 J dB f dcpsine { lcBX(e, cp) 
' 1T B=O cp=O 
+ cXB(e, cp) cos e I 2 + I cXB(e, <p) 12 (t6a) 
( • 2Ll • 2 • 2 2 )} sm usm <p+sm Beas <p 
= ~ l~Bxl O 4; ff { 1cBX(8,cp) 12 + 21cBX(8, cp)' 
lcXB(e, cp) !cos e + lcXB(e, cp) l2 }sin8d8d</l 
(16b) 
Since the second term in the parentheses of Eq. (16b) vanishes because 
of symmetry, one obtains the same result for I ~aa;uu I 2 as above. 
C. Franck-C:mdon Factors 
~~
The Franck-Condon factor for the (k, O) band of the transition 
a 
16. - X P~- is defined by, 
- g - g 
It seems reasonable to assume that the first few vibrations are harmonic. 
Hence FkO can be simplified: 14 
.! 1 2 1T .! r~faOoO J w !. r w' .! 1 J !. Fk_o = a ( 1 + f )2 exp L2(1 +f) ( 7Tli )4 - ( 1ill)2 ( k~ 2k) a 
( 1 -f )k/2 H [aff o 1 ] 
1 + f k ( 1 - f2) 2 
(18) 
w .! w' Q' Q [a../T o J where a = (Ii. ) 2 , f = , o = e - e, Hk 2 ..! is an Hermite (1-f )2 
polynomial with argui;nent [aff~ 1 ] , Q' , w' and Q , w are equilibrium (1 - f )2 e e 
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. 1 
normal coordinate and angular frequency of the excited a 6. and 
- g 
3 -the ground ~ l;g state, respectively. The Franck-Condon factors 
for the (O, O); (1, O) and (2, O) bands were found to be 0. 95248, 0. 04718 
and 0. 00033. 
The oscillator strength for the (k.£, 0) band of the double transition 
aa - XX is given by 
v 
-10 aa BXI 12 fk.£, O ~ 5. 65 x 10 vB f M FkO • F .£O , 
where v and vB are centers of gravity of the vibronic bands of 
aa 
1 )( 1 ) 3 -(a 6. a 6. and B 2; being considered. k.£ represents the 
(19) 
g g - u 
vibronic state of aa in which one molecule is in the k th and the other 
in the .£th vibrational level. fBX is the oscillator strength of the 
Schumann-Runge transition. For th·~ (0, O) band of aa - XX, Eq. (19) 
yields, 
-10 I I 2 f 00 ~ 0. 24 X 10 M . (20a) 
Summation over the vibronic structure of aa - XX yields for the over-
all oscillator strength, 
_10 I I 2 f ~ 0. 27 x 10 M (20b) 
The experimental 15 and the theoretical values of f00 and fare listed in 
Table IV. Since the four components of the degenerate state are not 
resolvab~e experimentally, the observ.ed oscillator strength of the 
double transition should be equal to the sum of the four theoretical 
oscillator strengths. 
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It is well known that int,ermolecular integrals are very sensitive 
to the intermolecular distance. Therefore, a change of intermolecular 
overlap of electronic wavefunctions due to nuclear vibrational motion 
might not be negligible. In other words, an increase of electronic matrix 
elements with increasing vibrational amplitude could occur, and is per-
haps responsible for the stronger observed15 intensity in condensed 0 2 
of the (1, O) band, compared to that of the (0, O) band. This is of course 
in opposition to the prediction of simple Franck-Condon theory. The 
presence of such a vibronic effect would therefore contribute to a lack 
of agreement between experimental and theoretical oscillator strengths. 
(See the next section for a discussion of the comparison between calcu-
lated and observed intensities.) 
4. CONCLUSION 
~
Calculation of the inte~sity enhancement of the double transition 
aa - XX can be divided into two parts in the framework of the Born-
Oppenheimer approximation: (1) electronic matrix elements of the 
intermolecular exchange interaction between the perturbed and the 
perturbing states, and (2) the Franck-Condon factor, which is approxi-
mately unity for the (0, 0) band. 
As we have mentioned in the previous section, the matrix elements 
draw the largest contributions from the terms (1111) 1 and (1111)2 • 
From Table V it can be seen that all the orientations considered for 
case 1 and the orientation (;, O) in case 2 have intermolecular overlap 
TABLE V. Intermolecular overlap integrals in 102 a. u. 
Case 1 
(8, cp) (1T; 11q~lF (11+ 111- ) g2 U1 (11+ 111- ) g2' g1 
( ~D O) -0.344582 0.344582 0.430530 
( ~D O) -0. 765316 -1.179490 -0. 106242 
1T 1T) (-0. 447027 -0. 513171i) (-0. 412639 -0. 801237i) (-0. 032327 -0. 204104i) ( 4' 4 
Case 2 
(fJ' cp) +I + ('1T U2 11 g1 ) E1q~I 11~1F E11;11q~F 
<, 
(;' 0) 0.504493 0.504493 0.430530 co co 
( ~D 0) 0.104781 0.037486 -0.018134 
( ~D ~F (O. 125948 -0. 105253i) (0. 132530 -0. 131008i) (-0. 006808 -0. 187506i) 
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-3 integrals 2; 10 a. u., and therefore give most of the contribution to 
the overall matrix element. 
' No really direct comparison can be made between the theoretical 
oscillator strength for the pair interaction and the experimental one for 
solid y - 0 2 because of its extremely complicated crystal structure 
(Fig. 3}. 6 There are eight molecules per unit cell. Each 0 2 at (000} 
and <1~~F has twelve nearest neighbors at a separation of 3. 81 A 
0 
between molecular centers, and eight next-nearest neighbors at 6. 08 A. 
The six other molecules in the unit cell each have two neighbors at 
3. 42 A, four neighbors at 3. 81 A and eight at 4. 17 A. Since the two oxygen 
molecules at the van der Waals' distance 3. 42 A are in a fixed orienta-
tion with such high symmetry that the matrix elements vanish, they do 
not contribute to the intensity enhancement. Neglecting interactions 
between more than two molecules at a time and interactions for mole-
0 
cules with an intermolecular separation larger than 3. 81 A, we can take 
the average pairwise interaction at 3. 81 A for solid y - 0 2 to be identical 
to the calculated one. Since three such interactions per molecule are 
involved, the calculated oscillator strength for the 0, 0 band in solid 
y - 0 2 should be 7. 8 x 10-
8
, which is about 1~ times the experimental 
value. The error is in the right direction considering the nature of the 
approximate B P~~ orbitals used. The agreement between theory and 
experiment is therefore satisfactory when one takes into account this 
f 
and other approximations employed' in the calculations, and indicates 
the essential validity of the overall approach to this intensity enhance-
, ' 
ment problem. 
t 
y 
101 
0-
1 
® 
3/4 
-0 
I 
® 
000 
CD 
I 
0-
3/4 
® 
I 
·-0 
FIG. 3. Crystal structure of y - 0 2 • Out-of-plane coordinates are 
indicated for each molecular center, except for those at 
z = 0, which are unlabeled. The two molecules at 000 and 
~+~- are approximately spherically disordered. The other 
. 1 1 t11 0 0 11 1 0 1 31 0 0 31 d1 0 3 h SIX mo ecu es, a 42 , 42, 2 4, 42 , 42 an 2 4, s ow 
an oblate spheroidal distribution of electron density such 
that the ratio of major to minor axis is about two. Minor 
axes are aligned along the shortest intermolecular contacts 
(3. 4 A in 0 2 ) along x(y = -! , z = O), along y(x = 0, z = i) 
and along z(x = i, y = O). A bond distance of 1. 21 A for 0 2 
was assumed. 
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PROPOSITION I. 
~
To understand the atmospheric processes on Jupiter and the 
origin of life, knowledge about primary and secondary processes in 
the photolyses of methane and ammonia is very important. In these 
respects, the following investigations are proposed. 
(1) Existence of NH (a 1a) state in the vacuum ultraviolet 
0 
photodissociation of NH3 excited with 1470 A Xe-resonance line and 
0 
1633 A Br-line: 
First of all, the threshold energies for the photodissociation 
of NH3 are depicted as follows: 
(1) NH3 ----7' NH(X P~-F + H2 4. lev. 2990 A. 
(2) keP~ NH2 ( 2B1 ) + H 4.5 2750 .A 
(3) ke~~ 1 NH(a A.)+ H2 "-'5.1 2420 A. 
(4) NH3 --4 NH2 ( 1A1 II) + H "'5.8 2130 .A 
(5) NH3 ---7 NH(b ~+F + H2 "'6. 3 1960 A. 
( 6) NH3 ---7 NH(A 3n) + H2 7.8 1590 A. 
(7) keP ~ NH(X P~-F + 2H 8.7 1420 .A 
(8) NH3 -4 1 NH(c II) + H2 ""9. 1 1360 A. 
Reactions (1) and (6) are ruled out because of spin conservation. 
Reactions (2) and (4) are confirmed from the absorption1' 2 and 
emission spectra 3 of NH2 in the photolysis of NH 3 below or above 
1600 A. Reaction (7) is rationalized from the 3360 A absorption 
band of NH (A 3IT - X P~ - ) when the photodissociating wavelength 
was below (shorter than) 1600A. Reaction (8) is established by 
Becker and Welge. 4 They observed the 3240 A emission band of 
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NH (c 1Il - a 1.6.) in the vacuum ultraviolet photolysis of gaseous 
ammonia excited with Kr-resonance lines (1165 A and 1236 A) and 
0 
Xe-line 1295 A. The intensity of the emission increases with the 
pressure of NH3 in the range of 6 x 10-
3 to 5 Torr. Neither emission 
nor absorption due to NH(a 1.6.) and NH(b 1~+F have been confirmed. 
However, from the reactions (3) and (5), the two singlet states can 
0 
be populated as well in the photodissociation for NH3 at the 1470 A 
0 1 
Xe-line or 1633 A Br-line. The state NH(a .6.) is expected further-
more to have a long lifetime, because the mixing of states in simple 
diatomic molecules is small. 
To verify the existence of the two states when NH3 is photolyzed 
0 Q 
at 1470 A and 1633 A, it is proposed to examine the emission spectra 
0 0 
from these states in the wavelength region, 4000 A to 10, 000 A. The 
experiment can be carried out in the low pressure ammonia gas with 
or without Kr (rare gas). If the intensity is not strong enough, di.lute 
solid solution of NH 3 in Kr is suggested. To confirm the existence 
of NH(a 1.6.), it is also proposed to investigate the 3324 A absorption 
band, which might be masked in the 3360 A band of NH(A 3Il - X P~- ). 
A high resolution spectrometer will be useful in this investigation. 
(2) Spectroscopic observation of radicals CH, CH2 , and CH3 
frozen in a Kr-matrix at 4. 2 °K from the photodissociation of CH 4 
0 0 0 0 
excited at wavelengths 1236 A, 1470 A, 1630 A and 2537 A. 
(3) Gas-phase photolysis of a mixture of NH3 and CH4 excited 
0 0 0 
with intense light of wavelength 1236 A, 1470 A and 1633 A: 
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In the vacuum ultraviolet, photolysis of NH3 + CH 4 + H20, 
hydrogen cyanide was thought to be the major intermediate for the 
formation of amino acids and other biological materials. Cyanides 
were formed when ethylene was added to the glowing gases which 
were produced when ammonia was pumped at high speed through a 
discharge and passed into a trap at 93 °K. It seems highly possible 
to form HCN by the photolysis of CH4 + NH3 • High intensity of 
excitation and low pressure of the gas mixture will increase the 
yield of HCN. Based on the spin conservation rule and energy 
requirements, the following mechanism is proposed: 
This mechanism can be justified by study of the photolysis of 
CH4 + NH3 and CH4 at different wavelengths of excitation. 
(4) Photochemistry of hydrogen cyanide in the gas phase and 
in aqueous solution with excitation at Kr-resonance lines (1165 A 
and 1236 A) and at Xe-line 1470 A. 
Hydrogen cyanide was thought5 to be a major intermediate 
in synthesis of amino acids from primitive mixtures. It is considered 
as a major product when the primitive atmosphere is exposed to 
electric discharges or ionizing radiation. Another reason for using 
hydrogen cyanide as a starting material is that comets contain a 
large number of cyanide compounds. It has been suggested that in 
the first 2 billion years of the earth's existence, about one hundred 
comets must have struck the earth. The cometary material trapped 
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by the earth during the strikes may have been an important inter-
mediate in biochemical synthesis. Consequently it is proposed to 
investigate whether the ionized state or the excited electronic states 
are responsible in the synthesis of adenine and guanine from hydro-
gen cyanide. It is also proposed to study the photochemical products 
of hydrogen cyanide at various experimental conditions as mentioned. 
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PROPOSITION II 
~
The photosynthetic mechanism can be envisioned as follows. 
In the photosynthetic unit, light is absorbed by two different pigment 
systems (chlorophyll a and accessory pigment), which are called 
s1 and Sn· Each system contains a large number of pigment mole-
cules. The excitation energy is transferred to two different reaction 
centers where it is trapped and the primary photochemical reactions 
are initiated. Neither primary reaction, however, can efficiently 
sustain photosynthesis alone since the one associated with Sn 
quickly depletes reactants which are replenished by products derived 
from the primary photochemical reaction associated with Sr There-
fore the mechanism is a two-quantum process in which the two 
primary photochemical reactions are linked together by intermediate 
chemical reactions. 
The purpose of this proposal is to investigate the state of the 
pigments for transfer of the excitation energy. In other words, the 
excitation is transferred directly via the singlet state (S 1 ), or it is 
first relaxed to the triplet state (T 1 ) and then transferred, or both 
of these situations take place. It is generally assumed that the 
singlet energy transfer is the only method. However there is still 
no conclusive experimental evidence against the triplet energy 
transfer. The quantum yield of fluorescence and photosynthesis in 
Chlorella has been reported to be 1. 3% and 40 ""80% respectively, 
making a total yield of 41. 3 ""81. 3%. 1 The rest can be attributed to 
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radiationless intersystem crossing and internal conversion. The 
kIC intersystem crossing 81 ~ T1 might be important because of 
the heavy-atom effect or a paramagnetic environment2 in the photo-
synthetic unit. Furthermore, the intrinsically long triplet lifetime 
and moderate interaction energy cause the triplet energy transfer 
in many kinds of organic aggregates to be as important as singlet 
transfer. 
First of all, the decay processes of singlet and triplet states 
are depicted in Fig. 1. The triplet state might participate directly 
or indirectly (i.e. back to the singlet state by means of triplet-
triplet annihilation) in the primary photosynthetic process. The rate 
constants for these two processes are respectively k 1 and k2 • The 
rate constants for fluorescence, phosphorescence, intersystem 
crossing and radiationless decays from T 1 and 8 1 to the ground state 
8 0 are respectively kF, kp' kIC' kn and k~K The quenching of 81 
which proceeds to photosynthesis is designated by kps· The fluores-
cence quantum yield ¢F is given 
The quantum yields for the photosynthesis in the absence (¢ 1 ) and ps 
the presence E¢~:F of triplet energy transfer are respectively given 
by 
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( 1) 
where [ T 1 ] is the concentration of the triplet state. Assume 
k 1 + k2 [ T 1 ] » kp +kn, then Eq. (1) can be simplified as follows: 
kps + kyc </>,1,s = __ ..... ______ _ 
ps kF + kps + kyc + k~ 
The ratio of fluorescence quantum yield to quantum yield of photo-
synthesis (cf>F / cf>ps) in the absence and the presence of triplet 
energy transfer can be written respectively by 
1 kF 
<PF I <l>ps = kps 
~f <1>1,s = kF ps 
kps + kyc 
From the above two equations, it is obvious that if the singlet 
transfer is the only method, the quantum yield ratio is independent 
of kyc. However, if the triplet transfer is also important, the 
quantum yield ratio will vary when kyc is changed. 
The simplest way to change the rate of intersystem crossing 
but not the primary photosynthetic reaction is the deuteration of the 
pigments. It is therefore proposed to measure the quantum yields 
of fluorescence and photosynthesis in protonated and deuterated 
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Chlorella which are spectroscopically and chemically similar3 to 
each other. The quantum yield of photosynthesis can be obtained 
by measuring manometrically the quantity of oxygen involved. 4, lb 
The method to measure the fluorescence quantum yield is 
conventional. 5 
Because of the small S 1-T 1 energy gap in chlorophyll a 
deuterium effect on kyc may not be present. In order first to deter -
mine this it is proposed that a preliminary experiment be performed 
which measures the quantum yield of phosphorescence and the life-
time of the triplet states of protonated and perdeuterated chlorophyll-
a in a glassy matrix. 
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PROPOSITION ill 
~
With very high symmetry, dibenzenechromium is a very 
interesting compound to theoreticians1' 2 who use LCAO-MO theory 
to treat the metal-ring bonding through hybridization of e 1g, e 2g 
symmetry orbitals of benzene rings and the 3d, 4s atomic orbitals 
of Cr. It is also very important in the industry of plating and 
I 1 • t• 3 po ymeriza 10n. 
After the unsuccessful organic reaction experiment on the 
aromatic characters of ditoluenechromium, 4 very few attempts 
were tried again. 
However, increasing evidences show its aromatic characters: 
electron scattering data result in a model of D6h symmetry in the 
gaseous phase. 5 Spectroscopic observations6' 7 favor Dah symmetry, 
too. Metallation with butyllithium was unsuccessful in the work of 
Ref. 4, but successful with amylsodium in boiling hexane. 8 It can 
be alkylated with alkylhalide without any Lewis acid. 9 
Reinvestigation of the previous experiment 4 on the Friedel-
Craft acylation 4 leads to the conclusion that the failure of the 
experiment 4 might be because the cation formed during the reaction 
decomposes gradually in the acid solution. 
·-
' +I -I A+ o~-iKCl 
u OL 
-, 
I 
I 
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A1Cl3 : ~ 
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'f 8 
-~F Cr + H+ 
6 
+ 
Q 
~ 
Q 
Cr'.;, R Cr++ R· 
6 
~ 
6 
+ 
co 
Therefore, it is proposed to change the catalyst for the 
Friedel-Craft acylation. Use a mild catalyst such as SbC1 5 , SnC1 4 , 
because stronger Lewis acid will decompose dibenzenechromium. 
Furthermore, the catalyzing rate of SbC1 5 in benzoylation is about 
1300 faster than the stronger Lewis acid A1Cl3• lO (or try the 
cation-forming agent AgSbF 6 , AgP04 ). lO 
Use cyclohexane as solvent, acetylchloride as reagent, a 
crystalline acetyl derivative of dibenzenechromium is expected to 
be the product that can be identified by chemical analysis. 
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PROPOSITION IV. 
~
Pressure effects on the intensities of wavelengths l-3 of fluores-
cence S1 - S0 and phosphorescence T - S0 and on the decay rate of 
the lowest triplet state T 1
2
' 
3 of aromatic hydrocarbons have been 
examined recently for solutions in rigid media, especially poly-
methylmethacrylate (PMMA). The spectral shifts of fluorescence 
and phosphorescence of naphthalene are identical within experimental 
error. The rate of the red shift of the triplet-triplet absorption 
maxima with increasing pressure is about twice as great as those of 
fluorescence and phosphorescence. 4 This can be attributed to the 
solvent shift under high pressure. However, the apparent large in-
crease of phosphorescence intensity and relatively smaller decrease 
of the phosphorescence lifetime3 are still very mysterious. 
According to the kinetic analysis the quantum yield of phospho-
rescence~ and of fluorescence QF are given by 
(la) 
= k (1 - QF) T p p (lb) 
(2) 
where kF, ~ are the radiative decay rates of 81 and T 1 respectively; 
ksT is the non-radiative decay rate of intersystem crossing p1~q 1 ; 
TF ~ k 1 k is the lifetime of 8 1 ; and T = ~ 1 k, is the life-
. F+ sT P + n 
time of T1 and kn is the non-radiative decay rate of T1.....+S0 • From 
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Eq. (la), it is seen that the intrinsic increase of~ with increasing 
pressure can be attributed to an increase of~ 7 or ksT' 2 because 
the lifetimes are generally shortened by high pressure. From a 
dynamic measurement3 of phosphorescence intensity of naphthalene 
in PMMA at room temperature under 20 Kbar, it was found that the 
natural lifetime decreases by < 30%. It was therefore concluded7 
~ 
that pressure enhances spin-orbit coupling. However, direct meas-
urement of the pressure effect on kp, which was obtained from the 
integrated absorption intensity of the 80 - T 1 transition, indicates 
that such an effect was not observed for a-chloronaphthalene in a 
solvent without a heavy-atom under a pressure of 7 Kbar. 6 
Pressure effect on the radiationless transition can be ex-
plained in terms of Franck-Condon factors. At high pressures, the 
red shift of the m:::cited states and the change in the relative position 
of the two potential surfaces result in an increase of vibrational 
overlap integrals. The effect is larger for vibrations of high quantum 
number. This is rationalized by the larger pressure effect on the 
phosphorescence lifetime of perdeuterated compounds as shown in 
Table 1. 7 
To determine whether the increase of phosphorescence in-
tensity under high pressure is due to the non-radiative intersystem 
crossing or due to the radiative decay kp, the following experiments 
are proposed: 
It is proposed to measure the quantum yield of phosphores-
cence and fluorescence of naphthalene. The experiment can be 
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TABLE 1. Phosphorescence Lifetimes of Aromatic 
Hydrocarbons in PMMA (298°K) at Atmos-
pheric Pressure (O Kbar) and 32 Kbar. 
Triphenylene 8.55 4.16 
Di phenyl 2.47 2.14 
aip~enyl-d1M 6.35 4.32 
Phenanthrene 2.46 1. 80 
Phenanthrene-d10 11. 2 7.63 
Naphthalene 1. 50 1.19 
Naphthalene-d8 14.2 8.45 
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carried out in well-degassed rigid media under a pressure range 
of 0 to 30 Kbar by means of singlet excitation. From the integrated 
absorption intensity of S0 - S1 under various pressures, one can 
obtain the effect of pressure on kF. Subtracting this from the 
pressure effect on the quantum yield of fluorescence, one can learn 
the effect on ksT" Therefore the pressure effect on kp can be 
derived according to Eq. (lb). 
It is also proposed to measure the pressure effect on kp 
directly. This can be achieved by measuring the change of integrated 
absorption intensity of singlet-triplet absorption S0 - T 1 of naphtha-
lene in rigid media with increasing pressure. If the singlet-triplet 
transition for naphthalene is too weak, a-chloronaphthalene is 
suggested. 
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PROPOSITION V 
~
The superficial resemblance between two sets of phenomena 
"ordinary dispersion and absorption," and "rotatory dispersion and 
circular dichroism" is not confined to experimental aspects. On 
theoretical grounds, too, both sets of phenomena are expressed in 
terms of similarly defined quantities. From the perturbation theory, 
the "ordinary dispersion and absorption" is referred to as first-order 
optical phenomena while the "rotatory dispersion and circular dichroism" 
is referred to as second-order. Spectroscopists are more interested 
in thD~ first-order optical phenomena and understand them fairly well 
both experimentally and theoretically. On the contrary, biologists and 
biochemists frequently use the optical rotatory dispersion (ORD) and 
the circular dichroism (CD) to study the structure of macromolecules 
and molecular aggregates, because they are very sensitive ways to 
detect the environmental perturbation on chromophori.c centers. 
The theory of optical activity (rotatory power) i.s based on the 
modification of the material equations i.n optically active media, 
D a = EE - g-H 
"" at "" ( 1) 
B = µH +g_Q_E 
"" at "" 
where D and Bare the electric and the magnetic induction, E and H 
"" "" ,..,. 
the field strengths, E the di.electric constant, µthe magnetic perme-
ability, which is approximately one for non-magnetic media, and g 
a constant. Then the solution of Maxwell's equations incorporated 
with Eq. (1) gives, 
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1 
nL = E 2 + 27rvg 
1 (2) 
nR = E 2 - 21Tvg , 
where 11 is the frequency of light (sec- 1 ), nL and nR are refractive 
indices for left- and right-circularly polarized light. Therefore the 
optical rotation <p per unit length can be written, 
(3) 
where c and A are the velocity and wavelength of light. 
In the following we briefly outline two distinct1' 2 theories of 
optical rotatory power that are not contradictory but complementary 
to each other. 
1. One-electron theory 1: 
The molecule is considered to be divisible into symmetric groups 
(groups that have elements of symmetry such as plane or center of 
symmetry). Optical rotation of a given group arises because the 
chromophoric electron is moving in a suitable asymmetric force 
field, such as V = ~Ek 1xO + k2y2 + kgZ2 ) + Axyz, where k. is the force l 
constant, (x, y, z) is the coordinate of the chromophoric electron. 
The asymmetric field is principally due to the atoms of the group 
to which the chromophoric electron belongs, but secondarily due to 
the static asymmetric perturbing field of the rest of the molecule. 
It is the contribution of the neighboring atoms to the force field in 
which the chromophoric electron moves that is responsible for the 
optical activity. The optical rotatory parameter g is given by the 
Rosenfeld treatment, 3 
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g = 4N1 L Rn 
3h n .,,2 - .,,2 
n 
(4) 
In this expression, N 1 is the number of molecules in unit volume and 
h is Planck's constant. The rotational strength Rn is, 
( 5) 
where µ 0 n and mno are the electric and the magnetic dipole transi-
""'" ""'-
tion moments between the ground state 0 and the excited state n. v 
- - n 
is the frequency associated with this transition. The corresponding 
electric and magnetic dipole operators are 
m = O~ L (r . x p . + 2s . ) , ""'"' me . ...-. 1 ...-. 1 ...-. 1 ~ 1 
the sum being extended over all the electrons in the molecule, r . 
...-.1 
being position, n . momentum and s . spin angular momentum of the ~1 ...-.1 
i th electron· Im { } means "the imaginary part of". 
2. The polarizability theory2 
The molecule is also divided into several symmetric groups as 
before. However, in contrast to the model of a single oscillator in 
an asymmetric field, it is thought that a dynamic coupling between 
several electronic oscillators gives rise to the optical rotatory power. 
Electronic motions on different symmetric groups are coupled by 
interactions of their instantaneous charge distributions to give 
asymmetric motions of charge that embrace the entire molecule. 
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For effective coupling one requires either large transition moments 
or virtual contiguity of two groups. The simplest model is dynamic 
coupling of the individual electric transition moments of the groups 
by dipole-dipole interaction. The rotatory parameter g is given by 
4 N N+l 
- 11 1 \'' \' g - --L.J LJ 
6hc n i=l=k=l 
(6) 
In Eq. ( 6) ~ is the position vector of the center of gravity of group k. 
The superscripts in the electric dipole moments ( ‘~n and ‘~M F and 
"" "" 
the polarizability tensor ai designate the individual group. 
"" 
This theory is named because the optical rotatory parameter 
can be further expressed in terms of the geometrical configuration 
and the polarizability tensors of its constituent groups as follows, 
411N1 ~ i k 
g = - -c- lJ [E~ P ·~ ·!_ik·~ ·~ O FE~·~ 1 FzAsK ' 
i=lk=l 
(7) 
where a 1 , a 2 and a 3 specify the direction of the wave normal, electric .,.... .,.... .,.... 
vector and magnetic vector of the incident light. The dipole terms in 
the potential V of the interaction between groups i and k is 
v = 
(8) 
In this theory, the retardation of the electromagnetic wave over all 
parts of each group is approximated by its value at the center of 
gravity of the group. 
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Tinoco 4 used this idea to discuss the exciton contribution to 
the optical rotation. Consider the case of a dimer whose spectrum 
is split into 11 + and 11 _. The dipole strength D± and the rotational 
strength R± are given as follows: 
D± = lµ1l
2
±µ1·µ2 (9a) 
,,..... ,,..... ,,.... 
11'Vo (9b) R± = ± ( 2 c ) ~ 12 • ~ 1 x !!:. 2 
"± = llo ± V12 (9c) 
V12 
1 [ PE~1O • ~I FC!~1O • ~· )J (9d) = µ1·µ2- I 
1
2 1~1O I 3 ,,..... ,,..... R12 
where R 12 = R 2 - Ru v0 is the absorption frequency in free molecule, 
.......... ........ ......... 
µ 1 and #). 2 are electric dipole transition moments in molecule 1 and 2 ,,..... ,...._ 
respectively. Note that I!}_ i I = I !}_ 2 1. V 12 is the dipole interaction potential. 
Equations ( 4) and ( 6) are derived for the transparent region. In 
the absorption band, they are modified 5 by introducing a damping factor 
r which is equal to the width at half maximum for the absorption line 
n 
associated with the nth transition. Therefore the energy denominators 
become (v ~ - v2 + ivrn). 
In the absorption range, there occurs not only the optical rota-
tion but also the elliptical polarization of the original linearly polarized 
light. The depolarization is due to the difference of the absorption 
coefficients for left- and right-circularly polarized light, which gives 
rise to circular dichroism. In general, the depolarization is very 
small, the opti.cal rotation can still be measured accurately. However, 
if the elliptical depolarization is very large, it will give better results 
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to measure the circular dichroism accurately and then to obtain the 
rotational strength from the integrated intensity of the circular 
dichroism spectrum. This can be achieved in the same way as one 
obtains the dipole strength from the integrated intensity of ordinary 
absorption. 
To verify the polarizability theory, it is proposed to measure 
the optical rotatory dispersion (ORD) or the optical rotation of a 
naphthalene single crystal in the range of Davydov splittings of the 
1 1 0 
strong transition B2u - A1g (""2800 A). 
Although the optical rotation arises as a second-order effect, 
its magnitude can be very large because of the energy denominator 
by choosing the light frequency reasonably close to the absorption 
band. The resolution of the ORD spectrum can be better than that of 
the ordinary absorption because of the opposite signs for the two 
Davydov components as shown in Eq. (9b). 
Naphthalene is proposed because its crystallographic structure 
and optical properties 6 are well known, and the nature of electronic 
transitions have been understood fairly well from ordinary optical 
spectroscopy. There are two naphthalene molecules in a unit cell. 
The two molecules are oriented in such a way that no plane or center 
of symmetry exists, and the low- and high-frequency components of 
the two Davydov splittings are respectively b- and a-polarized (a 
...... ...... ...... 
and bare crystallographic axes). In order to eliminate depolariza-
...... 
tion of linearly polarized light due to the anisotropic dielectric 
tensor of the naphthalene single crystal, it is proposed to carry out 
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the experiment with incident light propagating along the ~-axisI 
which is the principal optic axis. 
It is also proposed to study the number of maxima and minima 
in the ORD and CD spectra corresponding to the intensity distribution 
and the splitting of the electronic multiplet structure in the ordinary 
absorption. The systems proposed are dilute solution of naphthalene 
in durene and a naphthalene single crystal in the presence and the 
absence of a magnetic field. The magnitude of the splitting can be 
varied through the Zeeman effect on the triplet state in various 
magnetic field strengths. This knowledge is interesting and useful 
in the structure determination of polymers. 
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