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Highlights
• A feed-forward neural network is used to construct a global geometric ansatz function.
• No special treatment of the incompressibility constraint is necessary.
• High order implicit Runge Kutta time integration is employed.
• Excellent conservation properties are demonstrated in numerical examples.
• The computations remain stable even for irregularly distributed discretization points.
Abstract Today, numerical simulation is indispensable in industrial design processes. It can replace cost
and time intensive experiments and even reduce the need for prototypes. While products designed with
the aid of numerical simulation undergo continuous improvement, this must also be true for numerical
simulation techniques themselves. Up to date, no general purpose numerical method is available which
can accurately resolve a variety of physics ranging from fluid to solid mechanics including large defor-
mations and free surface flow phenomena. These complex multi-physics problems occur for example in
Additive Manufacturing processes. In this sense, the recent developments in Machine Learning display
chances for numerical simulation. It has been shown recently that instead of solving a system of equa-
tions as in standard numerical methods, a neural network can be trained solely based on initial and
boundary conditions. Neural networks are smooth, differentiable functions that can be used as a global
ansatz for Partial Differential Equations (PDEs). While this idea dates back to more than 20 years ago
[Lagaris et al., 1998], it is only recent that an approach for the solution of time dependent problems has
been developed [Raissi et al., 2019]. With the latter, implicit Runge Kutta schemes with unprecedented
high order have been constructed to solve scalar-valued PDEs. We build on the aforementioned work
in order to develop an Updated Lagrangian method for the solution of incompressible free surface flow
subject to the inviscid Euler equations. The method is easy to implement and gets along without any
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2specific algorithmic treatment which is usually necessary to accurately resolve the incompressibility con-
straint. Due to its meshfree character, we will name it the Neural Particle Method (NPM). It will be
demonstrated that the NPM remains stable and accurate even if the location of discretization points is
highly irregular.
Keywords physics-informed neural network, machine learning, computational fluid dynamics,
incompressiblity, constraint problem, implicit Runge Kutta
1 Introduction
Today, numerical methods are well established and widely used in research and development. Many
different methods have emerged to tackle a variety of problems. In Computational Fluid Dynamics
(CFD), the study of flows in Eulerian formulation within enclosed domains, e.g. gas turbines, is typically
performed with the Finite Volume (FVM) or the Finite Difference Method (FDM). In these methods, the
fluid domain is discretized by a mesh on which the governing equations are solved. Standard mesh-based
methods suffer from three shortcomings when applied to incompressible fluid flow:
1. In an Eulerian reference frame, convective terms occur and require stabilization [Patankar, 1980].
2. To represent continuous free surface flows, mesh-based methods require special techniques such as
the Volume-of-Fluid (VoF) approach [Hirt and Nichols, 1981].
3. The incompressibility constraint causes numerical instabilities and must be stabilized [Brezzi, 1974].
In order to relax the mesh-dependency and to account for free surface flows, the Arbitrary-Lagrangian-
Eulerian (ALE) formulation has been introduced by Hirt et al. [1974], see also Tezduyar et al. [1992]
and Braess and Wriggers [2000]. In the ALE method, the mesh is advanced in time, but independently
of the fluid motion to avoid critical mesh-distortion.
With the aim to entirely remove the mesh-dependency, so-called mesh-free or particle methods have
been developed. These methods usually employ a Lagrangian formulation. The discretization points,
referred to as particles, follow the fluid motion with the effect that convective terms disappear. Using
a Lagrangian description, free surface flows are naturally represented. Beside the well-know Smoothed
Particle Hydrodynamics (SPH) method which was independently introduced by Lucy [1977] and Gingold
and Monaghan [1977], many other schemes have emerged. While mesh-free methods come along without
a fixed mesh, also in these methods some sort of connectivity is present. It is established by a search
algorithm, which must fulfill certain topological requirements [Liu et al., 1997]. To equilibrate unphysical
configurational forces, some methods rely on r-adaptivity, e.g. incompressible SPH [Lind et al., 2012]
or the Optimal Transportation Meshfree Method (OTM) suggested by Li et al. [2010]. Alternatively,
the equation of motion can be stabilized, see e.g. Weißenfels and Wriggers [2018] for the OTM or
Ganzenmu¨ller et al. [2015] for SPH. For an overview of meshfree methods, the reader is referred to the
book of Li and Liu [2007].
The incompressible Euler and Navier-Stokes equations solved with either mesh-based or mesh-free
methods have the form of a mixed-method. Mixed methods are subject to the Ladyschenskaja-Babusˇka-
Brezzi (LBB) or inf-sub condition. It requires the pressure interpolants to be of lower order than those of
the velocity [Franca and Hughes, 1988]. However, in practice equal-order interpolation is often preferred.
In this case, the pressure degrees of freedom lay directly on the fluid boundary. This facilitates the
imposition of boundary conditions and the treatment of fluid-structure interaction. Hence, a variety of
3stabilization techniques have been developed which circumvent the LBB condition [Franca and Hughes,
1988]. Following Brezzi et al. [1997], they can be classified according to two different strategies. The first
is to modify the bilinear form in order to achieve enhanced numerical stability without compromising
consistency. On the modified equations, the standard Galerkin method is applied. Commonly known
methods falling into this class are the Pressure Stabilized Petrov Galerkin method (PSPG) proposed by
Tezduyar et al. [1992] and the Finite Increment Calculus (FIC) formulation [On˜ate and Garc´ıa, 2001].
The second strategy is to enrich the standard Galerkin method with special functions. More precisely,
the space of functions is enlarged such that a comparatively coarse mesh is able to deal with the effects
of unresolvable scales [Brezzi et al., 1997]. This approach is followed in the Subgrid Scale Method, in
Residual-free Bubbles or the Variational Multiscale Method, see e.g. Brezzi et al. [1997] and Hughes
et al. [1998].
An innovative approach to the solution of Partial Differential Equations (PDEs) is to use a feed-
forward neural network as a global ansatz function. The universal approximation theorem states that
a feed-forward neural network with mild assumptions on the activation function can approximate any
function [Cybenko, 1989, Leshno et al., 1993]. When a neural network is designed to take the solution of
a PDE as output, it acts as ansatz function of the solution. The idea has first been presented by Lagaris
et al. [1998] and can be regarded as a collocation method. Note that a neural network is a continuous and
smooth function which can not only be differentiated with respect to the network parameters (i.e. the
weights and the biases), but also with respect to its input. If the input is the spatial position, derivatives
of the network output with respect to its input are then spatial derivative operators as occurring in
the PDE. These derivatives can be computed with ease even for complex network architectures using
Automatic Differentiation (AD), see e.g. Griewank [2008] and Korelc and Wriggers [2016].
While the first attempt of Lagaris et al. [1998] was only applicable on rectangular domains, the method
has been extended to more complex geometries [Lagaris et al., 2000]. Thanks to the computational power
gained since this pioneering work and the recent developments in Machine Learning and Neural Networks,
attention in the topic has increased again. A novel approach to the solution of PDEs on complex domains
was presented by Berg and Nystro¨m [2018], who introduced a projection of the actual solution in order
to satisfy boundary conditions exactly. For the solution of quasi-static mechanical problems, Samaniego
et al. [2020] have used a neural network as ansatz for the displacement and formulated a loss function
that minimizes the elastic energy. The method has been extended from small to large strain problems
by Nguyen-Thanh et al. [2020]. In all the aforementioned contributions only static PDEs have been
considered. For time dependent problems, Raissi et al. [2019] suggested to exploit the structure of
Implicit Runge Kutta (IRK) time integrators. The IRK stages and the final solution are considered as
output neurons of the neural network.
Building on the aforementioned pioneering contributions, in this work the Neural Particle Method
(NPM) is presented as an innovative approach to solve the incompressible, inviscid Euler equations. In
order to account for large deformations and free surface flow, the Euler equations are formulated in an
Updated Lagrangian frame. Velocity and pressure are approximated with a neural network as a global
ansatz function. Following Berg and Nystro¨m [2018], the boundary conditions can be fulfilled exactly.
The temporal discretization is realized with the high order IRK integration scheme of Raissi et al. [2019].
It will be demonstrated that the NPM fulfills the incompressibility constraint without any stabilization
even on arbitrarily distributed discretization points. This is a severe benefit of the NPM compared to
state of the art numerical methods.
The outline of this paper is as follows: First, the IRK method of Raissi et al. [2019] is reviewed for
second order Ordinary Differential Equations (ODEs). The NPM is developed step by step in section
43. In section 4, the method is validated and its performance illustrated by means of numerical examples
of practical relevance, namely sloshing in a container and the classical dam break test case. The paper
concludes in section 5.
2 A Physics Informed Neural Network for Second Order ODEs
Computational mechanics is about the differential formulation and solution of the equation of motion,
which is a second order PDE in time. In the presence of damping, the latter can be expressed in terms
of the acceleration a which is a function of time t, velocity v and position x:
a = a (v (x (t)) ,x (t) , t) (1)
The idea of Runge Kutta integration is to evaluate the acceleration a at a distinct number of stages s
between two time steps tn and tn+1, i.e. at time instances tn + c
i∆t. The coefficients ci are given by the
Butcher tableau along with the coefficients aji and bj appearing in (3) and (4). The indices i and j of the
coefficient denote the Runge Kutta stage and range from one to the total number of stages s. Implicit
Runge Kutta (IRK) methods are stable even when applied to stiff equations. Higher orders of accuracy
can be achieved by increasing the number of IRK stages s. Details on the theoretical background can be
found in Iserles [2012] or Hairer and Wanner [2010]. For the sake of brevity, the following abbreviations
for the position and velocity stages are introduced:
xi = x
(
tn + c
i∆t
)
, vi = v
(
x
(
tn + c
i∆t
)
, tn + c
i∆t
)
(2)
Additionally, the time dependency of a variable will be expressed by a subscript, e.g. vn = v (tn). The
velocity stages and the current velocity then follow the update formula:
vj = vn + ∆t
s∑
i=1
aji ai
(
vi, xi, tn + c
i∆t
)
vn+1 = vn + ∆t
s∑
j=1
bjaj
(
vj ,xj , tn + c
i∆t
) (3)
The update of the position is directly computed from the velocity stages:
xj = xn + ∆t
s∑
i=1
aji vi
xn+1 = xn + ∆t
s∑
j=1
bjvj
(4)
The update formulae (3) and (4) yield a fully coupled system of equations of the size of the number
of IRK stages s × s. It can be solved e.g. by means of the Newton-Raphson method. For standard
mesh-based and mesh-free methods this is usually too expensive. Hence, lower order time integrators
such as the second order Newmark scheme are preferred. When a neural network is used as global spatial
ansatz, Raissi et al. [2019] suggested to put a neural network prior on the Runge Kutta stages and the
solution. This allows the use of very high order IRK methods. For the IRK integration of the equation
of motion (1), the neural network takes the position of a discretization point xn as input and outputs its
IRK velocity stages vi as well as its velocity vn+1 at the next time step. Note that the position is solely
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Figure 1: Schematic of a one dimensional Physics Informed Neural Network adapted from Berg and
Nystro¨m [2018]. The network inputs the known position xn and outputs the current velocity vn+1 as
well as the IRK velocity stages vj .
determined by the velocity through (4) and does not require a separate network output. The concept
is briefly sketched in figure 1. The parameters of the neural network are its weights wljk and its biases
blj . In a Feed-Forward Neural Network (FFNN), information is passed in one direction from the input
towards the output. The feed-forward algorithm for computing the output vl for a given input xn is
defined by:
vl = σl
(
zl
)
zl = W l σl−1
(
zl−1
)
+ bl
zl−1 = W l−1 σl−2
(
zl−2
)
+ bl
...
z2 = W 2 σ1
(
z1
)
+ b2
z1 = W 1 xn + b
1
(5)
Here, σl denotes the activation function which is the hyberbolic tangent throughout this work. The
components of the weight matrices W l are given by W ljk = w
l
jk. Further details can be found e.g. in
Berg and Nystro¨m [2018]. After initialization, the network parameters, i.e. the weights and the biases
are optimized in a training loop to reduce a predefined objective loss function. In the case of Physics
Informed Neural Networks, the loss function is designed to incorporate the governing physics. For this
purpose, the velocity update (3) is rearranged such that it yields an expression for the known velocity
at the previous time step:
vjn = v
j −∆t
s∑
i=1
aji ai
(
vi,xi, tn + c
i∆t
)
vs+1n = vn+1 −∆t
s∑
j=1
bjaj
(
vj ,xj , tn + c
i∆t
) (6)
6Figure 2: Comparison of Implicit Runge Kutta integration and analytical solution of the 1D equation of
motion (8) with m = 1 kg, k = 1 N/m and d = 0.1 N/s. For all simulations, the network layout consists
of one input neuron with 2 hidden layers of 20 neurons each and 9 output neurons, i.e s = 8 IRK stages.
With this setup, large time steps that skip entire oscillations cycles can be accurately realized.
The velocity estimates vjn and v
s+1
n are computed from the velocity IRK stages and the final solution,
respectively. Therefore, the estimates are dependent on the network output. To optimize the latter, a
loss function SSEv is introduced as the sum of squared errors of the velocity estimates:
SSEv =
s∑
j=1
∣∣vjn − vn∣∣2 + ∣∣vs+1n − vn∣∣2 (7)
The equation of motion is then solved by training the neural network, i.e. by adjusting its weights
and its biases such that the loss (7) reaches a minimum. Throughout this work, a combination of
Adam Optimization [Kingma and Ba, 2014] and L-BFGS-B gradient descent [Liu and Nocedal, 1989] is
employed for training.
To illustrate the potential and the accuracy of the presented IRK integration, the initial value problem
of a one dimensional mass-spring-damper system with mass m, stiffness k and damping coefficient d is
considered. Written in generalized coordinates q, the equation of motion and its analytical solution q (t)
for the case of under-critical damping are given by
q¨ + 2Dω0q˙ + ω
2
0q = 0, q (t) = qˆ e
−Dω0t cos
(
ω0
√
1−D2 t
)
(8)
with qˆ the initial amplitude at time t = 0. The eigen frequency ω0 and the attenuation factor D are
defined as:
ω20 =
k
m
, D =
d
2
√
cm
(9)
For a detailed derivation, the reader is referred to standard text books, e.g. Magnus et al. [2013]. In
figure 2, the IRK integrated equation of motion (8) is plotted together with its analytical solution as
a function of time. The system considered has unit mass, unit stiffness and the damping coefficient
is d = 0.1 N/s. A total number of s = 8 IRK stages and two hidden layers with 20 neurons each
have been used in all simulations. For training, 100 iterations with an Adam Optimizer (learning rate
0.001) where followed by L-BFGS-B gradient descent until convergence. Figure 2 neatly illustrates the
7potential of high order IRK integration for computational mechanics. Time steps can be chosen so large
that entire vibration cycles are skipped without loosing accuracy. This is in sharp contrast to explicit
time integration schemes that are usually employed in meshfree particle methods.
3 Updated Lagrangian Formulation
So far, only the solution of an ODE has been discussed. The mass-spring-damper system from the
previous section was considered as rigid. In CFD however, one is interested in the deformation of fluids
which brings into play spatial derivative operators. Inviscid incompressible fluids are described by the
Euler equations. The latter comprise the momentum equation and the balance of mass which requires
the divergence of the velocity to vanish:
a = −1
ρ
grad p+ b
divv = 0
(10)
Here, ρ denotes the (constant) density, p the pressure and b the gravity acceleration. The structure of
the Euler equations imposes difficulties for its numerical solution with traditional numerical methods. To
avoid instabilities arising from the incompressibility constraint, the original equations are often modified
using stabilizing terms as briefly discussed in section 1. In contrast, it will be demonstrated that the
neural network architecture presented in this work is able to compute the pressure that fulfills the
incompressibility constraint exactly without any additional algorithmic treatment.
In order to evolve (10) in time, a neural network is constructed that inputs analogously to section 2
the position xn at time tn. For each position xn, the network is trained to predict the IRK velocity stages
vi, the velocity of the next time step vn+1 and the pressure stages p
i. Due to this network architecture,
spatial derivatives can only be constructed with respect to the previous time step tn. Therefore, an
Updated Lagrangian formulation is employed in which the configuration at time tn is considered as the
reference configuration. Spatial derivatives are computed with respect to the reference configuration and
are then transformed into the current one via a push-forward operation. The mapping between both
configurations is defined by the incremental deformation gradient ∆F:
∂•
∂xn+1
≈ ∂•
∂xn
∂xn
∂xn+1
=
∂•
∂xn
(∆Fn+1)
−1
, ∆Fn+1 =
∂xn+1
∂xn
(11)
Note that this procedure corresponds to the chain rule of differentiation. In order to apply the IRK
integration introduced in the previous section, the Euler equations must be evaluated at each IRK stage.
This requires the computation of an incremental deformation gradient from each position stage xi. Since
the neural network outputs velocity stages vi, first the rate of the incremental deformation gradient ∆F˙
is computed. Making use of (4), the incremental deformation gradient itself can then be obtained from
its rate through IRK integration:
∆F˙i =
∂vi
∂xn
, ∆F
i =
∂xi
∂xn
= 1+ ∆t
s∑
i=1
aji
∂vi
∂xn
= 1+ ∆t
s∑
i=1
aji ∆F˙i
∆F˙n+1 =
∂vn+1
∂xn
, ∆Fn+1 =
∂xn+1
∂xn
= 1+ ∆t
s∑
j=1
bj
∂vj
∂xn
= 1+ ∆t
s∑
j=1
bj ∆F˙j
(12)
8Using the above defined strain measures, the velocity divergence at each IRK stage and at the next time
step is computed from:
divvi = tr
∂vi
∂xi
= tr
[
∆F˙i · (∆Fi)−1]
divvn+1 = tr
∂vn+1
∂xn+1
= tr
[
∆F˙n+1 (∆Fn+1)
−1
] (13)
The gradient of the IRK pressure stages pi is computed from:
grad pi =
∂pi
∂xi
=
∂pi
∂xn
(∆F)
−1 (14)
An evolution equation for the pressure does not exist. While one could alternatively derive a pressure
poisson equation from the divergence of the momentum equation [Ferziger and Peric´, 2002], this was not
found to be necessary within the NPM. The pressure is rather computed for each IRK stage such that
the incompressibility constraint is fulfilled. Therefore, only the pressure stages are considered as output
neurons while the current pressure is defined as the weighted average of pressure stages pj :
pn+1 =
s∑
j=1
bjpj , with
s∑
j=1
bj = 1 (15)
The current velocity vn+1 is directly obtained from the output of the neural network while the update
of spatial coordinates follows (4). In order to account for the mass equation, the velocity divergence is
added to the loss function (7) as the sum of squared errors:
SSEdiv v =
s∑
i=1
∣∣divvi∣∣2 + |divvn+1|2 (16)
Following the original paper of Raissi et al. [2019], Dirichlet type boundary conditions for the velocity
v (x¯v) = v¯ and pressure p (x¯p) = p¯ must also be accounted for in the loss function. Their contributions
from the sum of squared errors are:
SSEv¯ =
s∑
i=1
∣∣vi (x¯v)− v¯∣∣2 + |vn+1 (x¯v)− v¯|2 , SSEp¯ = s∑
i=1
∣∣pi (x¯p)− p¯∣∣2 (17)
Note that the contributions SSEv (7) and SSEdiv v (16) involve a summation over all points and the
boundary contributions (17) a summation over all boundary points. These have been omitted for brevity.
The original treatment of boundary conditions suggested by Raissi et al. [2019] according to (17) is
critically discussed in the remainder of this section. In addition, an approach to account for contact with
rigid walls is presented.
3.1 Imposition of Dirichlet boundaries
Raissi et al. [2019] suggest the simultaneous training of boundary data and PDE. However, when sim-
ulating multiple time steps, the accuracy of this approach is not sufficient. This can be illustrated by
a simple example. A container of unit width and height filled with an incompressible fluid of unit den-
sity under constant gravity acceleration g = 10 m/s2 is loaded only by its own weight. As Dirichlet
conditions, the velocity normal to the side and bottom walls must be zero as well as the pressure on
9the top of the domain. An accurate dynamic simulation must maintain both a linear static pressure
field and the boundary conditions over time. As shown in figure 3, the original method of Raissi et al.
[2019] fails to meet this requirement. The fluid leaks at the boundaries. In Berg and Nystro¨m [2018], an
alternative formulation for imposing boundary conditions is suggested. The ansatz for a scalar valued
primary variable u (x) can be written as the sum of a smooth extension of the boundary data G (x) and
a smooth distance function D (x) multiplied with the output of a neural network uˆ (x):
u (x) = G (x) +D (x) uˆ (x) (18)
Any loss function is then formulated in terms of the ansatz u (x) that fulfills the boundary conditions by
definition. Training of uˆ (x) is then only necessary to compute the PDE inside the domain. If for complex
geometries D (x) and G (x) are difficult to define analytically, both functions can be computed using
low-capacity ANNs, which ensures smoothness and differentiability. For simple rectangular geometries
an analytical expression is preferred in order to save computational resources. In the static pressure test
case, the normal velocity at the walls is zero and therefore the boundary extension G (x) vanishes. The
velocity projection simplifies to(
vix
(
xi
)
vx (xn+1)
viy
(
xi
)
vy (xn+1)
)
=
(
Dvx (xn) Dvx (xn)
Dvy (yn) Dvy (yn)
)
◦
(
vˆix
(
xi
)
vˆx (xn+1)
vˆiy
(
xi
)
vˆy (xn+1)
)
(19)
where the ◦ denotes the Hadamard product, i.e. entrywise matrix multiplication. Since only first order
spatial derivatives appear in the Euler equations (10), it is sufficient that the distance function is C1
continuous. With w the width and h the height of the container, the analytical distance functions
Dvx (xn) and Dvy (yn) introduced above for the static pressure test case can be defined as:
Dvx (xn) = −
4
w2
x2n +
4
w
xn, Dvy (yn) =
1
h
yn (20)
Note that herein the distance functions Dvx and Dvy are computed in terms of the position xn at
time tn, since the a-priori computation of distance functions depending on the updated position is not
possible. It will be demonstrated that this approach does not alter the solution at tn+1. As a result of
the projection (19), the rate of the incremental deformation gradient ∆F˙ is now subject to the product
rule of differentiation:
∆F˙i =
∂vi
∂xn
=
∂D
∂xn
◦
(
vix v
i
x
viy v
i
y
)
+
(
Dvx Dvx
Dvy Dvy
)
◦ ∂vˆ
i
∂xn
, D =
(
Dvx (xn)
Dvy (yn)
)
(21)
Based on the redefined rate of the incremental deformation gradient ∆F˙i (21), the incremental defor-
mation gradient (12), the velocity divergence (13) and the gradient of the pressure (14) are computed.
The loss function reduces to the contributions from the IRK integration of the velocity (7), the incom-
pressibility constraint (16) and the pressure Dirichlet boundary conditions (17)2:
L = SSEv + SSEdiv v + SSEp¯ (22)
The static pressure field obtained with the boundary projection is shown in figure 3. Using the developed
approach, the exact pressure is accurately computed even on a highly irregular spatial discretization.
This is a severe advantage over traditional mesh-free methods.
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Figure 3: Static pressure of an incompressible fluid in a container after 50 time steps (T = 50s, ∆t =
1s) discretized by 900 fluid particles. Left: The Dirichlet boundary conditions are not fulfilled when
simultaneously trained with the incompressible Euler equations. Right: Using a velocity projection
introduced by Berg and Nystro¨m [2018], the problem is solved exactly even on arbitrarily distributed
discretization points (empty circles). The pressure is projected onto a background mesh using the linear
interpolation method scipy.interpolate.griddata() in python 3.
3.2 Contact with rigid walls
The velocity projection introduced in the preceding section ensures the fulfillment of Dirichlet boundary
conditions for particles that belong to the boundary. However, it does not prevent fluid particles from
crossing the boundary in the case of large deformations as occurring in the dam break example of section
4.2. An additional algorithm to treat the contact of the fluid with a rigid wall is required. We choose
the penalty approach which can be regarded as an artificial volumetric spring force f ic . The elongation
of the spring is the signed gap gi between the prescribed boundary position x¯ and the predicted current
IRK stages of the position xi. It is penalized by the parameter εc:
f ic = εc g
i a
(
gi
)
n, gi =
(
xi − x¯) · n (23)
The vector n is the outer surface normal. The spring is only active, when a particle has crossed a
boundary. This is modeled by an activation function a
(
gi
)
which takes values in the range from 0 (no
contact) to 1 (contact):
a
(
gi
)
= 0.5
(
1 + sign
(
gi
))
=

0 if gi < 0
0.5 if gi = 0
1 if gi > 0
(24)
For further information on the penalty method and contact mechanics, the reader is referred to standard
text books, e.g. Wriggers [2008].
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Figure 4: Setup of the sloshing test case. In the present work, the geometry is defined by w = h = 1 m
and a = 0.01 m. The density of the liquid is ρ = 1 kg/m3 and the gravity acceleration g = 1 m/s2.
4 Numerical Results
The performance of the Neural Particle Method is illustrated by means of numerical examples. To
demonstrate its excellent conservation properties, free sloshing oscillations in a container are simulated
for the inviscid case. Both small and large amplitude sloshing can be displayed. The classical dam break
test case is simulated until the fluid hits the opposite wall. The simulations are in excellent agreement
with experimental results reported in the literature.
4.1 Inviscid free sloshing
Sloshing in an open container of unit width w and unit height h is considered. The fluid has unit density
and is subject to gravity of a unit magnitude. Initially, the surface elevation η of the fluid follows a sine
profile with amplitude a:
η (x) = h− a sin
( pi
w
(
x− w
2
))
(25)
The normal velocity to the side and bottom walls is equal to zero as well as the pressure on the fluid
free surface. The geometry and the boundary conditions are graphically summarized in figure 4. This
test case is especially interesting because for small sloshing amplitudes an analytical solution exists. It is
widely used as benchmark test case in the literature, see e.g. Ramaswamy [1990], Radovitzky and Ortiz
[1998], Braess and Wriggers [2000] or On˜ate et al. [2004]. In order to evaluate the conservation properties
of the method, the total energy of the system is observed. The specific total energy is comprised of a
pressure, a kinetic and a potential contribution:
Etot = p+
1
2
ρv2 + ρ g h (26)
In order to study the conservation properties of the NPM, small amplitudes a = 0.01 m are considered
first. Unless otherwise stated, the spatial discretization consists of 900 nearly equi-spaced points where
12
Figure 5: Constant network layout - variable time step: Amplitude-time diagram for the inviscid
sloshing test case with different time steps. The network layout used in all simulations consists of 2
input neurons, 2 hidden layers with 60 neurons each and 62 output neurons, i.e. q = 20 IRK stages.
This corresponds to the layout 1 from table 2.
Figure 6: Constant network layout - variable time step: Energy-time diagram (left) and kinetic
energy-time diagram (right) for the inviscid sloshing test case with different time steps. The network
layout is the same as in figure 5.
Figure 7: Constant time step - variable network layout: Amplitude-time diagram (left) and kinetic
energy-time diagram (right) for the inviscid sloshing test case with different number of IRK stages for a
large time step ∆t = 1s. The labels 1 and 2 correspond to the different network layout summarized in
table 2.
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Figure 8: Inviscid sloshing with high amplitude a = 0.2 m at T = 0 s, 1.9 s, 3.7 s, 5.7 s (from left to
right).
the height coordinate of all inner and surface particles is shifted according to the surface elevation (25).
Constant network layout - variable time step
To investigate the convergence of the method with respect to the temporal discretization, the network
layout is kept constant. It consists of 2 input neurons, 2 hidden layers with 60 neurons each and 62
output neurons, i.e. s = 20 IRK stages. The first 14 sloshing amplitudes for the inviscid case are plotted
in figure 5 for different time step sizes ∆t ∈ [0.1, 1] s. When looking at the energy-time diagram in
figure 6, it is observed that the energy is only conserved for the small time step ∆t = 0.1 s. For a large
time step ∆t = 1 s, artificial damping becomes dominant and the amplitude decays rapidly. Whilst the
variation in pressure and potential energy is below 1% in all cases, the kinetic energy is significantly
decaying. Next, it is examined whether the restrictions on the time step size can be relaxed if more
hidden neurons are added to the network.
Constant time step - variable network layout
Different network architectures summarized in table 2 have been examined in combination with a
large time step ∆t = 1 s. The computed amplitude as well as the kinetic energy of the system are
plotted in figure 7. It is found that increasing the number of IRK stages and the complexity of the
neural network does not overcome the restrictions on the time step size. This result is in sharp contrast
to the the findings of Raissi et al. [2019], who presented the IRK integration method as a versatile
tool enabling the use of arbitrarily large time steps. This limitation is likely due to the underlying
assumption of the Updated Lagrangian formulation on the spatial derivatives, namely the push-forward
operation using the incremental deformation gradient:
∂•
∂xn+1
≈ ∂•
∂xn
∆F−1, ∆F =
∂xn
∂xn+1
(27)
Note that the deformation gradient is a linear operator. It can be derived from a Taylor series expansion
of the displacement, see e.g. Spencer [2004]. The current position can be expressed in terms of the
position at time tn and the displacement increment between both configurations as ∆un+1 = un+1−un.
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Figure 9: Dam break simulation setup adapted from Ramaswamy and Kawahara [1987].
In differential form this yields to:
dxn+1 = dxn + d∆un+1
=
(
1+
∂∆u (xn)
∂xn
)
dxn +
∂2u (xn)
∂x2n
dxn ⊗ dxn + ...
= ∆Fdxn +
∂2∆u (xn)
∂x2n
dxn ⊗ dxn + ...
(28)
While generally higher order approximations are possible, these necessitate a meaningful definition of
the line increment dxn which is beyond the scope of the present work.
Sloshing at large amplitudes
The sloshing amplitude has been increased about twenty times to a = 0.2 m. The spatial discretization
consists of 100 fluid particles at each fluid boundary and 700 interior particles. All points are randomly
distributed. The network layout 1 from table 2 and a time step ∆t = 0.1 s are employed. For such
a large amplitude, additional waves are overlapping causing the wave to break. The numerical results
are displayed in figure 8. They are in good agreement with the results reported by On˜ate et al. [2004]
obtained with the Particle Finite Element Method.
label layout IRK stages
1 [2, 60, 60, 62] 20
2 [2, 100, 100, 100, 100, 100, 100, 152] 50
3 [2, 200, 200, 200, 152] 50
4 [2, 300, 300, 300, 300, 300, 300, 152] 50
Table 1: List of network layouts used for the results presented in figure 7.
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Figure 10: Comparison of measured and simulated evolution of the water front tip. The experimental
data is taken from Martin and Moyce [1952]. The training set consists of 20 particles per unit L. No
significant difference in results could be observed to the same simulations with 25 particles per unit L.
Figure 11: Simulation results at T = 0 s, 0.1 s, 0.2 s, 0.3 s (left to right). The results agree well with
those reported by Koshizuka and Oka [1996]. The time step is ∆t = 0.01 and the discretization consists
of 25 particles per unit L. Only a subset of the displayed points was used for training.
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Parameter Symbol Value
Gravity acceleration g 9.8 m/s2
Length L 0.146 m
Penalty parameter εc 10
7
Table 2: Parameter used in the dam break problem.
4.2 Dam break
The dam break example is a classical validation test case for Lagrangian fluid simulations, see e.g. Hirt
et al. [1974], Ramaswamy and Kawahara [1987] or Koshizuka and Oka [1996]. Tabulated experimental
data has been reported by Martin and Moyce [1952]. The geometry is sketched in figure 9. Note
that in this paper only the outflow of the water column has been simulated. In order to simulate
the fluids interaction with an opposite wall, an additional surface identification algorithm would be
required to ensure a correct imposition of the zero pressure boundary condition. This may be realized
for example with the alpha-shape technique which is based upon a Delaunay triangulation of the domain,
see Edelsbrunner and Mu¨cke [1994]. However, surface identification is beyond the scope of the present
work and only the outflow of the fluid is considered.
Beside the pressure boundary, special attention must be paid at the velocity boundaries to ensure a
proper imposition of the slip condition. In SPH, dummy particles with zero velocity are used to enforce
the boundary constraints. With a neural network as global ansatz, this boundary treatment corresponds
to a stick condition and is not feasible. But also the velocity projection (20) would result in zero velocity
at the container edges and result in a stick condition. To allow the fluid to slip along the container walls,
the velocity projection is relaxed. If the distance of a fluid particle to an edge falls below a threshold, the
particle is shifted along the wall in direction of the fluid motion. It then becomes part of the boundary
which is perpendicular to the original one. Note that a linear velocity projection (20)2 is used in both
spatial directions, where the width and the height of the domain are computed prior to each time step.
Figure 10 demonstrates an excellent agreement of the simulated fluid front tip evolution with the
experimental data reported by Martin and Moyce [1952]. Network layout 1 from table 2 has been
employed in all simulations. The results have been obtained on a equispaced discretization of 20 particles
per unit L. A refinement to 25 particles per unit L did not affect the results. The overall shape of the
collapsed water column in the time interval T = [0, 0.3] s plotted in figure 11 agrees also well with the
simulation results of Koshizuka and Oka [1996]. Only difference is the reduced wettability of the fluid
near the vertical wall. This may be due to the imposition of the zero pressure boundary condition on
the free surface, which is not updated in the absence of a surface identification algorithm as mentioned
above.
5 Conclusion
The Neural Particle Method (NPM) has been proposed as a versatile simulation tool for incompressible
fluid flow involving free surfaces. A feed forward neural network is chosen as spatial ansatz function for
the velocity and the pressure [Lagaris et al., 1998]. Boundary conditions are exactly fulfilled thanks to
the implementation of a boundary projection method introduced by Berg and Nystro¨m [2018]. For the
temporal integration, high order Implicit Runge Kutta (IRK) methods are applied [Raissi et al., 2019].
The inviscid, incompressible Euler equations were formulated in an Updated Lagrangian frame. The
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NPM computes the pressure that accurately fulfills the incompressibility constraint while topological
restrictions on the discretization are not required. This superior behavior is in sharp contrast to state
of the art numerical methods which easily fail when it comes to disordered particle configurations. The
conservation properties of the method were demonstrated in a sloshing test case. Additionally it was
shown that the method performs well even for large sloshing amplitudes.
Although high order IRK methods were used, the admissible time step size for the problems at
hand is limited. In the Updated Lagrangian framework, spatial derivatives are pushed into the current
configuration with an incremental deformation gradient. However, the latter is only a linear operator
which restricts the time step size. In order to exploit the full potential of the IRK integration, future
work should focus on a relaxation of the time step constraint originating from the linear deformation
map.
6 Data availability
Upon acceptance of this manuscript for publication, the code for the numerical examples from section 2
and 4 will be made publicly available through a gitlab repository.
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