We associate a set of half integral weight forms to an integral weight newform of odd level. We prove an explicit identity relating the central values of the twist L-functions of the newform to the Fourier coefficients of the half integral weight forms.
Introduction
Let e(z) = e 2πiz . Let S 2k (N ) be the space of weight 2k, level N cusp forms. Let f (z) = ∞ n=1 a(n)e(nz) ∈ S 2k (N ) be a newform. We will assume N is odd. For D a fundamental discriminant, define the twisted L-functions
(1.1)
The prototype of such a statement is given in [KZ] , where the case N = 1 is treated. Associated to f (z) of level 1 is a one-dimensional space of weight k + 1/2 and level 4 forms g(z) = ∞ n=1 c(n)e(nz), such that for all fundamental discriminants D,
Here κ = 1 when (−1) k D > 0 and 0 otherwise. The situation for forms of higher level is not as simple. For example when N = p is an odd prime, Kohnen [K1] associates to f (z) a one-dimensional space of forms g (z) , where Eq. (1.2) holds only for the fundamental discriminants D satisfying ( D p ) = p where p is the AtkinLehner eigenvalue. This restriction is removed in [BM] , where another one-dimensional space of weight k + 1/2 forms is associated to f (z), whose Fourier coefficients satisfy (1.2) for the fundamental discriminants D satisfying ( D p ) = − p . This result allows one to develop an algorithm to compute L(f, D, k) for f (z) of prime level [MTV] . Now let f (z) be of arbitrary odd level. We will first attach to f (z) a set of one-dimensional spaces S + (f, χ, S) (Theorem 1.3), where each space consists of forms g(z) that are Shimura correspondences of f (z) in a generalized sense. The set of fundamental discriminants is partitioned into finitely many subsets Δ η,S . For each subset Δ η,S we associate one S + (f, χ, S) such that for g(z) ∈ S + (f, χ, S) and D ∈ Δ η,S the formula (1.2) holds with some explicit constant κ (Theorem 1.4). Some examples of g(z) can be found in [PT] .
The spaces S + (f, χ, S) are dependent on a choice of character χ of (Z/N ) × . To remove this inconvenience, we associate a canonical set of forms g f,±,δ to f (z), which are in the space of cusp forms for the congruence group Γ 1 (4N 2 ). The set of fundamental discriminants coprime to N are partitioned into finitely many subsets Δ ±,δ . We then prove the formula (1.2) for g = g f,±,δ and D ∈ Δ ±,δ with an explicit constant κ (Theorem 1.5). It is an interesting question to find an algorithm for the computation of Fourier coefficients of g f,±,δ .
Generalized Shimura correspondence
Let M be an odd positive integer and χ be a character of (Z/M) × . Let χ be the unique even character of (Z/4M) × associated to χ through the isomorphism (Z/4M) × ∼ = (Z/4) × ×(Z/M) × . We denote by S k+1/2 (4M, χ) the space of weight k +1/2, level 4M cusp forms with character χ . The Hecke operators for S 2k (N ) and S k+1/2 (4M, χ) are defined as follows:
• for f (z) ∈ S 2k (N ) and Since f (z) is a newform, we have T p (f ) = a(p)f when (p, N ) = 1. The usual definition of the Shimura correspondence [Sh] associates to f (z) in S 2k (N ) forms g(z) in S k+1/2 (4M, 1) for some odd integer M, such that g(z) is a Hecke eigenform with T p 2 (g) = a(p)g whenever (p, 2N) = 1. However this definition is too restrictive to get the relation for all values of L (f, D, k) . Working under this restriction, one can only get a formula for a fraction of all fundamental discriminants, for a fraction of the newforms of odd level (see [K1,K2] ).
Let T be the set of prime divisors of N and N = l∈T l. Let χ be a character of (Z/N ) × ; let (χ) = χ(−1). We denote the l-primary component of χ by χ (l) . Let M be an odd integer with the same set of prime divisors T and ∈ {±1}. We consider the space S k+1/2 (f, 4M, χ, ) of forms g(z) ∈ S k+1/2 (4M, χ) satisfying:
(p)g(z) with λ(p) = χ (p)( (−1) k p )a(p). (f (z)
is the Shimura correspondence of g(z) in a bit generalized sense; in the usual definition = (−1) k and χ is trivial.)
Minimal level
We determine the lowest level M where this space S k+1/2 (f, 4M, χ, ) is nonzero. To simply the situation, we only deal with the q.t. primitive newforms. For l = 1, we define 
l )Dl, k) (see Lemma 2.11). In the following we will define subsets T + 1 (χ), T + 3 (χ) and T − 3 (χ) of the set T of prime divisors of N . When χ is fixed we write drop the reference to χ in the notation for these subsets. We will set N(χ) = N l∈T
i with m i being positive integers. We partition T into three subsets:
be the Atkin-Lehner involution at the prime l i and l i = l i (f ) = ±1 be the its eigenvalue. Let l (f ) and l (f l ) be the Atkin-Lehner eigenvalues of f and f l at a prime l|N . Let T p 3 be the set of primes l in T 3 such that l (f l ) = (
3 . Let T be the set of l ∈ T p 3 with l 2 N . For l ∈ T , we will associate a nontrivial character ξ f,l of (Z/l) × in Section 2.
We define T + 1 to be the set of primes l ∈ T 1 where χ (l) is nontrivial. Let T + 3 to be the set of l ∈ T s 3 such that χ (l) (−1) = l (f ). We let T − 3 to be the set of primes l ∈ T where
Our first claim is:
Let e(χ) = (−1) k (χ) . When χ is fixed we write e for e(χ). We give a more detailed descrip-
We will only deal with the case of characters χ where T + 3 is empty, as these are the only cases needed for the formula on L(f, D, k) and if T + 3 is not empty, N(χ) will be larger. Assume T + 3 is empty. If moreover the condition (3) in Theorem 1.1 is satisfied, we get χ (l) (−1) = l for all l ∈ T 3 . The Fourier coefficients of g(z) ∈ S(f, χ) vanish at many places. We have:
We will let T χ to be the set (
The proposition can be restated using the operator R l . We extend the definition of R l to half integral weight forms in the obvious way. If
Let S be a subset of
It is the space of
Theorem 1.3. Let χ be a character of (Z/N ) × and χ (l) 
Let g f,χ,S (z) be a generator of S + (f, χ, S). Thus we associate to f a set of half integral weight forms g f,χ,S . In [U] , Ueda defined the set of newforms in the space of weight k + 1/2 forms of level 4N , with N odd. One can show that there is no newform in S(f, χ) when T + 3 is not empty. When T + 3 is empty, the generators g f,χ,S (z) of S + (f, χ, S) are newforms.
Explicit formula for
The previous works in [KZ, K1] and [K2] considered the case when η(l) ≡ 1 for all l ∈ T 1 ∪ T 2 , with a further assumption that l = 1 for l ∈ T 3 . Combined assumptions allow one to choose χ to be trivial in the above theorem, then the results of Kohnen-Zagier can be recovered as the S empty case of the above theorem. As here
The result in [BM] is the special case of the above theorem where T 2 ∪ T 3 is empty and χ is such that χ (l) is trivial whenever η(l) = 1. 
A canonical set of half integral weight forms
For practical purposes one may not want to fix a character χ and identify the set T with a, d ≡ 1 mod 4N and c ≡ 0 mod 4N . We associate canonically to f (z) a set of cusp forms for the congruence group Γ 1 (4N ) .
Fix a q.t. primitive newform f (z). For η ∈ {±1} |T 1 ∪T 2 | , χ ∈ Ξ(η, f ) and S ⊂ T 3 − T − 3 , for δ ∈ (Z/N ) × we obtain a form g f,χ,S,δ from g f,χ,S by setting the Fourier coefficients c(n) of g f,χ,S to 0 when n ≡δ mod N . It follows from Proposition 1.2 that g f,χ,S,δ = 0 when for some 
we have:
There are total φ(N ) pairs of ( ,δ) satisfying the condition in the theorem (φ is the Euler function). Note however the map g f, ,δ →δ is not necessarily a bijection to (Z/N ) × .
The author would like to acknowledge Waldspurger and Baruch whose previous works we rely heavily upon ([W1, W2, W3, BM] ). He also thanks the referee for carefully reading the manuscript and providing many helpful suggestions.
Notations
Q and R are fields of rational numbers and real numbers. Z is the ring of integers. We use p and l to denote prime numbers. Q p is the p-adic field with Z p as its ring of integers. A Q is the ring of adeles.
We fix an additive character ψ on A Q so that ψ = ⊗ψ v , where ψ ∞ (x) = e(x), and for v = p,
is Weil factor associated to the character ψ v and the quadratic form ax 2 [We, p. 19] (p) . When the local place is clear from the context, we will also use χ D instead of χ D,(p) .
Let μ be a character of Q × p . We use π(μ) to denote the principal series representation of
Let SL 2 be the two fold cover of SL 2 . Its elements have the form (g, ±1) with g ∈ SL 2 . We will use g to denote (g, 1). We useπ(μ) to denote the principal series representation of GL 2 (Q p ) induced from the character
The Peterson norm is defined as usual: If f is a cusp form of weight k
where z = x + iy and H is the upper half plane. When we say unique, we always mean unique up to a scalar multiple.
Q.t. primitive newforms
The concept of newforms in S 2k (N ) is introduced in [AL] . The work in [Ca] gives its interpretation in representation theory. A nice summary of the results can be found in [Sc] .
Let f ∈ S 2k (N ) be a new form. Then f determines a vector in the space of automorphic forms on
Then ϕ is a vector in the space of an irreducible cuspidal representation π = π f of GL 2 (A Q ), with trivial central character (thus of PGL 2 (A Q )). The representation π = ⊗π v , and ϕ = ⊗ v ϕ v can be described as follows:
(1) When v = ∞, π v is a discrete series representation with ϕ ∞ the minimal weight vector, with weight 2k. (2) When v is p-adic, then π p has conductor N Z p and ϕ v is the unique new vector fixed under K 0,p [Ca] . We can be more precise on the local components π p .
Lemma 2.2. Let π = π f be as above. Then:
When it is a special representation σ (χ All the above is an easy consequence of the formula for conductor of π v , see [Sc] for example. Now we consider the twist f l for l an odd prime. Recall the following result in [AL] .
Lemma 2.3.
(
The representations corresponding to f and f l has the following relationship.
Proof. By the strong multiplicity one theorem for PGL 2 , we only need to compare the local components of the two sides at p 2N . The component at left-hand side is π(μ 1 ) with
The component at right-hand side is π(μ 2 ) with μ 2 = μχ (
It follows from the quadratic reciprocity law that the right-hand sides of the above two equations are the same. As μ 1 and μ 2 are both unramified characters we get either μ 1 = μ 2 or μ 1 = μ −1 2 ; either way we get π(μ 1 ) = π(μ 2 ). 2 Lemma 2.5. The following are equivalent: 2 ), where χ is either trivial or χ τ with τ being a non-square unit in Z l . Thus π f,l is the type of representation described in (3). Thus (3) implies (2).
If f l is a newform in S 2k (N ) and π f has local component described as in (3) for some prime l, then its conductor is l 2 Z l , thus l 2 N . We consider f l . From Lemma 2.4 we get the local component of π f l ,l is either unramified or a special representation σ (χ 1 2 ), where χ is either trivial or χ τ with τ being a non-square unit in Z l . In either case the conductor of π f l ,l is not l 2 Z l , thus f l is not a newform in S 2k (N ). We get (1) implies (3).
The equivalence between (3) and (4) Proof. We only need to check the local components of π f l satisfies condition (4) in the previous lemma. This is clear from Lemma 2.4. 2
The following is the well-known relation between the Atkin-Lehner eigenvalues and the factors of π f [Sc] .
Lemma 2.7. For l|N , l = (π f,l , 1/2). Let ν be such that l ν N , and ϕ l be the new vector of π f,l ; we have
Recall the following definition in [W2] : for π an irreducible representation of We will be a bit more precise about the sets X + (π) and X − (π). From the corollary, we see that when l ∈ T p 3 , π f,l is a principal series representation; when l ∈ T s 3 , it is a supercuspidal representation. In particular when l ∈ T , π f,l = π(ξ ) for some character ξ . As the conductor of π f,l is l 2 Z l when l ∈ T , we see ξ is trivial on 1 + lZ l (see [Sc] ). Restricting ξ to Z × l gives a character ξ f,l of (Z/l) × mentioned in the introduction. The character ξ f,l can be introduced without resort to representation language. Given g(z) = b(n)e(nz) and a character χ (l) of (Z/l) × , we define g χ (l) (l) (n)e(nz) . Similar to Theorems 4.3 and 4.3 in [A-Li], ξ f,l is the unique character χ (l) 
Lemma 2.9. When p is odd and π is a supercuspidal representation of PGL
We now consider the L-values. In [BM] , we observed the following relation between the values
From (2.3) and (2.4) we get Lemma 2.11.
(2.5)
Shimura correspondence by Waldspurger
Assume k is a nonnegative integer. Let M be a positive odd integer. Let S k+1/2 (4M, χ) be the space of holomorphic cusp forms of weight k + 1/2, level 4M and character χ . The functions in the space satisfies [W2] :
Given g(z) above defineφ = t (g), which is a function on SL 2 (A Q ) that is continuous and left invariant under SL 2 (Q) and satisfies:
where y > 0, x ∈ R and −π < θ π . By the strong approximation theorem for SL 2 , we see t (g) is unique.
Recall for an irreducible representationπ v of SL 2 at a local place v, the definition of the central character ω (π v 
Proof. The fact about central character follows from the description of the map t given in [W2, Chapter III(B) ] (see also [BM] and the next section). Assumeπ = ⊕π i of irreducible representations. Then the condition (C1) says thatπ i all lie in the same near equivalence class. By the strong multiplicity one theorem [W3] , there is a unique representation in a near equivalence class with a given central character. By the multiplicity one theorem there is one representation in the above sum andπ is irreducible. 2
Next we describe the representationπ(f, , χ) by the theta correspondence. Recall we have fixed a character ψ of A Q . In [W1] the theta correspondencesπ = Θ(π, ψ) and π = Θ(π, ψ) are defined between an irreducible cuspidal representation π of PGL 2 and an irreducible cuspidal representationπ of SL 2 . The properties of these correspondences are summarized in Section 3 of [BM] . In particular associated to π is near equivalence class {π} satisfying π = S ψ (π) for allπ in the class, where S ψ (π) = Θ(π, ψ D ) ⊗ χ D for any D such that π has ψ D -Whittaker model. One can also define the map S ψ locally in a similar fashion.
Proposition 4 of [W2] says:
From the description of the near equivalence class [BM] , we see ifπ is such that
Thus the local components ofπ at a place v is one of possibly two representations:π 
the local components at l ofπ is one of the representations in the set
{π ± f, ,l }. (3) l∈T ∪{2,∞} ω(π l ) = 1.
Conversely anyπ with local component given by conditions (1), (2), (3) is an automorphic representation with S ψ (π)
Proof. In case 1, the local representation π f,p = π(μ p ) is a principal series representation, thus (p) (−1) ; also χ ,(p) (−1) = 1 when p = 2 and χ ,(2) (−1) = e. When p / ∈ T , μ is unramified we get μχ ,(p) (−1) = 1 or depending on whether p = 2; when l ∈ T p 3 , since μ(−1) = (π(μ)) = l (f ) by Lemma 2.7, we get the claim on central characters. The assertion on case (2) is clear. The assertion (3) follows from assertion (1) and the fact that the global character is trivial. The last assertion follows from [W3, Lemma 40] . 2
The lemma imposes some compatibility condition on χ , and the Atkin-Lehner eigenvalues l = l (f ):
Proof. In this caseπ =π(f, , χ) has the infinite componentπ ∞ =π + f, ,∞ being a holomorphic discrete series. The compatibility condition follows from the above lemma and the fact that ω(π ∞ ) = (−1) k . The description of local components at l ∈ T − T p 3 follows from the result on central character in Lemma 3.1. 2
When l ∈ T p 3 or T 1 , π f,l is a principal series or special representation, we can be a bit more precise aboutπ ± f,e,l [W3] :
We calculate the sign e l = χ (l) (−1) (π f,l ⊗ χ e , 1/2) for l ∈ T − T p 3 . From (2.2), (π f,l ⊗ χ e , 1/2) = ± l when e ∈ X ± (π f,l ). From the description of X ± (π f,l ) in Lemmas 2.8 and 2.9, we get:
We remark also that the representationπ(f, χ) can be defined without assuming S k+1/2 (f, 4M, χ, e) is nonzero. From the argument for Corollary 3.4, we get: 
Representation and level
Let M = l∈T l ν (l) . From Proposition 3 of [W2] , the intersection of t (S k+1/2 (4M, χ)) with any irreducible cuspidal representationπ =π ∞ ⊗ pπp is a subspace V spanned by vectors ⊗φ v where (see [W2, Chapter III] or [BM] ).
(1) At ∞,φ ∞ is the minimal weight vector ofπ
(2) At 2,φ 2 is a vector in a two-dimensional subspace ofπ + f,e,2 (see [BM] , the Kohnen vector which lies in this space is also defined in [BM] (ν, χ (l) ) of vectors v satisfying:
We will describe the spaceπ l (ν, χ (l) ) for various cases of the representationπ l and the integer ν. In Assertion 7 of [W2] , a Kirillov space K(π l , χ (l) ) is associated to any irreducible
Such a space is not unique. Let Q (l) ).
The following is a special case of Propositions 6 and 11 in [W2] .
Proposition 4.2. Givenπ an irreducible admissible representation of SL 2 (Q p ) with p an odd prime, let μ be a character with μ(−1) = ω(π) and trivial over
1 + pZ p , let m(π) be such that the conductor of S ψ (π) ⊗ μ is p m(π) Z p . Let V (n, μ) be the subspace of K(π, μ) spanned by {α[δ] | δ ∈ Q × p (π), 0 v p (δ) n − sup(2, m(π))}.
Thenπ(n, μ) is the direct sum ofπ(1, μ) and V (n, μ). Moreover when m(π) >
When m(π) 1, we have the following cases:
(1) S ψ (π) = π(μ 0 ) with μ 0 μ unramified or μ 0 μ −1 unramified or both.
(2) S ψ (π) = σ (μ 0 1/2 ) with μ 2 0 = 1 and μ 0 μ being unramified.
The spaceπ(1, μ) is described in [W2, pp. 424-426] . We now specialize to our situation and describe the spaceπ l (ν, χ (l) ) for all l ∈ T and positive integer ν. (ν, χ (l) ).
Case 2. When l ∈ T p 3 , π f,l is a principal series representation π(μ). Thenπ l =π(μχ e,(l) ). As ω(π l ) = μ(−1),π l (ν, χ (l) ) = {0} if μχ (l) (−1) = −1.
(i) If μχ (l) and μχ −1 (l) are both ramified, then m(π l ) > 1 and the proposition gives a complete description ofπ l (ν, χ (l) ). Note then l ∈ T 3 − T − 3 .
(ii) If μχ (l) or μχ −1 (l) is unramified. As from our assumption that f (z) is a q.t. primitive newform, we know these characters can not be both unramified. Since π(μ) = π(μ −1 ), we will assume μχ −1 (l) is unramified. From p. 424 of [W2] case (2)(b), we getπ (1, χ (l) ) is spanned by the characteristic function of Z l − {0}. We note in this case χ (l) is nontrivial, and l ∈ T − 3 . Case 3. When l ∈ T 1 , then π f,l is the special representation σ (χ τ 1/2 ) where τ is a unit in Z × l . From Lemma 3.5 we getπ l is either r − ψ τ orσ (χ τ 1/2 ) with τ a unit.
(i) In the case whereπ l = r − ψ τ , we get ω(π l ) = −1. Thus when χ (l) is even, the spacẽ π l (ν, χ (l) (l) ) is completely described by the proposition.
(ii) In the case whereπ l =σ (χ τ 1/2 ), we get ω(π) = 1. When χ (l) is odd,π l (ν, χ (l) ) is {0}. When χ (l) is even and not trivial, as in the previous caseπ l (1, χ (l) 
is spanned by one vector t 2 defined on p. 425 case 4 of [W2] . The same vector is also defined in [BM] .
We end this section by the following description of Q × p (π) [W2] :
Proof of the results

Proof of Theorem 1.1
The necessity of conditions (2) and (3) in Theorem 1.1 is established in Corollary 3.4. On the other hand if conditions (2) and (3) are satisfied, from Corollary 3.7 there is a cuspidal representationπ =π(f, χ, e) such that t (S k+1/2 (f, 4M, χ, e)) is the intersection of t (S k+1/2 (4M, χ)) andπ . Assume M = l∈T l ν l . Then S k+1/2 (f, 4M, χ, e) = {0} if and only if at l ∈ T , we haveπ l (ν l , χ (l) ) = {0}. (1, χ (l) ) is one-dimensional. (iii) When l ∈ T 2 , then from case (1) of the previous section, we getπ(1, χ (l) ) = {0}. From Proposition 4.2, Lemmas 2.8, 2.9 and 4.3, we getπ(ν, χ (l) ) = {0} when ν < ν l (N ), and π(ν l (N ), χ (l) ) is the one-dimensional space generated by α[δ] where δ is a unit in
, then from case (1) of the previous section, we getπ(1, χ (l) ) = {0}. From Proposition 4.2, Lemmas 2.8, 2.9 and 4.3, we getπ (ν, χ (l) 
, then from case (1) of the previous section, we getπ(1, χ (l) ) = {0}. From Proposition 4.2, Lemmas 2.8, 2.9 and 4.3, we getπ(ν, χ (l) ) = 0 when ν ν l (N ), and π(ν l (N ) + 1, χ (l) ) is the two-dimensional space generated by
, then from case (2)(i) of the previous section, we getπ(1, χ (l) ) = {0}. From Proposition 4.2, Lemmas 2.8 and 4.3, we getπ(ν, χ (l) ) = {0} when ν < ν l (N ), and π(ν l (N ), χ (l) ) is the two-dimensional space generated by (2)(ii) of the previous section, we getπ(1, χ (l) ) is onedimensional.
Our claim then follows from the definition of N(χ). 2 Theorem 1.1 follows immediately from the above lemma. We note the proof and the discussion on Kohnen vector in [BM] also gives a basis of t (S + (f, χ) ). 
where τ is a non-square unit in Z l . (6) When l ∈ T χ ,φ l is the unique vector inπ l (1, χ (l) ).
Proof of Proposition 1.2
The proof of Proposition 1.2 uses the following lemma: Proof. Note c(n) is a constant multiple ofW n (φ) whereφ = t (g) andW n is the global ψ nWhittaker functional ofπ . As the global Whittaker functional factors into a product of local Whittaker functionals, we get if
, from Lemma 4.1, we seeL n (t (x)) = t (n) is a nontrivial local Whittaker functional. Sinceφ p (n) = 0 we get c(n) = 0. 2 Proof of Proposition 1.2. We show the vanishing ofφ l (n) in several cases when t (g) is a vector as described in Lemma 5.2.
When l | n for some l ∈ T − T χ , cases (3), (4) 
From Lemmas 5.3 and 3.6, we get c(n) = 0 if ( en l ) = − l χ (l) (−1) . (1, χ (l) ). The description of Q Thus condition (C3) determines the local componentφ l for l ∈ T 3 − T − 3 . We get S + (f, χ, S) is one-dimensional.
We supplement Lemma 5.2 with the following description of g f,χ,S .
Lemma 5.5. Let g(z) = g f,χ,S , then t (g) = ⊗φ v , where
Proof of Theorem 1.4
It is clear with the choice of χ , T + 3 is empty and condition (3) of Theorem 1.1 is satisfied. Thus g f,χ,S is defined through Theorem 1.3. The local components of t (g) =φ = ⊗φ v are given by Lemmas 5.2 and 5.5.
We compute for D ∈ Δ η,S the local factors of π f,v ⊗ χ D :
Proof. Case (1) is true because π f,∞ ⊗ χ D ∼ = π f,∞ . Case (2) follows from (2.2) as X − (π f,p ) is empty. In case (3), when l ∈ T 3 , D ∈ X + (π f,l ) by Lemmas 2.8 and 2.9; we get the identity since χ (l) (−1) = l . When l ∈ T 1 ∪ T 2 , and D is a unit, we have D ∈ X + (π) if and only if ( (l) (−1) [Sc] , and χ (l) (−1) = 1. In all cases we get the lemma. 2
From the lemma,
Thus when sgn(D) = e, the epsilon factor
The proof of the identity (1.2) is similar to the proof of Theorem 10.1 in [BM] . We start with Theorem 4.3 in [BM] and the formula:
where
Here we use the notations in [BM] . ϕ andφ are vectors in π f andπ =π(f, χ); W ϕ andW |D| ϕ are the (ψ |D| ) Whittaker coefficients; ϕ and φ are Petersson norms; and
with L v andL D v being fixed local Whittaker functionals and the local norms given by [Sc] . As the linear form L l is just evaluation at 1, we get
and 0 otherwise. Thus we get
We next consider the case ofφ l when l ∈ T − 3 . In this caseπ l =π (μχ e,(l) ) is a principal series for some character μ of Q , then we get Φ(a) equals the characteristic function of Z l . In Section 8 of [BM] , we give an explicit formula of φ l using Φ(a) (Eq. (8.5) of [BM] ):
On the other hand Eq. (8.3) in the same section gives:
Thus we get from (5.1) and (5.11)
we get the identity (1.2).
Proof of Theorem 1.5
Before we prove Theorem 1.5, we prove a middle step. Let η, χ be as in Theorem 1.4. Let S ⊂ T 3 . We can define the subset of fundamental discriminants Δ η,S as in the introduction. Let S + (f, χ, S) be the subspace of S k+1/2 (4N , χ) satisfying the conditions (C1), (C2) and condition (C3) for all l ∈ T 3 , and moreover for l ∈ T 1 , R 2 l (g) = g. Let N = l∈T l ν l (N ) . From discussion in Section 4, we see
is spanned by vectors ⊗φ v whereφ v is a uniquely determined vector when v = ∞ or v = p 2N ; ϕ 2 lies in a two-dimensional space and for l ∈ T 2 ∪ T 3 ,φ l lies inπ l (ν l (N ), χ (l) ), for l ∈ T 1 ,φ l lies inπ l (2, χ (l) ).
With our assumption in the theorem, T
The proof of identity (5.14) is identical to that of (1.4). We have less cases to consider. In fact for l ∈ T 2 ∪ T 3 , we have from Lemmas 5.7 and 5.8
Taking into account of the formulas (5.10) for L(π f,l ⊗ χ D , 1/2) when l ∈ T 1 , we get (5.14) from (5.1). 2 From (5.13), we get
(5.15)
For a fixed η we let Proof. From Proposition 1.2 and conditions in Theorem 5.10, we see the Fourier coefficients of g f,χ,S is supported on the square class ofδ f,η,S in (Z/N ) × . Thus we get the first claim. Now let χ 1 , χ 2 ∈ Ξ(η, f ). Assume t (g f,χ 1 ,S ) and t (g f,χ 2 ,S ) lie in the representationsπ andπ . Thenπ andπ are in a near equivalence class by Lemma 3.2. As χ 1,(p) (−1) = χ 2,(p) (−1) for all primes p, we getπ p andπ p has the same central character. By the strong multiplicity theorem [W3] ,π =π .
Let t (g f,χ 1 ,S ) =φ = ⊗φ v and t (g f,χ 2 ,S ) =φ = ⊗φ v , thenφ andφ both lie in the space ofπ . At l ∈ T , we will use the Kirillov model K(π l , χ (l) ) forπ l . Then use the description of Kirillov models in [W2] and follow the proof of Theorem 5.10, we get for some nonzero constant γ (we need this constant since both g f,χ 1 ,S and g f,χ 2 ,S are defined up to a scalar multiple):
(1) When v = ∞, we have γφ ∞ =φ ∞ ; when v = p N , we haveφ v =φ v . Proof of Theorem 1.5. Let χ be a character as in the theorem, there is a unique η so that χ ∈ Ξ(η, f ). It follows from (5.17) that for any χ ∈ Ξ(η, f ) and S ⊂ T 3 , g f,χ,S χ ,δ is either 0 or a nonzero multiple of a fixed form independent of χ . From the first claim of Lemma 5.12, that form will be 0 if ( δ l ) = l η(l) for some l ∈ T 1 ∪ T 2 . We now consider the pairs (η,δ) so that for all l ∈ T 1 ∪ T 2 we have ( δ l ) = l η(l). It is clear that (η,δ) → ( ,δ) through Eq. (5.16) is a bijection between the pairs (η,δ) satisfying the above relation and the admissible pairs ( ,δ). For an admissible pair ( ,δ) and the associated pair (η,δ) under the bijection, we let g f, ,δ = t −1 (φδ) whereφδ is the vector defined in the above lemma, with any choice of χ 1 in Ξ(η, f ). The lemma says that g f, ,δ is then uniquely determined. Moreover given any χ as in the theorem, we can associate an η thus an , so that g f,χ,S χ ,δ is a multiple of g f, ,δ when ( ,δ) is admissible; it is 0 when ( ,δ) is not admissible.
Clearly g f, ,δ is a cusp form. To see the invariance under Γ 1 (4N ) , we need to check the following property: for all l ∈ T , α 0 [δ] is fixed under the action of K 1 (N ) the group of 
