Abstract. We generalize the de nition of the symmetric algebra of a vector space in order to de ne noncommutative symmetric algebras of two-sided vector spaces. Not all two-sided vector spaces have noncommutative symmetric algebras; the ones that do are called admissible, and conditions for admissibility are given. Further, for some classes of admissible two-sided vector spaces, the skew elds of fractions of their noncommutative symmetric algebras are computed. The 0-degree components of these skew elds correspond to function elds of certain noncommutative ruled surfaces, and hence allow us to determine birational equivalence classes for such surfaces.
where I is the ideal of T(V ) generated by all elements of the form x y ? y x for all x; y 2 V . The algebra S(V ) is thus a commutative k-algebra.
We wish to generalize the notion of a symmetric algebra to noncommutative situations. To be precise, let E be a free k-bimodule; that is, E is a left k-vector space and a right k-vector space, but in general the left k-action and the right k-action will di er. Then we may still form the tensor algebra T(E) in the above fashion. However, constructing the symmetric algebra of E is more di cult, as there is no natural candidate for the ideal I in the above de nition.
The motivation for this comes from the study of noncommutative ruled surfaces P]. A noncommutative ruled surface over a smooth curve X can be described as form an O X (U)-algebra). However, looking at the sections over the generic point 2 X, the bimodule E is a rank 2 two-sided vector space over the function eld K(X) of X. Examining the noncommutative symmetric algebra at the generic point has two purposes: rst, it may give some information on the global structure S(E), and second, it provides a notion of birational equivalence of noncommutative ruled surfaces, by examining the \function elds" of the surfaces; that is, the degree 0 components of the skew elds of fractions of the algebras at the generic point.
In Section 1 we classify two-sided vector spaces into three classes, according to whether a certain 2 2 matrix has two, one, or zero eigenvectors over the base eld. In Section 2 we discuss the conditions determining whether a given two-sided vector space has an associated noncommutative symmetric algebra. Such two-sided vector spaces are called admissible, and admissibility conditions for two of the three cases described above are given. Essentially, a two-sided vector space is admissible if a certain 4 4 matrix has an eigenvector over the base eld, and we describe speci c conditions on the structure of the vector space for this to happen.
In Section 3 we compute the 0-degree components of the skew elds of fractions of some classes of noncommutative symmetric algebras. These 0-degree components are shown to be isomorphic to elds of fractions of Ore extensions of the base eld in one variable. These skew elds can be thought of as function elds of noncommutative ruled surfaces, and thus we have a description of the birational equivalence classes of certain types of such surfaces.
1. Two-sided vector spaces of rank 2
Throughout, let K be a eld with char K 6 = 2. Typically, K is the function eld of a smooth complex curve.
De nition 1.1. Let E be a K-bimodule; that is, E is a two-sided K-vector space.
We say that E is free of rank r if E is a rank r K-vector space when thought of as a left module and as a right module.
Let E be a free rank 2 K-bimodule. Choose a basis y; z for the left module K E, such that y; z is also a basis for the right module E K . Note that a generic left-basis y; z for E will satisfy this condition. We wish to analyze how the left and right actions of K di er.
For any 2 K, we may express right multiplication by in terms of left multiplication by elements of K. In particular: y = a( )y + b( )z z = c( )y + d( )z where a; b; c; d are functions from K to K. More generally, let us express an element of E as a 2-dimensional row vector, so that for any p; q 2 K, the vector ? p q corresponds to the element py + qz. Then we may express the above equations in matrix form:
On the left side of the above equation, the notation ? p q does not denote scalar multiplication of p and q by ; it instead denotes the right action of on the vector py + qz in the right module structure of E. However, the matrix multiplication on the right side of the equation is standard matrix multiplication over K.
If we let M denote the map from K to the ring of 2-by-2 matrices with elements in K (denoted K 2 2 ), which sends to the matrix
Lemma 1.2. M : K ! K 2 2 is a ring homomorphism.
In particular, the image of M is a commutative subring of K 2 2 . By Lemma 1.2, is it clear that the maps a; b; c; d are all additive: e.g. for all ; 2 K, a( + ) = a( ) + a( ): However, certainly it is not necessarily true that the maps a; b; c; d are ring homomorphisms. In fact, we have the following classi cation of the possible K-bimodule structures, based on the structure of the map M. Theorem 1.3. Let E be a free rank 2 K-bimodule. Then there exists a two-sided basis y; z of E, with the right action of K given by a ring homomorphism M : K ! Choose an arbitrary two-sided basis y; z of E, and let M : K ! K 2 2 be the ring homomorphism which describes the right K-action on E; that is,
We divide the argument into three cases, which correspond to the three cases in the statement of the theorem. 2. Admissibility of Rank 2 Bimodules Over K Recall that to form the symmetric algebra of a commutative rank 2 vector space E, we rst form the tensor algebra T(E), and then take the quotient S(E) = T(E) (x y ? y x) ; where the ideal (x y ? y x) is generated in degree 2 by all elements of the form x y ? y x. The degree 2 component of this ideal is a rank 1 subspace of the rank 4 vector space E E.
In the noncommutative case, since the left and right actions of K on E E di er, it is not necessarily true that the two-sided sub-bimodule (x y ? y x) will be a rank 1 free K-subbimodule of the rank 4 free K-bimodule E E. This is because the rank 1 left-K-vector space spanned by x y ? y x may be di erent than the rank 1 right-K-vector space spanned by x y ?y x. Thus, their span under both the left action and the right action will be larger than rank 1.
So in the noncommutative situation, we are content to nd any rank 1 subbimodule Q of E E. However, we still want the resulting quotient algebra T(E)=(Q) to be a domain, so we place an additional condition on Q:
De nition 2.1. Let E be a rank 2 free bimodule over K. We say that E is admissible if there exists a rank 1 free subbimodule Q (E K E) such that Q 6 = L M where L; M are rank 1 free subbimodules of E.
Note that since Q is a rank 1 vector space as both a left module and as a right module, then Q = Kx for some element x 2 E E, and similarly Q = xK.
To determine admissibility, we need to examine how the left and right actions di er on E K E. Let y; z be a xed left and right basis of E, and let M : K ! K 2 2 be the map describing the right action in terms of this basis. We compute (y y)
for an element 2 K. (Note: we will omit the tensor sign in our notation, so yy is shorthand for y y.) where M M is the \Kronecker composition" of M and M, de ned as
Theorem 2.2. Let E be a rank 2 free bimodule over K. Then E is admissible if and only if there exists an common eigenvector x of (M M)( ) for all 2 K, such that x 6 = x 1 x 2 for any x 1 ; x 2 2 E.
Proof. If there exists Q E E satisfying De nition 2.1, then Q = Kx = xK for some x 2 E E such that x 6 = x 1 x 2 for x 1 ; x 2 2 E. But this means that for any 2 K, x = ( )x for some automorphism of K. However we know that x = x((M M)( )); so we need that x((M M)( )) = ( ( ))x; in other words, x is an eigenvector of (M M)( ). And, since this must hold for all 2 K, we need that x is an eigenvector for all (M M)( ) where ranges over all of K.
An eigenvector x of (M M)( ) such that x 6 = x 1 x 2 for any x 1 ; x 2 2 E will be called an admissible eigenvector.
We now determine admissibility conditions for bimodules of each of the three cases described in Theorem 1.3. Theorem 2.3. Let E be a rank 2 free K-bimodule with two-sided basis y; z such that for all 2 K, where ranges over all elements of K. This algebra is an Ore extension in two variables over the eld K, and will be discussed further in Section 3. If a 2 = d 2 , then ? 1; 0; 0; ?q is an admissible eigenvector for any nonzero q 2 K. Let Q be the subbimodule of E E given by this eigenvector. Then Q is generated by y 2 ? qz 2 , and the skew where ranges over all elements of K. As in the case of Theorem 2.3 above, this is an Ore extension of the eld K in two variables; this will be further discussed in Section 3. In the special case where a is the identity on K, the ratio ab ba is equal to the constant 1 for any nonzero derivation b, and we get an admissible eigenvector has a common eigenvector x in E E for all 2 K, such that x 6 = x 1 x 2 for any x 1 ; x 2 2 E. 3. Birational Equivalence Classes Recall from commutative algebraic geometry: suppose X is a commutative projective scheme with homogeneous coordinate ring R. Then the function eld of X is the 0-degree component of the total eld of fractions of R. Also, two projective schemes are said to be birationally equivalent if their function elds are isomorphic. We make a similar de nition in the noncommutative situation. First, recall that a skew K-algebra is a ring A, together with a injective ring homomorphism K ! A.
K can then be thought of as the \scalars" of A. However, unlike the usual de nition of algebra, K does not have to be central in A, so the scalars have di erent left and right actions on A.
De nition 3.1. Let E 1 ; E 2 be admissible free rank 2 K-bimodules, with Q i E i E i rank 1 subbimodules, for i = 1; 2. Let We can use our classi cation of admissible rank 2 free K-bimodules described above to describe the birational equivalence classes. Some notation: let A be an algebra, an automorphism of A, and a (left-) -derivation of A: that is, satis es the identity (xy) = (x)y + (x) (y)
for all x; y 2 A. Then the algebra
where a ranges over all elements of A, is called a (left) Ore extension of A. If = 0 we will omit it from the notation and simply write A x; ], and if is the identity we will omit it and write A x; ]. We will also use the following standard results from noncommutative algebra:
Proposition 3.2 ( C, 9.3 3.3. Case (i) of Theorem 1.3. Let us consider a rank 2 two-sided K-vector space E of Case (i) of Theorem 1.3, whose right K-action is given by M( ) = a( ) 0 0 d( ) for some xed two-sided basis y; z of E. Then by Theorem 2.3, E is admissible if either ad = da or a 2 = d 2 .
Suppose ad = da, and Q is the rank 1 subbimodule of E E generated by yz ? qzy for some nonzero q 2 K. Then B = T(E)=(Q) is given by B = Khy; zi where ranges over all elements of K. Let C = K z; d], and extend a to an automorphism of C by a(z) = qz, hence a(z n ) = qa(q)a 2 (q) a n?1 (q)z n : (This shows that a extended as above is indeed an automorphism; the inverse is a ?1 (z n ) = (qa(q)a 2 (q) a n?1 (q)) ?1 z n ; since the coe cient is nonzero.) Then B = C y; a]. In particular, B has a left eld of fractions D, by Proposition 3.2. We then get the following corollary describing birational equivalence classes of noncommutative symmetric algebras in case (i) where ad = da. By Theorem 3.4, the birational equivalence classes of such algebras are in bijection with the isomorphism classes of K(t; ), where 2 Aut K. Corollary 3.6. Let E 1 and E 2 be two rank 2 free K-bimodules in Case (i) of In particular, D 0 does not depend on q. In addition, any algebra of the above type is birationally equivalent to an algebra described in Theorem 3.4. We can commute the z n past the constants, using the rule z = a( )z. This gives f(y; z) = Theorem 3.9 states that the birational equivalence classes of noncommutative symmetric algebras of the above type are in bijection with the isomorphism classes, as skew K-algebras, of K(t; ) where 2 Der K. More speci cally, this gives the following corollary regarding the birational equivalence classes:
Corollary 3.11. Let E 1 ; E 2 be two admissible rank 2 free K-bimodules in Case Note nally that an algebra from Case (i) is birationally equivalent to an algebra from Case (ii) only if K(t; ) = K(t; )
as skew K-algebras, for some 2 Aut K and 2 Der K. However, it is conjectured that the above algebras are isomorphic only if = id and = 0 (i.e. the commutative case). Also, algebras from Case (iii) are not yet understood; indeed, precise admissibility conditions in terms of the elements of the matrix M( ) are unknown, and hence their elds of fractions have not been able to be computed.
