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Abstract 
A novel feature genes selection method is presented for detecting disease causal genes from gene expression profiles. 
In this paper, we take three steps and combine genetic algorithm, k-nearest neighbor and statistical test to detect the 
most important genes. Experiments on colorectal cancer gene-expression profiles prove the performance of our 
method. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1. Introduction 
Cancer derived from normal tissue’s gene mutation, including changing of base-pairs or sequence 
leading to the change of the normal distribution of the original gene. To detect DNA fragment fast and 
efficiently, DNA microarray was developed that is also called gene chip which could provide help to 
obtaining gene expression profiles. Gene expression profiles can be represented by a matrix or vector, in 
which the elements’ numerical size shows the level of expression. To identify the decision sample class 
from the thousands of genes measured from the DNA chip is not only the key to simplify experimental 
analysis, but also provide a shortcut to development of anticancer drugs. 
Golub [1] using SNR as measurement to the degree genes would contribute to sample classification, 
and selected 50 classification characteristics of genes from 7129 genes with the method of weighted vote 
as identification of ALL and AML of acute leukemia. Khan [2] introduced a sensitivity method, combining 
PCA (Principle Component Analysis) and artificial neural networks, and selected 96 classes of genes 
from 2308 genes to identify subtypes of Children's small round blue cell tumor. 
Gene expression data is a new type of data, who has features like high-dimensional, high-noise, 
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small sample, and relation among genes is complicated [3]. If a solo gene was detected along, without 
considering the correlation, the calculation would be easy but risky of losing important information or 
missing some critical genes [4], and lead to a bed result. On contrast, if the correlation is over considered, 
there will be combinatorial explosion of sets of the genes [3, 5]. 
Therefore, a novel genes selection method is raised. Firstly, filter the single-gene in the method of 
the joint statistical test with SNR. Secondly, considering the correlation, filter the genes again with hybrid 
genetic algorithm and K-nearest neighbor algorithm. Finally, filter the genes with a random algorithm to 
take the best classification ability of a subset of candidate feature genes as a collection of colon cancer 
gene.  
The experimental data in this article comes from Potential of colon cancer gene expression data 
sets[6], which is data of colon cancer, including 2000 genes, 62 tissue samples (22 normal, and 40 tissues 
of colon cancer). The data is after a process of cleansing, standardization and digital conversion. We use 
the mean value when met genes with duplication of name, and delete the genes without a name or with 
artificially added noise. At last, there are 1908 genes left. 
2. The feature genes research method 
It is generally believed that a training sample including at least 3-10 feature genes is needed when a 
good classifying model is under training [7]. In this article, we selected 5-30 feature genes with strong 
correlation from 2000, which is enough for classifying patients of colon cancer from normal. For the 
search for gene combinations is an NP-complete problem, violent search can’t not solve the problem. In 
summary, in the aspect of search of differentially expressed genes, a new framework is provided in this 
article, which includes initial filter, packet filter and fine filter. 
Initial threshold filter: characters of single gene have priority in this filter, and the genes will be 
selected by the combination statistical method and the threshold filter method. 
Packet filter: considering the correlation of genes, using the classifying result of k-nearest neighbor 
as the evaluation criteria, getting the genes collection  from  with the GA/KNN algorithm [8]. 
Fine choosing: For small-scale collection of genes , using the classifying result of linear SVM as 
criteria, getting 3 best combination collections of genes  which have the best classification results for 
the sample from collection , with exhaustive algorithm or Monte Carlo algorithm. 
The whole flow-process of the method of selecting feature genes as following chart: 
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Figure 1. Three layers methods for feature gene 
2.1 The procedure of initial filter 
Two methods are in parallel in the initial filter process. First, on a certain confidence level, each 
single gene will be detected by 3 statistical tests their diverse expression level to find out the genes which 
bring out significant difference in two kinds of sample and obtain their union  as the initial result and 
basis for the following research. Second, filter the measure criteria for a single gene’s amount of 
information with single-gene SNR threshold. 
To measure expression condition in different kinds of samples, statistical hypothesis test is simple 
and feasible. Possibility of difference distribution of each gene’s expression value in two kinds of sample 
is under test to decide if a gene has a different expression in those two samples. T-test, Wilcoxon rank 
sum test, Kolmogorov-Smirnov test, etc. will be used. The statistical hypothesis test is to detect the 
different expression a gene has in two samples, according to the statistics of the genes. Work out the 
value of confidence and set the confidence level to judge whether one gene belongs to the set which have 
expression of differentiation. T-test, Wilcoxon rank sum test and Kolmogorov-Smirnov test ranks from 
high degree of robustness to low. We get the union of the results of these three; take full advantage of 
them to evaluate genes. 
In the issue of measurement of how much a gene contains samples classified information, SNR 
indicator is adopted by Golub, etc. Then the SNR [1][9] of gene i displays like: 
                         (1) 
, is the mean value of expression in normal and cancer sample separately , ,  is the 
standard diversion. And the collection of genes  is defined as below: 
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(2)  
All the confidence level for the three test is =0.99; and threshold of SNR is 0.35; Solve the 
collection  as genes pool in the following step. There are 172 genes left. 
2.2 GA/KNN algorithm 
GA/KNN algorithm is a genetic algorithm with KNN calculated value as evaluation function. There 
is no difference between the GA/KNN algorithm and the general genetic algorithms in the encoding, 
selection, hybridization, mutation of process, and the improvement is using evaluated value generated by 
KNN algorithm as fitness function. Because the solution can be quickly got by GA algorithm, which is 
Overall second-best solution, and KNN algorithm is a nonparametric classifying algorithm, the influence 
of noise can be avoid to some extent. Therefore, the combination of these two algorithms can 
theoretically get a better result both in computational efficiency and effectiveness. 
GA/KNN algorithm flow chat is as below: 
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Figure 2. Genetic algorithm flowchart 
Encoding: the genetic algorithm encoding is to select m genes randomly from genes pool , thus a 
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gene string or coded chromosome is got. Showed like the chat, the genes selected are 
separately, the length of coded chromosome H is m, r coded chromosomes make up a 
population, and generate K population to parallel calculate. 
Fitness function: the fitness evaluation to each coding is defined as classifying capacity of sample 
with KNN algorithm. KNN algorithm uses the set of genes as classification features, classifies the sample 
and returns a value of c class. The evaluation to coding H is as below: 
     (3) 
In this fitness function, the evaluation method of KNN algorithm is: if the number of genes to be 
studied is N and q is a number of genes in a very subset (q<<N). 
Define ,  is the value of No. i gene’s expression in No. m 
sample, therein m=1… M. Distance between each sample (Euclidean distance or other) calculated in 
KNN algorithm is represented by . There are K Euclidean distance between a sample and its neighbors 
in the q-dimensional that can use. When K is relatively small, such as 3 or 5, the result of classification is 
better. In typical KNN classifier, an unknown sample will be classified to the group who has the nearest k 
aims. The condition can even be set harder, like demanding k nearest neighbor to judge if the aim belongs 
to this class. 
Selection, hybridization and mutation process: When the fitness of coding is defined, select the 
coding of the k highest fitness in each population after iteration, constitute optimal genetic set of the K set 
in each iteration, substitute the k lowest fitness encoding in each populations. The codes un-substituted 
stay in the population the same. When the selection completed, the k optimal codes are kept, and to be 
hybridized with the left ones in roulette principle. In the mutation process, the random mutation operator 
is used to replace a value at a location of the code randomly. 
Stopping criteria: the criteria when a population stops evolving may be at least one code in it can 
reach the objective of fitness, and can be a certain number of iteration. It is thought code can classify most 
sample correctly, and achieve the goal of fitness. Generally speaking, it can be regard as achieve the goal 
when the rate of right classification over 90%. In the classification of genes, selection cannot be sensitive 
to extreme or occasional sample of data, and not asked to achieve the optimum solution, but the 
second-best solution, to avoid the over-fitting, and save computing time. 
Selecting the featured genes: when all population stop evolving, calculate the number of how many 
time each gene shows up in the coded chromosome, pick up the ones with highest number and that is 
selected by GA/KNN algorithm. 
2.3 Search optimum combination of genes 
On the base of genes pool which comes from the GA/KNN algorithm, the 10-fold cross-validation 
method is in use to substitute different combination of genes into a linear SVM classifier to get trained. 
The sample left is going through a test, to find out the combination of genes which could best divide the 
sample left. Because a relatively small combination of genes  can be get with GA/KNN algorithm, 
and the solution space is relatively small, the optimum solution could be obtain with exhaustive method 
under the circumstance where genes are not too many. Also because the solution space is relatively small, 
second-best solutions can be obtained with Monte Carlo and other stochastic algorithms. 
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3 Results and analysis 
In this article, we built a 3-layer gene-detecting model to search for the optimum combination of 
genes. 172 genes were picked out in the initial filter. Then 30 combinations of genes came from the 
GA/KNN algorithm, on which base less combination of genes is searched by exhaustive and Monte Carlo 
algorithms. 100% correct combinations are found in 5 genes’ combination, 10 genes’ combination as well 
as 20 genes’ combination separately. Due to limited space, 5 combinations of genes are listed in table 1, 
the others not listed. Though, a rate of 100% correct classification can’t necessarily demonstrate the 
ability of classifying. For the number of combinations far larger than the number of samples, there is 
possibility that non-related combination is selected due to occasional factor. To verify the results, we 
choose 5, 10 and 20 combinations from 30 genetic pools randomly in the GA/KNN algorithm, use the 
linear SVM 10-fold cross validation, and get a conclusion showed in table 2 and table 3. It is proved that 
the model is valid because the average accuracy rate from which the robustness of a model can be 
reflected all reach 80%. The computing efficiency need is satisfied by integrating the genetic algorithm as 
well. 
Table 1. The best combination of 5 genes cluster (classification accuracy 100%) 
EST 
name 
GBAN Region Description 
Hsa. 
21847 
X8137
2 gene 
H.sapiens mRNA for 
biphenyl hydrolase-related 
protein. 
Hsa. 
36665 
U3121
5 gene 
Human metabotropic 
glutamate receptor 1 alpha 
(mGluR1alpha) mRNA, 
complete cds. 
Hsa. 
2619 
X1496
8 gene 
Human testis mRNA for 
the RII-alpha subunit of 
cAMP dependent protein 
kinase. 
Hsa. 
34510 
H1092
5 3'UTR 
PIM-1 
PROTO-ONCOGENE 
SERINE/THREONINE-PR
OTEIN KINASE (Mus 
musculus) 
Hsa. 
962 L34774 gene 
Human (clone pHOM) 
opioid-binding cell 
adhesion molecule mRNA, 
complete cds. 
Table 2. Accuracy of gene combinations 
Number of Gene 
Combination 
Average 
Accurate
Best 
Accurate Variance
5 0.8347 1 0.0064 
10 0.8569 1 0.0028 
20 0.8294 1 0.0027 
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Figure 3. Accuracy of gene combinations 
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