. Settings used for calculation of the Extended Connectivity Fingerprints: size, bits per pattern, minimum and maximum length of fragments and atom features taken into account. Table S4 shows the best model for each of the classification methods tested: CART, k-Nearest Neighbours (k-NN), Linear Discriminant Analysis (LDA), N-Nearest Neighbors (N3) and Binned Nearest Neighbors (BNN). Table S4 . Model statistics for both the isoforms. Models are described according to the method, number of variables (p) and classification parameters (object/leaf ratio for CART, k for k-Nearest Neighbours (k-NN), latent variable for LDA and α for N3 and BNN). For each model, the Non-Error Rate (NER), the Sensitivity (Sn), and the Specificity (Sp) are reported in fitting, cross-validation and on the test set. ECFP: extended connectivity fingerprints. Figure S2 . PCA based on PC1 and PC3 for CYP2C9: (a) Score plot of the training molecules described by the k-NN descriptors, coloured according to their activity; (b) Loading plot of the k-NN descriptors.
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