On the dilation spectrum of paths, cycles, and trees  by Klein, Rolf et al.
Computational Geometry 42 (2009) 923–933Contents lists available at ScienceDirect
Computational Geometry: Theory and Applications
www.elsevier.com/locate/comgeo
On the dilation spectrum of paths, cycles, and trees✩
Rolf Klein a, Christian Knauer b, Giri Narasimhan c, Michiel Smid d,∗
a Institute of Computer Science I, Universität Bonn, Bonn, Germany
b Institute of Computer Science, Freie Universität Berlin, Berlin, Germany
c School of Computing and Information Sciences, Florida International University, Miami, FL, USA
d School of Computer Science, Carleton University, Ottawa, Ontario, Canada
a r t i c l e i n f o a b s t r a c t
Article history:
Received 26 February 2008
Received in revised form 24 March 2009
Accepted 25 March 2009
Available online 2 April 2009
Communicated by K. Mehlhorn
Keywords:
Computational geometry
Dilation
Distribution
Geometric graph
Network
Spectrum
Stretch factor
Let G be a graph with n vertices which is embedded in Euclidean space Rd . For any two
vertices of G , their dilation is deﬁned to be the ratio of the length of a shortest connecting
path in G to the Euclidean distance between them. In this paper, we study the spectrum
of the dilation, over all pairs of vertices of G . For paths, cycles, and trees in R2, we present
O (n3/2+)-time randomized algorithms that compute, for a given value κ > 1, the exact
number of vertex pairs of dilation at most κ . Then we present deterministic algorithms
that approximate the number of vertex pairs of dilation at most κ to within a factor of
1 + . They run in O (n log2 n) time for paths and cycles, and in O (n log3 n) time for trees,
in any constant dimension d.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let S be a set of n points in Rd , where d  1 is a constant, and let G be an undirected connected graph having the
points of S as its vertices. The length of any edge (p,q) of G is deﬁned to be the Euclidean distance |pq| between the two
vertices p and q. We say that G is a Euclidean graph. The length of a path in G is deﬁned to be the sum of the lengths of its
edges. For two vertices p and q, let dG(p,q) denote the minimum length of any path in G that connects p and q. For two
distinct vertices p and q, their dilation in G is deﬁned to be the quantity
δG(p,q) := dG(p,q)|pq| .
Euclidean graphs are frequently used for modeling traﬃc or transportation networks. One measure for their performance
is the dilation of G , as introduced in [16], which is deﬁned to be the maximum dilation over all pairs of distinct vertices
in G , i.e.,
σ(G) := max{δG(p,q): p,q ∈ S, p = q}. (1)
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A lot of work has been done on the construction of good spanners, i.e., sparse graphs of low dilation that connect a
given vertex set and enjoy other desirable properties; see the handbook chapter [7] or the monograph [15].
The problem of computing the dilation of a given Euclidean graph has ﬁrst been addressed in [14]. They gave an
O (n logn)-time algorithm for approximating, up to a 1−  factor, the dilation of paths, trees, and cycles in Euclidean space
of constant dimension. In [1], exact randomized algorithms were given that run in O (n logn) expected time for paths in R2,
and in O (n log2 n) expected time for trees or cycles in R2. In R3, O (n4/3+) expected time is suﬃcient for either type of
graph. Recent progress has been made by the second author for the dilation of Euclidean graphs having bounded treewidth;
see [2]: For any ﬁxed constant k  2, the dilation of a Euclidean graph in R2 with n vertices and treewidth at most k can
be computed in O (n logk+1 n) expected time.
In [18], randomized algorithm were presented for computing the detour of plane graphs and graphs of bounded
treewidth; the detour of a graph G is the maximum of the quantity δG(p,q), where p and q are vertices or interior points
of edges. For general Euclidean graphs, the best algorithm to compute the dilation seems to be running Dijkstra’s algorithm
for each vertex of G , which leads to an O (mn + n2 logn)-time algorithm [6]; here, n and m denote the number of vertices
and edges of G , respectively.
In the recent papers [8,13], the authors considered the problem of inserting an edge that maximizes the reduction in the
dilation of a Euclidean graph. Interestingly, it was observed in [11] that this problem becomes NP-hard if k  1 extra edges
can be inserted; see also [5].
In this paper, we study the vertex-to-vertex dilation of Euclidean graphs from a different perspective. The dilation, as
deﬁned in (1), only gives the pair of vertices for which the dilation is maximized; it says nothing about how the rest of
the network behaves with respect to dilation. In real networks, one may tolerate a high dilation for a limited number of
pairs of vertices, as long as the dilation is bounded for a majority of the vertex-pairs. Therefore, we focus our attention on
computing the dilation spectrum of a graph G . That is, for a given threshold value κ > 1, we are interested in the number
πG(κ) :=
∣∣∣∣
{
{p,q} ∈
(
S
2
)
: δG(p,q) κ
}∣∣∣∣,
where
(S
2
)
is the set of all 2-element subsets of S . Thus, πG(κ) is the number of pairs of distinct vertices whose dilation
does not exceed κ . The corresponding distribution of the dilation, i.e., the sequence πG(κ) for different values of κ , could
be helpful in understanding structural properties of the given geometric graph G .
Clearly, the cost O (mn + n2 logn) of running Dijkstra’s algorithm from each vertex of G is an upper bound on the time
complexity of computing the dilation spectrum of G . For some classes of graphs, better running times can be obtained. For
example, it has been shown in [9] that, for any plane graph G , the shortest-path distances in G between all pairs of vertices
can be computed in O (n2) total time. The same upper bound holds for the dilation spectrum. In this paper, we present
several subquadratic algorithms that compute the value πG(κ) (either exactly or approximately) for the cases when G is a
path, tree, or cycle.
In Section 2, we provide randomized algorithms for paths, trees, and cycles in R2, that allow πG(κ) to be computed
in O (n3/2+) expected time. To this end, we ﬁrst use a geometric transformation scheme introduced in [1]. This reduces
the problem of computing πG(κ) to a counting problem involving points and cones in R3. By applying range counting
techniques, we obtain the value of πG(κ).
In Section 3, faster algorithms will be presented for approximating the dilation spectrum in Rd . More precisely, for any
given reals κ > 1 and  > 0, we show how to compute an integer M that satisﬁes
πG(κ) M  πG
(
(1+ )κ).
Thus, this number M approximates the number of vertex-pairs having dilation at most κ . The running time of these deter-
ministic algorithms is O (n log2 n) for paths and cycles, and O (n log3 n) for trees. Our approach is based on the well-separated
pair decomposition [4].
We conclude the paper in Section 4 with some open problems.
2. Computing the exact dilation spectrum
In this section, we present randomized algorithms that, for any given threshold κ > 1, compute the exact dilation spec-
trum πG(κ), for paths, cycles, and trees that are embedded in R2.
2.1. Paths in R2
In this subsection, we describe a randomized algorithm for computing πG(κ) for a polygonal path G in the plane.
First, we describe a reduction from [1] that rephrases the problem of computing πG(κ) as a counting problem in three-
dimensional space. Then we apply range counting algorithms to solve the latter problem. Throughout this subsection,
G denotes a path, whose vertex set is a set of n points in R2, and κ > 1 denotes a real number.
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We start by considering the following problem, which is related to the problem of computing πG(κ).
Let p0 be one of the end-vertices of the path G . Deﬁne the following order <G on the vertices of G: For two vertices p
and q, we have p <G q if p is encountered before q when traversing G starting at p0.
Let A and B be two vertex-sets of the path G such that p <G q holds for all p in A and all q in B . We will show how to
compute
πG(κ, A, B) :=
∣∣{(p,q) ∈ A × B: δG(p,q) κ}∣∣,
i.e., the number of vertex-pairs (p,q) with p ∈ A and q ∈ B whose dilation does not exceed κ . Later, we will see how this
result can be used to compute πG(κ).
For any vertex p ∈ A, we deﬁne the weight ω(p) of p to be the value
ω(p) := dG(p0, p)
κ
.
Let Cˇ denote the cone
Cˇ: z =
√
x2 + y2
in R3. We map each vertex p = (px, py) of A to the cone
Cp := Cˇ +
(
px, py,ω(p)
)
.
Thus, if we regard Cp as the graph of a bivariate function, then for any point x ∈R2, we have
Cp(x) = |px| + ω(p).
We deﬁne
C(A) := {Cp: p ∈ A}.
We map each vertex q = (qx,qy) of B to the point
qˆ := (qx,qy,ω(q))
in R3, and deﬁne
Bˆ := {qˆ: q ∈ B}.
The following lemma explains the relationship between the dilation of p and q (where p ∈ A and q ∈ B) and the location of
the point qˆ with respect to the cone Cp :
Lemma 1. Let p be a point of A and let q be a point of B. Then δG(p,q) κ if and only if qˆ lies below Cp, i.e., ω(q) Cp(q).
Proof. The proof follows by a straightforward algebraic manipulation:
δG(p,q) κ ⇐⇒ dG(p,q)|pq|  κ
⇐⇒ dG(p0,q) − dG(p0, p)|pq|  κ
⇐⇒ dG(p0,q)
κ
 |pq| + dG(p0, p)
κ
⇐⇒ ω(q) |pq| + ω(p)
⇐⇒ ω(q) Cp(q). 
Thus, this lemma reduces the problem of counting all pairs (p,q) ∈ A × B with δG(p,q) κ to the problem of counting
all pairs (p,q) ∈ A × B for which qˆ lies below Cp .
2.1.2. Solving the point-cone counting problem: A preliminary algorithm
We have seen that the problem of computing πG(κ, A, B) amounts to counting the number of point-cone pairs (qˆ,Cp) ∈
Bˆ × C(A) for which qˆ lies below Cp .
Suppose we are given a set P of n points in R3 and a set C of m cones in R3 whose axes are vertical and whose apices
are their bottommost points. We describe a randomized algorithm that computes the value
μ(P , C) := ∣∣{(p,C) ∈ P × C: p lies below C}∣∣.
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and compute the vertical decomposition A‖ of the arrangement A of the cones in R. By Theorem 8.21 in [17], A‖ has
O (r3 log4 r) cells. For each cell  in A‖ , let P = {p ∈ P : p ∈ }, let C be the set of cones in C that cross , and let C
be the set of cones in C that lie completely above . Then,
μ(P , C) =
∑
∈A‖
(|P||C| + μ(P, C)).
Set n := |P| and m := |C|. Obviously, ∑ n = n. It follows from the theory of random sampling (see [10]) that,
with high probability, m m/r for all . If this condition is not satisﬁed for the sample R, then we pick a new random
sample. The expected number of trials until we get a “good" sample is bounded from above by a constant.
If m or n is less than some prespeciﬁed constant, then we use a brute-force procedure to compute μ(P, C) in
O (m + n) time. Otherwise, we compute μ(P, C) recursively.
For n,m > 0, let T (n,m) denote the expected running time of the algorithm on a set of n points and a set of m cones.
We get the following probabilistic recurrence relation:
T (n,m) =
∑
∈A‖
T
(
n,
m
r
)
+ O (m + n). (2)
We claim that the solution to this recurrence relation is, for any  > 0,
T (n,m) = O (m3+ + n logm). (3)
In order to prove this claim, ﬁrst recall that
∑
 n = n. It follows that the total number of points at any level of the
recursion is n. Moreover, since the number of points in any recursive call contributes linearly to the cost of the divide step,
and since the depth of the recursion is O (logm), the total contribution of the points to T (n,m) is O (n logm).
It remains to analyze the contribution of the cones to the total cost. Since this is also linear in each divide step, it obeys
the following recurrence relation:
t(m) =
∑
∈A‖
t
(
m
r
)
+ O (m).
Recall that the number of cells  in A‖ is O (r3 log4 r). It follows that
t(m) = O (r3 log4 r) · t(m
r
)
+ O (m).
Consider the function t′ deﬁned by
t′(m) = r3 log4 r · t′
(
m
r
)
+ O (m).
According to the Master Theorem [6], we have
t′(m) = O (mlogr(r3 log4 r))= O (m3+4 log log r/ log r).
Therefore, by choosing the constant r suﬃciently large, we have t′(m) = O (m3+). Since t(m) = O (t′(m)), the claim in (3)
follows.
2.1.3. Solving the point-cone counting problem: A faster algorithm
Consider again a set P of n points in R3 and a set C of m cones in R3 whose axes are vertical and whose apices are their
bottommost points. We saw above how the quantity μ(P , C) can be computed in O (m3+ +n logm) expected time. Observe
that the number m of cones has a much larger effect on the running time than the number n of points. We will show below
that the problem of computing μ(P , C) is, in fact, symmetric in P and C (and, thus, in n and m as well). Because of this,
we can interchange the roles of P and C and, as we will see, obtain a faster algorithm for computing μ(P , C).
The key idea is to consider the following dualization step: Let Cˆ denote the cone
Cˆ : z = −
√
x2 + y2
in R3. For any point p = (px, py, pz) in R3, deﬁne the cone
D(p) := Cˆ + (px, py, pz),
and for any cone C = Cˇ + (px, py, pz), deﬁne the point
D(C) := (px, py, pz).
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D(P ) := {D(p): p ∈ P}
and
D(C) := {D(C): C ∈ C},
then we have
μ(P , C) = μ¯(D(C), D(P )),
where μ¯(D(C), D(P )) is deﬁned to be the number of pairs (D(C), D(p)) in D(C) × D(P ) for which D(C) lies above D(p).
We now show how to use this dualization to improve the running time obtained in (3). The improved algorithm does
the following.
First assume that m > n3. Then we use the duality transformation D to switch the roles of P and C , and compute
μ¯(D(C), D(P )) (which is equal to the value μ(P , C) that we want to compute) using the algorithm just described. Thus,
by (3), the expected running time T ′(m,n) of the improved algorithm satisﬁes
T ′(m,n) = O (n3+ +m logn)= O (m1+) if m > n3.
Now assume that m  n3. As above, we ﬁx a suﬃciently large constant r, choose a random sample R of r log r cones
in C , and compute the vertical decomposition A‖ of the arrangement A of the cones in R. As mentioned above, A‖ has
O (r3 log4 r) cells. For each cell  ∈ A‖ , we deﬁne P , C , and C as before. If P is too big, then we further subdivide it.
To be more precise, if |P| > n/r3, we partition it into disjoint sets P (1) , . . . , P (k) , where |P (1) | = · · · = |P (k−1) | = n/r3 and
|P (k) | n/r3. If |P| n/r3, then we deﬁne k = 1 and P (1) = P .
Observe that
∑
∈A‖ k , i.e., the total number of sets P
(i)
 , is at most r
3 plus the number of cells in A‖ . Therefore,∑
∈A‖ k is still O (r
3 log4 r). We have
μ(P , C) =
∑
∈A‖
k∑
i=1
(∣∣P (i) ∣∣|C| + μ(P (i) , C)).
Set n(i) = |P (i) | and m = |C|. By construction, we have n(i)  n/r3. By the theory of random sampling (see [10]), we have,
with high probability, m m/r for all . If this condition is not satisﬁed for the sample R, then we pick a new random
sample. The expected number of trials until we get a “good" sample is bounded from above by a constant.
If m or n
(i)
 is less than a prespeciﬁed constant, then we use a brute-force procedure to compute μ(P
(i)
 , C) in O (m +
n(i) ) time. Otherwise, we compute μ(P
(i)
 , C) recursively.
In this way, we obtain the following recurrence relation for the expected running time T ′(n,m) of the new algorithm:
T ′(n,m) =
{∑
∈A‖
∑k
i=1 T
′(n(i) ,m) + O (m + n) if m n3,
O (m1+) if m > n3.
By the discussion above, this simpliﬁes to
T ′(n,m) =
{
O (r3 log4 r) · T ′( n
r3
, mr
)+ O (m + n) if m n3,
O (m1+) if m > n3.
We claim that the solution to this recurrence relation satisﬁes
T ′(n,m) = O ((mn)3/4+ +m1+ + n1+), (4)
for any constant  > 0.
The claim is clearly true in the case when m > n3. Let us therefore focus on the case when m  n3. In the kth step
of the recursion, the ﬁrst variable nk in T ′ is equal to nk = n/r3k , whereas the second variable mk is equal to mk = m/rk .
The recursion stops at the ﬁrst k for which mk > n3k ; this is the case when k = 	logr((n3/m)1/8)
. At that point, we have
mk  (m3/n)3/8, and the total number of subproblems created at depth k is O ((r3 log4 r)k) = O ((r3+)k) = O ((n3/m)3/8+).
Since each of these subproblems can be solved in O (m1+k ) = O ((m3/n)3/8+) time, the overall time to solve all subproblems
at the kth level of the recursion amounts to O ((mn)3/4+).
For each j with 1 j  k, the cost for the divide step at the jth level of the recursion is O (mj + n j) = O (n/r3 j +m/r j)
per subproblem and the number of subproblems at that level is O (r(3+) j). Thus, the total time for all divide steps at all
levels of the recursion is equal to a quantity that is proportional to
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j=1
r(3+) j
(
n
r3 j
+ m
r j
)
=
k∑
j=1
(
r jn + r(2+) jm)
= O (rkn + r(2+)km)
= O
((
n3
m
)/8
n +
(
n3
m
)(2+)/8
m
)
.
Since (
n3
m
)/8
n n1+3/8  n1+,
and (
n3
m
)(2+)/8
m = n3/4+3/8m3/4−/8  (mn)3/4+,
the total time for all divide steps at all levels of the recursion is
O
(
(mn)3/4+
)
.
Therefore, we have shown that (4) holds for m n3.
2.1.4. Computing the dilation spectrum of a path
We are now ready to combine the results obtained above to compute the value πG(κ) for the case when G is a path
in R2. The approach is to apply the divide-and-conquer technique and use the algorithm of Section 2.1.3 in the merge-step.
Theorem 1. Let G be a path on n vertices in R2 , and let κ > 1 be a real number. Then we can compute πG(κ), i.e., the number of
vertex-pairs of G that attain dilation at most κ , in O (n3/2+) expected time, for any constant  > 0.
Proof. Assume that n is larger than some prespeciﬁed constant. We assume for simplicity that n is a power of two.
Let p0, p1, . . . , pn−1 be the vertices of G , when G is traversed from one end-vertex to the other end-vertex. Let A =
{p0, . . . , pn/2−1} and B = {pn/2, . . . , pn−1}, and let GA and GB be the paths with vertex sets A and B , respectively. Ob-
serve that
πG(κ) = πGA (κ) + πGB (κ) + πG(κ, A, B).
We have seen in Section 2.1.3 that πG(κ, A, B) can be computed in O (n3/2+) expected time. By recursively computing
the values πGA (κ) and πGB (κ), we obtain the value πG(κ). The expected running time T (n) of this algorithm satisﬁes the
recurrence
T (n) = 2 · T (n/2) + O (n3/2+).
By the Master Theorem [6], this solves to T (n) = O (n3/2+). 
We can use the same approach to actually report all pairs of vertices for which the dilation does not exceed κ , in
additional time that is proportional to the size of the output.
2.2. Cycles in R2
In this subsection, we consider the case when G is a polygonal cycle on n points in R2. This case is more diﬃcult than
that of paths, because any two vertices p and q are connected by two paths, the shorter of which determines the dilation
δG(p,q).
We denote the total length of all edges of G by |G|. For any two vertices p and q, we denote by G[p,q] the portion of
G from p to q in clockwise direction, and let d′G(p,q) denote its length. Then the shortest-path length dG(p,q) between p
and q is given by
dG(p,q) = min
(
d′G(p,q), |G| − d′G(p,q)
)
.
We can preprocess G in O (n) time such that dG(p,q), for any two vertices p and q, can be computed in O (1) time.
Our algorithm for computing πG(κ) uses the divide-and-conquer strategy. Therefore, we start by considering the problem
that arises in the merge-step.
For any vertex p of G , let ν(p) denote the last vertex of G , in clockwise direction from p, for which d′G(p, ν(p)) |G|/2.
Consider two vertices t1 and t2, and assume that the four vertices t1, t2,b1 = ν(t1),b2 = ν(t2) appear in clockwise order
along G . We will present a divide-and-conquer algorithm (which uses the algorithm of Section 2.1.3 in the merge-step) that
computes
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(
κ,G[t1, t2],G[b1,b2]
)
= ∣∣{(p,q) ∈ G[t1, t2] × G[b1,b2]: δG(p,q) κ}∣∣.
First observe that
d′G(b1,b2) d′G(t2,b2) |G|/2.
Let m and n be the number of edges in G[b1,b2] and G[t1, t2], respectively. If min(m,n) = 1, then we compute
πG(t1, t2,b1,b2) in O (m + n) time, by brute force. Otherwise, assume that nm > 1. Let t be a median vertex of G[t1, t2],
and let b = ν(t). Then, b ∈ G[b1,b2] and
πG(t1, t2,b1,b2) = πG(t1, t,b,b2) + πG(t, t2,b1,b) + πG(t1, t,b1,b) + πG(t, t2,b,b2) − K ,
where
K =
{
3 if δG(t,b) κ,
0 otherwise.
The quantities πG(t1, t,b1,b) and πG(t, t2,b,b2) are computed recursively. Since the paths G[t, t2] and G[b1,b] are in
G[t, ν(t)], we can compute πG(t, t2,b1,b), according to the results in Section 2.1.3, in O ((n +m)3/2+) expected time. An
analogous argument applies to πG(t1, t,b,b2).
Let m1 be the number of edges in G[b1,b]. Then G[b,b2] contains m −m1 edges. Let T (n,m) denote the expected time
for computing πG(t1, t2,b1,b2). Then we obtain the following recurrence, for any constant  > 0:
T (n,m) T (n/2,m1) + T (n/2,m −m1) + O
(
(n +m)3/2+), if nm > 1,
with a symmetric inequality for m > n, and T (n,1) = O (n), T (1,m) = O (m). The solution to this recurrence is
T (n,m) = O ((n +m)3/2+).
Now consider the problem of computing πG(κ) for the cycle G . We choose a vertex v and let G1 := G[v, ν(v)]. If
d′G(v, ν(v)) < |G|/2, then we let v ′ be the vertex clockwise next to ν(v). If d′G(v, ν(v)) = |G|/2, then we let v ′ := ν(v). In
either case, let G2 := G[v ′, v]. Observe that
πG(κ) = πG1 (κ) + πG2 (κ) + πG
(
v, ν(v), v ′, v
)
.
The values πG1 (κ) and πG2 (κ) can be computed in O (n
3/2+) expected time using Theorem 1, because both d′G(v, ν(v))
and d′G(v ′, v) are less than or equal to |G|/2. The value of πG(v, ν(v), v ′, v) can be computed within the same time bound
by the recursive algorithm just described. We thus obtain the following result.
Theorem 2. Let G be a cycle on n vertices in R2 , and let κ > 1 be a real number. Then we can compute πG(κ), i.e., the number of
vertex-pairs of G that attain dilation at most κ , in O (n3/2+) expected time, for any constant  > 0.
2.3. Trees in R2
Let G be a tree whose vertex set is a set of n points in R2. It is well known that G contains a vertex v whose removal
leaves two graphs G ′1 and G ′2, having at most 2n/3 vertices each. Moreover, such a centroid vertex v can be computed in
O (n) time. Each of the two graphs G ′1 and G ′2 is a forest of trees, while each of the graphs G1 := G ′1 ∪{v} and G2 := G ′2 ∪{v}
is connected and, hence, a tree again.
We will, again, apply the divide-and-conquer technique to compute the value πG(κ). Consider two distinct vertices p
and q in the tree G . If both p and q belong to the same tree Gi , then the path connecting p and q in G is also contained
in Gi ; thus, the pair (p,q) will be inspected if we recursively process G1 and G2. Otherwise, let us assume that p is a
vertex of G1 and q is a vertex of G2. The path connecting p and q in G leads through the centroid vertex v . Thus, using the
notations
ω1(p) := dG1 (p, v)
κ
and ω2(q) := dG2 (v,q)
κ
,
we obtain
δG(p,q) κ ⇐⇒ dG(p,q)|pq|  κ
⇐⇒ dG1 (p, v) + dG2 (v,q)|pq|  κ
⇐⇒ dG1 (p, v)
κ
 |pq| − dG2 (v,q)
κ
⇐⇒ ω1(p) |pq| − ω2(q)
⇐⇒ ω1(p) C2q (p),
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3, translated such that its apex is at a distance of ω2(q) below the
point (q,0). As in Section 2.1.3, we can count the vertex-pairs (p,q) for which p is a vertex in G1, q is a vertex in G2, and
δG(p,q) κ , in O (n3/2+) expected time.
Consequently, we obtain a divide-and-conquer algorithm for computing πG(κ). The expected running time T (n) of this
algorithm satisﬁes the recurrence
T (n) = T (n − k + 1) + T (k) + O (n3/2+),
where n/3 k 2n/3. This recurrence solves to O (n3/2+). Thus, we obtain the following result.
Theorem 3. Let G be a tree on n vertices in R2 , and let κ > 1 be a real number. Then we can compute πG(κ), i.e., the number of
vertex-pairs of G that attain dilation at most κ , in O (n3/2+) expected time, for any constant  > 0.
3. Computing the approximate dilation spectrum
Now we set out to give faster algorithms for computing an approximation of the dilation spectrum. The results of this
section hold true for paths, cycles, and trees on point sets in Rd . Our reduction uses the well-separated pair decomposition,
thus adding to the list of applications of this powerful method introduced in Callahan’s Ph.D. thesis [3].
3.1. Well-separated pairs
We brieﬂy review this decomposition and some of the relevant properties that we are going to use. We assume that
the vertices of the input graph are in Rd , where d  2 is a constant. Let s > 0 denote a real number, called the separation
constant. Two point sets A and B in Rd are said to be well-separated with respect to s, if they can be circumscribed by two
disjoint balls of the same radius, say ρ , which are at least s · ρ apart.
For two well-separated sets A and B , the following two claims are easy to verify:
1. If a, a′ , and a′′ are points in A and b is a point in B , then |a′a′′| 2s |ab|.
2. If a and a′ are points in A and b and b′ are points in B , then |ab| (1+ 4/s)|a′b′|.
Given a set S of n points in Rd , a well-separated pair decomposition (WSPD) consists of a sequence {A1, B1}, {A2, B2}, . . . ,
{Ak, Bk} of well-separated pairs of subsets of S , such that, for any two distinct points p and q in S , there is a unique index
i such that p ∈ Ai and q ∈ Bi holds, or vice versa.
Such a WSPD can be constructed from the split-tree T (S) of the point set S . This tree is deﬁned as follows. The root
of T (S) is associated with the bounding box of S , denoted by BB(S). The subtrees are created recursively by halving the
longest edge of BB(S), creating two subsets S1 and S2 of S , whose split-trees T (S1) and T (S2) become the two subtrees of
the root of T (S). Note that there is no bound on the ratio of the sizes of S1 and S2, implying that the tree T (S) may have
height Ω(n).
Given a separation constant s > 0, the pairs {Ai, Bi} of a WSPD of S can be obtained from T (S) by recursively inspecting
the offsprings of each internal node. As was shown by Callahan and Kosaraju [3,4], this process produces a set of well-
separated pairs from each internal node of T (S). Each subset Ai (and, similarly, each subset Bi) of a WSPD pair corresponds
to a node v of the split-tree, in the sense that Ai equals the set of all points stored at the leaves of the subtree that is
rooted at v .
Clearly, for a given point set S , if the separation constant s is suﬃciently large, a WSPD of S must consist of all
(n
2
)
singleton pairs. The surprising fact shown by Callahan and Kosaraju [3,4] is the following. If the dimension d and the
separation constant s are constants, then the number k of pairs in a WSPD depends only linearly on the size n of S , and
the WSPD can be constructed in O (n logn) time.
A modiﬁed version of the above result (see Chapter 4.5 of Callahan’s thesis [3]) will be used in the following subsections.
Callahan showed how to compute a WSPD {Ai, Bi}, 1 i  k, such that at least one of Ai and Bi is a singleton set, and the
number k of pairs is O (n logn). Again, each subset Ai and Bi corresponds to the set of points stored in the subtree rooted
at some node of the split-tree. Also, as for the standard construction, this WSPD can be constructed in O (n logn) time.
3.2. A general algorithm
We start by describing a general algorithm for approximating the dilation spectrum of an arbitrary Euclidean graph. In
the subsequent subsections, we then show how to eﬃciently implement this algorithm for paths, cycles, and trees.
Given a Euclidean graph G , a real number κ > 1, and a real constant  > 0, our general algorithm will output an integer
M for which
πG(κ) M  πG
(
(1+ )).
The idea is as follows. Consider a WSPD
{A1, B1}, {A2, B2}, . . . , {Ak, Bk}
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distances between ai and all points bi in Bi are approximately equal. Therefore, by only considering the shortest-path
distances dG(ai,bi), we obtain approximations to the dilations δG(ai,bi) for all points bi in Bi . This observation leads to the
general algorithm A presented below.
General Algorithm A:
Input: A geometric graph G on a set S of n points in Rd , a real number κ > 1, and a real constant  > 0.
Output: A number M satisfying πG(κ) M  πG((1+ )κ).
Step 1: Let ′ = √1+  − 1. Using separation constant s = 4/′ , compute a WSPD
{A1, B1}, {A2, B2}, . . . , {Ak, Bk}
for the set S , with the added conditions that |Ai | = 1 for each i = 1, . . . ,k, and k = O (n logn).
Step 2: For each i = 1, . . . ,k, let Ai = {ai}, and let Di denote the Euclidean distance |aib|, where b is an arbitrary element of
Bi . Compute
mi =
∣∣{bi ∈ Bi: dG(ai,bi) (1+ ′)κDi}∣∣.
Step 3: Return M =∑ki=1mi .
Observe that algorithm A can be easily modiﬁed to actually output the M pairs of points counted. The following lemma
proves the correctness of the algorithm.
Lemma 2. Consider the output M of algorithm A. Then
πG(κ) M  πG
(
(1+ )κ).
Proof. Consider an index i with 1 i  k. In Step 2 of the algorithm, Di is equal to |aib|, where b is an arbitrary element
of Bi .
Let bi be a point in Bi such that δG(ai,bi)  κ . Then dG(ai,bi)  κ |aibi | and, by the properties of well-separated pairs
(see Section 3.1),
dG(ai,bi) κ(1+ 4/s) · |aib| = (1+ ′)κDi .
Consequently, the pair (ai,bi) is counted in the variable mi . This proves that πG(κ) M .
To prove the second inequality, let bi be a point in Bi such that the pair (ai,bi) is counted in Step 2. Then, dG(ai,bi)
(1+ ′)κDi holds. But then, by the same property of well-separated pairs,
dG(ai,bi) (1+ ′)2κ |aibi | = (1+ )κ |aibi |,
implying that this pair has a dilation δG(ai,bi) of at most (1 + )κ . It follows that M  πG((1 + )κ), because each pair
(ai,bi) is counted at most once. 
In the next subsections, we show how the general algorithm A introduced above can be implemented to run eﬃciently
on paths, cycles, and trees.
3.3. Paths
Let the graph G be a path (p0, p1, . . . , pn−1) on the points of the set S , let κ > 1 be a real number, and let  > 0 be a
real constant. Following our general algorithm A of Section 3.2, we ﬁrst compute a split-tree T = T (S) and a corresponding
WSPD
{A1, B1}, {A2, B2}, . . . , {Ak, Bk}
for S , with separation constant s = 4/′ , where Ai = {ai}, for all 1 i  k, and k = O (n logn). As mentioned in Section 3.1,
this can be done in O (n logn) time.
Before we continue with the general algorithm A, we perform two preprocessing steps on the path G .
In the ﬁrst preprocessing step, we traverse the path G , starting from vertex p0, and compute for each vertex p j its
path-distance dG(p0, p j). Using this information, we can compute, for any two indices j and k with 0  j < k < n, the
path-distance dG(p j, pk) in O (1) time, as the difference between dG(p0, pk) and dG(p0, p j).
In the second preprocessing step, we traverse the split-tree T in postorder and store, with each node u of T , the list
Su of all points contained in the leaves of the subtree of u, sorted by their order along the path G . This involves merging
two sorted sublists at each internal node u of the tree. If v and w are the two children of u, and if their subtrees store m
and m′ points, where mm′ , then Su can be obtained from Sv and Sw in O (m logm′) time. In fact, we store these lists as
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inserting the elements of the shorter list into the longer one. Thus, all lists Su can be computed in O (n log
2 n) total time.
We now consider the implementation of Step 2 of our general algorithm A. Let i be an integer with 1  i  k, and
consider the pair ({ai}, Bi) of our WSPD. Let vi be the node of T such that Bi is equal to the set of points stored in
the subtree of vi . Thus, Svi is the list containing the points of Bi , sorted by their order along the path G . Following
algorithm A, we choose an arbitrary element b in Bi and set Di = |aib|. We use binary search with ai to divide the list Svi
into two sublists S1vi and S
2
vi : The sublist S
1
vi consists of all elements in Svi that come before ai in the path G , whereas S
1
vi
consists of all elements in Svi that come after ai in G . Our goal is to compute the number of elements bi in B for which
the path-distance dG(ai,bi) is at most (1 + ′)κDi . Each such element bi is either in S1vi or in S2vi . Since both sublists are
sorted by path-distance from ai , we can use two binary searches, one on each of the two sublists, in order to identify the
number of points bi in Svi for which dG(ai,bi) (1+ ′)κDi holds.
It is easy to see that this correctly implements Step 2. Since it involves 3k = O (n logn) binary searches altogether, the
running time of the entire algorithm is O (n log2 n). Thus, we obtain the following result.
Theorem 4. Let G be a path on n vertices in Rd, let κ > 1 be a real number, and let  > 0 be a real constant. In O (n log2 n) time, we
can compute an integer M that lies between πG(κ) and πG((1+ )κ).
3.4. Cycles
If the graph G is a cycle (p0, p1, . . . , pn−1, p0) on the points of the set S , then we can apply quite the same approach
as in Section 3.3. The only difference is in the list Su associated with each node u of the split-tree. In fact, these lists are
now cyclic, making it necessary to adapt the binary search routines. This does not affect the running time, and we obtain,
in analogy to Theorem 4, the following result.
Theorem 5. Let G be a cycle on n vertices in Rd, let κ > 1 be a real number, and let  > 0 be a real constant. In O (n log2 n) time, we
can compute an integer M that lies between πG(κ) and πG((1+ )κ).
3.5. Trees
We now turn to the case of trees. Let S be a set of n points in Rd that are the vertices of a Euclidean tree G , let κ > 1
be a real number, and let  > 0 be a real constant. Our algorithm for approximating πG(κ) looks as follows.
Step 1. As in Section 2.3, we determine, in time O (n), a centroid vertex v of G whose removal splits G into forests G ′1
and G ′2, having at most 2n/3 vertices each. The graphs G1 := G ′1 ∪ {v} and G2 := G ′2 ∪ {v} are connected and, hence, trees
again. Traverse each of these two trees in preorder (starting at the root v), and store with each vertex p the tree-distance
dG(p, v) between p and the centroid vertex v .
Step 2. Run the same algorithm recursively, once on the tree G1, and once on the tree G2.
Step 3. In this step, the algorithm considers the pairs (p,q), where p is a vertex of G1 and q is a vertex of G2. Compute a
split-tree T , and a corresponding WSPD{{a1}, B1},{{a2}, B2}, . . . ,{{ak}, Bk},
where k = O (n logn), for separation constant s := 4/′ , where ′ = √1+  − 1.
Step 4. For each node u of the split-tree, denote by Su the set of points of S that are stored in the subtree of u. Traverse
T in postorder, and compute, for each of its nodes u, the sorted sequence S1u of nodes, consisting of all nodes in G1 sorted
according to their three-distance from the centroid v . Similarly, compute the sorted sequence S2u of nodes, consisting of all
nodes in G2 sorted according to their tree-distance from the centroid v .
Step 5. For each i with 1 i  k, we do the following. Consider the pair {{ai}, Bi} in our WSPD and the node ui in the split
tree such that Bi = Sui . Let the two sets computed in Step 4 for ui be S1ui and S2ui . If ai ∈ G1, then use binary search to
identify the number of points bi ∈ S2ui such that dG(ai,bi) (1+ ′)κDi . Otherwise the search is performed in S2ui .
The correctness of the above algorithm is proved by induction and results from the fact that Step 2 counts all relevant
pairs of nodes that involve ai and another node in G1 (assuming that ai is a node in G1), whereas Step 5 counts all relevant
pairs of nodes that involve ai and another node in G2. Note that the distance in G between a point ai in G1 and a point bi
in G2 is obtained by adding their distances to the centroid vertex v .
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vertices. Then,
T (n) = O (n log2 n)+ T (n′) + T (n′′),
where n′ and n′′ are positive integers such that n′  2n/3, n′′  2n/3, and n′ + n′′ = n + 1. The O (n log2 n) term comes
about because the binary search spends O (logn) time on each of the O (n logn) well-separated pairs. The above recurrence
relation solves to T (n) = O (n log3 n).
Theorem 6. Let G be a tree on n vertices in Rd, let κ > 1 be a real number, and let  > 0 be a real constant. In O (n log3 n) time, we
can compute an integer M that lies between πG(κ) and πG((1+ )κ).
4. Open problems
Besides the obvious question about improving the running times of our algorithms, an interesting question is how to
eﬃciently compute the dilation spectrum for planar and general Euclidean graphs.
Another interesting question is to what extent the dilation spectrum of a Euclidean graph can be used for reconstructing
the original graph. The structure of a graph is certainly not uniquely characterized by its spectrum (not even for the simple
case of two adjacent edges). However, the dilation spectrum could highlight important structural characteristics of the graph,
especially in combination with other parameters and network quality measures.
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