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Little is known about the rules governing the spread of local entrainment within synchronized
networks distributed across the brain. The assessment of the causal influences impacting in-
formation flow between two brain regions have mainly relied on confirmatory model-driven ap-
proaches (such as dynamic causal modeling and structural equation modeling) and exploratory
data driven approaches (such as Granger Causality analysis). However, stimulation-driven ap-
proaches offer a unique opportunity to impact ongoing brain activity and describe the causal
consequences of such manipulations, performed on a specific node of a complex cerebral network.
In this project, we characterize causal functional interactions between brain regions by assess-
ing how frequency-tuned electrical currents delivered intracranially in awaken epileptic patients
enhance inter-regional synchrony between pairs of areas.
To achieve this goal, we worked with an existing iEEG database from 18 medication-resistant
epilepsy patients undergoing Intracortical Stimulation Mapping Procedures (ISMP) performed
to causally identify and localize the epileptogenic foci, prior to neurosurgical removal. Patients
are implanted with series of multi-electrodes in well-known brain regions under MRI guidance.
Intracranial EEG contacts allow continuous recordings and the delivery through pairs of
adjacent contacts of biphasic pulses of rhythmic Direct Electric Stimulations (DES) at a 50Hz
frequency coupled to electrophysiological recordings.
Measuring significant increases in gamma power ( 50Hz) observed during the stimulation
period (vs. prior the stimulation), and significant increases of Phase-Locking Value (PLV) be-
tween signals recorded in the electrically stimulated regions and activity evoked in the rest of
implanted regions during stimulation (vs. prior simulation), we characterize the spread of os-
cillatory entrainment from the stimulated region to the remaining regions, thus establishing a
network of functional connectivity in the brain. By comparing this network with the one shown
during resting-state, we assess how entrainment to frequency-tuned electrical currents delivered
intracranially is predicted by the resting-state functional connectivity network.




Pouco é conhecido acerca das regras que governam a propagação de arrastamento (entrainment)
local em redes sincronizadas distribuídas ao longo do cérebro. A avaliação das influencias cau-
sais que influenciam o fluxo de informação entre duas regiões cerebrais tem maioritariamente
dependido em abordagens confirmatórias usando modelos (como dynamical causal modeling e
structural equation modeling) ou através de abordagens de exploração de dados (como análises da
causalidade de Granger). No entanto, as abordagens através de estimulação oferecem a oportu-
nidade única de influenciar a actividade cerebral em andamento e de descrever as consequências
causais dessas manipulações, feitas em nós específicos de uma complexa rede cerebral.
Neste projecto, caracterizamos as interacções funcionais causais entre regiões cerebrais,
avaliando como a sincronia inter-regional entre pares de regiões cerebrais é modificada quando
sujeitas a correntes eléctricas de 50Hz, administradas intracranianamente em pacientes epilép-
ticos acordados.
Utilizámos uma já existente base-de-dados de iEEG adquirida em 18 pacientes epilépti-
cos resistentes à medicação, quando estes foram submetidos a estimulações intracorticais para,
causalmente, identificar e localizar o foco epileptogénico, de modo a ser retirado. Para tal, os
pacientes são implantados com séries de multi-eléctrodos em regiões cerebrais identificadas e
determinadas clinicamente.
Os contactos do EEG intracranial permitem a gravação contínua e a libertação, através de
pares de contactos adjacentes, de rítmicos pulsos bifásicos de Estimulação Eléctrica Directa
(EED), a uma frequência de 50Hz.
Medindo aumentos significativos de potência gama ( 50Hz) observadas durante o período
de estimulação (vs. antes da estimulação), e aumentos significativos de Phase-Locking Value,
caracterizamos a propagação do arrastamento oscilatório da região estimulada para as restantes.
Assim, estabelecemos uma rede de conectividade cerebral no cérebro. Ao comparar esta rede
com a manifestada durante o estado de repouso, avaliamos de que forma o arrastamento a
correntes eléctricas de 50Hz libertadas intracranialmente é previsto pela rede de conectividade
funcional em estado de repouso.
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2.2 (a) example of a weighted adjacency matrix for h2 values, in which every pair-
wise edge has a value from 0 to 1. The diagonal of the matrix is set to 0, and
represents the pair-wise edge between the pairs of the same region; (b) example of
the adjacency matrix from the same dataset shown in (a) after thresholding and
binarization, where the only values left are the ones that represent a meaningful
connection (and are all set to 1) and every other value is 0. . . . . . . . . . . . . 16
2.3 Method applied to determine mean S-PLV representative for the pre-stimulation
or stimulation periods for Stim-iEEG datasets. Each 5 seconds’ long period (pre-
stimulation and stimulation periods) were subdivided into 5 x 1 second periods
in the highest S-PLV was singled out. The highest S-PLV value of each 1 second
windows were averaged through, yielding a representative estimate for the whole
5 second period. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
xiii
Thesis LIST OF FIGURES
3.1 High Intensity Stimulation iEEG-based connectome, from patient reference 1998
(n=1) displayed on a normalized brain volume or as a graph, estimated with S-
PLVs. (Left panel) 3D connectome is represented in a normalized brain template,
with each node corresponding to an implanted AAL region. The geometrical loca-
tion of each node is placed on the average MNI location of the contacts that were
localized as located in the same AAL region. (Right panel) Connectome repre-
sented as a circular graph with all nodes located equidistantly (importantly, nei-
ther node location or edge length inform about the distance between two nodes).
Nodes correspond to each implanted AAL region. In both graphs, arrows added
to each edge represent the estimated direction of the signal spread from the elec-
trically stimulated region to a second one. . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Low Intensity Stimulation iEEG-based connectome, from patient reference 1998
(n=1) based on S-PLVs. On the left side, a 3D connectome is represented in a
default intact brain template in normalized space, with each node corresponding
to an implanted AAL regions. The geometrical MNI node location represents the
average x, y and z coordinates of the contacts hosted on the same AAL region.
On the right side, the connectome is represented via a circular graph. Nodes
correspond to each implanted AAL region. On both graphs, arrows in the edges
represent the estimated direction of the signal spread (see caption from prior
figure for further explanations or details) . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Comparison of adjacency matrices for patient ref. 1998 (n=1) based on S-PLVs. In
(a, left, in black) and (b, center, in black), edges are represented in black, whereas
matrix (c, right) displays the edges present either only during high intensity stim-
iEEG (orange cells) or exclusively during low intensity stim-iEEG (blue cells). . . 24
3.4 Circular connectome with equidistally represented nodes, associated to prior ad-
jacency matrices based on S-PLVs for patient ref. 1998 (n=1), showing the edges
present either only during high intensity stimulation iEEG datasets (in orange)
or only during low intensity stimulation (in blue). . . . . . . . . . . . . . . . . . . 24
3.5 High Intensity Stimulation-iEEG Connectome Adjacency Matrix for the complete
population of patients (n=18) based on S-PLVs. The horizontal and vertical
dotted lines divide the brain regions belonging to the left or the right hemisphere.
Black cells represent a pair-wise connection that fulfilled criterion for gamma (50
Hz) S-PLV increases during stimulation. . . . . . . . . . . . . . . . . . . . . . . . 25
3.6 High Intensity Stimulation iEEG Connectome for the entire population of subjects
(n=18) analysed in our study based on S-PLV values. (Left panel) 3D connec-
tome is represented in a default normalized brain template, in which each node
corresponds to an implanted AAL region. Geometrical node location represents
the average position of contacts belonging to the same AAL region. (Right panel)
this population based connectome is represented in a circular graph with nodes
placed equidistant to each other. Importantly, neither node location nor edge
length inform about the distance between two nodes in the real anatomical space.
Nodes signal the average MNI x, y, z coordinates of each implanted AAL regions
across participants for a given AAL area. For both graphs, arrows present on the
edges signal the estimated direction of activity spreads from a leading/driving
site (the one receiving gamma stimulation bursts) towards ‘follower’ sites. . . . . 26
3.7 Low Intensity Stimulation iEEG-based Connectome Adjacency Matrix, integrating
data for the entire population of patients (n=18) based on S-PLVs. The horizontal
and vertical dotted line divide brain regions of the left and the right hemisphere.
Each black square represent a pair-wise connection. . . . . . . . . . . . . . . . . . 27
xiv
Thesis LIST OF FIGURES
3.8 Low Intensity Stimulation iEEG-based connectome, integrating data from the en-
tire population of patients (n=18). (Left panel), 3D connectome represented in a
normalized MRI brain template, in which each node corresponds to an implanted
AAL region. Node location represents the average x, y, z MNI coordinate position
of the contacts belonging to the same AAL region. (Right panel), connectome
represented with a circular graph, with standard equidistant nodes (hence non-
informative on real intermodal length). Nodes correspond to implanted AAL
region hosting at least a multielectrode contact. For both graphs, arrows dis-
played on the edges represent the estimated direction of the iEEG signal spread
driven by the stimulated region onto other brain regions. . . . . . . . . . . . . . 28
3.9 Global connectome of the whole population of studied patients (n=18) showing
edges present only during high intensity stimulation-iEEG (in orange). . . . . . . 29
3.10 Global connectome integrating data from the entire population of patients in-
cluded in our study (n=18) displaying the edges present only during low intensity
stimulation (in blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.11 Resting state iEEG-based connectome for patient ref. 1998 (n=1). (Left panel)
3D rendering of the connectome, based for h2xy, represented on a default and
normalized MRI brain template, in which each nodes corresponds to the location
of at least a contact implanted on an AAL region. Nodes are located on the
average of x, y, z MNI coordinates of the different contacts that are hosted in
the same AAL region. (Right panel), h2xy iEEG based resting state connectome
represented on a circular graph in which nodes are depicted equidistantly. In both
version of the graph (right and left), arrows depicted on the edges represent the
estimated direction of the spread of the signal according to the value taken by
the h2xy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.12 Resting-State iEEG-based connectome matrix, for the entire population of im-
planted patients (n=18), according to the h2xy measure. The horizontal and ver-
tical dotted lines divide brain regions from the left and right hemispheres. Cells
in black represent pair-wise connections. . . . . . . . . . . . . . . . . . . . . . . . 31
3.13 Resting-State iEEG-based connectome, for the entire population of implanted pa-
tients (n=18), according to the h2xy measure. (Left panel) 3D connectomic model
represented in a normalized MRI brain template, in which each node corresponds
to an implanted AAL regions hosting at least a recording contact. Node location
signals the average x, y, z spatial coordinates of contacts hosted by the same AAL
region. (Right panel), the connectome is represented on a circular graph made
of equidistantly placed nodes, corresponding to each implanted AAL region. In
both graphs, arrows displayed on each edge represent the estimated direction of
signal flow according to the values revealed by the h2xy measure. . . . . . . . . . . 32
3.14 Resting-State iEEG-based connectome calculated with the S-PLV, for the entire
population of implanted patients (n=18). The horizontal and vertical dotted lines
divide left and right hemisphere brain regions. The black cells display pair-wise
connections between nodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
xv
Thesis LIST OF FIGURES
3.15 Resting-State iEEG-based connectome, for the entire population of patients dataset
(n=18) based on S-PLV measures. (Left panel), 3D connectome represented in a
normalized MRI brain template, in which each node corresponds to contacts of
an implanted AAL region. The location of each node is estimated as the average
x, y, z coordinates of any contacts hosted in the same AAL region. (Right panel),
connectome represented in a circular graph with equidistantly positioned nodes,
corresponding to each implanted AAL region. In both graphs (Left and Right
panels), arrows displayed on each edge represent the direction of the activity or
the signal spread. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.16 Connectome representation showing edges between nodes present only in the
Resting-State iEEG-based connectome using the S-PLV measures (in orange). . . 35
3.17 Connectome showing the edges present only during the Resting-State iEEG-based
connectome compiled on the basis of the h2xy measure (in blue). . . . . . . . . . . 35
3.18 Connectome depictions showing the significant edges or intermodal links present
only during gamma 50 Hz electrical stimulation (in orange) for the whole popu-
lation of implanted patients studied in this work (n=18). . . . . . . . . . . . . . . 36
3.19 Connectome depictions showing the edges or links present only during resting
state interactions measured with iEEG (in blue). . . . . . . . . . . . . . . . . . . 37
3.20 Histogram of Node Degree values comparing data from the stimulation iEEG-
based connectome and the resting state iEEG-based connectome. (Panel A, top
left) shows node degree for both connectomes, with the higher bars indicating
higher node degree for the node. (Panel B, top right) displays node degree dis-
tribution data, from the lowest to highest node degree levels. (Panel C, bottom
row) shows the difference in node degree between the two types of connectomes
(Stim-iEEG and RS-iEEG), in descending order. Positive values signal brain ar-
eas for which the node degree is higher on stimulation iEEG-based connectome
than on the resting state iEEG-based connectome, whereas negative values signal




4.1 Summary table with demographic data (gender and age) of the patients (n=18)
included in our analyses, the number of implanted multielectrodes, the total num-
ber of contacts and the name of the cerebral regions covered by the implantations
on each patient. F: Female; M: Male. . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Summary table with demographic data (gender and age) of the patients (n=18)
included in our analyses, the number of implanted multielectrodes, the total num-
ber of contacts and the name of the cerebral regions covered by the implantations




Introduction and State of the Art
The human brain remains the object of a long set of unanswered questions inquiring on how this
organ operates and behaves. For more than a century, influenced by the notion of neural systems
conceived as highly specialized local systems (each underlying specific cognitive operations),
brain research focused in the study of local systems and interactions. Nonetheless, relatively
recent work strongly suggests that the human brain integrates sets of local networks that build
up onto more complex highly interconnected global systems, making “the one more than just
the sum of its parts”.
Indeed, considering the brain as a modularly organized highly integrated system, brain con-
nectivity has risen to become a highly influent topic, instrumental for the advancement of brain
sciences and the treatment of its diseases and conditions.
One of the main emerging properties of neural systems and their connectivity is the ability
to produce rhythmic patterns of activity. In continuity with the local vs. widespread conception
of neural systems mentioned above, correlational evidence in humans suggests that high-level
cognitive function strongly relays on coherent fluctuations of oscillatory patterns along widely
synchronized brain networks. In these settings, neural rhythms are generated by the synchro-
nized activation of local and/or widespread networks of neuronal populations, which have proven
key to generate the coding mechanisms allowing flexible and efficient inter-regional communica-
tion, subtending cognition and ultimately leading to human behaviour.
Unfortunately, the relation between local and widespread structural and functional networks
with behaviour has been often addressed through correlational measures, such as resting state or
task activated Electroencephalography (EEG), Magnetoencephalography (MEG) or functional
Magnetic Resonance Imaging (fMRI) which are prone to epiphenomena, i.e., they often incur in
the risk to consider as causally related, tasks- or state-irrelevant patterns of activity generated
in specific brain locations (or across networks) as causally related to a given function, when they
only happen to coincide in time and space.
Particularly, since the advent, 20 years ago, of non-invasive focal brain stimulation methods,
such as Transcranial Magnetic Stimulation (TMS), the notion that those reliably probing causal
brain-behaviour relationships require the use of perturbation approaches, has been growing.
This so called causal or ¨perturbation approach prones that, to better understand how neural
structure generates function, it is paramount to probe if and in which way neural electrical
coding (and if possible also associated cognition and behaviours) are altered when the brain is
subjected to electrical discharges and map the distribution of activity across anatomical systems.
Along the lines of what lesion studies have been doing for more than a century, Transcranial
Magnetic Stimulation (TMS), based on the use of high intensity shot lasting magnetic pulses
applied to the scalp, has been able to induce focal electrical currents in the brain gray mat-
ter. Used in isolation or combined with EEG, TMS has been instrumental to provide causal
or perturbation-based evidence of brain-behavioural relations in humans. Unfortunately, the
often insufficient focality (1.5-2 cm diameter), uncertain mechanism of activation (mediated by
local intracortical interneurons), the poor spatial resolution and difficulties for adequate source
localisation of evoked changes in EEG signals, call for complementary approaches to tackle such
a fundamental question. In this context, we turned to intracranial EEG recordings performed
in human epileptic patients in isolation or combined with bursts of singe pulse (1 Hz) and 50
Hz direct brain intracranial stimulation for pre-surgical mapping purposes. At the expense of
3
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the potential influence of a brain condition such as epilepsy on normal cerebral excitability and
coding dynamics, and biases in brain sampled regions, often focalized in temporal regions, in-
tracranial stimulation perturbation approaches have the potential to overcome the above-stated
focality limitations and uncertainties, if one can cumulate data from a sufficiently large cohort
of cases. Hence, we aim to compile and compare qualitatively functional connectivity patterns
of the human brain on the basis of intracranial direct brain recordings at resting-state or during
the delivery of 50 Hz direct intracranial stimulation.
1.1 Connectivity and Causality
Connectivity deals with the way in which activity patterns recorded in pairs of regions or sites
are temporally related and how they interact dynamically over space and time. The conjunction
of pair-wise connectivity interactions between all possible combinations of sampled sites can be
combined to define a connectome. In the human brain, sites correspond to the different discreet
brain regions from which recording can be focally measured. Three different subtypes of brain
connectivity have been thus far defined (see Figure 1.1): Structural connectivity, Functional
connectivity and Effective connectivity[3, 4].
Figure 1.1: Structural, functional, and effective brain connectivity. The image on the left displays a
rendering of the parcelated macaque cortical surface, the middle column of plots shows schematic
diagrams of structural connectivity (white matter pathways structurally linking brain regions),
functional connectivity (statistical relations among brain regions), and effective connectivity (directed
influences between brain regions). Plots on the right show weighted (in colour) and thresholded binary
(black/white) matrices of structural, functional, and effective connectivity patterns[1].
Structural connectivity refers to the plan of physical anatomical white matter connections
linking different brain regions. White matter pathways and, their microstructural properties,
can be quantified with magnetic resonance imaging (MRI), by using so-called diffusion weighted
imaging (DWI) sequences. DWI datasets are analysed with diffusion tensor imaging (DTI), and
4
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allow the characterization of the so-called structural connectome, integrated by nodes (specific
brain regions acting as hubs) and links (white matter connections). DTI methods are insensitive
to the directionality and do not inform in any way or manner about the level of functionality
subtended by hard-wired anatomical projections. Therefore, they do not allow the extraction or
inference of any meaningful functional information, neither do they uncover the features of the
information flow and coding patterns running across them.
Functional connectivity refers to the statistical dependencies between neural activities in
different brain regions regardless of their anatomical connectivity patterns. It can be character-
ized from either spontaneous and/or during task-driven brain activity. It is typically measured
with functional magnetic resonance imaging (fMRI), a technique that considers the dynamics
of increases and decreases in blood oxygen level-dependent (BOLD) signals from vessels sup-
plying blood essentially to brain gray matter areas. These methods allow the characterization
of different types of functional extended brain systems (such as, for example, the Default Mode
Network and its different subsets) based on the mutual correlation of activity across different
brain regions. A limitation of fMRI neuroimaging approaches, however, is the low temporal res-
olution at which we can measure these activations (in the order of 1 to several seconds), which
is far slower than the time-scale at which a majority of neural mechanisms tend to occur (in the
order of milliseconds).
Importantly, functional networks of interactions maintain a tight relationship with structural
connectivity patterns, i.e., the structural connectome predicts the functional connectome. How-
ever, such relationship is not always straightforward. Indeed, functional interactions between
two brain regions are not always subtended by direct structural white matter pathways linking
those regions, but associated to indirect multi-synaptic long-range projections between the two
sites.
Functional connectivity maps provide a set of ‘mere’ statistical relationships between activ-
ity patterns subtended by different brain regions, which are not necessarily causal. Indeed, a
question that cannot be addressed with these procedures is to what extent the activity of two
brain regions is crucial for information to flow into a network, other than being merely related
statistically? What is the causal meaning of the statistical relationship? This question brings us
to the concept of effective connectivity, which refers to the influence that neural systems hosted
in a given brain region exerts over a second one, either at microscopic (synaptic activity) or
macroscopic (regional excitability or activity levels of cortical/subcortical sites) levels. There-
fore, the concept of effective connectivity provides information on directionality. This critical
measure allows, for example, to show that the effect that a brain area “A“ exerts over another
brain area “B“ might not be necessarily the same that area “B” exerts onto area “A”. In a strict
physical sense, causality relies on the identification of a cause and an effect, or, in other words,
an event that originates (cause) a given response or a given consequence (effect) in general in a
dose dependent (direct or inverse linear or non-linear) manner.
In a deterministic sense, the concept of causality can be either conceived in terms of temporal
precedence and/or of physical influence. The temporal precedence-based definition of causality
between two regions establishes that the activation of one of these regions must be preceded by
the activation of another region. Nonetheless a more reliable manner to explore causality with
regards to the influence of a brain region into another cerebral site consists on perturbing the
activity pattern of a given site and observe whether such intervention influences the activity
of a second site with whom we suspect subtends a causal interaction. The fundamental differ-
ence between these two definitions characterizes the different approaches employed to analyse
causality. The temporal definition is the basis for the so-called Granger causality (see further
explanations in the methods section of this dissertation). In contrast, the physical definition
stated above is related to the notions of intervention and control[5], in which this work has been
inspired.
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1.2 EEG as a measure of connectivity
Functional and effective connectivity have been mainly studied using neuroimaging methods
based on MRI recordings, as stated before. Despite being characterized as provided with an
outstanding spatial resolution (in the order of several mm depending on voxel size and the
influence of MRI field strength), the temporal resolution of the MRI BOLD signal, which mimics
the activity of the different brain areas, is too slow (few seconds, depending on brain area and the
tasks performed) to reflect the real dynamics associated with neuronal activation and signalling
mechanisms, operating at the millisecond level.
A method that can overcome this limitation is electroencephalography (EEG). Using this
technique, it is possible to record the electrical activity emerging from synchronous activations
of neuronal population. There are different approaches to record EEG activity from the brain.
The most common consists in recording EEG activity from the scalp (scalp EEG). This tech-
nique is performed through an electrode cap placed on the subject’s head surface. It is a quite
standardized and mainstream method in experimental and clinical applications. Nonetheless,
the quality of the signal is limited given its sensitivity to be contaminated by non-biological elec-
trical activity present in the environment, and to field distortion in sources of biological activity
generated by layers of non-cerebral tissues (such as arachnoid mater, dura matter, skull bone
and other subcutaneous layers, as well as the cerebrospinal fluid). placed between the signal
source and the scalp EEG electrode[6].
During the last decade, additional technological approaches have been developed to over-
come these limitations and record more spatially accurate patterns of brain activity. One of
these methods is subdural electrocorticography (ECoG), a technique that involves the place-
ment through a rather large craniotomy of two-dimensional grids of electrodes, which lay like
a blanket, in direct in contact with the pial surface of specific cortical regions[7]. To note that,
in humans, this technique, due to a high risk of infections, only allows recording either during
neurosurgical operations, or for very brief periods of time before having to be extracted.
Another method is stereoelectroencephalography (sEEG) or intracranial EEG (iEEG), which
consists on the placement of multi-contact electrode leads penetrating the brain[8]. Intracranial
EEG enables the recording of local field potentials (LFP), i.e. compound potential product of
the temporal and spatial summation of action potentials from clusters of neurons located in
the vicinity of the contact. This approach is often used as a pre-surgical removal intervention
in medication-resistant epilepsy patients, and allows for longer monitoring periods (1-2 weeks)
than ECoG.
Independently of the specific method used to record EEG activity, measuring electrical activ-
ity in the brain allows to explore the underlying frequencies of brain oscillations present within
the recorded signal. Local or widespread events of tonic or sustained oscillatory activity and
synchrony, operating at specific frequency bands and cerebral sites have been found to encode
for different cognitive processes such as attention, motor planning and memory, among others.
1.3 Entrainment of Brain Oscillations
A detailed and accurate comprehension of oscillatory phenomena is paramount for the funda-
mental and the clinical neurosciences. This is because neural oscillations and phase and/or
frequency specific synchronization of cerebral sites within a network, can encode specific cog-
nitive processes and behaviours, and be modulated through neural oscillatory entrainment, a
procedure that consists in the progressive synchronization in time of an oscillation to an ex-
ternal source of energy such as electrical or magnetic stimulation[9]. Entrainment generated by
a single stimulation source may operate locally, although entrained activity might also travel
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throughout extended networks and hence modulate brain connectivity across large networks.
In a scientifically or medically relevant diagnostic/therapeutic domains, these procedures could
be used to impact coding mechanisms tied to normal/abnormal cognitive operations in which
the targeted systems are involved and drive behavioural improvements For this reason, the de-
velopment of non-invasive brain stimulation strategies (either focally via Transcranial Magnetic
Stimulation, TMS; or widespread with Transcranial Alternating Current Stimulation, tACS)
and their abilities to modulate patterns of local and inter-regional brain rhythmic activity by
oscillatory entrainment, keeps spurring major attention and holds the promise to contribute to
cognitive rehabilitation[10, 11] of functions such as perception, memory and attention, To better
assess their impact, non-invasive stimulation techniques are generally combined with scalp EEG.
Via the spread of entrainment across different nodes and brain regions, the network propagation
of EEG signals, induced at a known frequency, have shown a potential to contribute to a causal
exploration of connectivity via synchronization across different brain regions, a notion that lies
at the core of the master project we conducted.
However, as indicated above, the use of non-invasive stimulation and recording methods,
relies in uncertain measures, as their impact and mechanism of action and the anatomical
sources remain unclear or difficult to predict. These limitations cast doubt upon the ability of
rhythmic electrically/magnetic patterns to generate currents able to entrain frequency-specific
oscillatory patterns on circumscribed cortical regions that can influence cognitive or behavioural
activities.
Some of the limitations on studying the mechanisms underlying oscillatory entrainment are
overcome in the current study by analysing data obtained with invasive stimulation methods
known as Electrical Brain Stimulation (EBS) techniques. Deep Brain Stimulation (DBS), in
which electrical pulses are delivered, via a neurostimulator implanted in the patients’ brain, on
highly circumscribed brain regions, and is used therapeutically in neurological and psychiatric
disorders, such as Parkinson, severe depression, obsessive compulsive syndrome and epilepsy[12].
Although highly invasive, in contrast to TMS and tACS, DBS is a very focal stimulation tech-
nique, which can target directly a specific neural region or circuit, and modulate neurological
or psychiatric symptoms in a way that is scalable, while the whole procedure is reversible by
simply removing any implanted hardware.
In this context, a clinical approach and settings that could indirectly facilitate a more precise
exploration of neural entrainment in awake humans through electrical brain stimulation, is the
one provided by pre-surgical mapping of medication-resistant implanted human epilepsy patients
(see Figure 1.2)[13, 14]. These clinical populations have their brain activity monitored to localize
their epileptogenic foci (i.e., brain regions triggering epileptic seizures) to be eventually removed
surgically thereafter. This is carried out through the implantation of arrays of intracerebral
electrodes, improving through the use of causal or perturbation-based approaches, the local-
ization of the seizing brain sources, hence helping to identify and limit the area considered for
ulterior surgical removal, as to limit the potential cognitive collateral damage derived from such
intervention. Interestingly, the multi-electrode arrays used for recordings can also be employed
in clinically controlled settings to deliver highly focal patterns of direct electrical stimulation
delivered at specific frequencies and intensities[8, 15]. Intracranial stimulation is performed sys-
tematically by pairs of contacts within each multielectrode, aiming to induce electrophysiological
(iEEG based) generally subclinical seizures under controlled clinical conditions. By using this
approach, clinicians are not exclusively forced to rely only on the onset of occasional sponta-
neous ictal events during localization of the epileptic region, but rather identify directly sensitive
seizing sources by challenging them directly through electrical pulses. Each implanted region
is causally surveyed to infer its ability to induce seizures. Combined with anatomical charac-
terization of electrode location, such enhanced causal mapping approaches have the ability to
contribute significantly to a more accurate identification of local epileptogenic activity evoked
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Figure 1.2: Example of multielectrode implantations and intracranial stimulation procedures. (A)
Image of an 8-contact intracranial multielectrode employed for stimulation and iEEG recordings. (B)
Diagram of the implantation sites showing the location of every individual multielectrode in the brain of
three single patients. (C) Detailed caption of a single multielectrode implanted in the frontal lobe of one
of these patients, displayed on a T1 MRI scan (coronal view) recorded following implantation. Blue
dots represent pairs of electrode contacts delivering 5 seconds long 50 Hz electrical bursts (blue iEEG
trace). White dots signal the location of remaining contacts within the same electrode, recording brain
iEEG activity concurrently with electrical stimulation patterns[2].
and their sensitivity to synchronous frequency specific patterns.
Moreover, the short-lasting (5 to 10 seconds max at 1 Hz or 50 Hz) electrical stimulation
bursts applied to local neural assemblies, which are routinely used to survey epileptic and non-
epileptic regions, have the ability to entrain physiological oscillatory activity in a frequency
which is dictated by the rhythm of the stimulation source[2]. Collaterally, this evidence supports
the use of rhythmic stimulation in elucidating the causal contributions of synchrony to specific
aspects of human cognition, and additionally to further develop the therapeutic manipulation
of dysfunctional rhythmic activity subtending the symptoms associated with neuropsychiatric
conditions.
Studies using isolated single pulse stimulation[16] or pulses extracted from intracranial low
frequency patterns ( 1 Hz) have been also used to perturb networks. However, in absence of
faster oscillation patterns driven by such electrical stimulation, data acquired with these proce-
dures and the recording of cortico-cortical or cortico-subcortical evoked potentials (which can
prove helpful to identify natural frequencies featured by specific brain locations, to probe direct
connectivity or to estimate pathway distances between brain sites) does not grant the possi-
bility to compile functional connectivity maps involved in the generation of frequency specific
synchrony, deemed essential for information flow, information coding, and processing.
1.4 Research Questions
The general goal of this project is to develop, in a selected cohort of implanted patients, a method
and procedure to causally characterize patterns of functional connectivity between brain regions
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at resting-state or in response to frequency specific gamma stimulation. Such procedure will
allow us in a near future, by adding similar datasets, to compile an accurate causal connectome
of human brain under stimulation conditions as compared to resting-state. We will address
this issue by assessing how frequency-tuned electrical currents delivered intracranially, in awake
epileptic patients, induce enhancements of inter-regional synchrony within specific brain regions.
The main question we are trying to decipher is whether, or not, these patterns hold any meaning
when compared to functional connectivity patterns established under resting-state and to what
extent functional connectivity synchronized causally at 50 Hz can be predicted by resting state
connectivity. The knowledge that this project will generate might not improve intracranial
brain stimulation procedures per se, but it will be instrumental to further understand and







In this study, we performed our analyses on iEEG datasets obtained during individual sessions
of direct intracranial stimulation delivered to medication-resistant patients (n=18) admitted to
the Epilepsy Unit at the Pitié-Salpêtrière Hospital in Paris (France). Recordings were performed
in the context of clinically guided causal mapping sessions aiming to localize and characterize
epileptic foci prior to their neurosurgical ablation[13, 14]. Our patient cohort (10 female and 8
male, mean age 24.2 ± 4.3, range 18-29 years old) were implanted in different brain regions with
intracranial depth electrodes (see Table 1-annex- for full details and demographic information).
Implantation sites were exclusively planned and selected by epileptologists based on clinical
criteria, not related with the final aims of the analyses performed for this dissertation and
without any input from scientists.
Patients provided informed consent to any intracranial intervention, iEEG recordings and ul-
terior data analyses. All activities included in this project were performed under agreement from
the INSERM, which sponsored the study and further approval by an independent ethical com-
mittee (CPPRB, Comité Consultatif de Protection des Personnes participant à une Recherche
Biomédicale) Île-de-France I (reference number C11-16, 5-04). The Declaration of Helsinki and
French and EU’s regulations were respected at all times.
2.2 Multielectrode implantations for intracranial stimulation and
iEEG recordings
For the above mentioned clinically guided causal mapping sessions, intracerebral multi-electrodes
provided with 6 to 10 contacts (Adtech, Racione, Wisconsin, USA) were implanted and used
concurrently either for stimulation or iEEG recordings (as shown in figure 1.2 included in the
previous chapter). Contacts hosted by the same multielectrode were 2-3 mm long, 1 mm diameter
length and spaced 5 mm apart from each other. Multielectrode implantation was guided with
a Leksell stereotactic frame (Elekta, Stochkholm, Sweden). Isovoxel high resolution T1 MRI
sequences (3T, General electric, Fairfield, Connecticut), performed prior to any intervention,
served to plan the procedure, whereas a second T1 MRI and most importantly, a CT scan, carried
out following the implantation procedure, was used to verify the site of each multi-electrode
contact on each patient’s brain and identify their MNI/Talairach standardized coordinates in
normalized brain space.
2.3 iEEG recordings and datasets structure and configuration
During intracranial stimulation sessions, patients were fully awake and laid comfortably in a
semi flexed position on a bed placed in a well-lighted room. Immediately prior, during and
immediately following each stimulation trial, or during resting state iEEG recordings, patients
were asked to remain relaxed and keep their gaze on a fixation cross, located in a screen placed in
front of them. Two different iEEG datasets were considered for this study. The session started
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by recording resting-state iEEG data simultaneously from all multielectrode contacts during
three minutes (180 seconds).
After a short rest, the session involving recordings of iEEG activity, coupled to intracranial
stimulation, started. Electrical stimulation was delivered in bursts of electrical pulses through
a programmable clinical Micromed stimulator. The standardized clinical stimulation protocol
consisted of electrical bursts made of 250 biphasic squared pulses (1 ms pulse width). Each
pulse was delivered every 20 ms (i.e., at a 50 Hz frequency), giving rise to 5 seconds’ length
bursts. Electrical bursts were applied systematically through all pairs of spatially adjacent
contacts hosted by the same multielectrode, using increasing intensities, from 0.5 to 8.0 mA,
and delivered from the deepest to the most superficial contacts, or eventually vice-versa, upon
decision of the epileptologist in charge of the mapping session. Continuous iEEG recording
during the delivery of the electric bursts allowed the study of iEEG responses to electrical
stimulation. These responses were recorded from multielectrode contacts not directly employed
to deliver the stimulation, belonging to the same multielectrode, and by the contacts in the
remaining multielectrodes of the implantation scheme. The neurologist in charge of the mapping
session selected, on a case-by-case basis, which contact and which intensities were to be employed
according to both the electrically evoked iEEG patterns and eventually the clinical responses
reported by the patient. Inter-burst intervals were not strictly controlled in duration during the
session, but were always kept longer than 45 seconds to avoid carry-over or build up excitability
effects with the accrual of serially delivered electrical bursts[15].
The stimulation burst delivered during the above-described clinically-guided mapping ses-
sions on epileptic patients were tuned to 50 Hz, which happens to be the frequency of the
line-noise. 50 Hz stimulation was chosen as, according to empirical clinical observations, it
is considered the frequency which is most likely to induce excitatory responses followed by a
self-sustained after-discharge, when a seizure-sensitive area is hit by electrical stimulation[17],
hence being the optimal stimulation frequency to maximize the chance of causally identifying
epileptogenic sites and, at the same time, using the fewest electrical bursts, hence minimizing
tissue damage by heat dissipation, and keeping evaluation sessions reasonably short.
Both intracranial iEEG datasets (from now on, RS-iEEG for resting state data, and Stim-
iEEG for intracranial stimulation data) were recorded using the same 16 bits Micromed Amplifier
system (Micromed, Mogliano Veneto, Italy). Sampling rate was set to 1024 Hz and the signal
was band-pass filtered during the acquisition at 0.15-350 Hz. An external electrode located on
the scalp FCz position (10/20 EEG system), was used as a recording reference.
2.4 Stimulation iEEG dataset pre-processing
Prior to the automated pre-processing of the iEEG data, recorded signals from each multielec-
trode contact were visually inspected to determine whether recordings had been successfully
acquired. Contacts whose delivered signals were either contaminated with noise or unlikely re-
lated to any biological source were taken off from the analyses for both RS-iEEG and Stim-iEEG
datasets. Excluded signals accounted for 4.8 % of the total number of recordings considered in
the study. A pre-processing custom-made script, based on in-house software and coded in Matlab
(Mathworks, MA, USA) was developed. Pre-processing steps included procedures for electri-
cal artefact removal, iEEG time series segmentation, the re-ferencing of iEEG signal and their
differentiation on the basis of stimulation intensity.
2.4.1 Artifact Removal and Segmentation of iEEG Signals
For the Stim-iEEG dataset, every recorded iEEG stimulation signal contained a patterned arti-
fact made of high-amplitude waveforms which lasted for 8 ms after each electrical pulse. This
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artefact was removed by cutting off 8 ms epochs of iEEG signal following pulse onset, and by
interpolating the missing signal using a weighted cubic spline method[18, 19].
For each stimulation trial, data were segmented in periods of 15 seconds (5 s prior and 10 s
following the onset of the burst, including burst duration).
2.4.2 Referencing of iEEG Signals
The quality of the signal recorded from the reference electrode during iEEG recordings is
paramount to avoid contamination that may negatively influence outcomes or alter analyses.
Additionally, the close vicinity of the multielectrode contacts explains the similarity of record-
ings acquired via spatially adjacent contacts, hence likely exposed to the same source, and,
therefore, running into the risk of overestimating connectivity values. In order to get rid of such
undesired effects, a Laplacian method consisting in re-referencing the signal recorded by each
contact to the signal from neighbouring multielectrode contacts with the calculation of the local
field potential (second spatial derivative[20]) was applied to both iEEG datasets.
Since the multielectrodes’ contacts are organized along serial strips, the number of neighbour-
ing contacts were either 1 or 2, depending on the contact’s position within each multielectrode.
Contacts located in the superficial or towards the tip of the multielectrode were only adjacent
to a single contact (in contrast to the remaining ones, which could all be paired to a second
contact). In the latter case, the local field potential second spatial derivative was estimated
using the following equation:
xn(t) = xn(t)−
1
2(xn−1(t) + xn+1(t)) (2.1)
with x(t) being the time-series for contact n. For contacts adjacent to only one other contact,
the applied procedure simply consisted in subtracting from its signal the signal of the adjacent
contact.
The contacts used to deliver the electrical bursts were not considered for the n series (see
equation2.1), as no signal could be recorded by such contacts during the stimulation. The same
procedure was applied when the signal of an adjacent contact had to be removed from the
analysis due to contamination.
2.4.3 Differentiation according to the intensity of electrical gamma stimula-
tion
Since intracranial stimulation was applied at different intensities (ranging from 0.5 to 8 mA),
potentially inducing different effects, iEEG data were clustered based on the stimulation inten-
sity as those obtained under low intensity stimulation and those influenced by high intensity
stimulation. The first dataset comprised all stimulations delivered at intensities equal or lower
than 1.0 mA (56.29 % of the total stimulation time series) whereas the second dataset included
iEEG from stimulation events delivered at intensities higher than 1.0 mA (43.71 % of the total
time series). This approach to classify and analyse data addressed the fact that the use of high
stimulation intensity at levels higher than 1.0 mA varied very unevenly across electrode contacts
and participants. In other words, while low intensity stimulation was delivered through almost
all pairs of multielectrode contacts, that was not the case for stimulation delivered at an intensity
higher than 1.0 mA (which were only employed in the eventuality that the neurologist in charge
of the on-going session deemed those clinically necessary). Hence, in order to avoid influence of
high intensity stimulation iEEG recordings (that only existed in only certain regions), datasets
were divided in these two groups, having low intensity iEEG stimulation the lowest common
intensities, in order to diminish the variability of the dataset.
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2.5 Resting state iEEG dataset pre-processing
We applied the same procedure for removal of contacts with signals either contaminated by noise
or recording signal from non-biological sources, as described in the section 2.4. A pre-processing
script written using in-house software and coded in Matlab (Mathworks, MA, USA), similar
to the one used for the Stim-iEEG dataset (see section 2.4), was employed for data processing.
Differently, however, since no stimulation was delivered during such resting state recordings, pre-
processing steps included only procedures for epoching, segmenting and referencing the signal.
2.5.1 Epoching and segmentation of iEEG signals
The Resting-state iEEG dataset was individually segmented in 90 consecutive 2 seconds epochs,
which were then averaged, thus obtaining a representative 2 seconds iEEG signal trace from
each contact.
2.5.2 Referencing of iEEG signals
The same procedure reported for the Stim-iEEG dataset, based on the use of a Laplacian method,
followed by the referencing of the signal (see section 2.4.2), was applied. Nonetheless, there was
no need to consider stimulation contacts, as there were none that were affected by this case.
2.6 Anatomical co-localization of contacts
Contacts were grouped in discrete regions according to the Automated Anatomical Labeling
(AAL) atlas[21], which is divided as shown in figure 2.1. The standardized MNI coordinates of
each multielectrode contact were determined by normalizing each individual MRI volume into
MNI space, whereas the AAL atlas region was used to identify in which anatomical parcelation
(area, region or site) the contact was placed. In our cohort (across different patients, see Table
1, in Annex), multielectrode contacts were present in 62 of the 116 cerebral regions featured in
the AAL atlas.
Figure 2.1: Regions comprising the AAL Atlas
Intracranial EEG signals recorded by contacts of the same patient which fell within the
boundaries of the same AAL region were averaged across, yielding a single representative time
series per region for each patient for each dataset (RS-iEEG and Stim-iEEG).
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2.7 Mathematical methods for analysis
Different mathematical approaches, considering the properties of iEEG time series, are available
to compute functional and effective brain connectivity maps[22–24], and allow the compilation of
the so-called adjacency matrixes between region pairs. The iEEG analyses methods employed
in this study can be divided in three groups: time-based methods, information-based methods
and frequency-based methods.
2.7.1 Time-based
Time-based methods are based on measuring the similarity of two different time-series as a
function of a parameter called ‘time-lag’. Roughly speaking, they consist in comparing a given
time series with the ‘past’ or the ‘future’ of a second time-series. Since iEEG time-series are
non-linear, it is necessary to use specific analytic tools that fulfil and respect this condition.




k=1 y(k + τxy)2 −
∑N
k=1(y(k + τxy)− f(x(k)))2∑N
k=1 y(k + τxy)2
(2.2)
where f is a nonlinear fitting curve that approximates the statistical relationship between
the signal x and y.
This measurement can be combined with the direction index[25], which is computed with the
nonlinear correlation coefficients h2xy and h2yx and their time delays τxy and τyx (as follows):
D = 12(sgn(∆h
2) + sgn(∆τ)) (2.3)
To measure similarities on RS-iEEG activity from different regions, h2xy was pair-wise mea-
sured by using equation 2.2, computed using x and y as signals from different regions. These
measurements, computed for each patient, allowed us to establish weighted adjacency matrixes
for each patient (see fig. 2.2a) modelling the patient-based connectivity between the implanted
regions. In order to determine which of these connections were meaningful, we thresholded each
adjacency matrices using a density threshold that filtered out the weakest links between regions.
The threshold value was based on a recently validated criterion[26] that maximizes the ratio
between the overall efficiency of a network and its wiring cost. This criterion establishes that
the average node degree (the number of edges connected to a node) has to be approximately 3,
which leads to a total number of edges, m, in the connectome, that scales as m = (3/2) ∗ n,
with n being the number of nodes. Following this relation, the weakest edges were filtered out,
obtaining a binarized version of the adjacency matrix including only the significantly meaningful
edges. Using equation 2.3, the directionality of the information was assessed.
Since one of the main aims of the study was to compile a functional connectivity atlas of the
human brain on the basis of resting-state iEEG data from every AAL region present in at least a
single patient, individual connectomes were integrated in a whole population adjacency matrix,
representing connectivity between regions across every patient. To that end, every pair-wise
weighted h2xy values (for each non-linear correlation coefficient between signals from region x
and y), of datasets from AAL regions that were present at least twice in the same patient, were
averaged across. Thus, an RS-iEEG adjacency matrix with a non-linear correlation coefficient
for each pair-wise edge was obtained (see fig. 2.2b).
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Figure 2.2: (a) example of a weighted adjacency matrix for h2 values, in which every pair-wise edge
has a value from 0 to 1. The diagonal of the matrix is set to 0, and represents the pair-wise edge
between the pairs of the same region; (b) example of the adjacency matrix from the same dataset shown
in (a) after thresholding and binarization, where the only values left are the ones that represent a
meaningful connection (and are all set to 1) and every other value is 0.
2.7.2 Information-based approaches: mutual information index
Another method to compare two iEEG signals consists in using information-based measures.
These are based on the concept of Shannon entropy, which can be defined as the expected value








Wherepx is the probability of character number x showing up in a stream of characters of
the given "script". If we now consider two random variables X and Y , we can estimate their
mutual dependence (mutual information), as the average amount of code necessary to encode








Although mutual information does not take into account potential asymmetries between pairs
of iEEG time series, the analysis of resting-state data followed the same procedure reported for
non-linear correlation coefficient, h2xy, reported in section 2.7.1. The same type of weighted
adjacency matrixes was calculated, and the above-reported procedure to threshold them was
employed (see fig. 2.2). Moreover, since mutual information indexes do not permit estimations
of directionality, the sense of direction (which node was the driver and which one the follower)
in which information flowed remained undetermined from these analyses.
2.7.3 Frequency-based Methods
In order to provide a causal or perturbation-based estimate of the functional strength linking
the two brain regions, we also computed functional connectivity measures (and aimed to compile
an atlas thereof) during episodic rhythmic entrainment with intracranial 50 Hz short electrical
bursts (as compared to prior and following) between the region being stimulated and a sec-
ond brain region (see our Stim-iEEG dataset). This type of functional signature was defined
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in our Stim-iEEG dataset as the enhancement of frequency specific local oscillatory activity,
phase-locked (i.e., synchronized in phase) to individual pulses integrating the source of rhyth-
mic electrical stimulation[2, 10], during the 50 Hz burst delivery period. The enhancement of
oscillatory activity was defined by (1) an increase of 50 Hz power during the stimulation pe-
riod, and (2) enhanced and sustained phase-coupling between the induced rhythmic activity
and the output of the stimulation[10, 27]. We extracted time-frequency maps by convoluting each
reference-free iEEG signal with a complex Morlet wavelet[28, 29]:






in which the relation f0σf (where σf =
1
2πσt was set to 6.7
[28]. These measures were computed
on frequencies from 1 to 100 Hz, in 1 Hz steps. As we were interested in measuring increases
of power and/or phase coupling, we calculated the percent change compared to baseline [-300
to -100 ms], prior to burst onset in the 45-55 Hz frequency band. However, these measures do
not reflect the extent to which electrically induced gamma oscillations are time-locked to the
electrical pulses delivered by the intracranial electrical stimulator. The temporal dynamics of the
instantaneous phase, between the electrical output delivered by the two stimulation contacts on
each electrical burst and the 50 Hz-component of each of the iEEG time series recorded within
the stimulating multielectrode, were computed for each time series. Only contacts showing
average power increases in the [45-55 Hz] band during the stimulation period 10 times higher
than the pre-stimulation onset baseline were considered. A modelled signal emulating the 50 Hz
pattern delivered by the electrical stimulator was generated using an in-house script in Matlab
(Mathworks, MA, USA). Artificially generated signals had the same length and sampling rate
(1024 Hz) as the original data, with the value “+1” (followed by a “-1” to account for its
biphasic waveform) taken at the onset of the electrical stimulation, and repeated every 20 ms
for the duration of the stimulation epoch, whereas a value of “0” was added everywhere else along
the time series. We calculated the instantaneous phase difference by comparing the modelled
quadratic waveform emulating the 50 Hz burst delivered by the electrical stimulator with the
gamma [45-55 Hz] iEEG components (post-artifact removal) recorded by each multielectrode
contacts of the implantation scheme[2]. We computed for each pair of the above-described time-
series (using the Morlet wavelet coefficients of the modelled stimulator output signal and the
iEEG recordings for each contact not involved in the stimulation) the phase difference, and
estimated during 50 Hz stimulation the phase-synchrony, between these two signals. To that
end, we applied the equation shown below:





where W represents the Morlet coefficient for each frequency f and time t; x and z are each
of the two signals (iEEG and the stimulator) and phix and phiz their instantaneous phase[30].
To measure the consistency over time of the phase difference between these two signals, the






where delta represents a time period covering a specific number of cycles within the frequency
of interest. Following recommendations[30, 32], it was used delta = 200 ms, which corresponded
to 10 cycles of the 50 Hz frequency of interest, which is the one at which the bursts were
delivered. The S-PLV informs on the stability of the phase difference during a single trial
(i.e., considering it a single measurement) and its values ranged from 0 (random fluctuations
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of phase-difference) to 1 (indicating the strongest phase-locking possible). To determine which
S-PLV values would account for the two most relevant 5-second-long periods, i.e., baseline of 5
seconds prior to stimulation (pre-stimulation) and 5 seconds during stimulation (stimulation),
each of these periods was divided into 5 x 1 second windows. The highest S-PLVs for each 1
second window were singled out and the 5 highest S-PLVs (one for each 1-second window of
iEEG activity) were averaged across. The final average of such 5 highest mean S-PLV was taken
as a representative estimate of the pre-stimulation and the stimulation 5 second periods. This
approach, which is exemplified in fig. 2.3, was used to limit variability in the S-PLVs.
Figure 2.3: Method applied to determine mean S-PLV representative for the pre-stimulation or
stimulation periods for Stim-iEEG datasets. Each 5 seconds’ long period (pre-stimulation and
stimulation periods) were subdivided into 5 x 1 second periods in the highest S-PLV was singled out.
The highest S-PLV value of each 1 second windows were averaged through, yielding a representative
estimate for the whole 5 second period.
Given our interest in measuring increases of S-PLV by comparing iEEG recordings obtained
prior and during stimulation, pre-stimulation representative S-PLV estimates calculated as in-
dicated above were used as baseline to normalize the representative S-PLVs for the stimulation
period. Normalization was performed by subtracting the former from the latter (i.e., S-PLV
during stimulation – S-PLV prior to stimulation)[33]
Similarly to what has been described in sections 2.7.1 and 2.7.2, we built an S-PLV connectiv-
ity matrix, which included data from every patient of our cohort, for both low and high intensity
Stim-iEEG datasets. Considering data only from stimulation trials in which pairs of adjacent
contacts delivering electrical current were both within the boundaries of the same AAL region
(hence excluding time series in which this might not have been the case), the representative S-
PLVs of different patients associated to pairs of time series stimulated on and recorded from the
same AAL region were averaged through, in order to end up with a final single S-PLV value for
each pair-wise edge probed with stimulation representing the cohort of studied patients. This
procedure was conducted for every region in which stimulations bursts were delivered (n=42
stimulated/iEEG sampled regions). Since not every AAL region considered in the Stim-iEEG
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dataset were stimulated, note that the number of regions of the stim-iEEG mapping was lower
than those present in the RS-iEEG dataset (n=62 iEEG sampled regions).
Using the same thresholding approach and criteria mentioned previously (see sections 2.7.1
and 2.7.2) our weighted S-LPV matrix, of 43 regions, was binarized (1 vs. 0) via S-PLV values,
by assigning a value of 1 only to the relevant connection edges and a value of 0 to the remaining
ones that did not fulfil this condition. Directionality was assessed based on the assumption
that information had to necessarily flow from the region where the electrical stimulation was
delivered towards any remaining AAL brain region or regions hosting at least a multielectrode
contact.
To compile the group RS-iEEG functional connectivity maps comparable (in spite of obvious
differences in the number of nodes and edges and the use of stimulation only in the Stim-iEEG
dataset) to those obtained during gamma electrical stimulation, S-PLV calculations were also
conducted for the RS-iEEG dataset using the same main procedure described for Stim-iEEG
maps in the preceding paragraphs. Instantaneous phase differences between the gamma [45-
55 Hz] iEEG components at rest were computed. Nonetheless, since, RS-iEEG datasets were
recorded at rest in absence of stimulation bursts, we were unable to use the exact same above-
mentioned metrics (and in particular to compare functional interactions between the pulses
delivered by the stimulation bursts and iEEG activity from AAL regions hosting at least a
recording contact). Instead 2-second iEEG signals estimated for all pairs of AAL regions were
compared across. As previously done for Stim-iEEG datasets, the consistency over time of the
phase difference (S-PLV) between each pair of time-series was again computed using the above-
mentioned equation 2.8. In contrast with the procedure applied to Stim-iEEG dataset (for
which the average of the 5 highest S-PLV extracted from 5x 1-second windows was taken as the
representative S-PLV measures for each 5-second pre- and stimulation periods), for RS-iEEG
data we estimated the representative S-PLV as the arithmetic mean of instantaneous SPLV
across each complete 2-second-long RS-iEEG signals.
2.8 Brain Map construction
Individual and group functional connectivity maps (functional connectomes), for both resting-
state (RS-iEEG) and stimulation – high and low – (STIM-iEEG) datasets, were constructed
using NeuroMArVl (Monash University, Melbourne, Australia). This is a browser-based soft-
ware to produce graphic renderings of brain connectomes. For such representations, the MNI
coordinates attributed to each AAL regions from which data were included in the connectome
(hence being a node of the graph) were estimated as the mean between the MNI x, y and z
coordinates of the contacts whose iEEG or stimulation modelled signals had been averaged as
representative for that region. Benefitting from its ability to provide directionality information
(i.e., which node of given interaction is likely to drive/or lead and which one follows), the binary
matrices employed to represent functional connectivity maps for RS-iEEG dataset were based
on the non-linear correlation coefficient (h2xy). Additionally, however, S-PLV based RS-iEEG
connectivity maps were also computed to facilitate (in spite of the many differences between the
two) a qualitative/quantitative comparison between connectomes compiled on the basis of the
RS-iEEG and Stim-iEEG datasets. The functional connectomes based on Stim-iEEG dataset
were only constructed using S-PLV datasets.
2.9 Topological properties of the networks
To provide a more quantitative comparison between the different resting state and stimulation
connectomes, we opted for calculating the node degree. This topological outcome descriptive
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measure estimates the number of edges connected to a single node within a connectome. For an





where the sum is calculated across each node within a given connectome.
In the case of a directed network, each node has two degrees, an out-degree and an in-degree.











The total degree of a node in a directed network is, then, the sum of its in-degree and
out-degree:
ktoti = kini + kouti (2.12)
2.10 Statistical Analyses
Non-parametric Spearman rank tests were used to estimate the statistical significance of the
correlations between h2xy and S-PLV in resting-state data (i); h2xy and S-PLV for both low and
high intensity stimulations (ii); h2xy and 50 Hz pre vs. during stimulation power increases for
both low and high intensity electrical gamma (50 Hz) stimulation (iii); S-PLV in resting-state
data and S-PLV for both low and high intensity electrical gamma stimulation (iv); S-PLV in
resting-state data and Power for both low and high intensity electrical stimulation (v); S-PLV
for both low and high intensity stimulation and 50 Hz power pre vs. during stimulation increases
for both low and high intensity electrical gamma bursts (vi), S-PLV for low intensity electrical
stimulation and SPLV difference for high intensity electrical stimulations (vii), and pre vs. during
stimulation power increases for low intensity and also for high intensity electrical gamma bursts




3.1 Stimulation iEEG-based connectome
To facilitate a better understanding of the complex and long series of analysis we performed, our
results will first be presented on a dataset of a representative patient (n=1, patient reference no.
1998), followed by the results for the whole population of epileptic patients (n=18) analysed for
this dissertation.
3.1.1 Example of a single patient connectome
Patient reference number 1998 had multielectrode contacts implanted in the following 11 AAL
regions of the right hemisphere and the cerebellum: Supramarginal Gyrus, Angular Gyrus,
Inferior Parietal Lobule, Middle Occipital Gyrus, Superior Temporal Gyrus, Fusiform Gyrus,
Inferior Temporal Gyrus, Middle Temporal Gyrus, Lobule III of Cerebellar Hemisphere, Crus I
of Cerebellar Hemisphere and Inferior Occipital Cortex (number of contacts on each region and
additional information are presented at the table annexed). Connections between regions were
established pair-wise on the basis of our established criteria for enhanced neural entrainment.
We considered regions that showed both increase of S-PLV and 50 Hz power at least 10 times
higher than base-line pre-stimulation values (see methods section for details). As we divided
electrical stimulation in two different groups based on the intensity, two different connectivity
maps, one for high and one for low stimulation intensity, will be presented.
The High Intensity Stim-iEEG connectome of patient reference 1998 is represented in the
figure 3.1. In this S-PLV based connectome, we observe the nodes and edges that are based on
the criteria described in the section 2.7. The Right Inferior Occipital Cortex is a node that shows
oscillatory entrainment when the stimulation is delivered to any other implanted region (hence
a ‘receiver’ region). Therefore, directed connections from other regions of the network to this
region can be observed. In this context, information is considered to flow inwards into the node.
When the opposite happens (i.e., when the stimulation is delivered to this region and other
regions show oscillatory entrainment), the region is considered to send information outwards,
thus being a ‘sender’. Links in this category are considered to flow outwards of the node. Regions,
such as Right Middle Occipital Gyrus, Right Lobule III of Cerebellar Hemisphere, Right Crus I
of Cerebellar Hemisphere, Right Inferior Parietal Lobule and Right Superior Temporal Gyrus,
only have outward links, sending information (hence in this case of stim iEEG dataset, entraining
gamma oscillations) onto other regions and not receiving any information.
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Figure 3.1: High Intensity Stimulation iEEG-based connectome, from patient reference 1998 (n=1)
displayed on a normalized brain volume or as a graph, estimated with S-PLVs. (Left panel) 3D
connectome is represented in a normalized brain template, with each node corresponding to an
implanted AAL region. The geometrical location of each node is placed on the average MNI location of
the contacts that were localized as located in the same AAL region. (Right panel) Connectome
represented as a circular graph with all nodes located equidistantly (importantly, neither node location
or edge length inform about the distance between two nodes). Nodes correspond to each implanted
AAL region. In both graphs, arrows added to each edge represent the estimated direction of the signal
spread from the electrically stimulated region to a second one.
Two different regions, the Right Angular Gyrus and Right Supramarginal Gyrus do not
exhibit signs to subtend functional connectivity with any region of the connectome. This suggests
that, at least for the regions sampled and considering our astringent criteria for entrainment,
when stimulation is delivered onto these regions, such patterns are not conveyed to other parts
of the connectome (hence remaining regions that show no signs of oscillatory entrainment), and
moreover, that when other regions are stimulated, these two cerebral cites remain uninfluenced
(hence no oscillatory entrainment is imposed on them at the gamma frequency).
As for the Low Intensity Stim-iEEG connectome (figure 3.2), from the same patient, dif-
ferences such as the absence of some links (edges) present in the high intensity stimulation
connectome can be observed. The most relevant is the absence of any link, either outwards
or inwards, for the Right Fusiform Gyrus to any of the sampled regions hosting multielectrode
contacts. Some other connections present in the High Intensity Stim-iEEG Connectome are
absent in this low intensity one, but regions, such as the Right Inferior Occipital Cortex, display
a similar status to that shown when stimulated with high intensity currents. Four different
regions exhibit no signs of connectivity (no connections between these regions from and to the
rest of implanted regions).
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Figure 3.2: Low Intensity Stimulation iEEG-based connectome, from patient reference 1998 (n=1)
based on S-PLVs. On the left side, a 3D connectome is represented in a default intact brain template in
normalized space, with each node corresponding to an implanted AAL regions. The geometrical MNI
node location represents the average x, y and z coordinates of the contacts hosted on the same AAL
region. On the right side, the connectome is represented via a circular graph. Nodes correspond to each
implanted AAL region. On both graphs, arrows in the edges represent the estimated direction of the
signal spread (see caption from prior figure for further explanations or details)
When the adjacency matrixes from both the High Intensity Stim-iEEG connectome and the
Low Intensity Stim-iEEG connectome are subtracted one from the other, it is possible to deter-
mine which edges are specific from each connectome. As observed in figures 3.3 and 3.4, only
3 edges present in the Low Intensity Stim-iEEG Connectome are specific to this connectome,
hence not present in the high intensity one. These three edges have the Right Middle Tempo-
ral Gyrus operating as ‘receiver’, with the Right Middle Occipital Cortex, the Right Inferior
Occipital Cortex and the Right Inferior Parietal Lobule, as ‘senders’.
When considering the opposite, i.e., links proven to be specific for the High intensity Stim-
iEEG connectome, hence not present in the low intensity Stim-EEG connectome, 8 additional
edges showing different nodes and different directions, appeared and were added to the network
of this patient at higher intensity levels.
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Figure 3.3: Comparison of adjacency matrices for patient ref. 1998 (n=1) based on S-PLVs. In (a,
left, in black) and (b, center, in black), edges are represented in black, whereas matrix (c, right)
displays the edges present either only during high intensity stim-iEEG (orange cells) or exclusively
during low intensity stim-iEEG (blue cells).
Figure 3.4: Circular connectome with equidistally represented nodes, associated to prior adjacency
matrices based on S-PLVs for patient ref. 1998 (n=1), showing the edges present either only during high
intensity stimulation iEEG datasets (in orange) or only during low intensity stimulation (in blue).
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3.1.2 Whole population connectivity atlas or connectome
By merging, in a common normalized MRI space, iEEG functional connectivity data from every
individual S-PLV based single patient connectome, we build a connectomic model for the entire
population of n=18 implanted patients included in our cohort. For the complete dataset, the
total number of stimulations (hence iEEG time-series) was 2360. These were delivered through a
total of 389 contact multielectrode pairs (mean of 21.68.48 per patient, range between 6 and 40),
and recorded from 928 total contacts, ruling out contacts present in non-encephalic regions not
represented in the AAL atlas parcellation. A total of 360992 iEEG time-series were considered
in our analyses.
Figure 3.5: High Intensity Stimulation-iEEG Connectome Adjacency Matrix for the complete
population of patients (n=18) based on S-PLVs. The horizontal and vertical dotted lines divide the
brain regions belonging to the left or the right hemisphere. Black cells represent a pair-wise connection
that fulfilled criterion for gamma (50 Hz) S-PLV increases during stimulation.
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Figure 3.6: High Intensity Stimulation iEEG Connectome for the entire population of subjects (n=18)
analysed in our study based on S-PLV values. (Left panel) 3D connectome is represented in a default
normalized brain template, in which each node corresponds to an implanted AAL region. Geometrical
node location represents the average position of contacts belonging to the same AAL region. (Right
panel) this population based connectome is represented in a circular graph with nodes placed
equidistant to each other. Importantly, neither node location nor edge length inform about the distance
between two nodes in the real anatomical space. Nodes signal the average MNI x, y, z coordinates of
each implanted AAL regions across participants for a given AAL area. For both graphs, arrows present
on the edges signal the estimated direction of activity spreads from a leading/driving site (the one
receiving gamma stimulation bursts) towards ‘follower’ sites.
As can be observed in both figures 3.5 and 3.6, High Intensity stimulation connectome edges
remain mainly intra-hemispherical, with only 4 of them linking regions of the right and the
left hemisphere. We also observed that the Left Parahippocampal Gyrus is the region most
frequently acting as a ‘receiver’ (hosting 9 out of 11 total inwards links), and the Right Middle
Temporal Gyrus, hosting 5 out of 7 links. The highest sender region is the Right Superior
Temporal Gyrus, hosting 4 out of 7 outwards links, and the Right Parahippocampal Gyrus,
hosting 4 out of 5 outward links. The regions showing the highest node degree (amount of
inward links + amount of outward links) are the Left Parahippocampal Gyrus (11), the Right
Supramarginal Gyrus (8), the Right Superior Temporal Gyrus and the Right Middle Temporal
Gyrus (both with 7). Four regions of the connectome exhibit no signs of connectivity.
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Figure 3.7: Low Intensity Stimulation iEEG-based Connectome Adjacency Matrix, integrating data for
the entire population of patients (n=18) based on S-PLVs. The horizontal and vertical dotted line divide
brain regions of the left and the right hemisphere. Each black square represent a pair-wise connection.
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Figure 3.8: Low Intensity Stimulation iEEG-based connectome, integrating data from the entire
population of patients (n=18). (Left panel), 3D connectome represented in a normalized MRI brain
template, in which each node corresponds to an implanted AAL region. Node location represents the
average x, y, z MNI coordinate position of the contacts belonging to the same AAL region. (Right
panel), connectome represented with a circular graph, with standard equidistant nodes (hence
non-informative on real intermodal length). Nodes correspond to implanted AAL region hosting at least
a multielectrode contact. For both graphs, arrows displayed on the edges represent the estimated
direction of the iEEG signal spread driven by the stimulated region onto other brain regions.
According to Low Intensity Stimulation iEEG connectome (see figures 3.7 and 3.8), weak
stimulation intensities mainly recruited intra-hemispheric connections. Indeed, a lower number
of edges going from the left to the right hemisphere was found (2). Regions with the highest node
degree were the Right Supramarginal Gyrus (10), the Right ParaHippocampal Gyrus (8), and
Right Superior Temporal Gyrus and Left ParaHippocampal Gyrus (both with 6). The Right
Parahippocampal Gyrus was, under such stimulation conditions the region most frequently
operating as a receiver, with 6 out of its 8 links conveying inward activity. The highest sender
region is the Right Supramarginal Gyrus, with 6 out of its 10 links directing activity outwards.
Twelve regions exhibited no signs of subtending pair-wise connectivity.
Finally, a comparison of the High Intensity Stimulation iEEG Connectome and the Low
Intensity Stimulation iEEG Connectome revealed that the number of links present exclusively
during the former High Intensity iEEG-based connectome (30), observed in figure 3.9, was greater
than the number of links recruited only during Low Intensity iEEG-based connectome (20), ob-
served in figure 3.10. Also, a comparison of the high intensity and low intensity stimulation
iEEG-based connectomes, a significant correlation between non-binarized S-PLVs for both con-
nectomes was found, (rho=0.442, p=0.002).
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Figure 3.9: Global connectome of the whole population of studied patients (n=18) showing edges
present only during high intensity stimulation-iEEG (in orange).
Figure 3.10: Global connectome integrating data from the entire population of patients included in
our study (n=18) displaying the edges present only during low intensity stimulation (in blue).
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3.2 Resting state iEEG-based connectome
As we did for stimulation iEEG-based datasets in the preceding sections (section 3.1), results will
first be presented for illustration purposes on the datasets of a representative single patient (n=1,
reference number 1998). This will be followed by a presentation of iEEG-based connectome data
including the whole population of implanted patients whose datasets were studied in this project
(n=18).
3.2.1 Single case connectivity atlas or connectome
The multielectrode implantation scheme for patient ref. 1998 was the same we used to record
resting-state (RS-iEEG) and stimulation (Stim-iEEG) datasets (see section 3.1.1). We computed
adjacency matrices for both the h2xy and the mutual information index. Nonetheless, two main
reasons advised to put the focus in this section on the former and leave the latter aside: First,
both measures showed a high degree of similarity; second, h2xy provides information about the
directionality of information flow which MI is lacking.
Figure 3.11: Resting state iEEG-based connectome for patient ref. 1998 (n=1). (Left panel) 3D
rendering of the connectome, based for h2xy, represented on a default and normalized MRI brain
template, in which each nodes corresponds to the location of at least a contact implanted on an AAL
region. Nodes are located on the average of x, y, z MNI coordinates of the different contacts that are
hosted in the same AAL region. (Right panel), h2xy iEEG based resting state connectome represented
on a circular graph in which nodes are depicted equidistantly. In both version of the graph (right and
left), arrows depicted on the edges represent the estimated direction of the spread of the signal
according to the value taken by the h2xy.
As shown in figure 3.11, representing the Resting-state iEEG-based connectome, the Right
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Supramarginal Gyrus is the area showing the highest node degree (4 inward links and 1 outward
link). This region has also the highest inwards node degree. The Right Lobule III of Cerebellar
Hemisphere displays the highest outwards node degree, (3 out of 3 links being outwards). Finally,
two regions, the Right Middle Temporal Gyrus and the Right Superior Temporal Gyrus, exhibit
no connectivity at all, and appear isolated according to our established measures and applied
criteria.
3.2.2 Whole population connectivity atlas or connectome
Figure 3.12: Resting-State iEEG-based connectome matrix, for the entire population of implanted
patients (n=18), according to the h2xy measure. The horizontal and vertical dotted lines divide brain
regions from the left and right hemispheres. Cells in black represent pair-wise connections.
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Figure 3.13: Resting-State iEEG-based connectome, for the entire population of implanted patients
(n=18), according to the h2xy measure. (Left panel) 3D connectomic model represented in a normalized
MRI brain template, in which each node corresponds to an implanted AAL regions hosting at least a
recording contact. Node location signals the average x, y, z spatial coordinates of contacts hosted by the
same AAL region. (Right panel), the connectome is represented on a circular graph made of
equidistantly placed nodes, corresponding to each implanted AAL region. In both graphs, arrows
displayed on each edge represent the estimated direction of signal flow according to the values revealed
by the h2xy measure.
As observed in both figures 3.12 and 3.13, for the Resting-State iEEG-based connectome cal-
culated according with h2xy measure, edges showed to be mainly intra-hemispherical, with 5 of
them travelling bidirectionally from one hemisphere to the other. The regions with the highest
node indegree (hence ‘receiver’ regions) were the Left Inferior Temporal Gyrus (8) and the Left
Precuneus (5). The regions with the highest node outdegree (operating as ‘sender’ regions) were
the Right Angular Gyrus (8) and the Left Fusiform (7). Five different regions exhibited no signs
of connectivity.
32
Thesis CHAPTER 3. RESULTS
Figure 3.14: Resting-State iEEG-based connectome calculated with the S-PLV, for the entire
population of implanted patients (n=18). The horizontal and vertical dotted lines divide left and right
hemisphere brain regions. The black cells display pair-wise connections between nodes.
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Figure 3.15: Resting-State iEEG-based connectome, for the entire population of patients dataset
(n=18) based on S-PLV measures. (Left panel), 3D connectome represented in a normalized MRI brain
template, in which each node corresponds to contacts of an implanted AAL region. The location of each
node is estimated as the average x, y, z coordinates of any contacts hosted in the same AAL region.
(Right panel), connectome represented in a circular graph with equidistantly positioned nodes,
corresponding to each implanted AAL region. In both graphs (Left and Right panels), arrows displayed
on each edge represent the direction of the activity or the signal spread.
As observed in both figures 3.14 and 3.15, for the Resting-State iEEG-based connectome
estimated on the basis of S-PLV values, edges proved mainly intra-hemispherical (11 out of 93
edges linked areas in one hemisphere to the opposite one). Interestingly, in this case the number
of inter-hemispherical links was much higher than those determined according to resting state
iEEG-based connectome analyses conducted with h2xy. The regions with the highest node degree
were the Right Inferior Temporal Gyrus and the Left Middle Temporal Gyrus (both with 9
edges). Nine different regions exhibited no signs of subtending connectivity with any other node
of the connectome.
As shown previously for High and Low Stimulation iEEG-based connectome analyses (see
section 3.1.2) performed for the entire population (n=18), a comparison between Resting-State
iEEG-based connectomes compiled either on the basis of the h2xy or the S-PLV (see figures 3.16
and 3.17) reveals that the number of links present only either on S-PLV-based resting state
connectome or h2xy-based connectomes is very high (60 edges). A comparison between the non-
binarized adjacency matrices of S-PLVs and the binarized adjacency matrices of h2xy during
resting-state, reveals the lack of any significant correlation between these two functional connec-
tivity measures during resting state.
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Figure 3.16: Connectome representation showing edges between nodes present only in the
Resting-State iEEG-based connectome using the S-PLV measures (in orange).
Figure 3.17: Connectome showing the edges present only during the Resting-State iEEG-based
connectome compiled on the basis of the h2xy measure (in blue).
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3.3 Comparison between resting state and stimulation connec-
tomes
One of the goals of this project was to assess the extent to which the spread of gamma (50 Hz)
oscillatory entrainment, induced by local patterns of electrical gamma 50 Hz stimulation across
different interconnected brain regions, could be predicted from the Resting-State iEEG-based
connectome. To this end, we compared both connectomes (Stimulation iEEG-based connectome
and Resting-State iEEG-based connectome). Even though, in contrast with h2xy estimates, S-PLV
measurements extracted from pairs of resting-state iEEG time series do not provide directionality
information, we considered Resting-State S-PLV iEEG data (figure 3.15) and High Intensity S-
PLV for the iEEG data under stimulation (figure 3.6), as the most representative connectomes
for both states. The High Intensity Stimulation iEEG-based connectome, in detriment of its low
intensity counterpart, was chosen because of the superior number of specific links or edges across
node pairs of the former when compared to the latter.
Figure 3.18: Connectome depictions showing the significant edges or intermodal links present only
during gamma 50 Hz electrical stimulation (in orange) for the whole population of implanted patients
studied in this work (n=18).
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Figure 3.19: Connectome depictions showing the edges or links present only during resting state
interactions measured with iEEG (in blue).
The number of links specific to each connectome showed similarities: 43 links being present in
the Resting-State iEEG-based connectome (figure 3.18), but not recruited during High Intensity
Stimulation iEEG-based connectome (figure 3.19), and 34 in the opposite scenario. This represent
35% of links specific to Resting-State iEEG-based connectome intermodal interactions, and 32%
derived from High Intensity Stimulation iEEG-based connectome.
Moreover, as revealed by figure 3.20a, regions exhibiting higher node degree are often shock-
ingly different across these two main iEEG-based connectomes (resting state vs. electrical stim-
ulation connectomes). In some cases, the strongest nodes in the former connectome, are the
weakest in the latter one, or vice-versa. That is the case for the Right Supramarginal Gyrus,
which shows a node degree of 8 in the stimulation iEEG-based connectome and only 2 in the
resting state iEEG-based connectome; or for the Right Middle Temporal Gyrus, with a node
degree of 1 in the former and 7 in the latter. These differences are stated in figure 3.20c, where
high positive values or low negative values denote nodes/regions where the discrepancy between
node degree when comparing the two connectomes (Stim-iEEG vs RS-iEEG) is high. In con-
trast, figure 3.20b shows regions for which node degree distributions for both connectomes are
similar and increase according to a power law.
Overall, at difference with High vs. Low Stimulation Intensity iEEG-based connectomes
(which were significantly correlated), we could only find a trend towards a correlation across S-
PLVs for resting state-iEEG and the stimulation-iEEG connectomes, performed prior to thresh-
olding adjacency matrices (rho=0.188, p =0.053 (Spearman) suggesting that Resting-State
iEEG-based connectome incompletely predicts the structure of the gamma 50 Hz stimulation
connectome or vice-versa.
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Figure 3.20: Histogram of Node Degree values comparing data from the stimulation iEEG-based
connectome and the resting state iEEG-based connectome. (Panel A, top left) shows node degree for
both connectomes, with the higher bars indicating higher node degree for the node. (Panel B, top right)
displays node degree distribution data, from the lowest to highest node degree levels. (Panel C, bottom
row) shows the difference in node degree between the two types of connectomes (Stim-iEEG and
RS-iEEG), in descending order. Positive values signal brain areas for which the node degree is higher on
stimulation iEEG-based connectome than on the resting state iEEG-based connectome, whereas




In this project, we processed iEEG datasets recorded in the context of clinically-guided causal
mapping sessions performed in human epilepsy patients implanted intracranially with multi-
electrodes, either at rest (resting state iEEG datasets, RS-iEEG) or under the influence of
5 seconds’-long 50 Hz electrical stimulation bursts (stimulation iEEG datasets, Stim-iEEG),
delivered focally through pairs of adjacent microelectrode contacts, at either high or at low
intensity. We aimed to use such signals to characterize the patterns of functional interactions
operating in these two states in the human brain and compare them across to find out if con-
nectivity patterns inferred causally from focal stimulation, could be predicted from resting state
functional interaction maps.
We developed a successful sequence of procedures that allowed us to compute, and depict
visually, the connectomes subtending functional interactions at the single case or individual pa-
tient level (each one with its own implantation scheme), to latter integrate them in a larger atlas
integrating datasets from n=18 patients, better extending brain coverage. Several measures in-
forming on the distribution of iEEG signals across brain networks were considered (information
transfer index, h2xy, SPLV) and probed (h2xy, S-PLV), with the most adapted to each of the two
conditions tested (h2xy for resting state and SPLV- for stimulation datasets) being chosen. A
single final common measure, S-PLV, was used to compare to the best of our abilities and, in
spite of some standing differences, our resting state and stimulation connectomes in the same
population of patients. The data we produced in this project indicated that the architecture
(number, nature and, when probed, the directionality of internodal links) of such connectomes
proved highly sensitive to the conditions in which such were recruited or probed. Indeed, sub-
stantial differences were found between the resting state iEEG-based connectome and the stim-
ulation iEEG-based connectome recruited by 50 Hz stimulation, which was poorly predicted by
the structure of the former on the basis of estimated S-PLV values. Some relevant qualitative
and quantitative differences were also found between the high and low stimulation connectomes
with regards to specific intermodal links. Nonetheless, correlational analyses performed between
unthresholded S-PLV values of the former yielded significant results.
We conclude that iEEG data obtained from implanted patients either at resting-state or
under stimulation with frequency specific bursts, can be used to characterize with a high level
of anatomical accuracy, functional interactions in the human brain and add causal value of
correlational inferences. A connectome representative of the human brain will require, however,
the integration in a common anatomical space of datasets from a large population of participants,
as to overcome regional sampling biases (i.e., sampling concentrated in specific brain regions that
are most likely the source of seizures, hence more likely to be implanted and monitored at the
expense of cortical regions from which we rarely have iEEG datasets). More specifically, our data
suggests that the architecture of a connectome entailing the same nodes (i.e., based on either
resting-state or stimulation-evoked iEEG data from the same nodes or brain areas), hence likely
subtended by the same anatomical networks, are highly sensitive to the recording conditions and
procedures with which these are probed or recruited, hence highly state and method dependent.
Most importantly and, in spite of potential methodological weaknesses discussed further in
upcoming paragraphs and the need for larger samples of iEEG datasets, our data suggests that
causal connectomes elicited via focal stimulation (in our case by 50 Hz gamma patterns) can only
be poorly predicted by resting-state connectivity operating on the same network. We conclude,
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that while the underlying structural networks (defined white matter connectivity patterns, so
called structural connectome) allowing flow of activity and signals remains the same, the patterns
of functional interactions subtended by anatomical connections can be multiplexed, hence may
take different “architectures” (organization, extent, efficacy levels, degrees etc.) as a function
of the type (frequency, amplitude, phase-locking level) and nature (physiological or artificial)
of the activity flowing into and through the system. As a result, taking structural connectivity
patterns as the unique solid basis, human brain functional connectome mapping effort cannot
be only based on the data generated by a single correlation technique (resting fMRI, MEG or
EEG) or causal approach (single pulse stimulation and evoked potentials) but must causally
probe and define its flexible architecture for different types of spatio-temporal coding signals (at
different frequencies).
Our study adds a new knowledge to the existing panorama regarding connectivity and causal-
ity in the human brain, consisting on the comparison of connectomes obtained from resting-state
iEEG datasets and the impact of gamma 50 Hz rhythmic patterns produced by electrical stim-
ulation. The latter was evaluated via neural entrainment, conceptualized as the progressive
synchronization in time of local oscillators (i.e., circuits of neurons with the potential to fire
synchronously) to an external source of energy, such as the intracranial 50 Hz electrical stimu-
lation bursts undertaken in this study.
Previous studies on human brain connectivity have mainly focused on the use of correlation
approaches by means of electrocorticography (ECoG), activating superficial layers of the cortex
and rarely combined with rhythmic patterns of stimulation adding focal perturbations into brain
systems to generate causality[34]. Indeed, at difference with ECoG approaches, the originality
of our study and the data we generated thanks to it, were made possible by the use of intracra-
nial electroencephalographic approaches (iEEG), which provides an unbiased exploration of all
cortical layers, including III and V, containing pyramidal neurons, the ultimate substrate of
excitatory long-range connections[35, 36]. This is because, in contrast with ECOG, intracranial
multielectrodes are inserted in depth, instead of remaining on the pial surface of the cortex.
Recent connectivity studies have processed iEEG data, but focusing on widespread patterns
of functional connectivity under resting-state[37] or exploring the very local electrophysiologi-
cal impacts on the sites on which stimulation is delivered[38], neglecting a larger network-based
hodological perspective. Most importantly, no prior attempt has been made to date to compare
in the same population of participants the “architectural” features of a resting state connectome
compared to functional connectivity patterns evoked by patterns of stimulation.
To fill this gap, the current project was aimed to assess whether the spread of signals entrained
by electrical stimulation depended on stimulation intensity and to what extent these obeyed the
same functional paths (functional interactions) already revealed by resting-state recordings.
After a detailed qualitative analysis of the global iEEG-based connectomes we defined under
stimulation or at resting state, it became clear there were links present in the former (Stim-
iEEG connectome) that did not came out in resting state conditions (RS-iEEG). Importantly,
this outcome points to the recruitment or activation of additional functional interactions under
focal stimulating that might remain “invisible” or “silent” during resting-state recordings, hence
that require the use of a focal perturbation to be revealed. Whether these functional interactions
are an artificial product generated by an external source of rhythmic gamma stimulation, or they
do indeed play a physiological and a cognitive role in normal brain processing, is a key question
that we cannot respond on the basis of our data, since it would have required a comparison with
the iEEG interactive patterns generated by a task- or behaviour-evoked activity.
Our results allow us however, at least to support the notion that stimulation-iEEG based
connectome and the resting state iEEG connectome based on S-PLV values have different archi-
tectural properties, and the former cannot be easily predicted by the latter. Indeed, a comparison
of S-PLV values (prior to matrix thresholding) from the stimulation iEEG-based (Stim-iEEG)
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and the resting state iEEG-based (RS-iEEG) adjacency matrices yielded a non-significant cor-
relation (rho= 0.188, p=0.053) between the two.
Differences were particularly visible in regions such as the Right Supramarginal Gyrus, the
Right Middle Temporal Gyrus and the Left Parahippocampal Gyrus, regions with a strong
connectivity during stimulation (Stim-iEEG dataset) but almost no links (hence edges of the
connectome graph) at resting state (RS-iEEG). Since our stimulation connectome specifically
tested the recruitability through the entrainment of extended intermodal interactions responsive
to gamma (50 Hz stimulation), these differences could have been caused by the fact the under-
lying frequencies at which these two regions can generate rhythmic activity, according to their
local organization (the so called natural frequency fingerprint), might exclude 50 Hz gamma
patterns. Nonetheless, this possibility is unlikely and will require further analyses, since gamma
rhythms are omnipresent across cortical regions and, moreover, highly synchronized external
sources of electrical stimulation delivered directly to the brain tissue may eventually forcedly
entrain the system at the delivered frequency regardless of its natural frequency fingerprint.
Our fair attempt to provide a qualitative (and eventually quantitative) comparison between
the stimulation (Stim-iEEG) and resting-state (RS-iEEG) connectomes, compiled in our cohort
of n=18 patients, was undertaken using a common measure to estimate functional interactions,
such as the S-PLV. Unfortunately, the details on how data were processed to obtain the optimal
coupling estimate between pairs of time-series recorded by multielectrode contacts from specific
brain areas could not be exactly identical. Indeed, relevant differences preventing fully fair
comparability between these two connectomes were caused by the intended use of the state-of-
the art, hence most adapted, coupling measures available for each (initially h2 for RS-iEEG and
S-PLV for Stim-iEEG, since the former could not be applied to a modelled stimulator output
signal). Moreover, comparability could have been compromised by specific procedures inherent
to the processing of one, but not the other, iEEG dataset, such as the need for removal and
data interpolation of stimulation artifacts (only necessary for the Stim-iEEG but not for RS-
iEEG dataset), which was not applied to resting-state signals, to avoid modifying artificially
their structure. Similarly, we employed a different data epoching strategy for the resting-state
iEEG dataset (in which we averaged 2 seconds’ long iEEG epochs to end up with a single 2
seconds time-series (prior to h2 or S-PLV calculations) , when compared to the stimulation
iEEG dataset (in which no averaging was carried our prior to S-PLV analyses). Finally, whereas
for resting-state dataset, S-PLV values were calculated between pairs of biologically generated
iEEG signals, in the stimulation dataset, such parameter was estimated between a biological
iEEG signal and a modelled stimulator output function (see Amengual et al. Sci Reports 2017
for details). Therefore, in light of such processing differences that we will try to minimize even
further in upcoming studies, any comparison between the resting-state and the stimulation iEEG
connectomes, or the weak although non-significant correlation (rho=0.188, p=0.052) between
the two adjacency S-PLV matrices, needs to be interpreted very cautiously and a definitive
conclusion will require further analyses and larger datasets.
Some additional methodological limitations of our study, inherent to the use of datasets
generated during clinically-guided causal mapping sessions in intracranially implanted epilepsy
patients, are also worth-discussing. In particular, a large variety of implantation schemes across
patients and the low number of stimulation parameters such as burst frequency (50 Hz) and
duration (5 seconds) are intrinsic limitations of studying local or network related physiological
and cognitive phenomena with such human models. Also important, the low number of iEEG
samples per site x stimulation intensity on a given patient (which is restricted to keep mapping
sessions within a reasonable duration and avoid an overstimulation of the implanted cerebral tis-
sue), could impact the reproducibility and reliability of some individual iEEG observations prone
to sources of variability or electrical noise which cannot be easily cancelled out or consolidated,
as it is done with TMS-EEG o TACS-EEG approaches by averaging out reasonable number of
41
Thesis CHAPTER 4. DISCUSSION
similarly recorded trials. Last but not least, even if only iEEG data from non-epileptogenic
foci were included in our analyses, the fact that the iEEG datasets are obtained from patients
suffering epilepsy limits the extrapolation of these data to the healthy brain and the extent to
which they inform on physiological rather than epilepsy-related pathological processes.
On another level of the data processing, concerns could be also raised with regards to have
averaged individual contact’s (often single trial) iEEG time series across intensity ranges (when
the same site was stimulated several times at increasing intensities) but particularly across
different sites within the boundaries of the same region of the AAL atlas used for parcellation..
Nonetheless, since implantation was, at all times, guided clinically (according to scalp EEG
or symptoms-based suspicions on which brain areas might be most likely the seizing sources)
individual contacts were never implanted in the exact same coordinates within the boundaries
of an AAL atlas region. Hence, aggregating multielectrode x, y, z MNI coordinates within AAL
regions and consolidating iEEG individual data sets on representative estimates from several
patients across through averaging (data sets recorded in the vicinity but not exactly the same
site) was a necessary evil to carry out the analyses, which places in a very influential role the
nature (parcellation criterion being functional, behavioural, cytoarchitectural or white matter
connectivity based) and spatial resolution (number and size of regions) of the parcellation atlas
used to aggregate contact locations and iEEG data.
Regardless, the high focality of the iEEG and stimulation procedures carried out in such
populations of implanted epilepsy patients and the possibility they provide to explore with high
spatial and temporal resolution, high signal-to-noise ratio and much limited uncertainty about
stimulated sites and iEEG sources (as compared to tACS, TMS coupled to scalp EEG or MEG),
to probe brain connectivity in humans largely overweighs many of these weaknesses and makes
it unique, promising and potentially high-yielding.
It is finally also worth-mentioning that the electrical stimulation patterns delivered (to gen-
erate the stimulation iEEG-based dataset and connectome) had the same frequency of the line-
noise in Europe (50 Hz) and data could not be 50 Hz band-pass filtered (or notch filtered) since
this is the central frequency at which gamma stimulation was hypothesized to entrain local syn-
chrony and distribute it across the connectome. Regardless, this coincident frequencies often
raises concerns about the possibility that outcomes derive from an interaction with line-noise
instead of being genuinely generated via a physiological effect. Nonetheless, our analysis sug-
gests this scenario is rather unlikely (see discussion in Amengual et al Sci Rep 2017). First,
the gamma power ([45 55 Hz]) was found to increase significantly during the 5 secs stimulation
period, as compared to a contiguously preceding epoch right before the stimulation, used as a
baseline to ascertain increase of gamma power. Second, even if one can always find a level of
phase-coupling prior to the delivery of the 50 Hz stimulation bursts caused by noise-line, the
fact that this measure had to be significantly higher during the stimulation to fulfil our criteria
for entrainment (see details in methods section) suggests that such S-PLV modulations could
not be solely explained line-noise generated artifacts.
Indeed, the hypothesis was that the highly focal stimulation provided by iEEG stimulation
has the potential to impose entrainment within frequencies different from the natural frequencies
characterizing a given site. Animal studies using frequency-tuned optogenetic stimulation[39, 40]
have previously provided support in favour of this notion. Unfortunately, this study whose
data had to stick to the clinical state of the art with regards to the stimulation frequency,
could not integrate the use of bursts at frequencies different than 50 Hz (which is considered
the stimulation frequency that maximizes the likelihood to induce seizures when delivered onto
potentially epileptogenic brain tissue). Nonetheless, it would be interesting to compare the same
set of analyses we performed using iEEG data generated under electrical stimulation delivered at
a different frequency, and assess how the architecture of the functional connectome is dependent
on stimulation frequency. Additionally, any of the iEEG-based connectomes we compiled in
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this dissertation should be subtended by a common set of hard-wired white matter connectivity
patterns, which can be employed flexibly by neural activity as a function of excitability- or
activity state-, task- or features of the input coding patterns to distribute signals across networks.
Unfortunately, although diffusion imaging datasets for at least 9 of the 18 patients of our
cohort are available, the anatomical characterization of the underlying structural connections in
each patient brain was out of the scope of this master dissertation. Nonetheless, it will be very
relevant to introduce the structural connectivity data to this analysis, to address the extent to
which functional connectivity patterns can be backed up by specific direct/indirect white matter
bundles, and the extent to which interindividual differences in structural connectivity might co-
vary with measures of internodal coupling such as S-PLV or h2 either at resting-state or during
stimulation. Additionally, further studies might combine intracranial stimulation as done in
our approach with specific behavioural paradigms, thus helping explore causality between brain
oscillation rhythms and cognition in humans. Further developing this research, particularly in
large cohorts of implanted patients, could lead to the compilation of reliable atlases of the human
brain structural and functional connectivity, integrating their ability to subtend and convey local
and widespread frequency specific synchronization signals across flexible, scalable efficient brain
connectomes. Moreover, further deepening our knowledge in such directions holds the potential
to improve the way in which invasive or non-invasive approaches to stimulation are used to
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Table 4.1: Summary table with demographic data (gender and age) of the patients (n=18) included in
our analyses, the number of implanted multielectrodes, the total number of contacts and the name of
the cerebral regions covered by the implantations on each patient. F: Female; M: Male.
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Table 4.2: Summary table with demographic data (gender and age) of the patients (n=18) included in
our analyses, the number of implanted multielectrodes, the total number of contacts and the name of
the cerebral regions covered by the implantations on each patient. F: Female; M: Male.
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