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Linear independence measures for values of certain q-series
I. Rochev∗
Abstract
We prove, in a quantitative form, linear independence results for values of a certain class
of q -series, which generalize classical q -hypergeometric series. These results refine our recent
estimates.
1 Main result
Let K be an algebraic number field of degree κ = [K : Q], MK the set of all places of K. For
v ∈ MK we normalize the absolute value | · |v as follows:
1. |p|v = p
−1 for finite v|p;
2. |x|v = |x| for x ∈ Q if v|∞ .
Then for α ∈ K∗ we have the so-called product formula
∏
v∈MK
|α|κvv = 1,
where κv = [Kv : Qv] are the local degrees.
For a vector ~α = (α0, α1, . . . , αn) ∈ K
n+1 its (projective) absolute (multiplicative) height H(~α)
is given by
H(~α) =
∏
v∈MK
|~α|κv/κv , |~α|v = max{|α0|v, |α1|v, . . . , |αn|v}.
(In fact, by the product formula, H(·) is well defined on the projective space KPn .) In particular,
for α ∈ K its absolute height is given by
H(α) = H
(
(1, α)
)
=
∏
v∈MK
max
{
|α|κv/κv , 1
}
.
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In view of the product formula, for α ∈ K∗ and any v ∈ MK we have the so-called fundamental
inequality ∣∣log |α|v∣∣ 6 κ
κv
logH(α).
Suppose q ∈ K and w ∈MK satisfy |q|w > 1 and |q|v 6 1 for all v ∈MK\{w} . Further assume
that polynomials P (x, y) ∈ K[x, y], Q(x) ∈ K[x] satisfy d := degy P (x, y) > 1 and P (n, q
n)Q(n) 6=
0 for all n ∈ Z>0 . Put
Πn(z) =
n∏
k=1
P (k, zk)/Q(k) (n ∈ Z>0) (1.1)
and consider the function
f(z) =
∞∑
n=0
zn
Πn(q)
, z ∈ Cw,
where Cw is the completion of the algebraic closure of Kw .
The function f(z) is entire. Indeed, let
P (x, y) =
d∑
ν=0
pν(x)y
ν ;
then for all sufficiently large n ∈ Z>0 we have
|pd(n)|w > H
(
pd(n)
)−κ/κw
> n−c, c = const.
Hence for large n we have
|P (n, qn)|w >
1
2
n−c|q|dnw
and the assertion follows.
In this note we prove the following theorem.
Theorem 1. Assume that the polynomials P (x, y), Q(x) satisfy (at least) one of the following two
conditions:
(a) pd(x) does not depend on x, or
(b) p0(x) and Q(x) do not depend on x.
Let m ∈ Z>0 , d0 ∈ Z>d . Suppose numbers αj ∈ K
∗ and sj,k ∈ Z>0 (1 6 j 6 m, 0 6 k < d0 )
satisfy the following three conditions:
(i) αiα
−1
j /∈ q
Z for i 6= j ,
(ii) sj,k 6 deg pd(x) for 1 6 j 6 m and d 6 k < d0 , and
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(iii) if deg p0(x) = degQ(x), then αj /∈ (a/b)q
Z>0 for all j , where a and b are the leading coeffi-
cients of p0(x) and Q(x), respectively.
Then the numbers
1, f (σ)(αjq
k) (1 6 j 6 m, 0 6 k < d0, 0 6 σ < sj,k)
are linearly independent over K. Moreover, there exist (effective) positive constants C0 = C0(P,Q, q)
and H0 = H0(P,Q, q,m, d0, αj, sj,k) such that for any vector ~A = (A0, Aj,k,σ) ∈ K
1+
∑
j,k sj,k \ {~0} we
have ∣∣∣∣∣A0 +
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
Aj,k,σf
(σ)(αjq
k)
∣∣∣∣∣
w
> | ~A |w exp
(
−C0m
2/3(logH)4/3
)
,
where H = max{H( ~A ), H0}.
In the case K = Q, | · |w = | · | , Q(x) = 1 the qualitative part of Theorem 1 was essentially proved
by Be´zivin [1]. Moreover, Be´zivin’s result implies that in this case the corresponding assertion is valid
(with d0 = 1 and slightly more restrictive conditions posed on αj ) even if the polynomial P (x, y)
does not satisfy conditions (a)–(b) of Theorem 1.
Recently the author [2] proposed a quantitative variant of Be´zivin’s method; in particular, a
weak version of Theorem 1 was proved, with the estimate of the form exp
(
−C0m(logH)
2
)
. A
modification of this method was proposed in [3] for the case when the polynomials P (x, y), Q(x) do
not depend on x. In this case a much stronger result than Theorem 1 is valid: the estimate for the
linear form is polynomial in H and the conditions posed on q can be weakened. In [3] for simplicity
only the case K = Q, | · |w = | · | was considered but extension to the general case is straightforward
(cf., e. g., [4]).
Note that Theorem 1 allows one to describe all linear dependences (over K) among values of
the function f(z) and its derivatives at points of the field K (if the number q and the polyno-
mials P (x, y), Q(x) satisfy the aforementioned conditions). Indeed, the function f(z) satisfies the
functional equation
P
(
z
d
dz
,Dq
)(
f(z)
)
= P (0, 1) +Q
(
z
d
dz
)(
zf(z)
)
, Dqf(z) := f(qz), (1.2)
therefore, for any α ∈ K∗ and s > deg pd(x) the number f
(s)(α) can be expressed as a linear
combination of the numbers 1, f (σ)(α) with 0 6 σ < deg pd(x), and f
(σ)(αq−ν) with 1 6 ν 6 d
and σ > 0. It follows that, given numbers β1, . . . , βl ∈ K
∗ and t ∈ Z>0 , there exist αj and sj,k
satisfying the conditions of Theorem 1 such that the numbers f (τ)(βj) (1 6 j 6 l , 0 6 τ < t) can
be expressed as linear combinations of 1, f (σ)(αjq
k) (1 6 j 6 m, 0 6 k < d0 , 0 6 σ < sj,k ). Hence
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any relation
B0 +
l∑
j=1
t−1∑
τ=0
Bj,τf
(τ)(βj) = 0
can be rewritten in the form
A0 +
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
Aj,k,σf
(σ)(αjq
k) = 0,
where A0, Aj,k,σ are certain linear combinations of B0, Bj,τ . It follows from Theorem 1 that the
coefficients B0, Bj,τ must satisfy the system of linear equations A0 = Aj,k,σ = 0. In other words, all
linear dependences among values of the function f(z) and its derivatives at points of the field K
follow from the functional equation (1.2).
Theorem 1 is a simple consequence of results of [2]. Since the case degx P (x, y) = degQ(x) = 0
was considered in [3], in what follows we assume that degx P (x, y) + degQ(x) > 0. In Section 2
we summarize the required results from [2]. In Section 3 we use them to construct auxiliary linear
forms. In the final section Theorem 1 is proved.
2 Summary
Let m ∈ Z>0 , d0 ∈ Z>d , αj ∈ K
∗ (1 6 j 6 m), sj,k ∈ Z>0 (1 6 j 6 m, 0 6 k < d0 ). By ~x
denote the vector of variables ~x = (x0, xj,k,σ), where 1 6 j 6 m, 0 6 k < d0 , 0 6 σ < sj,k .
Furthermore, put
sj = max
06k<d0
sj,k (1 6 j 6 m),
S = s1 + . . .+ sm.
Consider the polynomials
un = un(z, ~x) =
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
σ!
(
n
σ
)
(αjz
k)n−σxj,k,σ ∈ K[z, ~x], (2.1)
vn = vn(z, ~x) = Πn(z) ·
(
x0 +
n∑
k=0
uk(z, ~x)
Πk(z)
)
∈ K[z, ~x], (2.2)
where Πn(z) is given by (1.1).
2.1 First case
Suppose the polynomial P (x, y) satisfies condition (a) of Theorem 1, i. e.,
P (x, y) = pdy
d +
d−1∑
ν=0
pν(x)y
ν , pd ∈ K
∗.
4
Put h = degQ(x),
g1 = max
{
max
16ν6d
deg pd−ν(x)
ν
,
h
d
}
> 0.
Further, let B be the backward shift operator given by
B
(
ξ(n)
)
= ξ(n− 1).
For 1 6 j 6 m and k ∈ Z introduce the difference operator
Ak,j = I − αjq
kB,
where I is the identity operator, I
(
ξ(n)
)
= ξ(n).
Finally, for l > 0, n > (S +mh)l +m
∑l−1
k=0⌊g1k⌋ put
vl,n(~x) =
l−1∏
k=0
m∏
j=1
A
sj+h+⌊g1k⌋
d0−1−d−k,j
(
vn(q, ~x)
)
:=
(
l−1∏
k=0
m∏
j=1
A
sj+h+⌊g1k⌋
d0−1−d−k,j
)(
vn(q, ~x)
)
∈ K[~x].
Then we have the following lemma.
Lemma 1. Assume that ~ω = (ω0, ~ω1) = (ω0, ωj,k,σ) ∈ C
1+
∑
j,k sj,k
w satisfies
ω0 +
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
ωj,k,σf
(σ)(αjq
k) = 0.
Then for all l > 0, n > (S +mh)l +m
∑l−1
k=0⌊g1k⌋ we have the estimate
|vl,n(~ω)|w 6 |~ω1|w|q|
−ln+mg1l3/6+c(n+1)
w ,
where the constant c > 0 depends only on the polynomials P,Q and the numbers q,m, d0, αj, sj,k .
Proof. See [2, Lemma 3.2].
Remark 1. Note that an estimate of the form
|vl,n(~ω)|w ≪l |~ω1|w|q|
−ln+cn
w
is trivial. Indeed, we have
vn(q, ~ω) = −
∞∑
j=n+1
uj(q, ~ω)∏j
k=n+1 P (k, q
k)/Q(k)
=
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
ωj,k,σAj,k,σ,
where every Aj,k,σ has an asymptotic expansion of the form
Aj,k,σ ∼
∞∑
i=0
Pi(n)(αjq
k−d−i)n as n→∞ ,
with Pi(z) ∈ K[z], degPi 6 σ + h + g1i. The required estimate follows immediately.
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2.2 Second case
In this subsection we assume that the polynomials p0(x) = p0 and Q(x) = 1 do not depend
on x. Put
ε0 =


0 if p0 = 0,
1 if p0 6= 0,
g2 = max
16ν6d
deg pν(x)
ν
> 0.
For 0 6 j 6 m and k ∈ Z introduce the difference operator
Ak,j =


I − p0z
kB if j = 0,
I − αjz
kB if 1 6 j 6 m,
where I,B are same as above. Note that if p0 = 0, then Ak,0 = I .
For l > 0, n > (S + ε0)l + (m+ ε0)
∑l−1
k=0⌊g2k⌋ put
vl,n = vl,n(z, ~x) =
l−1∏
k=0
m∏
j=0
A
sj+⌊g2k⌋
k,j (vn) ∈ K[~x][z], s0 := 1.
Define the (z -)order of a formal Laurent series ξ(z) =
∑
n∈Z anz
n 6= 0 as
ordz ξ(z) = min{n | an 6= 0};
furthermore, put ordz 0 = +∞ .
Then the following assertion holds.
Lemma 2. For all l > 0, n > (S + ε0)l + (m+ ε0)
∑l−1
k=0⌊g2k⌋ we have
ordz vl,n > ln− (m+ ε0)g2l
3/6− c(n+ 1),
where the constant c > 0 depends only on the polynomial P and the numbers m, d0, sj,k .
Proof. See [2, Lemma 3.3].
2.3 Non-vanishing lemma
For n > 1 put
Vn = Vn(z, ~x) = det(vi+j)
n−1
i,j=0 ∈ K[z, ~x].
Then we have the following non-vanishing lemma.
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Lemma 3. Assume that the polynomials P,Q and the numbers αj , sj,k satisfy the conditions of
Theorem 1, ~ω ∈ C
1+
∑
j,k sj,k
w \ {~0}. Then for any n0 ∈ Z>0 there is an integer n within the range
n0 6 n 6 c1n0 + c0 such that Vn(q, ~ω) 6= 0, where c1 = c1(P,Q), c0 = c0(Q,m, d0, sj,k) are certain
positive constants.
Proof. See [2, Lemma 4.3].
3 Main proposition
We begin with some notation. Suppose
A(~z ) = A(z1, . . . , zn) =
∑
~ν
A~νz
ν1
1 . . . z
νn
n ∈ K[~z ]
is a polynomial; then for v ∈ MK we put
|A|v =


∑
~ν |A~ν |v if v|∞,
max~ν |A~ν |v if v ∤∞.
Furthermore, put
H(A) =
∏
v∈MK
|A|κv/κv ,
Hw(A) =
∏
v∈MK\{w}
|A|κv/κv .
In the following proposition we assume the hypotheses of Theorem 1; we also keep the notation
from the previous section.
Proposition 1. There exists a constant g0 = g0(P,Q) ∈ Z>0 such that for any positive integers l, n
with n > mg0l
2 + Sl there is a linear form Ll,n(~x) ∈ K[~x] satisfying the following three conditions:
1. For any ~ω = (ω0, ~ω1) = (ω0, ωj,k,σ) ∈ C
1+
∑
j,k sj,k
w such that
ω0 +
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
ωj,k,σf
(σ)(αjq
k) = 0
we have
|Ll,n(~ω)|w 6 |~ω1|w|q|
−ln+mg0l3/2+O(n)
w .
2. The following estimates are valid:
H(Ll,n) 6 H(q)
dn2/2+O(n3/2),
Hw(Ll,n) 6 H(q)
O(n logn).
7
3. For any ~ω ∈ C
1+
∑
j,k sj,k
w \{~0} and l0, n0 ∈ Z>0 with n0 > mg0l
2
0+Sl0 there exists an integer n
with n0 6 n 6 g0n0 +O(1) such that Ll0,n(~ω) 6= 0.
The constants in the Landau symbols O(·) depend only on P,Q, q,m, d0, αj , sj,k .
Remark 2. In fact, the inequality n 6 g0n0 +O(1) in condition 3 of Proposition 1 can be replaced
by n 6 n0 +O(l0) (cf., e. g., [3, Section 3]).
The proof of the proposition is divided into two parts according to whether the polynomials P,Q
satisfy condition (a) or (b) of Theorem 1. Before we proceed let us make some preliminary remarks.
Without loss of generality we can assume that Q(x) ∈ ZK[x]. Furthermore, let D ∈ Z>0 be a
general denominator of the numbers αj and coefficients of the polynomial P (x, y). Put
In = D
n
n∏
k=1
Q(k) ∈ ZK \ {0}.
It follows from (2.1)–(2.2) that Invn ∈ ZK[z, ~x]. Moreover, vn is homogeneous in ~x with deg~x vn = 1,
degz vn = dn
2/2 + O(n).
3.1 Case (a)
We keep the notation from Subsection 2.1. Let us show that we can take
Ll,n(~x) = q
∑l−1
k=0
∑m
j=1(sj+h+⌊g1k⌋)(k+1)vl,n(~x).
It follows from Lemma 1 that condition 1 of the proposition holds (provided that g0 is large
enough).
Further, since
Ll,n(~x) =
l−1∏
k=0
m∏
j=1
(qk+1I − αjq
d0−dB)sj+h+⌊g1k⌋
(
vn(q, ~x)
)
,
it is readily seen that InLl,n(~x) = A(q, ~x) for some polynomial A(z, ~x) ∈ ZK[z, ~x] with degz A 6
dn2/2 +mg1l
3/3 +O(n) = dn2/2 +O(n3/2). Hence for finite v ∈MK we have
|Ll,n|v 6 |In|
−1
v max{|q|v, 1}
dn2/2+O(n3/2).
For a polynomial A(~z ) = A(z1, . . . , zn) =
∑
~ν A~νz
ν1
1 . . . z
νn
n ∈ K[~z ] put
L(A) =
∑
~ν
A~ν ,
where α = maxv|∞ |α|v (in other words, α is the maximum of absolute values of α ’s conjugates).
It follows from (2.1)–(2.2) that L(vn) 6 exp
(
O(n logn)
)
. Hence for archimedean v ∈MK we have
|vn(q, ·)|v 6 max{|q|v, 1}
dn2/2+O(n) exp
(
O(n logn)
)
.
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This implies that
|Ll,n|v 6 max{|q|v, 1}
dn2/2+O(n3/2) exp
(
O(n logn)
)
.
Taking into account the estimate
∏
v∤∞
|In|
−κv/κ
v =
∏
v|∞
|In|
κv/κ
v 6 In 6 exp
(
O(n logn)
)
and recalling that |q|v 6 1 for all v 6= w , we obtain condition 2 of the proposition.
Condition 3 follows from Lemma 3. Indeed, if vl0,n(~ω) = 0 for all n with n0 6 n 6 N0 , then we
have Vn(q, ~ω) = 0 for n0 + 1 6 n 6 N0/2 + 1.
This concludes the proof of the proposition in the first case.
3.2 Case (b)
Without loss of generality, we can assume that Q(x) = 1.
We keep the notation from Subsection 2.2. Let us show that we can take
Ll,n(~x) = q
− ordz vl,nvl,n(q, ~x).
Suppose ~ω = (ω0, ~ω1) = (ω0, ωj,k,σ) ∈ C
1+
∑
j,k sj,k
w satisfies
ω0 +
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
ωj,k,σf
(σ)(αjq
k) = 0.
This implies that
|vn(q, ~ω)|w =
∣∣∣∣∣−
∞∑
j=n+1
uj(q, ~ω)∏j
k=n+1 P (k, q
k)/Q(k)
∣∣∣∣∣
w
6 |~ω1|w|q|
O(n)
w .
Therefore,
|vl,n(q, ~ω)|w 6 |~ω1|w|q|
(m+ε0)g2l3/3+O(n)
w ,
and condition 1 of the proposition follows from Lemma 2.
Further, we have
Invl,n ∈ ZK[z, ~x],
degz vl,n 6 dn
2/2 +O(n3/2).
Therefore, if v ∤∞ , then
|Ll,n|v 6 |In|
−1
v max{|q|v, 1}
dn2/2+O(n3/2).
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Moreover,
L(vl,n) 6 exp
(
O(n logn)
)
,
hence for v|∞ we have
|Ll,n|v 6 max{|q|v, 1}
dn2/2+O(n3/2) exp
(
O(n logn)
)
.
These estimates imply condition 2 of the proposition.
Condition 3 follows from Lemma 3.
Proposition 1 is proved.
4 Proof of Theorem 1
Take n0 = mg0l
2 + Sl , where l ∈ Z>0 will be chosen later. It follows from Proposition 1 that
there is an integer n with mg0l
2+O(l) 6 n 6 mg20l
2+O(l) such that Ll,n( ~A ) 6= 0. By the product
formula, we have
|Ll,n( ~A )|
κw/κ
w =
∏
v∈MK\{w}
|Ll,n( ~A )|
−κv/κ
v >
∏
v∈MK\{w}
(
|Ll,n|v| ~A |v
)−κv/κ
= | ~A |κw/κw
(
Hw(Ll,n)H( ~A )
)−1
,
therefore,
|Ll,n( ~A )|w > | ~A |w
(
Hw(Ll,n)H
)−κ/κw
> | ~A |wH
−κ/κw |q|O(l
2 log l)
w .
Let ~ω = (ω0, ωj,k,σ) be given by
ωj,k,σ = Aj,k,σ,
ω0 = −
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
ωj,k,σf
(σ)(αjq
k).
It follows from Proposition 1 that
|Ll,n(~ω)|w 6 | ~A |w|q|
−ln+mg0l3/2+O(n)
w 6 | ~A |w|q|
−mg0l3/2+O(l2)
w .
Take l =
⌊(
3 logH
mg0 logH(q)
)1/3⌋
. Then we have
|Ll,n(~ω)|w 6
1
2
|Ll,n( ~A )|w,
provided H0 (and hence H ) is sufficiently large. Therefore,
|Ll,n( ~A )− Ll,n(~ω)|w >
1
2
|Ll,n( ~A )|w >
1
2
| ~A |w
(
Hw(Ll,n)H
)−κ/κw
.
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On the other hand, we have
|Ll,n( ~A )− Ll,n(~ω)|w 6 |Ll,n|w|A0 − ω0|w.
Thus, ∣∣∣∣∣A0 +
m∑
j=1
d0−1∑
k=0
sj,k−1∑
σ=0
Aj,k,σf
(σ)(αjq
k)
∣∣∣∣∣
w
= |A0 − ω0|w >
1
2
| ~A |w
(
H(Ll,n)H
)−κ/κw
,
and Theorem 1 follows from Proposition 1.
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