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Abstract This work explores the possibility of decoding
Imagined Speech (IS) signals which can be used to create a
new design of Human-Computer Interface (HCI). Since the
underlying process generating EEG signals is unknown, var-
ious feature extraction methods, along with different neural
network (NN) models, are used to approximate data distri-
bution and classify IS signals. Based on the experimental
results, feed-forward NN model with ensemble and covari-
ance matrix transformed features showed the highest perfor-
mance in comparison to other existing methods. For com-
parison, three publicly available datasets were used. We re-
port a mean classification accuracy of 80% between rest and
imagined state, 96% and 80% for decoding long and short
words on two datasets. These results show that it is possi-
ble to differentiate brain signals (generated during rest state)
from the IS brain signals. Based on the experimental results,
we suggest that the word length and complexity can be used
to decode IS signals with high accuracy, and a BCI system
can be designed with IS signals for computer interaction.
These ideas, and results give direction for the development
of a commercial level IS based BCI system, which can be
used for human-computer interaction in daily life.
Keywords Brain-Computer Interface · Imagined Speech ·
Neural Networks · Tangent Space
1 Introduction
Brain-Machine Interface (BMI) is a collection of software
(for analyzing cognitive tasks) and hardware components
(used to capture brain signals). Nowadays, BMI research
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is gaining momentum to diagnose brain disease, its pos-
sible use in human-computer interface (HCI) devices, and
to study human behavior. When used as an HCI device, a
BCI system can evolve with computer interaction technolo-
gies such as a keyboard, touch screen, or mouse. There exist
many BMI systems for Human-Computer Interaction (HCI)
[31] such as motor imaginary or P300.
A known fact about the human brain is that it generates
electrical signals while performing different activities. One
such class of brain signals is Imagined speech (IS) [12]. In
IS condition, a person speaks in mind without moving any
articulators. Note that the silent speech signals are different
from IS, in which a user thinks about the articulator’s move-
ment for pronunciation of words. Previous studies suggest
that the source of IS signals are Broca’s and Wernicke’s area
[25], whereas the motor cortex of the brain is considered a
primary source of silent speech signals.
With improvement in the technology, there exists differ-
ent techniques to record electrical signals of the brain. Elec-
troencephalography (EEG) [27] is one such non-invasive sys-
tem, that involves placing electrodes over the scalp. EEG
electrodes capture voltage differences generated due to ions
movement inside the brain region. The voltage differences
are captured and stored for a time duration to generate an
EEG signal. The number of electrodes (1-256) are selected
based on the experiment requirements.
The objective of this work is to explore different tech-
niques that improve decoding capability of IS signals. A mo-
tivation to work on IS signals is to reduce the training time of
participants and provide a more comfortable procedure for
HCI than the motor imaginary tasks. Also, IS based BMI
system offers a natural way towards HCI, which can lead to
improved user experience in computer interaction. One as-
sumption for the IS system to work is that the data is not
fully corrupted. Therefore it is possible to extract IS speech
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related information. Subjects participating in IS experiments
follow specific guidelines to make this assumption feasible.
The work presented in this paper identifies a classifi-
cation model and useful discriminative features to improve
decoding performance on IS signals. Based on the experi-
mental results on different datasets, Tangent Space (TS) [1]
turns out to be the most discriminative input feature to an
Artificial Feed Forward Neural Networks (ANN) [9] model.
Our approach of TS+ANN improves the classification accu-
racy from 72.6% to 79.3%, 49.3% to 60.16%, and 49.2% to
57.83% on one long vs. short word, three short words and
three vowels classification tasks respectively.
The following sections of this paper are as follows. Sec-
tion 2 introduces the problem statement, and our contribu-
tion, along with an overview of existing methods to decode
IS signals. Section 3 describes various classification models
and feature extraction methods. Section 4 provides dataset
detail and shows the result on different classification models
in combination with appropriate feature extraction methods.
Finally, section 5 discusses a few points for decoding IS sig-
nals and concluding remarks.
2 Problem Statement and Literature Review
In this section, we formally describe problem statement, our
contributions and prior related work.
2.1 Problem Statement and Contribution
Problem Statement: For a given EEG signal, our goal is to
identify signal category (imagined speech or other kind of
brain signal). If signal belongs to the IS category, then we
want to 1) decode word category; 2) actual imagined word.
Contribution: 1) We evaluate the generalization perfor-
mance of neural networks (NN) on raw IS EEG signals. We
show experimentally that for the given raw EEG signals of
IS, the NN models fail to generalize. This leads us to the
further exploration of various feature extraction techniques
that are likely to improve NN performance. Main result:
we identify Tangent Space [2] as the most useful discrim-
inative feature and feed-forward NN as the most success-
ful classification model for decoding IS. Results confirm
that feature engineering indeed improved classifier perfor-
mance. NN classifier performance was further improved by
using an ensemble technique. Using experimental results,
we also show that the presence of high-frequency compo-
nents in an IS signals is required for enhancing the classifier
performance. We compare and show results on three pub-
licly available IS datasets and our approach outperformed
existing approaches on different IS tasks. 2) We show that
the feature extraction method used to decode IS signals is
also capable of discriminating participant’s rest state EEG
signals from the IS signals.
2.2 Related work
Zhao et al. [33] suggested support vector machines (SVM)
with two different kernels and deep-belief networks (DBN)
as classification models. The authors in [33] show results for
each subject imagining some word or a phoneme. However,
there are only about 10-15 trials per subject per word/phoneme.
Hence, the classification result shown is on the limited amount
of data and, therefore, does not have significant statistical
importance. Rather than showing results for individual sub-
jects, we have combined data of different subjects to obtain
about 170 trials for each class (word/phoneme). This data
was then used to compare the performance of different learn-
ing models. Suitability of the provided dataset lies in the fact
that the data is of good spatial and temporal resolution.
Nguyen et al. [22] created three IS tasks comprising 2
long words, 3 short words and 3 vowels. Authors suggested
covariance matrix based features (projected in Tangent Space
(TS)) along with Relevance Vector Machine (RVM) [24] to
decode IS signals. Results (in [22]) show the classification
accuracy of 49%, 50% and 66% for vowels, short words,
and long words respectively. We significantly improve these
results by using TS features with principal component anal-
ysis (PCA) [15] to reduce feature dimensionality as well as
use NN models for classification and ensemble techniques
to improve model performance.
3 Proposed Approach for Imagined Speech Decoding
Our proposed approach for decoding the IS signal is sum-
marized in the following steps. First, we attempt to decode
raw EEG signals by feeding the signal directly as an input to
different NN models. Raw EEG input will enable automatic
feature extraction from the NN models leading to the learn-
ing of target class distribution. Second, we start exploring
different feature extraction methods. For each feature extrac-
tion method, we select a classification model to represent
temporal or spatial dependency among features. Third, we
compare the performance of feature extraction, and associ-
ated classification models with the best IS decoding model.
The above steps give us a comparative analysis of different
features and classification models in the domain of IS sig-
nals. Finally, we compare our proposed approach with ex-
isting approaches for decoding IS signals.
3.1 Background on Classification Models
We now briefly describe the three NN models that are used
for feature transformation and estimation of input condi-
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tioned target class distribution. The parameters of all mod-
els were updated using the Adam optimization algorithm
[16]. Gradient computation was performed with respect to
the cross-entropy loss, and gradient propagation was per-
formed using back-propagation.
The Artificial Neural Network (ANN) model [9] per-
forms two steps in an iterative fashion: 1. linearly combine
the output of previous hidden layer. 2. apply a non-linear
activation function to generate the desired output:
al = gl(Mlal−1) (1)
Where, vector al−1 ∈Rn represents activations from the pre-
vious layer l− 1, al ∈ Rm represents activations of layer l,
weight matrix Ml ∈ Rm∗n contains tunable parameters be-
tween layer l−1 and l, and gl is the ReLU activation func-
tion at the hidden layer l.
To capture dependency between inputs, some nodes in
the network can have self-loops. This allows nodes to prop-
agate the information across multiple inputs. The following
relations govern the Recurrent Neural Network (RNN) [9]:
h(i) = g(Whhh(i−1)+Whi f (i)); t
(i)
pred = g(Wohh
(i)) (2)
Where f (i) ∈Rn is the input, t(i)pred ∈Rm is output, h(i) ∈Rk is
hidden layer, Whi ∈ Rk∗n is the weight matrix between input
to hidden layer, Whh ∈ Rk∗k is the weight matrix connecting
hidden layer nodes to other hidden layer nodes, Woh ∈ Rm∗k
represents a kernel matrix from hidden to output layer, g is
usually non-linear activation function.
In Convolutional Neural networks (CNN) [9] [32], a neu-
ron is activated only for certain regions of a visual area known
as a receptive field. Since neurons share parameters in one
layer of the network and the receptive field dimension is
much lower in comparison to an input dimension, the num-
ber of training parameters in CNN is much less than the
number of parameters in the ANN for the same input dimen-
sion. A convolution operation is defined as the inner product
between the weights of a layer (kernel/filter) and input neu-
rons in the receptive field. This inner product is computed
iteratively by shifting the window over the uncovered neu-
rons. Some non-linear function and pooling layer usually
follow the convolution layer. Feature map dimension after
a convolution operation can be given as 1+(n–k+ 2p)/s.
Where the input is of size [n,n], while the kernel is of size
[k,k]. The stride length is s, and padding size is p. We tried
with different filter sizes to capture time and temporal de-
pendency among EEG channels. To do so, we used max-
pooling, a varied number of convolution and pooling layers,
used ReLU and leaky-ReLU activation functions to improve
overall model performance.
3.2 Approach
This section describes the various approaches that we took
in decoding the IS signals.
Raw EEG signal + ANN: We start with raw EEG signals
and use three different ANN models, (which are described in
section 3.1) for feature extraction and estimation of condi-
tional class distribution. Since ANN takes a vector as its in-
put, the signal of each channel was appended along the time
dimension to form a vector. For example, if a single EEG
trial is of dimension [c, t] where c and t represents the num-
ber of channels and samples in the trial, then a column vector
of dimension [t× c,1] was formed. A trial is a sequence of
signal samples across different channels that corresponds to
some cognitive activity. The limitation in this process is the
high dimensionality of the input space in comparison to the
available number of trials. This model has a large number
of parameters to tune. Due to the limited size of the dataset,
overfitting occurs in the early stage of learning.
Raw EEG signal + RNN: The next choice was the LSTM
model [13], [9], which can capture time-dependency among
input features. However, the high-sampling frequency of the
EEG signal generated a long series of time-dependent sig-
nals. Despite down-sampling, it was not possible to reduce
the sampling rate below 100 as most of the energy of the
EEG signal is contained in the frequency band 0-50Hz. For
a single EEG trial of [c, t] dimension, a c-dimensional vec-
tor was given as input to LSTM for t time-steps. Out of the t
outputs generated from LSTM, only the last output was used
to identify the target class and measure cross-entropy loss.
Raw EEG signal + CNN: Next, we choose CNN because
of its automatic feature extraction capabilities and success-
ful application on a wide variety of EEG tasks [17]. The two
dimensional EEG input of the form [c, t] was given as input
directly to the CNN to automatically extract features from
raw EEG data and determine the appropriate target class.
Fourier Coefficients + ANN: We can also analyze the
signal in another basis. The change of basis provides a dif-
ferent view and reveals the hidden properties of the signal.
A change of basis might also serve as a dimension reduc-
tion technique, as the number of useful features can be re-
duced in another dimension. With this intuition, we start to
explore a few signal transformation techniques. We can re-
move the time dependency by applying a signal transforma-
tion technique. In this case, the signal analysis was done in
the Fourier domain (see [6] for details). The Fourier trans-
formation (FT) provides a change of basis. Fourier coeffi-
cients are computed as:
Y [w] =
∞
∑
n=−∞
y[n]e−iwn (3)
where, y[n] is the discrete time signal, e−iwn is the complex
exponential at frequency, w and Y [w] is the Fourier coeffi-
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cient corresponding to the frequency w. Fourier coefficients
representing frequency up to 40Hz were combined to form a
vector. This Fourier coefficient vector was given as an input
feature to the ANN model. FT was performed using Python
Numpy library [29].
Spectrogram + CNN: By tracking frequency shifts with
time, it might be possible to identify the effects of IS condi-
tion on the brain signals. To obtain both time and frequency
representation of a signal, a spectrogram (see [26]) is used.
The spectrogram is just stacking of frequency features over
a time-axis, calculated using Short Time Fourier Transforms
(STFT). The spectrogram was computed using the Python
Scipy library [30]. For each channel of a trial, the spectro-
gram of dimension [ f , t] was calculated. By combining the
spectrogram of each channel, we obtained data of dimension
[ f , t,c], which was given as an input to a CNN, to track fre-
quency shift with time along each channel. Where f is the
number of frequency bins, t is the number of time bins, and
c is the number of channels in an EEG trial.
Independent Components + CNN: The signal captured at
EEG electrodes can be seen as a linear combination of sig-
nals generated due to a group of neuron activations and pos-
sibly due to some noise such as muscle artifact, eye move-
ment, eye blinking, or environmental noise. During experi-
ments, artifacts generated from the body are not present in
all trials of a given target class, or even if they are present,
then their presence will also be realized in other target classes.
So the information provided by such artifacts in the experi-
mental environment will not be useful in discriminating tar-
get classes for the given IS based EEG trials. Independent
component analysis (ICA) [14] estimates the sources by as-
suming that source signals are linearly combined to generate
observed signals, and source generating processes are inde-
pendent of each other. The fastICA package [14], [23] was
used to find independent components of brain signals, and
these new components were given as [c, t] - dimensional in-
put to CNN.
Spatial Patterns + ANN: Common Spatial Pattern (CSP)
[4] transforms the signals such that the variance of the signal
is different for different classes. We can use the variance of
each channel as an input feature to the classification model.
Due to the use of target class information in features trans-
formation step, this method is expected to improve classi-
fier performance in comparison to the unsupervised features
transformation techniques. CSP performs linear transforma-
tion as follows:
ynew = Ly (4)
Where y∈Rn,ynew ∈Rn and transformation matrix L∈Rn∗n.
In the above, the classification performance gets improved
by using ynew in comparison to y. For a two-class problem,
CSP can be seen as an optimization problem:
l∗ = argmaxl∈Rn
(
lT Ay|c1 l
lT Ay|c2 l
)
(5)
Where l ∈ Rn is the transformation vector, Ay|c1 and Ay|c2 ∈
Rn∗n are the covariance matrix of data belonging to class 1
and 2, l∗ is the optimized transformation vector. For dimen-
sion reduction, transformation matrix L ∈ R j∗n with j < n
can be used. Solution to optimization problem in equation 5
can be obtained by solving the following problem:
Ay|c1 l = ωAy|c2 l (6)
where ω is the eigenvalue and l is corresponding eigenvec-
tor. After transformation of EEG signals according to equa-
tion 4 (CSP package [10]), the variance of each channel is
calculated to form a c-dimensional vector and given as an
input feature to the ANN.
Tangent Space + ANN: For a given EEG trial, it is pos-
sible to measure the spatial dependency between EEG chan-
nels by computing the covariance matrix. The covariance
matrices must be represented in a vector form to apply var-
ious dimension reduction techniques. However, the projec-
tion must preserve the discriminative information of the tar-
get class. To this end, covariance matrics are projected to the
tangent space (TS) [1] involving the following matrix oper-
ations:
Pi =C
1/2
m logm(C
−1/2
m CiC
−1/2
m )C
1/2
m
logm(N) = AB′A−1, B′[i, i] = log(B[i, i])
(7)
Where Ci is an input covariance matrix, Cm represents the
mean of covariance matrices, Pi is the required projection,
N is a diagonalizable matrix, N−1 is the matrix inverse, and
ABA−1 is the decomposition of the matrix N. Same decom-
position ABA−1 of matrix N can be used to compute N−1/2.
The final transformation step flattens the matrix Pi to obtain
a vector representation. The dimension of flattened vector
is reduced using Principal Component Analysis (PCA) [15]
and then given as an input to the ANN. Computation of tan-
gent vectors was performed using the Pyriemann library [3].
Bagging + ANN: We used the Bootstrap Aggregation
(Bagging) Classifier [5] with ANN as its base classifier. Bag-
ging classifier trains multiple base classifiers on a small ran-
dom subsets of the dataset. The result of each base classifier
is combined by averaging, which provides a single output of
the Bagging classifier. Bagging improves mean classifica-
tion accuracy and reduces the variance of the base classifier.
We used a bagging classifier for the ANN classifier only.
Training of CNN and LSTM is computationally intensive,
and hence bagging was not used with these classifiers.
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3.3 Data Visualization
For data visualization in two dimensions, we use PCA and
tSNE [18]. The objective function of PCA is,
maxu∈Rn uT Au
sub ject to ‖u‖22 = 1
(8)
Here, A is the data covariance matrix defined as 1m ∑
m
i=1 x
(i)x(i)
T
and u,x(i) ∈Rn. The optimization problem (defined in equa-
tion 8) can be solved by obtaining a solution to the Eigen-
value problem Au = ωu.
The t-distributed stochastic neighbor embedding (t-SNE)
computes probabilities by using the distance between points
as a measure. The computed probabilities define distribution
in a higher and lower dimension. The difference between
these two distributions is minimized by using Kullback-Leibler
(KL) divergence as a cost function. KL divergence is defined
as,
KL(P,Q) =∑
i6= j
pi jlog
pi j
qi j
(9)
Where P,Q are two distributions defined in higher and lower
dimensions, respectively. t-SNE implementation [22] was
used for dimension reduction.
4 Dataset Details and Results
Now we discuss the datasets in detail, explain various pre-
processing steps, show the performance of our proposed ap-
proach on these datasets, and finally compare obtained re-
sults with existing approaches.
4.1 Dataset details and Pre-processing
We use three publicly available datasets given by Zhao et
al. [33], Nguyen et al. [22] and Coretto et al. [7], which we
shall term as dataset1, dataset2 and dataset3 respectively.
Dataset1 contains 11 categories (iy, uw, piy, tiy, diy, m, n,
pat, pot, knew, gnaw) from 13 subjects. We call EEG data
corresponding to an output label, a trial. We reject a few tri-
als because these contain relatively high or low values, pos-
sibly due to some error in the experiments. The remaining
1735 trials were low-pass filtered with an upper cut-off fre-
quency of 40Hz. After that, each trial was down-sampled to
128Hz from 1000Hz. We restrict the number of samples in
each trial to 619 to remove variation across trials. Finally,
trials corresponding to each output class were appended se-
quentially to form a 3D matrix of dimension [1735,62,619]
and targets of each category as one hot 11-dimensional vec-
tor.
Dataset2 contains eight categories (a, i, u, in, out, up, in-
dependent, cooperate) with three subcategories having three
vowels, three short words and two long words. Each cat-
egory contains 100 trials per subject. For vowels and short
words, the trial duration was of 1 second, and for long words,
the trial duration was 1.4 seconds. The dataset was down-
sampled to 256Hz. In a trial, subjects performed three repeti-
tive thinking of the same word or vowel. Therefore each trial
provides three matrices of [c, t] dimension. For long words
matrix dimension is [60,360] and for vowels and short words
matrix dimension is [60,256]. Therefore, we have [600,60,360]
or [900,60,256] dimensional data matrix for each subject
and 2 or 3-dimensional one-hot vector representation as tar-
get classes.
Dataset3 contains 11 categories (a, e, i, o, u, up, down,
left, right, backward, forward) with data collected from 15
subjects. Each vowel or word has approximately 50 trials
repeated in random order by each subject. However, only
six electrodes are used in the experiment and the sampling
frequency is 1024Hz. In each trial, the imagined speech du-
ration was set to 4 seconds following the rest state condition,
which was for another 4 seconds. Data of each subject was
stored in the format [N,C,T ] where N is the number of trials
for any subject, C is the number of channels, and T is the
number of samples in that trial. In our case, if a subject is
having exactly 50 trials for each category then, the input is
a [550,6,4096] dimensional matrix and 11 or 2-dimensional
one-hot vector (depending on the decoding of all categories
simultaneously or decoding vowels vs. words) as the target.
Data in the above format was taken as processed input to
different methods, and then we performed feature transfor-
mation and decoding (as described in section 3).
4.2 Results
In this section, different feature extraction methods and clas-
sification models are evaluated for decoding IS signals.
4.2.1 Performance metric
Classification accuracy (CA) is used as a metric to compare
the performance of different approaches. CA calculates the
fraction between the number of correct predictions vs. total
predictions. Accuracy results are reported using the 10-fold
cross-validation scheme. Each fold involves data separation
(using the stratified sampling) into a train and test set. Strati-
fied sampling maintains the sample proportion of each class
in the train and test sets.
4.2.2 Results on dataset1
We follow an incremental approach in which, based on ini-
tial stage results, we select only top-performing feature ex-
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Fig. 1: 11 class classification on dataset1.
traction methods and related models. We start evaluating the
performance of different feature extraction and classifica-
tion models with dataset1. The results are shown in Fig-
ure 1 where each column shows accuracy after decoding
11 categories of the IS based EEG signal. From Figure 1,
it is clear that CSP and TS feature extraction methods out-
perform other methods. Bagging also slightly helps in the
performance improvement. Other feature extraction meth-
ods (described in section 3) do not generalize to the classifi-
cation task, and hence we report further results on dataset2
and dataset3 using CSP and TS based methods. Using TS
and CSP, we also checked individual performance for seven
phonemes and four words, as shown in Figure 2. Here, both
methods gave slightly improved results when compared to
the chance level accuracy. Chance level accuracy in seven
phonemes and four words task is 14.28% and 25%, respec-
tively.
Subsequently, we checked whether it is possible to dis-
criminate between words based on their length. We com-
bined trials of words and phonemes in two different groups
and applied CSP and TS methods with ANN. In this case,
we obtained high accuracy (Figure 2). CSP+ANN showed
94% accuracy, and TS+ANN showed 96% accuracy. Bag-
ging slightly improved performance in both cases. Chance
level accuracy in the word-vs-phoneme classification task is
50%.
It is pertinent to note that in Figure 2, we compared re-
sults by combining the data of all the subjects. This require-
ment came from the fact that there are only about 10-15 tri-
als per subject per class. Model learning and performance
comparison cannot be done on very few training and test-
ing examples. Combining data of different subjects might
hurt the model performance, but it increased the number of
training examples to about ten times (for each target class).
Increased number of training samples helped us in identify-
ing the best feature extraction method and model for the IS
recognition task.
Fig. 2: Classification on four different tasks of dataset1.
Rest vs. IS state: To develop a real-time IS based BCI
system, it is necessary to distinguish between IS and rest-
state conditions. For classifying IS signal from rest-state brain
signal, we extracted rest-state EEG signals from the avail-
able dataset and applied the same pre-processing steps as for
the case of imagined speech signals. Then trials correspond-
ing to imagined speech signals and rest state signals were
divided into two different groups to form a binary classifica-
tion problem. We applied CSP+ANN and TS+ANN models
to solve binary classification problem. Using CSP features,
71% accuracy, and using TS features, 79% accuracy was ob-
tained (Figure 2). These results confirm that IS EEG signals
carry a lot of discriminative information from brain signals
generated during the rest-state.
Dataset1 visualization: Results on dataset1 show very
low accuracy on the multiclass problem and high accuracy
on binary classification. This point is worth investigation,
and we understand this behavior by visualization of points
in lower dimensions (see Figure 3). For this, we used the
TS features and projected these to 2 dimensions using PCA
and tSNE. Projected points are plotted with different colors,
with each color representing the target class for that point.
As we can see from Figure 3, the points for the multi-
class problem are mixed up heavily. PCA tends to form 5 to
6 clusters and each cluster has data from multiple classes.
Hence it becomes difficult to find a clear separation bound-
ary. In higher dimensions, points may be separated. How-
ever, classification results show that even in a higher di-
mension, a clear separation cannot be obtained with a good
generalization capability. When observing data using tSNE,
about 13-14 well-separated clusters are formed. However,
data-points of different classes continue to be present within
each cluster, which makes it difficult for a classifier to sepa-
rate points. For binary classification using PCA, we can see
that data of two classes is overlapping with a slight shift of
points belonging to different classes. Using tSNE for binary
classification between words and phonemes, the separation
between points belonging to each cluster is more visible.
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Fig. 3: TS in the lower dimension using PCA and tSNE for dataset1. Two figures on the left show data points for 11 target
classes, and two figures in the middle show binary classification between words and phonemes. The rightmost figures show
data points for each subject. Top figures are obtained using PCA and bottom are obtained using tSNE. Each color in the left
and central figure represents a target class of that point, and each color in the rightmost figures belongs to different subjects.
The rightmost figure using tSNE, shows one cluster per subject.
This visualization becomes more evident in higher dimen-
sions as the classifier can create a separation boundary with
good generalization performance on the test set.
By observing data in a lower dimension using the t-SNE
approach, we can see some clusters. Counting of these clus-
ters was approximately equal to the number of participants
in the experiment. The next obvious question was to check if
these clusters are indeed representing different participants.
To this end, data of different participants was appended se-
quentially. TS based features were extracted, and then PCA
and t-SNE on these features were applied and plotted for
each subject (rightmost part of Fig 3). PCA and t-SNE both
show clusters for each participant, but the division is visible
only in the latter approach. This visualization clearly shows
a possible application of the IS based EEG signals in the
domain of biometric-based human authentication.
4.2.3 Results on dataset2
To further check the robustness of the proposed approach,
the performance of these methods was compared on dataset2.
Due to availability of data-points, we show results for each
subject, by training and testing on individual subjects’ data.
Figure 4 shows results for 3 short words, 2 long words, 3
vowels, and 1 short vs. long word, respectively. A compar-
ison of CSP+ANN and TS+ANN is made with results pro-
vided Nguyen et al. [22] who proposed tangent space (TS)
with Relevance Vector Machine (RVM). Our findings on
dataset1 clearly show that Bagging gave improved results.
To this end, we used CSP+ANN and TS+ANN with Bagging
for comparing results with the TS+RVM approach. We can
see that the TS+RVM approach dominates over the CSP ap-
proach, but our proposed approach of using TS+ANN+ Bag-
ging outperformed TS+RVM approach on 3 vowels (Fig-
ure 4c) and 3 short words (Figure 4a) classification tasks.
Further, our approach performed equally well or better for
many subjects on long vs. short words (Figure 4d) and 2
long words (Figure 4b) classification task. Note that chance
level accuracy for 3 vowels and 3 short words classification
is 33.33%, and for 2 long words and one short vs. long word
classification is 50%.
Comparison with existing approaches: Now we com-
pare four existing approaches of IS decoding with our pro-
posed approach (TS+ANN+bagging). First, we compare our
method with the approach suggested by Tomioka et al. [28],
which applies CSP to the input data, calculates the log of
the variance of each channel and uses linear discriminant
analysis (LDA) as a classifier. The second comparison is
made with Dasalla et al. [8], in which authors suggest using
CSP based feature transformation technique with a support
vector machine (SVM) classifier. The third comparison is
made with Min et al. [20]. This approach uses mean, vari-
ance, standard deviation, and skewness as the input features
to the extreme learning machine (ELM). The final compari-
son is made with Nguyen et al. [22] approach of using TS as
input features to ELM. We have already shown the results
of Nguyen et al. [22] method of using TS as an input fea-
ture to the RVM classifier (Figures 4). Figures 5 show the
performance of four existing approaches with our proposed
approach on one long vs. one short word, 3 short words, and
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(a) 3 short words. (b) 2 long words. (c) 3 vowels. (d) 1 short vs long word.
Fig. 4: Evaluation of the proposed approach (CSP and TS with ANN+bagging classifiers) on four different tasks of dataset2
and comparison with TS+RVM approach.
3 vowels classification tasks, respectively. Our proposed ap-
proach of using TS+ANN+bagging outperformed all four
existing approaches. This performance improvement is seen
across all the subjects performing three different IS tasks.
From Figure 5, we observe the variation in the perfor-
mance of each approach across different subjects. A more
interpretable way for the comparison is to compute a sin-
gle result for each approach. To this end, the accuracy of all
subject within a task is averaged to obtain one performance
measure. Table 1 shows the results for each task.
Table 1: Classification Accuracy (µ) And Standard Devia-
tion (σ ). Results are rounded to the nearest integer. N.A.
stands for results not available in [22].
Task Vowels Shortwords
Short
Vs.
Long
Long
words
lda+csp µ 35 34 65 N.A.σ 4 7 10
elm+ts µ 45 47 75 N.A.σ 2 5 5
svm+csp µ 35 39 61 N.A.σ 4 3 5
rvm+ts µ 49 50 73 66σ 2 3 9 5
elm+statistical
features
µ 37 43 56 N.A.σ 5 6 5
ann+ts µ 58 60 79 69σ 3 4 5 5
It is evident from Table 1 that the proposed approach
(ts+ann) obtains the highest classification accuracy across
different classification tasks. The low deviation of the pro-
posed approach implies that ANN model with begging re-
duces the variability across subjects. A desired approach
should provide high mean accuracy with low variance, where
mean and variance is calculated across all subjects. Our ap-
proach appears to reach that point. Existing approaches for
decoding IS signal either obtain high accuracy and high vari-
ance or low accuracy and low variance across different sub-
jects. This implies that existing approaches exibits one of
the following two cases: 1. Decode IS signals of only a few
subjects with high accuracy, thereby showing high variance.
2. Unable to extract IS based discriminative information,
thereby resulting low accuracy and small deviation.
Experimental results (presented in this paper) show the
generalization capability of the ANN model in decoding IS
signals when appropriate input features are provided. Note
that the classification accuracy of words in the dataset1 is
much lower than dataset2. High accuracy on dataset2 sug-
gests that the word complexity and length provide useful dis-
criminative information in IS word decoding tasks.
High-frequency component (HFC) analysis: From the
work of Emily et al. [21], Martin et al. [19] and Herff et al.
[11] (in which they used ElectroCortigoGraphy (ECoG) to
measure IS based brain signals), it is quite evident that they
mainly used signals with high-frequency components and
thereby obtained good decoding results. However, due to the
invasive nature of ECoG, it is not possible to use this tech-
nique, which is hence limited to medical patients. Despite
this limitation, the ECoG motivates for checking whether we
can use high-frequency components (HFCs) of EEG signals
to improve decoding power. The common reason for not try-
ing HFCs is because the signal strength drops rapidly with
an increase in HFCs, and the SNR becomes low. Hence, it
becomes difficult to separate signal from noise.
To study the importance of HFCs above 50Hz in IS based
EEG signals, the data belonging to two long words as a clas-
sification task was band-pass filtered between 80 and 125Hz.
After that, the TS based feature extraction technique was
applied with ANN and bagging. Post-classification, the re-
sults were then compared with an unfiltered signal and a
40Hz low-pass filtered signal belonging to the same two
long words task. Figure 6 shows slight performance improve-
ment as compared to the unfiltered signal. The lowest perfor-
mance was obtained when classifying the 40Hz low-pass fil-
tered signal. We can see up to 5% difference in accuracy be-
tween the HFCs signal and low-pass signal for up to 40Hz.
These results were consistent for all the subjects.
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(a) 3 short words. (b) 3 vowels. (c) 1 short vs long word.
Fig. 5: Comparison of the proposed approach (ts+ANN+begging) with existing approaches on three IS tasks of dataset2.
Fig. 6: Using the band-pass filtered signal for two long
words classification task on dataset2.
Table 2: Hyper-parameter setting and model accuracy for
two long words classification task on dataset2.
Subjects s11 s9 s6 s7 s2
Neurons 100 200 50 150 50
Estimators 100 200 100 10 50
Dimensions 20 70 20 20 20
The usual trend in EEG signal processing is to apply a
low-pass filter up to 40Hz and then extract information from
the filtered signal. This result clearly shows that even if the
signal amplitude is much lower for HFCs, the discriminative
information continues to be present in those components.
Hence low-pass filtering of IS based EEG signals is not al-
ways the right choice.
Hyper-parameter details: Now, we provide hyperparam-
eter details on a 2 long words classification task applied on
dataset2 (Table 2). We used ANN with one hidden layer and
a table row called neurons that denotes the number of neu-
rons in the hidden layer. Bagging requires that the number
of classifiers to be specified (estimators row in Table 2). We
have 60 EEG channels in dataset2, implying that the length
of the tangent vector was 1830. For dimension reduction, we
used PCA. In Table 2, the row named dimensions specifies
the number of components retained after applying PCA.
4.2.4 Results on dataset3
With the above setting, we applied our method to dataset3
[7] in which six electrodes were used to capture EEG signals
during the IS recognition task.
We show results for eleven and binary classification in
Table 3. The length of the feature vector after transformation
was 21. So, after applying TS, there was no need to reduce
the dimension. This feature vector was directly given as an
input to the bagging classifier, which uses ANN as a base
classifier.
Due to the imbalance of data in dataset3 for the binary
classification task, along with classification accuracy, we also
report the area under the curve (AUC) in the result. AUC
measures an area under the Receiver Operating Characteris-
tic (ROC) curve. The ROC curve is plotted by measuring the
true-positive rate (TPR) and false-positive rate (FPR) of the
classifier for different values of threshold. An AUC of 0.5
shows random performance from the classifier. On the other
hand, an AUC value of 1 implies that the classifier can cor-
rectly separate the classes. Hence, we want a classifier with
a higher AUC value. Table 3 shows classification accuracy
and AUC for different subjects. The chance level accuracy
for binary classification between vowels, and words is 0.5
and that for 11 class classification is 0.0909.
We observe low accuracy in multiclass categorization, as
well as in binary classification. The reason for this observa-
tion is the reduced number of electrodes, which reduces the
presence of useful discriminative information in the data.
Also, the signal was low-pass filtered up to 40Hz, which
drops the classifier performance (as shown in the result of
dataset2). Another reason is the choice of words based on
their meaning. We have seen from results on dataset1 and
dataset2 that the word complexity is useful discriminative
information, and it also helps in improving classifier perfor-
mance. It is clear that words in dataset3 are not complex (in
terms of their speech representation), and hence their decod-
ing is more difficult even in the binary classification task.
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Table 3: Subjects performance on vowels vs words (binary)
and 11 (multi) class classification task on dataset3. accBi-
nary and aucBinary represents model accuracy and AUC for
Binary classification task, accMulti and aucMulti represents
multiclass classification task.
Subjects s13 s3 s11 s14 s1
accBinary 0.669 0.678 0.685 0.685 0.626
aucBinary 0.662 0.671 0.677 0.681 0.625
accMulti 0.117 0.147 0.114 0.114 0.125
aucMulti 0.536 0.582 0.552 0.551 0.555
Subjects s6 s5 s7 s15 s8
accBinary 0.719 0.591 0.572 0.632 0.766
aucBinary 0.721 0.586 0.555 0.627 0.76
accMulti 0.109 0.103 0.097 0.144 0.127
aucMulti 0.565 0.505 0.488 0.559 0.624
Subjects s4 s12 s10 s9 s2
accBinary 0.572 0.559 0.65 0.651 0.661
aucBinary 0.561 0.549 0.643 0.649 0.605
accMulti 0.113 0.135 0.12 0.111 0.118
aucMulti 0.545 0.542 0.54 0.563 0.543
5 Discussion and Conclusion
In this section, we provide some reasoning behind the vari-
ation of model performance across three datasets and after
that we provide concluding remarks.
5.1 Discussion
We see the highest multiclass classification performance on
dataset2, highest binary classification on dataset1 and least
performance on dataset3. On dataset2, multiclass classifi-
cation accuracy is high (as compared to the other datasets)
because words or vowels differ in their speech signal repre-
sentation. Therefore a process generating these speech sig-
nals possibly activates the neurons at different time intervals
to generate activation patterns. Different activation patterns
lead to the discriminative IS based EEG signals. Generally,
long words are more difficult in the imagined speech pro-
nunciation in comparison to the vowels and short words.
This additive complexity contained in the IS signals pro-
vides more discriminative information, thereby improving
the classifier performance.
For dataset1, we see similar phonemes and words. Hence,
during the imagination of similar kinds of words, internal
brain representation might be related. Therefore, we observe
low performance using multiclass classification tasks. But
the same phonemes and words can be grouped to provide
substantial discriminative information giving good accuracy
for binary classification tasks between phonemes and words.
High accuracy on binary classification task shows that the
brain has a similar representation for words that sound simi-
lar to each other. This result also holds for binary categoriza-
tion of vowels and words. The accuracy is lower in dataset3,
but this is primarily due to using very few electrodes and
low-pass signal filtering. Multiclass results are also low be-
cause of the similar reasons. One additional point for low
accuracy in dataset3 is that words were chosen based on
different meanings rather than selecting words based on the
difference in their sound, length, and complexity.
5.2 Conclusion
The work presented in this paper shows a technique to de-
sign and develop an imagined speech based BMI system
with the help of machine learning techniques. In doing so,
we explored various feature engineering methods and dif-
ferent neural network models to understand the decoding
capability of IS signals. Subsequently, we proposed an ap-
proach (TS+PCA+ANN+begging) that gives the best result
among different explored methods. The proposed approach
outperformed existing methods when applied to three pub-
licly available datasets. We show that IS signals contain some
information that can be used when differentiating IS signals
from other brain signals. We also suggest that the length and
complexity of a word are a useful criterion while discrim-
inating against a group of words. The future work will be
dedicated on creating a machine learning model that can di-
rectly decode raw EEG signals and can recover from noisy
signals.
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