Abstract. The equation with the time fractional substantial derivative and space fractional derivative describes the distribution of the functionals of the Lévy flights; and the equation is derived as the macroscopic limit of the continuous time random walk in unbounded domain and the Lévy flights have divergent second order moments. However, in more practical problems, the physical domain is bounded and the involved observables have finite moments. Then the modified equation can be derived by tempering the probability of large jump length of the Lévy flights and the corresponding tempered space fractional derivative is introduced. This paper focuses on providing the high order algorithms for the modified equation, i.e., the equation with the time fractional substantial derivative and space tempered fractional derivative. More concretely, the contributions of this paper are as follows: 1. the detailed numerical stability analysis and error estimates of the schemes with first order accuracy in time and second order in space are given in complex space, which is necessary since the inverse Fourier transform needs to be made for getting the distribution of the functionals after solving the equation; 2. we further propose the schemes with high order accuracy in both time and space, and the techniques of treating the issue of keeping the high order accuracy of the schemes for nonhomogeneous boundary/initial conditions are introduced; 3. the multigrid methods are effectively used to solve the obtained algebraic equations which still have the Toeplitz structure; 4. we perform extensive numerical experiments, including verifying the high convergence orders, simulating the physical system which needs to numerically make the inverse Fourier transform to the numerical solutions of the equation.
1. Introduction. Nowadays, more and more anomalous diffusion phenomena are found in nature, from the motion of mRNA molecules in live cells to the flight of albatrosses. Anomalous diffusion is a stochastic process with nonlinear relationship to time, in contrast to the normal diffusion. The continuous time random walk (CTRW) with the power law waiting time and/or jump length can microscopically describes anomalous diffusion; its macroscopic limit in unbounded domain leads to the time and/or space fractional diffusion equation [2] . In fact, based on the fractional Fourier law and conservation law, the fractional diffusion equation can also be easily derived. The space fractional diffusion equation defined in unbounded domain characterizes the probability distribution of the positions of the particles of the Lévy flights, which has the divergent second order moment. The more practical transport problems often take place in bounded domain and the involved observables have finite second moments; exponentially tempering the probability of large jumps of the Lévy flights, i.e., making the Lévy density decay as e −λ|x| |x| −1−α with λ > 0 [12, 21] leads to the space tempered fractional diffusion equation [1, 5, 12, 17, 31] ; in other words, the space tempered fractional diffusion equation describes the probability density function (PDF) of the truncated Lévy flights.
The functionals of the trajectories of the particles often attract practical interest, e.g., the time spent by a particle in a given domain, the macroscopic measured signal in the nuclear magnetic resonance experiments; and the functionals are usually defined as A = t 0 U [x(τ )]dτ . When x(t) is the trajectory of a Brownian particle, Kac derived a Schrödinger-like equation for the distribution of the functionals of diffusive motion; with the deep understanding of the anomalous diffusion, the distribution of the functionals of the paths of anomalous diffusion naturally attracts the interests of scientists, and the corresponding fractional Feynman-Kac equation is derived [3, 4, 34] , which involves the fractional substantial derivative [15] . As mentioned in the first paragraph, sometimes because of the bounded physical domain and the finite second moments of the observables, we need to temper the probability of the large jump length of the Lévy flights and the tempered space fractional diffusion can be derived; if further choosing the waiting time distribution as power law t −(1+γ) with 0 < γ < 1, then the diffusion equation with time fractional derivative and space tempered fractional derivative appears. How about the distribution of the functionals of the paths of the particles with the jump length distribution e −λ|x| |x| −1−α and waiting time distribution t −(1+γ) ? Following the idea of [3] , we can easily derive the equation (1.1) with the time fractional substantial derivative and space tempered fractional derivative to describe it. This paper focuses on providing effective and high accurate numerical algorithms for the new equation with homogeneous or nonhomogeneous boundary conditions, being given as x ∈ (a, b); G(a, ρ, t) = B(a, ρ, t), G(b, ρ, t) = B(b, ρ, t), 0 < t ≤ T.
Here, ρ is the Fourier pair of A and G(x, A, t) is the joint PDF of finding the particle at time t with the functional value A and the initial position of the particle at x. The diffusion coefficient K is a positive constant. The Caputo fractional substantial derivative The Riesz tempered (truncated) fractional derivative is defined by [5] (
where λ > 0, κ α = 1 2 cos(απ/2) , α ∈ (1, 2). The left and right Riemann-Liouville tempered fractional derivatives are used, being, respectively, defined by [1, 5] 
where a D α x and x D α b are, respectively, the left and right Riemann-Liouville fractional derivatives [29] ; and
G(x, ρ, t).
Remark 1.1. For λ = 0, there is no truncation and Eq. (1.1) reduces to the backward fractional Feynman-Kac equation with Lévy flight [3] . For λ = 0 and ρ = 0, Eq. (1.1) becomes the fractional Fokker-Planck equation [13, 26] or space-time Caputo-Riesz fractional diffusion equation [6] .
In recent years, some important progresses for the numerical algorithms of space and/or time fractional diffusion equations have been made, see, e.g., [23, 35, 36, 37] . Based on the weighted and shifted Grünwald first order discretization [25] , Lubich second and third order discretizations [24] , a series of effective high order discretizations for space fractional derivatives are recently derived [8, 9, 33] . The extensions of the high order discretizations to fractional substantial derivative and tempered space fractional derivative can be found at [14] and [22] . It should be noted that the obtained schemes have high order accuracy only when the boundary conditions are homogeneous or even the solution's high order derivatives at the boundaries are zero since the schemes are derived by using the Fourier transforms. One of the contributions of this paper is to present the techniques to overcome this limitation. We provide the detailed numerical stability and convergence analyses in the complex space for the scheme of (1.1) with first order discretization in time and second order in space; performing the numerical analysis in complex space is necessary since to find the distribution of the functionals we need to make the inverse Fourier transform for the solutions of (1.1). Then the schemes with high order accuracy in both time and space are proposed for (1.1) with nonhomogeneous boundary and/or initial conditions, where the techniques of treating the nonhomogeneous boundary/initial conditions are introduced. All the schemes still have the potential Toeplitz structure and the multigrid methods are effectively used to solve the obtained algebraic equations; the convergence orders of the schemes are numerically confirmed. The high order schemes of tempered fractional derivatives can keep the same computation cost with first order scheme but greatly improve the accuracy [9] , since the nonlocal properties of fractional operators. By numerically making the inverse Fourier transform for a series of solutions of (1.1) with different ρ, we simulate the physical system.
The organization of the rest of the paper is as follows. Section 2 is composed of 4 subsections: the first subsection provides the effective second order space discretization for the tempered fractional derivative; the second subsection presents the numerical schemes of (1.1) with ν-th order accuracy in time and second order in space, where ν = 1, 2, 3, 4; the detailed numerical stability and convergence analyses for the scheme with first order accuracy in time and second order in space are given in the third subsection; in the fourth subsection, the numerical experiments are performed by multigrid methods to verify the convergence orders. Section 3 focuses on proposing the high order schemes of (1.1) with nonhomogeneous boundary and/or initial conditions; the convergence orders are confirmed by numerical experiments and the physical systems are simulated. Finally, we conclude the paper with some remarks in the last section.
2. High order schemes for (1.1) with homogeneous boundary conditions. This section focuses on discussing the high order schemes of (1.1) with homogeneous boundary conditions and it is divided into four subsections. In §2.1, we derive the effective second order discretizations in space; and the schemes with high accuracy in both time and space are given in §2.2. The detailed proofs of stability and convergence for the scheme with first order accuracy in time and second order in space are presented in §2.3; and the last subsection numerically confirms the convergence orders by multigrid methods. Let us first introduce the following lemmas.
Lemma 2.1. Let a = −∞ and b = ∞ in (1.6), respectively. Then we have
Proof. The first equation of this lemma can be seen in Remark 2 of [22] . Here, we mainly prove the second one. From the equality
we have
The proof is completed. 
and
where F denotes Fourier transform operator and G(ω) = F (G), i.e.,
2.1. Derivation of the effective second order discretizations in space. From Lemma 2.1, Remark 2.1 and [10] , it follows that the L-th order (L ≤ 5) approximations of the α-th left Riemann-Liouville tempered fractional derivative can be generated by the corresponding coefficients of the generating functions κ L,α (ζ),
where h = (b − a)/M is the uniform stepsize and
Taking L = 1, the above equation can be recast for all |ζ| ≤ 1 as
with
G(x) and their Fourier transforms belong to L 1 (R); and p ∈ R, λ ≥ 0, h > 0, α ∈ (1, 2). Define
where g α j is defined by (2.2). Then
Proof. For bringing convenience to the analysis of the following high order schemes, we reprove this lemma; the way of proof is almost the same as the one of [1] .
Therefore, from Lemma 2.2, there exists
where
where (2.6)
Proof. From Lemma 2.3, it leads to
and using (2.4), we have
Therefore, from Lemma 2.2, we obtain
Assume that the well-defined function G(x) can be zero extended from the bounded domain (a, b) to (−∞, b), and satisfy the requirements of the above corresponding theorems; and
) When employing the difference method with (2.7) for approximating non-periodic boundary problems on bounded interval, p should be chosen satisfying |p| ≤ 1 to ensure that the nodes at which the values of G are within the bounded interval.
Let |p| ≤ 1 and
Then (2.10) can be rewritten as the following matrix form
Similarly, for the right Riemann-Liouville tempered fractional derivative, the second order approximation is given as
where ω α j is defined by (2.11), and the matrix form is
In the following, we focus on how to choose the parameters r 3 such that all the eigenvalues of the matrix A α,λ have negative real parts and
T is diagonally dominant; this means that the corresponding schemes work for space tempered fractional derivatives. Firstly, we present several useful lemmas. be the hermitian part of A. Then for any eigenvalue λ of A, the real part ℜ(λ(A)) satisfies
where λ min (H) and λ max (H) are the minimum and maximum of the eigenvalues of H, respectively. Lemma 2.9. Let A α,λ be given in (2.13) with λ ≥ 0, h > 0 and
then the elements, denoted by φ
Using (2.13) and (2.11), we obtain
Next we prove that, under the requirement of (2.16), φ .2) and (2.6), we can check that φ
And it can also be noted that in this case r 1 > 0.
Case
which leads to r 3 ≥ − α(α−1)(α+2) 2(α 2 +3α+4) . Case φ α 3 > 0: According to (2.2), (2.6), and (2.19), we get φ
2(α+1)(α+2) . Then, the proof is completed. Lemma 2.10. Denote the elements of H defined in (2.18) by h i,j and let r 3 satisfy (2.16). Then there exist
Proof. From Lemma 2.9, we have h i,i = 2φ α 1 < 0 and h i,j > 0 (j = i). Denote the elements of A α,λ given in (2.13) by a i,j . Then from (2.11), we have
Denote the elements of (A α,λ ) T by b i,j . In a similar way, we have
The proof is completed. Theorem 2.11. Let A α,λ be given in (2.13) with λ ≥ 0, h > 0, 1 < α < 2, and r 3 in (2.16). Then any eigenvalue λ of A α,λ satisfies
Moreover, the matrixes A α,λ and (A α,λ ) T are negative definite in R n×n . Proof. Firstly, we prove that all the eigenvalues of the matrix H are negative. From Lemma 2.9 we obtain
According to the Gerschgorin theorem [20] , the eigenvalues of the matrix H are in the disks centered at h i,i , with radius Λ i , i.e., the eigenvalues λ of the matrix H satisfy
In addition, the matrix H is symmetric, then all the eigenvalues of the matrix H are negative. Using Lemma 2.6, it follows that H = A α,λ + (A α,λ ) T is negative definite in C n×n . According to Lemmas 2.7 and 2.8, we know that the matrixes A α,λ and (A α,λ ) T are negative definite in R n×n .
2.2.
Derivation of the numerical schemes. Take the mesh points x i = a + ih, i = 0, 1, . . . , M , and t n = nτ, n = 0, 1, . . . , N , where h = (b − a)/M , τ = T /N are the uniform space stepsize and time steplength, respectively. Denote G n i,ρ as the numerical approximation to G(x i , ρ, t n ).
From [10, 14] , we know that the following equation holds
And the Riemann-Liouville fractional substantial derivative has the ν-th order approximations, i.e.,
k , and l 5,γ k are defined by (2.2), (2.4), (2.6), (2.8), and (2.10) in [8] , respectively. In particular, when ν = 1, there exists
Combining (2.9), (2.14) and (1.7), we obtain the approximation operator of the Riesz tempered fractional derivative
, j > i + 1 with i = 1, . . . , M − 1, together with the Dirichlet boundary conditions that define G(x 0 , ρ, t n ) and G(x M , ρ, t n ) appropriately; and ω α j is given in (2.11) with the parameters r 3 satisfying (2.16) and r 1 and r 2 specified in (2.6).
From (2.20), (2.21), and (2.24), we can write (1.1) as (2.26)
with the local truncation error
where C G is a constant independent of τ and h. Multiplying (2.26) by τ γ leads to (2.28)
, and
From (2.28), the resulting discretization of (1.1) can be rewritten as
It is worthwhile noting that the second term on the right hand side of (2.31) automatically vanishes when n = 1.
For convenience of implementation, we use the matrix form of the grid function
and the finite difference scheme (2.31) can be recast as
where the matrix H is defined by (2.18) and I is the identity matrix. It should be noticed that H has the Toeplitz structure and then the computation cost is O(M log M ) in numerically solving the equation by the iteration methods, e.g., multigrid method.
In particular, when ν = 1, from (2.31) and (2.23), we obtain the scheme
and it can be rewritten as
2.3. Detailed proof of the numerical stability and convergence. In this subsection, we theoretically prove that the provided first order time discretization scheme (2.34) is unconditionally stable and convergent. Denote v n = {v
Lemma 2.12. [11, 14] The coefficients g γ k defined in (2.23) with γ ∈ (0, 1) satisfy
Lemma 2.13. The coefficients ω α i,j defined in (2.25) with α ∈ (1, 2) satisfy
Proof. From Lemmas 2.9 and 2.10, the desired results are easily obtained. Lemma 2.14.
. . , N and satisfy
Then we have the following estimates: 
Using Lemma 2.12, we get
Thus, according to (2.37)-(2.39), there exists
Next we prove the following inequality holds by the mathematical induction
In fact, for n = 1, Eq. (2.40) holds obviously. Suppose that
Then from (2.40), it implies that
Thus, the proof is completed. Theorem 2.16. Let G(x i , ρ, t n ) be the exact solution of (2.28), and G n i,ρ the solution of the finite difference scheme (2.33). Then the error estimates are
where C G is defined by (2.27), i = 0, 1, . . . , M ; n = 1, 2, . . . , N . Proof. Let G(x i , ρ, t n ) be the exact solution of (2.28) at the mesh point (x i , t n ), and G |R n i |, the desired result can be proved by using the mathematical induction.
For n = 1, supposing |e According to Lemma 2.13 and the above equation, we obtain
Supposing |e n i0 | = ||e n || ∞ = max 0≤i≤M |e n i |, and from (2.39), (2.41), Lemma 2.13, there exists
Hence, from Lemma 2.14, we have the following estimates (a) when 0 < γ < 1,
. Besides the L ∞ norm, the unconditional stability and convergence can also be obtained in the discrete L 2 norm. In the following theorem, we present the convergence result in L 2 norm; because of the similarity, we omit the proof of unconditional stability in L 2 norm. Theorem 2.17. Let G(x i , ρ, t n ) be the exact solution of (2.28), and G n i,ρ the solution of the finite difference scheme (2.33). Then the error estimates are
where C G is defined by (2.27), i = 0, 1, . . . , M ; n = 1, 2, . . . , N . Proof. Let G(x i , ρ, t n ) be the exact solution of (2.28) at the mesh point (x i , t n ), and G T . Performing the inner product in both sides of the above equation by e n leads to
From Definition 2.5 and Theorem 2.11, we obtain (−κHe n , e n ) ≥ 0. Then
it follows that (2.42)
. Hence, from Lemma 2.14, we have the estimates (a) when 0 < γ < 1,
Numerical results.
We employ the V-cycle Multigrid method (MGM) [7, 28] to solve (1.1) with the algorithms given in §2.2; and the parameters of MGM, e.g., 'Iter', 'CPU', etc, are the same as the ones of [7] . For the convenience to the readers, the MGM's pseudo codes are added in the Appendix. All the numerical experiments are programmed in Python, and the computations are carried out on a PC with the configuration: Intel(R) Core(TM) i5-3470 3.20 GHZ and 8 GB RAM and a 64 bit Windows 7 operating system. Without loss of generality, we add a force term f (x, ρ, t) on the right side of (1.1).
Example 2.1. Consider (1.1) on a finite domain with x ∈ (a, b) (a = 0, b = 1), 0 < t ≤ 1, and the coefficient
where the left and right fractional derivatives of the given functions are calculated by Algorithm 2 presented in the Appendixes. The initial condition G(x, ρ, 0) = sin(x 2 ) sin((1 − x) 2 ), and the boundary conditions G(0, ρ, t) = G(1, ρ, t) = 0. Then (1.1) has the exact solution G(x, ρ, t) = e Jρxt (t 3+γ + 1) sin(x 2 ) sin((1 − x) 2 ). Table 2 .1: MGM to solve the scheme (2.31) with ν = 2 at T = 1 and N = M , where Table 2 .1 shows that the schemes (2.31) with ν = 2 have the global truncation errors O(τ 2 + h 2 ) at time T = 1, and numerically confirms that the computational cost is of O(M logM ) operations. Similarly, Table 2 .2 shows that the algorithms (2.31) with ν = 1 have the global truncation errors O(τ + h 2 ) at time T = 1, and the computational cost also is of O(M logM ) operations. Table 2 .2: MGM to solve the scheme (2.31) with ν = 1 at T = 1 and N = M , where 3. High order schemes for (1.1) with nonhomogeneous boundary and/or initial conditions. Generally, when the high order finite difference discretizations are used to solve the fractional differential equations, the potential analytical solution and its several derivatives must be zero at the boundaries and/or initial time for keeping the high accuracy. These requirements greatly limit the practical applications of the high order schemes to obtain high accuracy. This section provides the techniques to overcome the challenges, i.e., modifies the current high order schemes such that they can keep high accuracy without the above requirements.
3.1. Modifications to the high order discretizations. Let σ be a constant or a function without related to x, say σ(y), and denote
where q is a positive integer.
Then, from the ν-th order difference formula [18, p. 83] and (3.1), we obtain For the Caputo fractional substantial derivative, we can rewrite it as
, and m 1 ≥ ν − 2. Obviously, we have made sure that G(x, ρ, t) and its several derivatives w.r.t. t at t = 0 are zero; so the high order discretizations in time keep their high accuracy [10] . This is the basic idea to obtain the high order approximations for the fractional derivative with nonzero initial conditions. The same idea will be used to treat the nonhomogeneous boundary conditions later. It can be noted that two terms of the right hand side of (3.4) automatically vanish when m 1 ≤ 0. And from (3.2), we have
Thus, the resulting discretization of (1.1) can be rewritten as For the first term of left Riemann-Liouville tempered fractional derivative (corresponding to (1.6)), it can be rewritten as
where m 2 ≥ ν − 1 and
It is clear that G(x) and its several derivatives are equal to zero at the left boundaries. So its high order discretizations can keep their high accuracy [8, 9] . In fact, the various high order discretizations, say, being derived from the so-called WSLD operators [8, 9] , can be uniformly written as
From (3.2), (3.6), and (3.7), we obtain
For the first term of right Riemann-Liouville tempered fractional derivative (corresponding to (1.6)), it can be written as
It is obvious thatḠ(x) and its several derivatives are equal to zero at the right boundaries. So its high order discretizations can keep their high accuracy [8, 9] . The general discretizations ofḠ(x) can be written as
From (3.3), (3.10) , and (3.11), there exists
(3.12)
Hence, for ν = 2, m 2 = 1, from (3.12) we have
Therefore, we obtain the general high order scheme of (1.1) with nonhomogeneous boundary and/or initial conditions:
(3.14)
In the numerical computations of next subsection, we take
and from (3.9) and (3.13), there exists
The numerical results will show that (3.14) truly has high convergence orders for (1.1) with nonhomogeneous boundary and/or initial conditions. Remark 3.1. For λ = 0, the scheme (3.14) reduces to the high order scheme for the backward fractional Feynman-Kac equation with Lévy flight [3] and nonhomogeneous boundary and/or initial conditions. For λ = 0 and ρ = 0, the scheme (3.14)
becomes the high order scheme for the space-time Caputo-Riesz fractional diffusion equation [6] with nonhomogeneous boundary and/or initial conditions. Remark 3.2. The scheme (3.14) makes a breakthrough in the requirement of using the nodes within the bounded interval (Remark 3 of [33] ), i.e., if the nodes are beyond the bounded interval, just simply let the values of the function at nodes be zero; the high convergence orders still remain.
Remark 3.3. Using the iterative methods to solve the algebraic equations corresponding to the scheme (3.14), the cost of matrix-vector multiplication still keeps as O(M log M ) since the Toeplitz structure of the matrix still remains except several fixed boundary columns.
3.2. High numerical convergence orders and physical simulations. Without loss of generality, we add a force term f (x, ρ, t) on the right side of (1.1). The following numerical results show that the scheme (3.14) has high convergence orders for (1.1) with nonhomogeneous boundary and/or initial conditions. Example 3.1. Consider (1.1) on a finite domain x ∈ (0, 1) and 0 < t ≤ 1/2 with the coefficient K = 1 and U (x) = x, ρ = 1. Let the nonhomogeneous initial condition G(x, ρ, 0) = sin(x 2 ) sin((1 − x) 2 ) and the boundary conditions G(0, ρ, t) = G(1, ρ, t) = 0. Taking the exact solution as
it is easy to analytically get the forcing function f (x, ρ, t). Table 3 .3: The maximum errors and convergence orders for (3.5) with ν = 4 at t = 1/2, and λ = 0.2, U (x) = x, ρ = 1, r 3 = 0, m 1 = 2, h = τ 2 .
τ α = 1.1, γ = 0.9 Rate α = 1.5, γ = 0.5 Rate α = 1.9, γ = 0. Table 3 .3 shows that the scheme (3.5) used to solve Example 3.1 (with nonhomogeneous initial condition) preserves the desired convergence order O(τ ν + h 2 ), ν = 4.
Example 3.2. Consider (1.1) on a finite domain x ∈ (0, 1), 0 < t ≤ 1/2 with the coefficient K = 1, U (x) = x, and ρ = 1. Let the nonhomogeneous initial condition G(x, ρ, 0) = x 4 − 2x 3 − x 2 + 2x + 1 and the nonhomogeneous boundary conditions G(0, ρ, t) = t 3+γ + t 3 + t 2 + t + 1 and G(1, ρ, t) = e Jρt (t 3+γ + t 3 + t 2 + t + 1). Taking the exact solution as
we get the forcing function
To calculate the last two terms of the above equation, the following fractional formulas [27] are used: Table 3 .4: The maximum errors and convergence orders for (3.14) with ν = 2 at t = 1/2, and U (x) = x, ρ = 1, r 3 = 0, m 1 = 2, h = τ. Table 3 .4 shows that the scheme (3.14) preserves the desired convergence order O(τ 2 + h 2 ) for Example 3.2 with nonhomogeneous boundary and initial conditions. Simulations with Dirac delta function as initial condition Let the joint PDF G(x, A, t) be the inverse Fourier transform ρ → A of G(x, ρ, t) [3] . as a → 0.
Here we take a = 0.001 as the approximation in numerical computations. The corresponding procedure of generating Figures 3.1-3.4 is executed as follows: (1) Using the scheme (3.14) and the above conditions, we obtain G(x, ρ, t).
(2) From the Inverse discrete Fourier transform (IDFT) method [32] , we get G(x, A, t). Figures 3.1-3.4 show the simulation results with Dirac delta function as initial condition, and we find the joint probability density function G(x, A, t).
Conclusion.
In Fourier space, fractional substantial diffusion equation with truncated Lévy flights describes the distribution of the functionals of the paths generated by the particles with the power law waiting time distribution t −(1+γ) with 0 < γ < 1 and the jump length distribution e −λ|x| |x| −1−α with λ > 0. For the equation, this paper first provides its numerical scheme with first order accuracy in time and second order in space and the detailed numerical stability and convergence analysis are performed in complex space; then we further propose the numerical schemes with high accuracy in both time and space for the equation with nonhomogeneous boundary and/or initial conditions. The high order schemes for the fractional problems with nonhomogeneous boundary and/or initial conditions make a breakthrough in two aspects: 1. breaking the requirements that the analytical solution and even its several derivatives must be zero at the boundaries and/or initial time for keeping high accuracy; 2. breaking the limitation of using the nodes within the bounded interval (just simply putting the values of the function at nodes beyond the interval be zero). The extensive numerical experiments are made by multigrid methods, which numerically verify the high convergence orders and simulate the physical system by numerically making inverse Fourier transform to the solutions of the equation with different ρ. Taking the parameters ρ = 0 and λ = 0, all the schemes discussed in this paper become to the schemes for the space-time Caputo-Riesz fractional diffusion equation with homogeneous/nonhomogeneous boundary and homogeneous/nonhomogeneous initial conditions, which are still effective and keep the high accuracy.
