The stability radius of an n × n matrix A (or distance to instability) is a well-known measure of robustness of stability of the linear stable dynamical systemẋ = Ax. Such a distance is commonly measured either in the 2-norm or in the Frobenius norm. Even if the matrix A is real, the distance to instability is most often considered with respect to complex valued matrices (in such case the two norms turn out to be equivalent) and restricting the distance to real matrices makes the problem more complicated, and in the case of Frobenius norm -to our knowledge -unresolved. Here we present a novel approach to approximate real stability radii, particularly well-suited for large sparse matrices. The method consists of a two level iteration, the inner one aiming to compute the ε-pseudospectral abscissa of a low-rank (1 or 2) dynamical system, and the outer one consisting of an exact Newton iteration. Due to its local convergence property it generally provides upper bounds for the stability radii but in practice usually computes the correct values. The method requires the computation of the rightmost eigenvalue of a sequence of matrices, each of them given by the sum of the original matrix A and a low-rank one. This makes it particularly suitable for large sparse problems, for which several existing methods become inefficient, due to the fact that they require to solve full Hamiltonian eigenvalue problems and/or compute multiple SVDs.
Introduction
Consider a matrix A ∈ K n×n where K = C or R. The spectral abscissa of A is α(A) = max{Re(λ ) | λ ∈ Λ (A)}, where Λ (A) stands for the spectrum of A. If α(A) < 0 then A is a Hurwitz matrix and the associated linear dynamical system x ′ (t) = A x(t), t 0, (1.1)
has an asymptotically vanishing solution independently of the initial condition x 0 . It is well known that the spectral abscissa of A is not a robust measure for the stability of the linear system (1.1) and a much 2 of 24 N. GUGLIELMI AND M. MANETTA better measure is given by the norm of the smallest additive perturbation E which leads the matrix A to be unstable. In order to calculate this measure we have to fix a class of perturbations and a norm to measure their size. Taking E ∈ C n×n and the 2-norm, this quantity is called in the literature the distance to instability (or stability radius), namely d I (A), of the matrix A (see, e.g., Van Loan, 1985; Hinrichsen & Pritchard, 2010) . However, when A is real, it seems much more natural to restrict E ∈ R n×n . In this paper we will consider both real and complex perturbations measured both in the Frobenius and in the spectral norm.
In the systems theory community, d I (A) is known as the complex stability radius of A (because complex perturbations are considered even if A is real). An important characterization of d I for complex perturbations is (see e.g. (Hinrichsen & Pritchard, 2010) ):
( 1.2) where σ n is the smallest singular value, and the classical methods introduced by (Byers, 1988 ) (see also Boyd et al., 1989; He & Watson, 1999) are based on estimating this minimum; the first by using a bisection method to bracket d I (A) and the second by reducing equation (1.2) to a one-variable optimization problem of a non-convex function whose approximate solution is obtained by an inverse iteration type idea for singular value computations. A globally quadratically convergent method presented by (Burke et al., 2003) to compute the socalled ε-pseudospectral abscissa, can also be used to compute the complex stability radius, but it is still computationally demanding.
These algorithms, which are implemented in standard control systems software (Matlab, 2012; Benner et al., 1999) , depend on computing eigenvalue decompositions of Hamiltonian matrices of order 2n and SVDs of order n, so the cost is effectively O(n 3 ) and they are applicable only to small or moderatesized problems. They have the advantage to provide a high reliability due to their global convergence and the availability of structure-preserving methods for Hamiltonian matrices which enable robust determination of the purely imaginary eigenvalues.
A different method was introduced in (Freitag & Spence, 2011) . The algorithm uses Newton's method to find a two-dimensional Jordan block corresponding to a purely imaginary eigenvalue in the two-parameter Hamiltonian eigenvalue problem introduced in (Byers, 1988) . This is pursued by means of the implicit determinant method proposed in (Spence & Poulton, 2005) , which requires, at every step, the solution of 2n × 2n linear systems. This fast locally convergent method is completed by an expensive test proposed in (He & Watson, 1999) , which requires the solution of a full 2n × 2n Hamiltonian eigenvalue problem, in order to obtain global optimization.
In conclusion, we can say that even the computation of the classical complex stability radius is a challenging problem for a -possibly sparse -matrix of large size.
The situation is certainly more complicated when the goal is to compute the real (or any structured) stability radius as unfortunately the previously mentioned approaches used to compute the complex stability radius do not extend in general to the computation of the real stability radius. In the last few years the interest in structured stability distances (the real one in particular) has much increased (see e.g. (Karow et al., 2010) ) although there are substantial difficulties to find suitable methods. Actually in the literature only very few methods have been proposed to compute the real stability radius and the only available approaches -to our knowledge -refer to the spectral norm, while for the Frobenius norm there is apparently no algorithm available.
A well-known computable formula for the real stability radius has been presented in (Qiu et al., 1995b ) (see also Qiu et al., 1995a) , which is based on an optimization problem for the second singular APPROXIMATING REAL STABILITY RADII 3 of 24 value of a 2n × 2n matrix-valued function. The method requires a test step to check global optimality; if the test step is omitted the method generally provides upper bounds, similar to the method presented in this paper.
Methods based on level sets, which rely on the formula proved in (Qiu et al., 1995b) and the correspondence between the singular values of a transfer function matrix and the imaginary eigenvalues of a related Hamiltonian matrix were introduced in (Sreedhar et al., 1996) . These interesting methods still require Hamiltonian eigenvalue decompositions and SVDs which make them suitable for problems of moderate size. Very recently Freitag and Spence (Freitag & Spence, 2013) have introduced a method which finds the real structured stability radius, still exploiting the formula in (Qiu et al., 1995b) and the correspondence of singular values of a transfer function and purely imaginary eigenvalues of a threeparameter Hamiltonian matrix eigenvalue problem. The method requires the solution of 4n × 4n linear systems, which makes it suitable for problems of size which is not too large.
An important observation links the stability radius to the ε-pseudospectrum, since when ε is equal to the stability radius, the rightmost point of the ε-pseudospectrum lies on the imaginary axis. Exploiting this property, and following , in this paper we propose a different approach where the computation of the stability radius is separated in two phases, an outer one where the estimate ε for the stability radius is changed, and an inner one where we compute either the real or the complex ε-pseudospectral abscissa, that is, the real part of the rightmost point of the ε-pseudospectrum of A.
For this second problem we consider a novel class of algorithms for computing the ε-pseudospectral abscissa, proposed first in (Guglielmi & Overton, 2011) and then in (Guglielmi & Lubich, 2011 , both for complex and real pseudospectra, and very recently in and (Benner & Voigt, 2013) for more general spectral value sets. Such methods allow us to compute extremal perturbations -determining a locally rightmost point in the ε-pseudospectrum of A -which are characterized by a low rank property, which is the key ingredient to obtain a fast method, particularly suitable for large sparse matrices.
Once a locally righmost point of the ε-pseudospectrum has been computed for a certain ε, we are able to apply a Newton's iteration to the equation α ε (A) = 0, by means of an explicit and inexpensive formula for the derivative of α ε (A) w.r.t. ε, obtaining quadratic convergence. Such a derivationobtained for all considered cases -is a main contribution of this paper. Due to local convergence of the inner method, the algorithm we propose guarantees upper bounds for the stability radius, which -in almost all cases we have tested -coincide with the stability radius.
The paper is organized as follows. In Section 2 we set the basic framework. In Section 3 we present a method to approximate the real stability radius w.r.t. the distance induced by the Frobenius norm. The inner part of the algorithm makes use of the method proposed in (Guglielmi & Lubich, 2013) to approximate the ε-pseudospectral abscissa, while the outer part of the algorithm is based on the exact computation of the derivative of the real ε-pseudospectral abscissa w.r.t. ε. A fully discrete time-version of the inner method is also presented. Then in Section 4 we present a method for approximating the real stability radius in the 2-norm. In Section 5 we briefly discuss a similar algorithm for the complex stability radius, which also applies to the real one when the rightmost eigenvalue is real. We remark that this is a special case of the more general one treated in for spectral value sets. The algorithm we propose here is very similar; the only difference is that here we also consider an ODE approach for the inner part of the method while in a fixed point iteration has been proposed and analyzed. Moreover, we explain here how the fixed point iteration presented in (Guglielmi & Overton, 2011) can be interpreted as a special case of discretization of the ODEs. In Section 6 we present the general structure of the algorithm in more detail and finally in Section 7 we present illustrative examples and also compare our method to the most recent ones by (Freitag & Spence, 4 of 24 N. GUGLIELMI AND M. MANETTA 2011 on some challenging problems from EigTool (Wright & Trefethen, 2001 ).
Framework
In order to distinguish the different cases, we will use the following notation for the ε-pseudospectrum
where · denotes here the 2-norm or the Frobenius norm for a matrix and K = C or K = R. When K = C, it is well-known (see e.g. (Trefethen & Embree, 2005) ), that one can restrict the perturbations E to be rank-1. As a consequence, since the 2-norm and the Frobenius norm of a rank-1 matrix coincide,
For the sake of clarity, it is useful to define α K, · ε (A), the ε-pseudospectral abscissa of A, which is the largest of the real parts of the elements of the pseudospectrum (the case ε = 0 reduces to the spectral abscissa α(A)), i.e., α
With this notation we define the distance to instability as (A). For stable A, the relationship between the pseudospectral abscissa and the distance to instability is summarized by α
(A) ε. Therefore our aim is to solve the following equation w.r.t. ε:
To approximate the stability radius of A, we propose, for all cases we consider, a two-level algorithm: the inner computation approximates α K, · ε (A) from above, for any fixed ε, and the outer one varies ε by a Newton iteration. Due to the fact that the algorithm finds local maximizers of the optimization problem (2.3), there is no guarantee that these are global minimizers, although this is often the case in our experiments. In general we compute upper bounds for d
Since in order to approximate α K, · ε (A) we shall consider trajectories in the pseudospectra with increasing real part, we recall here a standard perturbation result for simple eigenvalues (see e.g. (Kato, 1995) ), which we will use in the sequel. LEMMA 2.1 Consider a differentiable matrix valued function C(t) for t in a neighborhood of 0. Let λ (t) be an eigenvalue of C(t) converging to a simple eigenvalue λ 0 of C 0 = C(0) as t → 0. Let x 0 and y 0 be left and right eigenvectors, respectively of C 0 corresponding to λ 0 , that is, (C 0 − λ 0 I)y 0 = 0 and x * 0 (C 0 − λ 0 I) = 0. Then x * 0 y 0 = 0 and λ (t) is differentiable near t = 0 witḣ
Note that x 0 and y 0 can be independently scaled by any complex numbers without changing the equations above. Thus, any pair of left and right eigenvectors, x and y, can be scaled to have the following property, introduced in (Guglielmi & Overton, 2011 We also make use of the following definition. Moreover, we will call leading eigenvectors, the eigenvectors corresponding to the rightmost eigenvalue.
Real stability radius: Frobenius-norm case
First we analyze the case of real pseudospectra w.r.t. the Frobenius norm.
Inner method
We first recall the following result from (Guglielmi & Lubich, 2013) Theorem 3.1 For A ∈ R n×n , let λ * be a locally rightmost point in the Frobenius-norm real pseudospectrum Λ R, · F ε (A). Let E be a real matrix of unit Frobenius norm such that λ * is an eigenvalue of A + εE. If λ * is a simple eigenvalue, then E has the following low-rank property:
(a) If λ * is real, then E has rank 1.
(b) If Im(λ * ) = 0, then E has rank 2.
Theorem 3.1 implies that we can maximize the spectral abscissa over the set (2.1) by restricting the search of an extremizer to a manifold of low-rank matrices. This search is done through a differential equation, exploiting Lemma 2.1.
In order to obtain such a differential equation for the ε-pseudospectral abscissa, we construct a family of real matrices A + εE(t) where E(t) F = 1 such that lim t→∞ E(t) = E ∞ and an eigenvalue of A + εE ∞ is a locally rightmost point of Λ R, · F ε (A). The derivativeĖ(t) is chosen in the direction that gives the maximum possible increase of Re(λ (t)) for the rightmost eigenvalue λ (t) of A + εE(t) along the manifold of matrices of unitary norm. To fulfill the constraint E(t) F = 1, we have
where A, B = trace(A * B) denotes the usual Frobenius inner product.
The optimization problem we have to face in order to determine the optimal direction (which is similar to the one considered in (Byers & Kressner, 2004) for computing the structured condition number) is the following (for the proof we refer to (Guglielmi & Lubich, 2013) ):
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is given by µZ * = Re(xy
where µ is the Frobenius norm of the matrix on the right hand side.
Lemmata 2.1 and 3.1 suggest to consider the following differential equation on the manifold of real n × n matrices of unit Frobenius norṁ
where x(t), y(t) are left and right RP-compatible eigenvectors respectively for a simple eigenvalue λ (t) of A + εE(t), where ε is fixed. When λ is real the situation is analogous to the case of the complex stability radius and will be discussed in Section 5. More interesting is the case when λ is complex. It is possible to prove the monotonic growth of the real part of λ (t) along every solution of (3.1) (see (Guglielmi & Lubich, 2013 , Theorem 2.5)) and that the stationary points of (3.1) are characterized as follows.
Theorem 3.2 The following statements are equivalent along solutions of (3.1):
3. E is a positive multiple of Re(xy * ).
If λ is locally rightmost,E opt = Re(xy * )/ Re(xy * ) F is a (local) extremizer for Re(λ ).
When λ is complex, by the rank-2 property of stationary points, we are interested in considering the dynamics in M 2 , the manifold of matrices of rank at most 2.
3.1.1 Discrete rank-2 method. We focus our attention on the differential equation (3.1), whose stationary points have rank-2, but whose solution does not generally preserve the rank of an initial datum of rank-2.
Instead of the classical explicit Euler method, let us consider the following implicit -explicit Euler discretization with constant stepsize h:
where x n and y n are the eigenvectors corresponding to the rightmost eigenvalue of A + εE n scaled to be RP-compatible. If we choose the stepsize h = 1/ Re(x n y * n ) we have that the solution for the n + 1-th iterate is given explicitly by
where x 0 and y 0 are the leading eigenvectors of A associated with the rightmost eigenvalue. Note that Re(x n y * n ) = 0 if the eigenvalue of A + εE n is simple. The fixed points of (3.2) coincide with the stationary points of (3.1) and provide local extremizers for
A convergence analysis of (3.2) is nontrivial. It is possible to prove that for sufficiently small ε, the sequence E n converges to a local extremizer E opt as n → ∞. The proof makes use of similar arguments to that given in (Guglielmi & Overton, 2011) for the unstructured complex case. For the sake of brevity we omit it here.
3.1.2 Continuous rank-2 method. In order to preserve the rank of the extremizers along the solution trajectories, we consider the projection of (3.1) onto the manifold M 2 , which means we constrainĖ to lie in the tangent space T E M 2 .
If the ε-pseudospectral abscissa is determined by a real eigenvalue λ , the real ε-pseudospectral abscissa and the complex pseudospectral abscissa coincide and therefore we can make use of the rank-1 methods in (Guglielmi & Lubich, 2011) and (Guglielmi & Overton, 2011) . A different case is when the rightmost point of the real ε-pseudospectrum is not real. Every E ∈ M 2 \ M 1 (M 1 is the manifold of matrices of rank 1) can be written as
where U T U = I 2 , V T V = I 2 , and S is non-singular. The previous representation is clearly not unique. In order to obtain a unique decomposition on the tangent space we proceed as follows. Let O n,2 denote the Stiefel manifold of real n × 2 matrices with orthogonal columns. The tangent space at U ∈ O n,2 is
Every tangent matrixĖ ∈ T E M 2 is of the forṁ
andṠ,U,V are uniquely determined byĖ and U, S,V if we impose the orthogonality conditions U TU = 0 and V TV = 0. By (Koch & Lubich, 2007) , the orthogonal projection of Z ∈ R n×n onto the tangent space T E M 2 at E = USV T ∈ M 2 is given by
Now we replace the right hand side in (3.1) by its orthogonal projection to T E M 2 , so that the rank-2 property (and the unit norm constraint ) of the matrices are conserved along the solutions. We geṫ
with x, y as before. Equivalently we solve the following system of ODEs for the factors of E(t) (see (Guglielmi & Lubich, 2013 , Lemma 2.8)), where Z = Re(xy * )) − E, (Re(xy * )) E.
In (Guglielmi & Lubich, 2013) it is proved that also the solution of (3.3) is characterized by the monotonicity of Re(λ (t)) and that the stationary points of (3.3) coincide with those of (3.1). This means that the real ε-pseudospectral abscissa can be approximated by a natural Euler discretization of (3.3). For our purposes it is not important to compute an accurate approximation of the exact solution, as we are only interested in monotonically increasing the real part of the rightmost eigenvalue, until a stationary point is reached.
Outer iteration
In order to compute the distance to instability we should consider equation (2.4), α R, · F ε (A) = 0. Actually, we are able to compute locally rightmost points of the ε-pseudospectrum so that, indicating by λ * (ε) a branch of such points, we consider instead equation Re(λ * (ε)) = 0, and denote its solution by ε ⋆ . Naturally, if they are globally rightmost for all ε then Re (λ * (ε)) = α
According to (Gürbüzbalaban & Overton, 2012) , we make the following assumption.
Assumption 3.1 Let λ * (ε ⋆ ) such that Re(λ * (ε ⋆ )) = 0 be a locally rightmost point in the ε ⋆ -pseudospectrum of A, that is the rightmost eigenvalue of the matrix A + ε ⋆ E(ε ⋆ ) (where E(ε ⋆ ) ∈ K n×n , with E(ε ⋆ ) F = 1, denotes a local extremizer of the real part over the ε-pseudospectrum (2.1)). Then λ * (ε ⋆ ) is simple.
Under this assumption the locally rightmost point λ * (ε) and its corresponding RP-compatible eigenvectors x(ε), y(ε), as well as E(ε), are smooth functions of ε in a neighbourhood of ε ⋆ . The following result provides us an explicit and easily computable expression for the derivative of λ * (ε) w.r.t. ε.
Theorem 3.3 Let λ * (ε) be a branch of locally rightmost points of the real ε-pseudospectrum which we assume to be simple and smooth w.r.t. ε.
Moreover, let x(ε) and y(ε) be corresponding RP-compatible smooth vector valued functions determining the eigenvectors of A + εE(ε), where E(ε) is an extremizer, with E(ε) F = 1 for all ε. For the function Re(λ * (ε)) we have
Proof. By Lemma 2.1 we obtain, indicating by ′ differentiation w.r.t. ε,
In order to prove the theorem we have to show that
The following holds (using that E is real and Theorem 3.2):
for a real µ. Now observe that norm conservation of E(ε), E ′ (ε), E(ε) = 0 implies (3.4). We finally note that Re(x(ε) * Re(x(ε)y(ε) * )y(ε)) = Re(x(ε)y(ε) * ) 2 and thus
This concludes the proof. Applying Newton's method yields the following iteration:
where λ * (ε k ) is the rightmost eigenvalue of A + ε k E(ε k ), E(ε k ) being the extremizer computed by the inner method at the k-th step.
Real stability radius: 2-norm case
Now, we consider the computation of the real stability radius with perturbations measured in the spectral norm. The structure of the algorithm is the same discussed for the previous case. We recall two results from (Guglielmi & Lubich, 2013) . The first theorem characterizes the rank of the extemizers and has the fundamental implication to look for extremizers in either the rank-2 or the rank-1 manifold, which drastically reduces the computational complexity of the algorithms to compute rightmost points in the real 2-norm pseudospectrum.
Theorem 4.1 For A ∈ R n×n , let λ * be a locally rightmost point in the 2-norm real pseudospectrum Λ R, · 2 ε (A). Let E be a real matrix of unit 2-norm such that λ * is an eigenvalue of A + εE. If λ * is a simple eigenvalue, then there is a unique matrix E opt such that A + εE opt has the eigenvalue λ * with the same left and right eigenvectors as A + εE and E opt has the following low-rank property:
(a) If λ * is real, then E opt has rank 1.
(b) If Im λ * = 0, then E opt has rank 2. Moreover, both nonzero singular values of E opt are equal to 1.
As for the Frobenius norm, case (a) will be discussed in Section 5. Here, instead, we focus our attention to the more interesting case (b).
The second theorem (where R(B) denotes the range of B) provides a characterization of rank-2 extremizers. Its main implication is an algebraic criterion to test whether a matrix E of rank-2 and unit norm is an extremizer. This property can be used in the algorithms associated to other stopping criteria.
Theorem 4.2 Assume that E opt = UV T , where U,V ∈ R n×2 have orthonormal columns. Let λ * be a simple, non-real eigenvalue of A + εE opt , with left and right RP-compatible eigenvectors x = x R + ix I and y = y R + iy I . Let X = (x R , x I ) and Y = (y R , y I ). Then the following two statements are equivalent (for small t 0):
1. Every differentiable path (E(t), λ (t)) such that E(t) 2 1 and λ (t) is an eigenvalue of A+εE (t) with E(0) = E opt and λ (0) = λ * has Re(λ (0)) 0.
2. R(X) = R(U), R(Y ) = R(V ) and the real 2 × 2 matrix U T XY T V is symmetric and positive definite.
Inner continuous method
Every real rank-2 matrix E with a pair of singular values equal to 1 can be written in the form E = UQV T where U ∈ R n×2 and V ∈ R n×2 have orthogonal columns, that is U T U = I 2 , V T V = I 2 and Q ∈ R 2×2 is an orthogonal matrix, Q T Q = QQ T = I. For a given choice of U,V and Q tangent matricesĖ ∈ T E M 2 can be uniquely written as (see (Koch & Lubich, 2007) )
with U TU = 0, V TV = 0, Q TQ skew-symmetric. Following (Guglielmi & Lubich, 2013) we obtain the system of differential equations, with ε fixed, replacing the single equation for E:
where skew(·) denotes the skew-symmetric part.
It is proved in (Guglielmi & Lubich, 2013 ) that if λ (t) is a simple eigenvalue of A + εE(t), then Re λ (t) 0.
Moreover, stationary points of (4.1) are extremizers if Q T U T XY T V is positive definite, a very natural condition for local maximizers. Finally, if Im(λ ) = 0, then (U,V, Q) is a stationary point of (4.1) if and only if X and U have the same range, Y and V have the same range, and the real 2 × 2 matrix
REMARK 4.1 Due to the more complicated structure of the system of ODEs (4.1) with respect to the Frobenius case (see (3.1)), it seems not possible -at least in a simple way -to derive an analogous discrete method to (3.2). However, exploiting the algebraic condition 2. of Theorem 4.2, one might think at an iterative process replacing U and V by X and Y , being X and Y associated to the leading eigenvectors of A + εUV T .
Outer iteration
Let us indicate by λ * (ε) a branch of locally rightmost points in the ε-pseudospectrum and, in order to obtain an upper bound for the distance to instability, consider again the equation Re(λ * (ε)) = 0, whose solution is denoted by ε ⋆ . As for the Frobenius norm case, we still make Assumption 3.1, which guarantees that the rightmost point λ * (ε) and suitably chosen RP-compatible corresponding eigenvectors x(ε), y(ε) are smooth functions of ε when ε is in a neighbourhood of ε ⋆ . The following theorem allows for an explicit computation of the derivative of the real part of λ * (ε) with respect to ε. It makes use of the auxiliary result:
LEMMA 4.1 Let B be a real square matrix. Then we have trace(BZ) = 0 for every skew-symmetric matrix Z if and only if B is symmetric.
Proof. See (Guglielmi & Lubich, 2013) .
Theorem 4.3 Let λ * (ε) be a branch of locally rightmost points of the real ε-pseudospectrum which we assume to be simple and smooth w.r.t. ε. Moreover, let x(ε) and y(ε) be corresponding RP-compatible smooth vector valued functions determining the eigenvectors of A + εE(ε), where E(ε) is an extremizer, with E(ε) 2 = 1 for all ε. For the function Re(λ * (ε)) we have
Proof. By the simplicity assumption, Lemma 2.1 yields
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By Theorem 4.1, we have two possibilities for λ * : if λ * is real, the matrix perturbation E has rank 1 and therefore the problem is reduced to that discussed in Section 5; if Im(λ * ) = 0, then E has rank 2 and both non-zero values of E are equal to 1. We can represent the matrices E(ε) as E(ε) = U(ε)V (ε) T where U(ε),V (ε) ∈ R n×2 have orthonormal columns. For a given choice of U(ε) and V (ε), the tangent matrix E ′ (ε) ∈ T E(ε) M 2 can be uniquely written as
Let X(ε) = (Re(x(ε)), Im(x(ε))) and Y (ε) = (Re(y(ε)), Im(y(ε))); by Theorem 4.2,
meaning there exist M(ε), N(ε) ∈ R 2×2 such that X(ε) and Y (ε) can be written as
We obtain
Recalling U(ε) T U(ε) = I and differentiating w.r.t. ε we get U(ε) T U ′ (ε) is skew-symmetric and similarly
is symmetric by Theorem 4.2. As a consequence, applying Lemma 4.1 we obtain that (4.3) is annihilated. Finally we prove that the derivative of Re(λ * (ε)) is positive. We have
Re x(ε) * E(ε)y(ε) = X(ε), E(ε)Y (ε) = M(ε), N(ε) .

Recalling that M(ε) T N(ε)
is positive definite we conclude the proof. Exploiting Theorem 4.3, the outer Newton iteration is the following:
which is still obtained by an inexpensive computation, since
being available from the inner iteration.
Complex stability radius
Here we also summarize a similar method to approximate the complex stability radius, which has strong analogies to the fully discrete one proposed in for the computation of the H ∞ norm, which generalizes the problem we consider here to more general spectral value sets. We recall that α
Inner method
We start by discussing the approximation of α C ε (A). Following (Guglielmi & Lubich, 2011 ) the differential equation on the manifold of complex n × n matrices of unit Frobenius norm, plays the same role of (3.1), when the admissible perturbations are complex,Ė = xy
where x(t), y(t) are left and right eigenvectors respectively to a simple eigenvalue λ (t) of A + εE(t), both of unit norm and with x(t) * y(t) > 0, with ε fixed. We have a monotonic growth of the real part of λ (t) (see (Guglielmi & Lubich, 2013, Theorem 4.4) ) and the stationary points of (5.1) are characterized by the properties that Re(λ ) = 0 & E is a real multiple of xy * (Guglielmi & Lubich, 2011) . We consider two possible methods to approximate the ε-pseudospectral abscissa, which are explained in Sections 5.1.1 and 5.1.2.
Discrete rank-1 method.
Similarly to what we have done in Section 3.1.1, let us consider the following implicit -explicit Euler discretization with constant stepsize h:
where x n and y n are the leading eigenvectors of A + εE n scaled to be RP-compatible and x 0 , y 0 are the leading eigenvectors of A. If we choose h = 1 we obtain the equation for the n + 1-th iterate,
This means that E n has rank-1 for all n. This yields the discrete fixed point iteration on the manifold M 1 of complex rank-1 matrices of order n which has been derived in (Guglielmi & Overton, 2011 ) in a completely different way. In that paper it is shown that fixed points of (5.2) include local extremizers and a local convergence theorem for the sequence E n is given.
Continuous rank-1 method.
As we have mentioned, the ODE (5.1) does not preserve the rank-1 property of a rank-1 initial datum. Therefore, in order to exploit the rank-1 structure of the extremizers, we project (5.1) on the manifold M 1 . Following (Guglielmi & Lubich, 2013) , we write E ∈ M 1 (in a non-unique way) as E = σ uv * where σ ∈ C, u, v ∈ C n have unit norm. Tangent matricesĖ ∈ T E M 1 have the formĖ =σ uv
The orthogonal projection onto the tangent space
for Z ∈ C n×n . Therefore in the differential equation (5. where, as usual, x, y are RP-compatible left and right eigenvectors for a simple eigenvalue λ of A + εE. Now, the ODEĖ = P E (Z), with the previous decomposition, is equivalent to
with Z = xy * − Re E, xy * E.
In (Guglielmi & Lubich, 2011) it is shown that Re(λ (t)) increases monotonically along any solution of (5.3) and that (5.1) and (5.3) have the same stationary points. As a consequence, integrating (5.3) we compute local extremizers, E opt = lim t→∞ E(t), such that λ * , the leading eigenvalue of A + εE opt , is a locally rightmost point on ∂Λ C ε . The differential equation (5.3) can be solved by Euler's method with variable stepsize driven by the preservation of the monotonicity property.
Outer iteration
We still consider a branch of locally rightmost points λ * (ε) of the ε-pseudospectrum, in a neighbourhood of ε ⋆ such that Re(λ * (ε ⋆ )) = 0. Moreover, we assume that λ * (ε) and the corresponding RPcompatible eigenvectors x(ε), y(ε) are smooth functions of ε in a neighbourhood of ε ⋆ , similarly to what we have done in Assumption 3.1. Then the following result holds.
Theorem 5.1 Let λ * (ε) be a branch of locally rightmost points of the real ε-pseudospectrum which we assume to be simple and smooth w.r.t. ε.
Moreover, let x(ε) and y(ε) be corresponding RP-compatible smooth vector valued functions determining the eigenvectors of A + εE(ε), where E(ε) is an extremizer, with E(ε) 2 = 1 for all ε. For the function Re(λ * (ε)) we have
Proof. By Lemma 2.1 we obtain, using
We show that Re (x(ε) * E ′ (ε)y(ε)) = 0. The following holds:
Now observe that norm conservation of E(ε)
, Re E ′ (ε), E(ε) = 0. Finally, by the simplicity assumption x(ε) * y(ε) > 0. A similar proof is given in (Guglielmi et al., 2013, Theorem 4.1) . Using Theorem 5.1, we can apply the following exact Newton iteration
where the accuracy of λ * (ε k ) is that of the method computing the rightmost point in the pseudospectrum. If ε 0 is close enough to ε ⋆ , the method converges quadratically.
General form of the algorithm to approximate the stability radius
All methods discussed in this paper yield algorithms with the same general structure, which we present here in algorithmic form (see Algorithm 1). Compute λ * (ε 0 ) and E(ε 0 ) by means of the discrete or continuous low rank method with initial datum E 0 and accuracy tol 0 .
Set ε lb = max(ε lb , ε k ).
7
Compute Re(λ ′ * (ε k )).
8
Compute ε k+1 = ε k − Re(λ * (ε k ))/Re(λ ′ * (ε k )) according to the setting.
9
Set tol k+1 = max{fac · tol k , tol min }.
10
Set k = k + 1.
12
Compute λ * (ε k ), E(ε k ) by means of the discrete or continuous low rank method with initial datum E(ε k−1 ) and accuracy tol k . (This is the inner iteration).
Print maximum number of iterations reached.
The basic idea, inspired by , is that of a Newton-bisection technique. For a given ε, the computation of the locally rightmost point in the ε-pseudospectrum -which we indicate as λ * (ε) in Algorithm 1 -is pursued either by the fixed point iteration or the numerical solution of the ODEs. Its derivative w.r.t. ε is denoted by λ ′ * (ε).
Details of the algorithm
Algorithm 1 implements a hybrid Newton-bisection technique which allows the datum we are looking for to stay in the known interval [ε lb , ε ub ], where by default the lower bound is set to 0 and the upper bound is chosen as the norm of A, which is for sure greater than the stability radius. In this scheme the outer iteration is presented, while the inner one is summarized in step 12 (inside the while loop) and not presented extensively, since it depends on the norm and on the unstructured/structured case. However, it represents the computational core of Algorithm 1, as it recalls the computation (discrete or continuos) of the rightmost point of the pseudospectrum. In the continuous case we make use of Euler's method with variable stepsize, whose control is driven by the expected monotonicity property of Re(λ ) along the exact solution (we refer the reader to Algorithms 1 and 2 in (Guglielmi & Lubich, 2013) for more details). Moreover, in order to warm start the computation we provide as input to the k-th iteration the final perturbation matrix E (or the factors which form it) computed for the previous value of ε (the initial datum at step 12). We use some tolerance parameters, which default values are mainly based on the numerical experiments we performed. The first one is tol min and we run into it looking at the while loop: we stop the outer iteration only when Re(λ * (ε k )) is zero up to this tolerance (default is 10 −8 ). In order to manage the accuracy of the inner computation (see Section 6.1.3 for the stopping criteria), we define a tolerance depending on the number of outer iterations, tol k : this variable actually decreases as k increases, thanks to a multiplication factor, f ac, which is smaller than 1. Here f ac is fixed to 10 −2 because of an empirical experimentation: basically we expect convergence in about 4 or 5 Netwon's method iterations, which means that we are able to achieve the limit tolerance 10 −8 . Due to the local convergence of the inner method, the final value ε ⋆ computed by Algorithm 1 might be larger than the stability radius. So in general we have ε ⋆ > d K, · I (A). In most cases -of small or moderate size -where we can check this by making use of the global optimality criteria presented in the literature, the value computed by the algorithm is indeed a very accurate approximation of d K, · I (A).
Initial data for the ODEs (and Picard iterations).
For the Frobenius norm pseudospectra we make the following natural choice for the first initial datum E 0 (that is for the first value ε = ε 0 ),
where x and y are the RP-compatible eigenvectors associated to the rightmost eigenvalue λ of A. This choice, which consists of choosing the steepest ascent direction E 0 for the real part of λ , guarantees -at least for ε 0 not too large -that the rightmost eigenvalue of A + ε 0 E 0 has a larger real part than λ . The real case in the 2-norm is more delicate. Consider the following matrices X = [Re(x), Im(x)] and Y = [Re(y), Im(y)], where x and y are respectively the left and right eigenvectors of the matrix A relative to the rightmost eigenvalue λ of A. Take the rank-2 matrix XY T / XY T 2 whose SVD decomposition is UΣV T . One can prove that the choice E 0 = UV T guarantees that the rightmost eigenvalue of the matrix A + εE 0 has a real part which is increased w.r.t. Re(λ ), at least for ε 0 not too large. For the k-th problem, with ε = ε k , a natural choice is E 0 = E(ε k−1 ), the final extremizer obtained for ε = ε k−1 .
where λ * (0) is the rightmost eigenvalue of A and x(0) and y(0) are the corresponding left and right eigenvectors. This choice agrees with (5.4). If K = R we proceed in a similar way. For the Frobemius case, by formula (3.5), with E(0) = E 0 , as given in Section 6.1.1, we formally apply the first Newton step and set
For the 2-norm case, by formula (4.4), with E(0) = E 0 given in Section 6.1.1, we set
Another possibility would be that of choosing ε 0 = d I (A)(the complex stability radius), which gives an obvious lower bound to the real stability radii. However, being this expensive, an alternative choice is that of setting ε 0 = σ n (iω 0 I − A), where ω 0 equals the imaginary part of the rightmost eigenvalue of A (see the following example in Section 7.1). By (1.2) we have immediately ε 0 d I (A).
6.1.3 Stopping criteria. We consider step 12 of Algorithm 1, where ε k and tol k are fixed. For the integration of the ODEs, we stop Euler's method when
where h n is the stepsize at the n-th step and λ (t) is the rightmost eigenvalue of A + εE(t). Similarly, we stop the Picard iteration when |λ n+1 − λ n | tol k .
Examples
We consider here both dense and sparse matrices. The algorithms have been executed on a Mac OS X computer (Version 10.6.8, processor 2.7 GHz Intel core i7).
Dense matrices
In the case of dense matrices we need to compute the eigenvalues and the eigenvectors of the matrices by using the Matlab routine eig and, in particular, since the relevant eigenvalues and eigenvectors are often ill-conditioned, once we have the right eigenvector, we do not compute the left one by inverting the matrix of eigenvectors, but we make a second call to eig in order to compute the right eigenvectors of A T (see (Guglielmi & Overton, 2011) ).
Grcar matrix
The first example we consider is the matrix A = −Grcar(10), from the Eigtool demo, that is 
The rightmost eigenvalues are complex conjugate, λ * (0) = −0.197971039973676 ± 2.129259562786849i.
7.1.1 Real Frobenius stability radius. Here we consider the real stability radius w.r.t. the Frobenius norm. We obtain λ ′ * (0) = 2.325713481493601 and, according to (6.1), ε 0 = 0.085122712470384. FIG. 1. The real 2-norm ε-pseudospectrum (drawn by SEigTool (Karow et al., 2010) ) -for the computed stability radius ε = ε 6 in Table 2 -is tangential to the imaginary axsis. In the middle picture the trajectory of the leading eigenvalue corresponding to the solution of the ODE (4.1) is plotted in blue.
One possibility -as we have mentioned in Section 6.1.2 -is that of choosing
where ω 0 equals the imaginary part of the rightmost eigenvalue of A. (A), as one can see plotting the ε-pseudospectrum (Fig. 1) . Table 2 . Computed approximation of the real stability radius in the spectral norm for the matrix (7.1).
Sparse matrices
In the case of sparse matrices we use the routine eigs, which is an interface for ARPACK (Lehoucq et al., 1998) , instead of eig. This choice is based on the fact that eigs accepts as input a sparse matrix and function handles and therefore we do not need to compute the dense matrix A + εE explicitly. Another routine computes the matrix vector product (A + εE)v which is a handle we can pass to eigs.
PDE matrices
We consider PDE matrices from the EigTool library of dimension 900 and 2961, respectively and compute both real stability radii. We shifted both matrices by 11 I to get Hurwitz matrices. For the computation of rightmost points we have integrated the systems of rank-2 ODEs (3.3) and (4.1) by means of a variable stepsize Euler method. The considered choices of ε 0 are those given by (6.1) and (6.2), for the Frobenius norm and the 2-norm, respectively. Results relative to PDE 900 are reported in Tables 3, 4 Table 7 . Computed approximation of the real (Frobenius-norm) stability radius for the matrix PDE(2961) using the discrete method (3.2) REMARK 7.1 In the case of the Frobenius norm we have also compared the results obtained by discretizing the ODE (3.3) with respect to those given by the fixed point iteration (3.2) (see Tables 4 and  7) . For a comparison consider that the cost of every integration step of (3.3) is essentially equivalent to that of any iteration of (3.2) since the main operation is the computation of the rightmost eigenpair of a matrix A + εE. The overall computation looks similar although the discrete method requires a slightly larger number of eigenvalue computations. In other cases however the opposite is true and the advantage of (3.2) lies in its simplicity. As a counterpart, integrating the ODE with variable stepsize is more robust since the method always converges to a stationary point while the diecrete method may fail to converge to a fixed point. 
Validation of results and computational performances
In order to validate the bounds we obtain for the complex and real stability radii, we compare here our methods to the very recent algorithms by Freitag and Spence described in (Freitag & Spence, 2011 , which address the computation of the complex (FSc) and the 2-norm real (FSr) stability radii, respectively. In both algorithms we exclude the expensive final step of these algorithms, which checks whether a global optimum has been found. We summarize the results we have obtained in 4 tables, each one for a different matrix. We consider the unstructured stability radius and the 2-norm real stability radius, computed with the methods described in this paper, which we denote as GMc for the complex case and GMr for the real 2-norm case. We have to remark that we did all the experiments on a Mac OS X computer with a RAM memory of 8 Gigabytes and made use of the codes provided us by the authors, which make use of LU factorization. For sparse problems our methods require a lower CPU time. We naturally expect that the methods by Freitag & Spence would perform faster for sparse matrices when using sparse matrix routines. For this reason we only report the CPU time required by our agorithm because most examples are sparse.
The examples, which we shift in order to have a negative spectral abscissa, are
• Orr-Sommerfeld matrix (dim = 99, type full - Table 9 );
Note that the matrix is complex but real perturbations can still be considered. The value computed by the algorithm presented in this paper coincides with the complex stability radius (this can be checked by computing the real ε-pseudospectrum by SEigTool (Karow et al., 2010) ). In the complex case the algorithm in (Freitag & Spence, 2011) converges faster.
• Brusselator matrix (dim = 800, type sparse - Table 10 ).
Note that the approximation of the complex stability radius computed by the algorithm presented in this paper provides a better result than the algorithm used in (Freitag & Spence, 2011) .
Since Newton's method does not have guaranteed convergence to the correct value of the stability radius, we cannot state that the value we compute is indeed the stability radius. We can only say that the one we compute is a better upper bound.
• PDE matrix (dim = 900, type sparse - Table 11 ). The comparison of the algorithms shows that the algorithms presented in (Freitag & Spence, 2011 provide exactly the same results.
• PDE matrix (dim = 2961, type sparse - Table 12 ). This is the largest sparse matrix we consider here. Note that both algorithms presented in (Freitag & Spence, 2011 go out of memory, likely due to the fact they make use of dense linear solvers. We remark that the computation in the second row of Table 12 has produced an out of memory on the Mac OS X computer we used for all our experiments. Nevertheless, M. Freitag -whom we thankobtained on a different computer a result very close to the one we got.
Algorithm
Implementation issues
We discuss here a few details relevant to the implementation of the algorithms.
Checking the computed value
It is possible to check whether the computed value ε ⋆ coincides with the stability radius (to the prescribed accuracy), or strictly an upper bound, by making use of the expensive tests described in (Freitag & Spence, 2011 for the 2-norm cases. These tests require to fully solve a pn × pn Hamiltonian eigenvalue problem, where p = 2 in the case K = C and p = 4 in the case K = R, and thus cannot be applied to matrices of large size.
Switching from complex to real eigenvalues It may happen that in the computation of real stability radii the complex conjugate rightmost eigenvalues both approach the real line. This is checked up to a tolerance tol. If this situation occurs we slightly increase ε and look for the real rightmost eigenvalue. Then we switch to the rank-1 dynamics and proceed along the real axis.
Eigenvalue computation
The algorithms which integrate the continuous and discrete dynamical systems discussed in the previous sections have to compute the rightmost eigenvalue of a matrix of the form A + εE n at every step. If A is sparse, E n being low rank, this can be done efficiently by Arnoldi-like iterations which require matrix vector products involving either A + εE n or its inverse. Instead of computing at every step the rightmost eigenvalue it is convenient to compute the closest eigenvalue of A + εE n to λ n−1 , i.e. the previously computed eigenvalue of A + εE n−1 , although this might be delicate as the stepsize would be required not to increase too much.
Our Matlab implementations are based on an extension of a function developed in (Guglielmi & Overton, 2011) , which supports both dense and sparse matrices. For this second case our codes are interfaced to ARPACK (Lehoucq et al., 1998) . Since the matrix A is not required explictly, but only matrix vector products, we can exploit the sparse plus low-rank structure to obtain an effective computation and similar considerations to those made in (Guglielmi & Overton, 2011) apply here.
