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Thesis Summary
Electron microscopy is a very exciting field, which has shown huge developments in
the last few decades. There is a continuous development of new methods which feature
atomic level resolution. One of these methods is the energy dispersive X-ray (EDX)
spectroscopy, which allows the researchers to understand the chemical make-up of
the sample. It is particularly exciting that we are able to make EDX tomographic
reconstructions and view the 3D structure of a nano-object.
This thesis is focused on developing a new methodology for EDX tomography. In
a typical EDX set-up, one detects X-rays from the sample with different energies,
and each piece of data contains counts of X-rays at thousands of energy levels (ex:
4000). The X-rays emitted from a given chemical element will register with specific
energy values. Usually, the accumulated data presents itself as a Gaussian-like bump,
concentrated around a known energy level for the element. This process presents two
obstacles: the centers of different bumps are often too close and there is a significant
amount of unassociated X-rays. One cannot unambiguously identify the source of a
single X-ray based on its energy level due to the overlap and the background noise.
The standard way of processing this hyperspectral data is to identify the most
likely source for each energy level, ignoring the less significant sources. This process
is widely used and gives reasonable results [8]. An accurate reconstruction requires
the production of a large amount of X-rays, which is only possible when investing a
significant amount of energy into a small volume, which may result in the destruction
of the sample. The goal of this thesis is to develop a technique which gives a more
robust element identification when there is a lesser amount of X-rays.
The data processing methodology that we propose estimates the number of X-rays
xv
emitted from a specific chemical element source. We characterize different sources,
energy dispersion levels of the chemical elements or background noise, by modes that
represent them in the spectrum. Our goal is to decompose the spectrum into different
modes. The intensity of the modes can immediately be related to the number of X-
rays emitted for each portion of data.
We identify the modes by looking for bump-like components of the spectrum. The
identification of modes is made by processing the entire set of data in a combined
spectrum to take advantage of the large amount of X-rays which allows for more sta-
tistically significant results. After identifying the main bumps, we consider the rest of
the spectrum as background noise. We remain aware that this portion of background
noise may contain several insignificant modes which we consider irrelevant.
After the identification of modes, we check the data for consistency by examining
the results for portions of the data. Then, we process the modes together with a
discrete optimization procedure to create the element maps that show the relative
intensities of a chemical element when observed at a specific angle. These element
maps are used in the tomography reconstruction which is done through a regularized
minimization procedure.
This project is an international collaboration with Peter Binev at the University
of South Carolina, Toby Sanders at Arizona State University, Zineb Saghi at CEA-
LETI in Grenoble, Sarah Haigh and Yi-Chi Wang from the University of Manchester,
UK. This project would not have been possible without the combined efforts of each
of these individuals.
Chapter 1 provides a background of the procedure we are using and the problem
we are addressing. Chapter 2 gives general information about electron microscopy
and describes the data collection process. Chapter 3 explains the analysis of the
combined spectrum of the data set. Chapter 4 outlines how we identify the modes
and create the filters to produce the element maps. Chapter 5 features the general
xvi
theory of tomography, with a focus on the specific method we apply. Chapter 6
describes the experiment and presents the results of processing the data. Chapter 7
gives some of the MATLAB codes we use to produce the results.
We are in the process of preparing a research paper to be published in a peer-
reviewed journal [4]. The results have been reported at several national and interna-
tional meetings. I have presented a poster on our findings at Discover USC in 2018.
Also, I gave a talk on our research project at the 2019 Gulf Coast Undergraduate
Research Symposium at Rice University in Houston, TX.
xvii
Chapter 1
Introduction
There is an abundance of objects that exist beyond what is observable to the naked
human eye. Numerous microscopic objects and lifeforms have large impacts on the
human race, but could never have been understood without the revolutionary inven-
tion of the microscope. The advanced microscopes used for this research project have
evolved tremendously from their origin – a simple magnifying tube. Originating in
the 1300’s, the magnifying tube featured two lenses at opposite ends of a tube, and
thus the world of microscopy was born. In 1609, Galileo converted a telescope into
the first microscope by employing a bi-convex objective and a bi-concave eyepiece.
From this point on, the microscope continued to improve its quality, creating sharper
images and expanding the application to observing smaller and smaller subjects. The
world of microscopy changed human nature as researchers are now able to study the
unseen; agents of disease can be further understood and modern medicine continues
to develop. Microscopes are also an important diagnostic tool when observing tissue
samples. The applications in materials science have an impact on the development
of new materials and their applications in everyday life.
The original microscopes were dependent on light carried by photons with wave-
lengths between 400-700 nanometers. Several improvements have been made, but
there is a principle limit of the resolution that can be achieved, limiting our ability
to view a tiny specimen. In the 1930s, the world of microscopy was again expanded
with the invention of the electron microscope. Due to the use of an electron probe,
the magnification and clarity of images is far superior to the light-dependent micro-
1
scopes. The wavelength of an electron is more than 100,000 times shorter than the
wavelength of visual light photons, an effective option for observing much smaller
objects and better understanding the nanomaterials. The data we use in this thesis
has been collected by an electron microscope. The electron microscope works in a
similar way to the light microscope, however the beams are diverted through an elec-
tromagnetic lens, and there is no way to make this lens concave. This obstacle limits
the ability for the microscope to perform at the highest possible resolution. The way
around a concave lens is aberration correction through electron transmission which
allows the electromagnetic field to mimic the concave lens.
The main objective of this thesis is to make tomographic reconstructions based
on EDX data from a nanomaterial. This is only one application of electron mi-
croscopy, as its utilizations are expansive. For example, the electron microscope can
be used for observing the structure of semiconductors and data storage devices or
for biological applications such as cryobiology, drug research and toxicology. Cryo-
genic electron microscopy uses a transmission electron microscope to determine the
near-atomic structure of tissue-sections or specific cells of bacteria, viruses and other
protein molecules. This is particularly important because once the structure of a
virus is determined, we can observe how it attaches to human cells and develop our
understanding of the effects of deadly viruses. This can help us to find treatments
for diseases because we can understand the mechanisms by which they operate. Ad-
ditionally, these techniques allow us to observe chemical catalysts at the structural
level to determine why some work better than others. It has applications in mate-
rials research, forensics and even food science. Needless to say, the evolution of the
microscope has had profound effects on our ability to research and discover things
well beyond the view of the naked human eye.
The materials research application has been the focus of this investigation, al-
lowing us to understand the chemical makeup of nanotubes. This helps us to make
2
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Figure 2.1. Illustration of the components of a scanning transmission electron microscope and 
the associated signals: energy dispersive X-ray (EDX) spectroscopy, bright field (BF), high 
angle annular dark field (HAADF) and electron energy loss (EEL) spectroscopy. 
In short, in the STEM, electrons are extracted from a source in the electron gun and an image of 
this source is effectively demagnified to a small spot on the sample by the condenser lens 
system and the objective lens. This spot can be raster scanned across the sample by deflection 
coils located immediately before the specimen. After undergoing interactions with the sample, 
transmitted electrons are collected by a number of detectors, dependent on the electron 
scattering angle. Electron detectors include bright field and annular dark field detectors, as well 
as spectrometers for electrons and X-rays (Fig 2.1). One of the great advantages of the STEM 
is that a number of different signals can be simultaneously collected by different detectors, with 
the detected signals having ideally originated at the scanned position of the beam. This type of 
raster scanned approach is particularly useful in spectroscopy, where a full spectrum can be 
collected at each pixel in a method known as spectrum imaging. 
This chapter introduces the concept of scanning transmission electron microscopy with relation 
to analysing elemental distributions in nanoparticles. Firstly, electron interactions are discussed 
and the concepts of elastic and inelastic scattering, as well as coherent and incoherent imaging 
are introduced. Secondly, imaging modes are discussed, with a particular focus on nanoparticle 
Figure 1.1 Illustration of the components of a scanning transmission electron
microscope and the associated signals: energy dispersive X-ray (EDX) spectroscopy,
bright field (BF), high angular nular dark field (HAADF) and electron energy
loss (EEL) spectroscopy.
a reconstruction of the structure and better understand how the chemical elements
interact with one another. Materials research is linked to nearly every field of science
and engineering, as this information is critical to the development of new technolo-
gies and advancements. The limits on availability and versatility of materials is a
significant issu affecting human kind.
The most familiar application of tomography is likely the medical imaging t at is
vital to the world of modern medicine. Tomography is an imaging technique that uses
any form of penetrating wave to collect information on the sample in sections. Then,
a mathematical procedure of tomographic reconstruction is employed to create a 3D
image of the specimen of interest. A familiar example of tomography is computed
tomography (CT) scans. The CT technique allows for non-invasive imaging which is
useful in medical diagnosing and as a guide during medical procedures.
3
The data collection procedure of the individual frames in the CT technique is sim-
ilar to that of transmission electron microscopy (TEM). As in CT, the entire object
is observed simultaneously from each particular direction. Unfortunately, there are
limitations on the resolution and the types of data that can be collected. In par-
ticular, the EDX procedure explained below is not compatible for TEM, where the
beams pass through the sample in parallel. For the nanomaterials we are observing,
this procedure is not precise enough and we must use scanning transmission electron
microscopy (STEM). In STEM, an electron beam is emitted from the microscope and
concentrated on a small portion of the sample, collecting information about the com-
position at that specific area. There are different methods of collecting information
from the beam of the electron microscope [8]. To illustrate the process carried out by
the microscope and the typical data collected, we have taken a figure from the disser-
tation of Thomas Slater [8], see figure 1.1. A picture of an actual electron microscope
is provided on figure 1.2, which was taken from [14] in the electron microscopy center
at Rice University in Houston, TX.
Bright field electron microscopy measures the remaining energy of the electron
beam once it has passed through the sample. High-angle annular dark-field electron
microscopy measures how many electrons in the beam have been diverted by the sam-
ple at specific angles indicating the closeness of the beam to the nucleus of the atom
in the tested portion. These two methods give us information about the composition
of the observed object but only in a cumulative fashion. This means that the chemical
elements with higher atomic numbers (Z), contribute more to observable changes in
the data. There is a relation between the drop of energy in the bright field and the
number Z. For the dark field, the signal is nearly proportional to Z2. This informa-
tion combined with the experience of the researcher can be used to get a hint about
the composition, but there is not enough information to reconstruct with certainty.
The guess about the composition of the sample should be confirmed by multi-slice
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Figure 1.2 The FEI Titan Themis3 S/TEM
frozen-phonon simulations, which are very computationally intensive. Researchers
often have to run many simulations until the correct composition is discovered. EDX
is an analytical procedure that detects X-rays emitted by the atoms that are in the
path of the electron beam focused on a small area of the sample. The beam causes
the displacement of electrons in the atomic orbital of the sample, see figure 1.3. When
an electron is displaced from a lower atomic orbital, an electron from a higher energy
level fills its position and emits a photon through X-ray dispersion characteristic of
the change in energy. The X-rays are collected by spectrometers at different locations
and angles around the whole sample.
5
Figure 1.3 Emission of X-ray. (This image is attributed to Wikimedia Commons)
In this research project, we use electron tomography and the source of our data is
collected by a scanning transmission electron microscope. This process is used to
form 3D reconstructions of nanomaterials and will be discussed and explored in this
thesis.
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Chapter 2
Energy Dispersive X-ray Spectroscopy
2.1 Physics Behind EDX
Electron microscopy uses a beam of electrons from an electron gun. The electron
beam is concentrated on the sample by using the electromagnetic lenses in the micro-
scope. The point where the electron beam is concentrated is a thin, small area of the
specimen that can roughly be considered a cylinder with the intensity acting like a
gaussian - concentrated near the central axis and then dissipating very fast outward.
The cylindrical volume of the specimen is disturbed by the electron beam, causing
some small changes in the composition of the sample at this volume.
In energy dispersive X-ray spectroscopy (EDX), the X-rays are emitted as a result
of electron expulsion caused by the electron beam. The total energy invested in any
specific volume is regulated and kept under control throughout the process to avoid
destroying the specimen. EDX is a high probability event in which the electron beam
is focused on a small volume of the specimen and some electrons from this volume
are forced out of their atomic orbitals by the beam. When an electron is ejected from
a lower atomic orbital, an electron from a higher energy level fills the space vacated
by this electron. As a result, the change in the energy is emitted as a photon through
X-ray dispersion.
The emitted photons (X-rays) are collected by one of several detectors. The
detectors are specifically placed around the microscope to avoid any obstruction to
the electron beam and the resultant emissions. To measure the portion of X-rays
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which are collected, we have to consider the solid angle covered by the detectors.
The solid angle is measured in steradians (sr), which are calculated as the surface of
the unit sphere covered by the angle, 4pi sr being the measure of the entire space.
There is a well established methodology for calculating measure of the solid angle in
which the X-rays are collected [12]. The typical portion of the X-rays collected is
very low, 0.3 - 0.6 sr out of 4pi sr. Researchers report that the angles collected are
about 0.6 sr for 4 detectors, which is about 5% of the emitted X-rays [3]. Depending
on the set-up, this can be increased to 0.9 sr (or 7%) and we anticipate that our data
has been collected in a similar range. Recently, it was reported that there are X-ray
detectors which cover over 1 sr and a pair of these detectors cover over 2 sr in total,
which is still a small percentage (about 15%) of the total amount of X-rays [13]. The
detectors are designed to collect, at an instance, the amount of energy as a total.
Therefore, if there is overlap (two X-rays hit the detector at the same time), it will be
considered noise, limiting the precision of the data collection. To avoid an overlap,
there is a "shut period" that lasts short enough to collect the energy levels emitted
by only one X-ray with high probability.
The collected energy levels correlate to the specific elements contained in the
specimen, allowing for analysis of the sample. The energy of the an electron in the
atom depends on the distance of its orbital to the nucleus and the number of protons
in the nucleus. Therefore, each chemical element has specific energies for each of its
orbitals. The energy of the X-ray is a difference of the two such energies, the one of
the missing electron and the one of the electron that then replaces it. The number
of energy levels collected is proportional to the atomic number of the element from
which it was emitted. For this reason, Hydrogen and Helium cannot be detected
with this technique, since they have just one orbital. Therefore, elements with lower
atomic numbers have a smaller probability of energy detection. While the collected
data should be proportional, the results are limited by the low amount of detections.
8
Table 2.1 X-ray Energies by Elements
Z Elem Ka1 Ka2 Kb1 La1 La2 Lb1 Lb2 Lg1
3 Li 0.0543 0 0 0 0 0 0 0
4 Be 0.1085 0 0 0 0 0 0 0
5 B 0.1833 0 0 0 0 0 0 0
6 C 0.2770 0 0 0 0 0 0 0
7 N 0.3924 0 0 0 0 0 0 0
8 O 0.5249 0 0 0 0 0 0 0
9 F 0.6768 0 0 0 0 0 0 0
10 Ne 0.8486 0.8486 0 0 0 0 0 0
11 Na 1.0410 1.0410 1.0711 0 0 0 0 0
12 Mg 1.2536 1.2536 1.3022 0 0 0 0 0
13 Al 1.4867 1.4863 1.5575 0 0 0 0 0
14 Si 1.7400 1.7394 1.8359 0 0 0 0 0
15 P 2.0137 2.0127 2.1391 0 0 0 0 0
16 S 2.3078 2.3066 2.4640 0 0 0 0 0
17 Cl 2.6224 2.6208 2.8156 0 0 0 0 0
18 Ar 2.9577 2.9556 3.1905 0 0 0 0 0
19 K 3.3138 3.3111 3.5896 0 0 0 0 0
20 Ca 3.6917 3.6881 4.0127 0.3413 0.3413 0.3449 0 0
21 Sc 4.0906 4.0861 4.4605 0.3954 0.3954 0.3996 0 0
22 Ti 4.5108 4.5049 4.9318 0.4522 0.4522 0.4584 0 0
23 V 4.9522 4.9446 5.4273 0.5113 0.5113 0.5192 0 0
24 Cr 5.4147 5.4055 5.9467 0.5728 0.5728 0.5828 0 0
25 Mn 5.8987 5.8876 6.4905 0.6374 0.6374 0.6488 0 0
26 Fe 6.4038 6.3908 7.0580 0.7050 0.7050 0.7185 0 0
27 Co 6.9303 6.9153 7.6494 0.7762 0.7762 0.7914 0 0
28 Ni 7.4782 7.4609 8.2647 0.8515 0.8515 0.8688 0 0
29 Cu 8.0478 8.0278 8.9053 0.9297 0.9297 0.9498 0 0
30 Zn 8.6389 8.6158 9.5720 1.0117 1.0117 1.0347 0 0
31 Ga 9.2517 9.2248 10.2642 1.0979 1.0979 1.1248 0 0
32 Ge 9.8864 9.8553 10.9821 1.1880 1.1880 1.2185 0 0
33 As 10.5437 10.5080 11.7262 1.2820 1.2820 1.3170 0 0
34 Se 11.2224 11.1814 12.4959 1.3791 1.3791 1.4192 0 0
35 Br 11.9242 11.8776 13.2914 1.4804 1.4804 1.5259 0 0
36 Kr 12.6490 12.5980 14.1120 1.5860 1.5860 1.6366 0 0
37 Rb 13.3953 13.3358 14.9613 1.6941 1.6926 1.7522 0 0
38 Sr 14.1650 14.0979 15.8357 1.8066 1.8047 1.8717 0 0
39 Y 14.9584 14.8829 16.7378 1.9226 1.9205 1.9958 0 0
40 Zr 15.7751 15.6909 17.6678 2.0424 2.0399 2.1244 2.2194 2.3027
41 Nb 16.6151 16.5210 18.6225 2.1659 2.1630 2.2574 2.3670 2.4618
42 Mo 17.4793 17.3743 19.6083 2.2932 2.2898 2.3948 2.5183 2.6235
43 Tc 18.3671 18.2508 20.6190 2.4240 0 2.5368 0 0
44 Ru 19.2792 19.1504 21.6568 2.5585 2.5543 2.6832 2.8360 2.9645
45 Rh 20.2161 20.0737 22.7236 2.6967 2.6921 2.8344 3.0013 3.1438
46 Pd 21.1771 21.0201 23.8187 2.8386 2.8333 2.9902 3.1718 3.3287
47 Ag 22.1629 21.9903 24.9424 2.9843 2.9782 3.1509 3.3478 3.5196
The energy levels of the X-rays that are collected can be compared to table 2.1 and
table 2.2 which feature the X-ray energies for each element. The detector is not
exact – it just features a range of energies. The numbers in the table are statistical
averages based on a huge number of experiments. The X-rays that are emitted are an
average around the numbers featured in the table. Usually, the data can be modeled
very well as a Gaussian bump around the expected value. The data needs further
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Table 2.2 X-ray Energies by Elements (Continued)
Z Elem Ka1 Ka2 Kb1 La1 La2 Lb1 Lb2 Lg1
48 Cd 23.1736 22.9841 26.0955 3.1337 3.1269 3.3166 3.5281 3.7169
49 In 24.2097 24.0020 27.2759 3.2869 3.2793 3.4872 3.7138 3.9208
50 Sn 25.2713 25.0440 28.4860 3.4440 3.4354 3.6628 3.9049 4.1311
51 Sb 26.3591 26.1108 29.7256 3.6047 3.5953 3.8436 4.1008 4.3478
52 Te 27.4723 27.2017 30.9957 3.7693 3.7588 4.0296 4.3017 4.5709
53 I 28.6120 28.3172 32.2947 3.9377 3.9260 4.2207 4.5075 4.8009
54 Xe 29.7790 29.4580 33.6240 4.1099 0 0 0 0
55 Cs 30.9728 30.6251 34.9869 4.2865 4.2722 4.6198 4.9359 5.2804
56 Ba 32.1936 31.8171 36.3782 4.4663 4.4509 4.8275 5.1565 5.5311
57 La 33.4418 33.0341 37.8010 4.6510 4.6342 5.0421 5.3835 5.7885
58 Ce 34.7197 34.2789 39.2573 4.8402 4.8230 5.2622 5.6134 6.0520
59 Pr 36.0263 35.5502 40.7482 5.0337 5.0135 5.4889 5.8500 6.3221
60 Nd 37.3610 36.8474 42.2713 5.2304 5.2077 5.7216 6.0894 6.6021
61 Pm 38.7247 38.1712 43.8260 5.4325 5.4078 5.9610 6.3390 6.8920
62 Sm 40.1181 39.5224 45.4130 5.6361 5.6090 6.2051 6.5860 7.1780
63 Eu 41.5422 40.9019 47.0379 5.8457 5.8166 6.4564 6.8432 7.4803
64 Gd 42.9962 42.3089 48.6970 6.0572 6.0250 6.7132 7.1028 7.7858
65 Tb 44.4816 43.7441 50.3820 6.2728 6.2380 6.9780 7.3667 8.1020
66 Dy 45.9984 45.2078 52.1190 6.4952 6.4577 7.2477 7.6357 8.4188
67 Ho 47.5467 46.6997 53.8770 6.7198 6.6795 7.5253 7.9110 8.7470
68 Er 49.1277 48.2211 55.6810 6.9487 6.9050 7.8109 8.1890 9.0890
69 Tm 50.7416 49.7726 57.5170 7.1799 7.1331 8.1010 8.4680 9.4260
70 Yb 52.3889 51.3540 59.3700 7.4156 7.3673 8.4018 8.7588 9.7801
71 Lu 54.0698 52.9650 61.2830 7.6555 7.6049 8.7090 9.0489 10.1434
72 Hf 55.7902 54.6114 63.2340 7.8990 7.8446 9.0227 9.3473 10.5158
73 Ta 57.5320 56.2770 65.2230 8.1461 8.0879 9.3431 9.6518 10.8952
74 W 59.3182 57.9817 67.2443 8.3976 8.3352 9.6723 9.9615 11.2859
75 Re 61.1403 59.7179 69.3100 8.6525 8.5862 10.0100 10.2752 11.6854
76 Os 63.0005 61.4867 71.4130 8.9117 8.8410 10.3553 10.5985 12.0953
77 Ir 64.8956 63.2867 73.5608 9.1751 9.0995 10.7083 10.9203 12.5126
78 Pt 66.8320 65.1120 75.7480 9.4423 9.3618 11.0707 11.2505 12.9420
79 Au 68.8037 66.9895 77.9840 9.7133 9.6280 11.4423 11.5847 13.3817
80 Hg 70.8190 68.8950 80.2530 9.9888 9.8976 11.8226 11.9241 13.8301
81 Tl 72.8715 70.8319 82.5760 10.2685 10.1728 12.2133 12.2715 14.2915
82 Pb 74.9694 72.8042 84.9360 10.5515 10.4495 12.6137 12.6226 14.7644
83 Bi 77.1079 74.8148 87.3430 10.8388 10.7309 13.0235 12.9799 15.2477
84 Po 79.2900 76.8620 89.8000 11.1308 11.0158 13.4470 13.3404 15.7440
85 At 81.5200 78.9500 92.3000 11.4268 11.3048 13.8760 0 16.2510
86 Rn 83.7800 81.0700 94.8700 11.7270 11.5979 14.3160 0 16.7700
87 Fr 86.1000 83.2300 97.4700 12.0313 11.8950 14.7700 14.4500 17.3030
88 Ra 88.4700 85.4300 100.1300 12.3397 12.1962 15.2358 14.8414 17.8490
89 Ac 90.8840 87.6700 102.8500 12.6520 12.5008 15.7130 0 18.4080
90 Th 93.3500 89.9530 105.6090 12.9687 12.8096 16.2022 15.6237 18.9825
91 Pa 95.8680 92.2870 108.4270 13.2907 13.1222 16.7020 16.0240 19.5680
92 U 98.4390 94.6650 111.3000 13.6147 13.4388 17.2200 16.4283 20.1671
93 Np 0 0 0 13.9441 13.7597 17.7502 16.8400 20.7848
94 Pu 0 0 0 14.2786 14.0842 18.2937 17.2553 21.4173
95 Am 0 0 0 14.6172 14.4119 18.8520 17.6765 22.0652
processing to get more accurate results. We expect the collected energy levels to
be specific to the area of the sample where the electron beam is concentrated, but
there is significant background noise which skews the data. The exact nature of
the background noise is unknown, so we can only estimate and eventually remove a
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Figure 2.1 Combined Spectrum
portion of it. It is important to mention that the background noise varies for each
experiment as it is specific to the energy invested, the overall environment and the
holder of the specimen.
2.1.1 Individual Spectrums
In our process, we need to analyze individual portions of the combined spectrum,
shown in figure 2.1. The individual pixel spectrums are representations of the amount
of X-rays collected for a specific energy level, position and angle. The X-rays emitted
from a chemical element congregate around specific energy levels, shaped like a Gaus-
sian curve. To get this desired shape in an individual pixel requires too much energy
focused in one spot which would disturb too many atoms, ruining the integrity of the
sample. Due to this restraint, each individual spectrum consists of only a few hun-
dred X-rays at each pixel, see figure 2.2. The individual spectrums that are collected
from the detector have too few counts to distinguish between atoms that appear in
close energy levels. While some information about the nature of the data can be
derived from the individual spectrums, there is a need for more reliable processing.
The combined spectrum gives us a more reliable assessment based on the law of large
numbers. We create this by combining the individual spectrums of all the pixels in
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Figure 2.2 Histogram Showing Number of Pixels with specific X-Ray Counts
the experiment to get the actual shapes of the "Gaussian-like" bumps.
2.2 The Data Set
The main data set about the nanotube of interest was collected by Zineb Saghi from
Grenoble, France. The data is collected in a rectangular array (frame) at different
positions (pixels) of the sample. The data is collected from a specimen on the tip of
a cone which allows it to be viewed from every direction, ensuring that there is no
missing wedge.
The data set consists of 37 frames taken at angles from −90 to 90 degrees with
5 degrees increment. Each of the frames is an array 103 × 200 pixels and the pixels
contain information about the detected energy of the X-rays. We use a small array
to avoid concentrating too much energy on one spot which would destroy the sample.
Rotating the specimen usually moves the observed volume out of focus, so there is a
recalibration of the detector with each change of angle.
Our particular detector collects the data set in 4000 different energy levels in
increments of 5 eV. We consider these relatively because we cannot assume that the
center of the energy level is exactly the same as the projected because the calibration
can be slightly under or over the expected value. Mathematically, we approximate
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the value of the center of the bump based on parameters set by the microscope and
our expected values.
In our sample, we detect 6 chemical elements: Gallium (Ga), Titanium (Ti),
Oxygen (O), Nitrogen (N), Aluminum (Al) and Copper (Cu) The copper component
is unimportant to the analysis, and could be considered as a contamination. In
collection of the sample we have various sources of imperfection. Therefore, we must
consider that the electron gun is not perfectly constant and the electron probe will
physically change the specimen.
The ultimate goal is to decide what is the source of each X-ray. It is not feasible
to classify each X-ray, so one remedy is to attempt to classify the local spectrum.
However, this is nearly impossible due to the low count of X-rays per each individual
pixel and the possibility that the same energy may be detected for different atoms.
There are attempts to do some profiling of the sample through principle component
analysis (see [5]). However, they only work when the observed sample has a repetitive
structure and even then, the low count is an issue. In tomography, the counts should
be much lower as the sample is observed several times from different angles. One
possibility is to estimate the number of X-rays in a pixel coming from a specific
chemical element. As this is our approach, we need the reliability of the law of large
numbers to calculate the modes for each chemical element, for which we use the
combined spectrum.
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Chapter 3
Processing of the EDX Data
3.1 Processing the Combined Spectrum
The detector is discrete and at each level collects energies from intervals of 5 eV
each. The X-rays are not detected exactly in the interval of the expected value
of their energies but instead in nearby intervals and exhibit a normal distribution.
The appearance is dependent on the calibration of the detector, and although it is
not possible to calibrate everywhere, we assume it is fairly accurate. Additionally,
due to the nature of the X-ray detector, our data set is not exactly precise and we
need to account for fluctuations. We need to consider small fluctuations about the
parameters of these nearly normal distributions for different X-ray events. When
using the combined spectrum, we would like to assume uniform parameters as there
are only minor differences across the spectrum. We then check for consistency and
part of our process is to verify this assumption. We have solid statistical evidence
that this assumption is valid for our main data set, as demonstrated in chapter 6 and
figure 3.1. At the same time, in our second data set, collected by the group of Sarah
Haigh, we have detected a significant bias with respect to the tilt of the angle, as
pictured in figure 3.2.
We need to consider the best statistical way to use the combined spectrum. Find-
ing the major bumps is the first step in processing the spectrum. The Gaussian-like
bumps at specific energy levels are considered significant when they have a sufficient
volume of X-ray detections. In general, we define a "bump" as a bell shaped curve.
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Figure 3.1 Intensity of the spectrum in the log scale. The combined spectrums
from the main data set are clustered with respect to the tilt angles. The tilt angles
are in the range of −90 to 90. The colors correspond to the following angles: green
for −90 to −65 degrees, cyan for −60 to −40 degrees, yellow for −35 to −15
degrees, blue for −10 to 10 degrees, magenta for 15 to 35 degrees, red for 40 to 60
degrees and black for 65 to 90 degrees.
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Figure 3.2 Intensity of the spectrum in the log scale. The combined spectrums
from the second data set are clustered with respect to the tilt angles. The tilt
angles are in the range of −60 to 55. The colors correspond to the following angles:
green for −60 degrees, black for −55 to −50 degrees, red for 50 to 55 degrees, blue
for −45 to −15, magenta for 15 to 45 degrees, cyan for -10 to −5 and 5 to 10
degrees, and yellow for 0 degrees.
The bump consists of two convex regions with a concave region in between. The
concave region of the bump is the main area of interest. In figure 3.3, the concave
region is featured between the inner vertical dotted lines. This region features a
decreasing first derivative and a negative second derivative. The identification of
this area is essential to our data collection, but it is not robust enough for a single
pixel. The Central Limit Theorem explains the lack of robustness as we do not have
a sufficient number of X-rays to ensure precise information. We depend on our Local
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Figure 3.3 Bell Shaped Gaussian
Center of Mass (LCoM) procedure to ensure precision in processing the combined
spectrum. The idea of the algorithm is to replace the derivative with a statistical
quantity and can be used in multiple dimensions. This algorithm is dependent on
the center of mass which is displaced towards the center of the bump. The moving
local intervals used to detect the center of mass have to be small enough to contain
only the bell-shaped curve, but large enough to be statistically significant. For our
data, we have found that a window between 10 and 30 taps yields a very consistent
collection of information.
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3.2 Local Centers of Mass Procedure
The Local Center of Mass (LCoM) procedure relies on 3 quantities: the length of
the moving window/interval, the size of the detected convex portion of the bump,
and the significance of the bump. The significance is calculated by taking the mass
of the bump at the convex portion and dividing it by the number of taps in this
portion. The bumps are then ordered based on significance and those that fall below
the defined threshold are discarded. In our data set, we found 11 significant bumps
and discarded the others as they were only traces of elements. However, we also
processed our data for 12 bumps, including the most significant bump that registers
below the threshold, in order to observe the reliability of our procedures. The 12th
bump represents iron (Fe) and is not within the scope of interest for our analysis.
The goal of this initial processing is to prepare element maps which show the
estimated quantity of X-rays at each of the angles and are then used for tomographic
reconstruction. To begin, the procedure recognizes the chemical elements by compar-
ing the calculated centers of the bumps with the expected energy values featured in
tables 2.1 and 2.2. Our detector cannot be perfectly calibrated for the whole spec-
trum due to the required extra time and work. Our routine has been designed so that
it only relies on the energy values from the tables for the initial identification, but not
much beyond that. After this initial use of the numbers, the statistical calculations
are used to represent the bumps.
The Local Centers of Mass procedure begins by determining our expected bumps,
as pictured in figure 3.3. After detecting the actual bumps we need to see how
they fit with the Gaussian-like curves we are expecting to see. For determining
our modes, we can use two approaches: one is to use the bumps we get from the
spectrum and the other is to use the expected Gaussians. We have tried both methods,
however neither is very precise: using the bumps, we will have a statistical error and
using the Gaussians, we will have a modeling error. Also, there is a background
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Figure 3.4 Decomposition of the Spectrum into 11 Bumps
component which may negatively impact both of the methods. Additionally, the
statistical procedure cannot be properly applied for regions on the spectrum where
the bumps overlap; it would only detect the bump of the element with the higher
count.
We want to make a mathematical justification of the LCoM procedure. We want
to identify how the displacements of the center of mass represent the first derivative
of the observed spectrum. First, we specify the length L of the moving local intervals
[i, i+ L] and then calculate the center of mass displacement as:
1
W +∑Lj=0 f(i+ j)
L∑
j=0
(
j − L2
)
f(i+ j)
= 1
W +∑Lj=0 f(i+ j)
 L∑
j=0
(i+ j) f(i+ j)−
(
i+ L2
) L∑
j=0
f(i+ j)
 ,
where f is the combined spectrum and W ≥ 0 is a parameter that is often used to
avoid division by zero, but also can be used to discard smaller bumps because a larger
W would significantly decrease the displacement for them. In our considerations the
values of f are nonnegative and can be considered as weights. Then W is the value
of the additional weight added at the center of the interval i+ L2 .
To show the connection to the first derivative f ′, we assume that f is continuously
differentiable and use the mean value theorem. According to it, we have f(i + j) −
f(i+ L2 ) = (j − L2 )f ′(ξj) for some ξj ∈ (i, i+ L). Now, using that
∑L
j=0
(
j − L2
)
= 0,
18
we get
L∑
j=0
(
j − L2
)
f(i+ j)−
L∑
j=0
(
j − L2
)
f
(
i+ L2
)
=
L∑
j=0
(
j − L2
)2
f ′(ξj) .
The continuity of f ′ also gives the existence of an intermediate point ξ ∈ (i, i + L)
such that
L∑
j=0
(
j − L2
)2
f ′(ξj) =
L∑
j=0
(
j − L2
)2
f ′(ξ)
and therefore the local center of mass displacement can be represented as∑L
j=0
(
j − L2
)2
W +∑Lj=0 f(i+ j) f ′(ξ) .
While this quantity is proportional to the first derivative f ′, there are some differences.
The most important one is that its magnitude does not change if f is multiplied by
a constant. However, it decreases if a positive constant is added to f .
3.3 The Various Approaches for Finding Element Maps
This section outlines the different approaches to calculating element maps after an-
alyzing the combined spectrum. The same element can appear in multiple locations
along the spectrum, which can be seen in tables 2.1 and 2.2. The different approaches
feature their own way of handling these areas where the element appears.
The standard approach, considered by most everyone in the field, is to analyze
only the area where the element most significantly appears on the spectrum. This
is part of the methodology featured in the dissertation of Thomas Slater [8]. One of
the disadvantages of this approach is that there may be a noticeable statistical error
for areas with very low counts. We apply this approach by using our Local Center
of Mass routine to find the essential part of the bumps. Usually, the intervals are
identified by the ideal positions, but we use our estimation, which makes our results
more reliable and does not require a perfect alignment of the detector.
It is most likely that an X-ray collected in this area corresponds to the element
because it is likely consistent with the table of expected energies. This process is
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simple and can be reliable if there are enough collected X-rays. The problem that
arises with this approach is that the spectrum has intervals of overlap for different
elements. In these areas, the dominant interval is much smaller and the number
of X-rays is low, which would require increased exposure leading to damage of the
sample.
The second approach records all of the bumps and combines all of the significant
ones for each element. Statistically, this is a stronger approach because the larger
volume of data minimizes the "bad" behaviors and fluctuations that exist in the data
set. However, the systemic errors from the background noise are far more pronounced
on the smaller bumps. This means we are unable to include a significant portion of
the intensity results for the small bumps because the background interferes too much.
The third approach is the one we have developed and employed to create our
element maps. This approach addresses the problem with the background noise. We
designed a separate procedure to determine the counts of X-rays that are coming from
atoms with high probability. In this process, we consider the combined spectrum
as a linear combination of basic functions we refer to as "modes." This separates
the combined spectrum into a background noise component and the bumps of the
elements in our sample. We want to decompose the signal and separate the X-rays
by processing each individual pixel. The first two approaches are based on solving
the classification problem, relating each of the X-rays at a pixel to the most likely
chemical element. However, we want to create a better process that allows us to
classify the group of X-rays to determine the counts associated with an element or
the background noise. We developed an algorithm that calculates these desired counts
and solve it as a minimization problem.
This algorithm involves the use of "filters." In our spectrum, each function is
defined as a mode and we assume the overall spectrum is represented through different
modes. We want to define a procedure that decomposes the spectrum as a linear
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combination of the modes and design the filters to calculate the coefficients based
on this linear combination. These filters are defined as vectors of coefficients and
are biorthogonal since they have the property of completely separating the modes of
the spectrum. When we design the filters, we create one for each mode. When each
unique filter is applied to an alternate mode, it will result in a zero. The coefficients
are specific to the characteristics of each mode and we arrive at their values by
solving a least squares problem. We continue to specify our least squares procedure
by introducing other criteria. One of them is to define the coefficients in such a way
that the coefficients of all modes add to 1 at each specific tap. This criterion ensures
that the sum of the contributions of each pixel to different modes is exactly equal to
the number of X-rays per pixel.
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Chapter 4
Fitting the EDX Data
4.1 Fitting the Individual Bumps
In order to approximate the relative intensities of each chemical element of interest,
the combined spectrum must be decomposed into modes. Each mode is representative
of the function that defines the identified bumps or the background noise in the
spectrum. We begin this process by assuming we have a model for each function.
The combined spectrum is a linear combination of these functions in which their
coefficients assign the importance in the representation. In the process of determining
the modes related to the bumps, we must have a proper model for the background
noise. The background noise is roughly understood as the lower envelope of the
spectrum. In the case of our main data set, a good model for the background noise
is a decreasing convex function.
In determining the models of the bumps, we have several degrees of freedom which
we consider parameters of the representation. Usually, these parameters are used to
describe a specific bump-like function. Next, we consider different methods to find
the parameters of our modes.
4.1.1 Least Squares Approximation
Given a set of data points (xi, yi)Ni=1 we want to find a function F for which
N∑
i=1
(F (xi)− yi)2
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is as small as possible. Usually, F is devised to be a polynomial, or more generally,
a linear combination of some basic functions {ϕj}kj=1.
To find a solution in the form F (x) =
k∑
j=1
cjϕj(x), we have to determine the
constants cj. The best way to calculate these constants is by a scalar product (called
also dot product or inner product). In our case it is defined by
〈f ,g〉 := 1
N
N∑
i=1
figi ,
where fi = f(xi), f = (fi)Ni=1 is the sequence of the values fi and similarly for the
other notations. Note that in the formulae that follow, the fraction 1
N
cancels out and
is often omitted but since working with small numbers is preferable, it is included
here.
Minimizing the expression
N∑
i=1
(F (xi)− yi)2 means minimizing
1
N
N∑
i=1
(F (xi)− yi)2 = 〈F− y,F− y〉 = 〈F,F〉 − 2 〈F,y〉+ 〈y,y〉
= 〈F,F〉 − 2 〈F− y,y〉 − 〈y,y〉 ,
where F :=
(
F (xi)
)N
i=1
and y = (yi)Ni=1. This expression depends on the parameters
cj through F and we can consider it to be a function of several variables
Φ(c1, c2, ..., ck) :=
1
N
N∑
i=1
(F (xi)− yi)2 = 1
N
N∑
i=1
 k∑
j=1
cjϕ(xi)− yi
2 .
We can analyze the behavior of Φ by perturbing one parameter at a time by replacing
cj with cj + εj for some (relatively small) number εj. For a particular m = 1, 2, ..., k
we replace cm with cm+εm and consider all cj, including cm, as fixed. To simplify the
notation, we can drop the index m and write ε = εm below. Varying ε only, means
that Φ becomes a function Φm of ε and that it will have a minimal value for an ε for
which the derivative dΦm
dε
= 0. Introducing the perturbation ε = εm for the function
F means changing it to F (x) = εϕm(x) +
k∑
j=1
cjϕj(x). Let gm = (ϕm(xi))Ni=1. Then
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in terms of the vectors this change means changing F with εgm + F in the formulae
to get
Φm(ε) = Φ(c1, ..., cm + ε, ..., ck) = 〈εgm + F− y, εgm + F− y〉
and then represent it as a function of ε
Φm(ε) = ε2 〈gm,gm〉+ 2ε 〈F− y,gm〉+ 〈F− y,F− y〉
and calculate its derivative
dΦm
dε
= 2ε 〈gm,gm〉+ 2 〈F− y,gm〉 .
The optimal value of ε, for which dΦm
dε
= 0, is ε = − 〈F−y,gm〉〈gm,gm〉 .
There are two ways to use the above result. The first one, applicable to more
general situations, is to design an iterative algorithm that chooses the index m in
succession to improve the parameter cm by replacing it with cm+ε for the above value
of ε. Since this decreases the value of Φ for each iteration, the iterative algorithm will
improve the set of parameters and after several iterations, will be close to the desired
solution. The problem, of course, is that “several” in some situations is a very large
number.
The second approach is to use that if εm = 0 for each m, then we are at the
minimum of Φ for the chosen set of parameters cj which is the solution of our problem.
This gives that if
〈F− y,gm〉 = 0 , m = 1, 2, ..., k ,
then the current values of cj-s are optimal. Unfortunately, expressing the above
equations in terms of cj does not always lead to a system that is easy to solve.
However, for the particular problem described at the beginning of this section we have
that F =
k∑
j=1
cjgj. Therefore, 〈F− y,gm〉 = 0, or equivalently 〈F,gm〉 = 〈y,gm〉,
leads to a linear system of equations
k∑
j=1
cj 〈gj,gm〉 = 〈y,gm〉
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in terms of cj. In addition, one can choose the functions ϕj to be orthogonal to each
other, namely that 〈gj,gm〉 = 0 for all choices of j and m for which j 6= m. Then,
the optimal values of cj are calculated by cj = 〈y,gj〉〈gj ,gj〉 , j = 1, 2, ..., k.
Alternative derivation of the system for cj in the linear case could be done as
follows
Φ = 1
N
N∑
i=1
(F (xi)− yi)2 = 〈F− y,F− y〉 = 〈F,F〉 − 2 〈F,y〉+ 〈y,y〉 .
Let’s differentiate this expression with respect to cm
∂Φ
∂cm
=
〈
∂F
∂cm
,F
〉
+
〈
F, ∂F
∂cm
〉
− 2
〈
∂F
∂cm
,y
〉
= 0.
It is easy to see that ∂F
∂cm
= gm, so 〈 gm, F 〉 = 〈 gm, y〉 . Let us define the nk matrix
G composed by the vectors, gm, m = 1, ..., k
G := (g1,g2, ...,gk)
then F = Gtc and therefore GtGc = Gty is the system we have to solve for finding
the optimal values of c = (cm)km=1.
4.1.2 Bump Fitting
Gaussian functions G(x) = ae−b(x−c)2 are often used to fit bell-shaped functions,
sometimes called bumps. The problem is to find the values for the parameters a, b,
and c for which G(x) is optimally close to a given set of data points (xi, yi)Ni=1 in
terms of least squares approximation. This is a nonlinear problem that is much more
difficult to solve than the linear problem from the previous section. We can only find
an approximate solution using an iterative method.
The idea is to perturb each of the parameters a, b, and c, while keeping the other
two fixed. While the perturbation of a leads to exact representation
(a+ ε)e−b(x−c)2 = ae−b(x−c)2 + εe−b(x−c)2 = εe−b(x−c)2 +G(x) ,
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the perturbations of b and c have to be approximated by using mean value theorem
ae−(b+ε)(x−c)
2 = ae−b(x−c)2e−ε(x−c)2 ≈ ae−b(x−c)2
(
1− ε(x− c)2
)
= ε
(
−(x− c)2G(x)
)
+G(x)
and
ae−b(x−c−ε)
2 = ae−b(x−c)2+2bε(x−c)−bε2 ≈ ae−b(x−c)2 (1 + 2bε(x− c))
= ε (2b(x− c)G(x)) +G(x)
also dismissing the term −bε2 that is negligible for small ε.
We denote F =
(
G(xi)
)N
i=1
and define
ga :=
(
e−b(xi−c)
2
)N
i=1
,
gb :=
(
− (xi − c)2ae−b(xi−c)2
)N
i=1
,
gc :=
(
2b(xi − c)ae−b(xi−c)2
)N
i=1
.
The derivations from the previous sections gives the following (near) optimal pertur-
bations for εa, εb, and εc
εz = −〈F− y,gz〉〈gz,gz〉 , z = a, b, c .
We can only apply the iteration procedure for improving the set of parameters. The
second approach, where we use εm = 0 for each m, is not feasible since the vectors
gz now depend on the parameters a, b, c and the conditions for εz = 0 lead to a
nonlinear system of equations. We apply the iterative procedure and the results are
used as an initial approximation for Newton’s Method.
4.1.3 Newton’s Method
A general approach for simultaneous approximation is to use Newton’s Method be-
cause it is a much faster procedure for achieving quadratic, instead of linear, conver-
gence. This process requires us to be close to the solution with our initial approxima-
tion in order to apply. Therefore, we use consecutive iterations of the bump fitting
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methods (in the previous section) to get the initial approxmations before applying
Newton’s Method. The only difference between the set-up is that instead of using b,
we use q = 1√
b
, so instead of b(t− c)2, we will have
(
t−c
q
)2
.
Next, we present a general calculation for ϕ = ϕ(u(t)), where u = t−c
q
we consider
the approximation to f(ti) by aϕ
(
t−c
q
)
+d on a discrete set of points (ti)ni=1, where
a, c, q and d are parameters. We choose them to fit fi = f(ti) the best by minimizing
the errors Ei = aϕ (ui) + d − fi, where ui = ti−cq , in the least squares sense. We
represent this error as a scalar product
n∑
i=1
∣∣∣∣∣aϕ
(
ti − c
q
)
+ d− fi
∣∣∣∣∣
2
= 〈E,E〉 ,
using the vector E = (Ei)ni=1. We define the gradient ∇ =
(
∂
∂a
, ∂
∂c
, ∂
∂q
, ∂
∂d
)
and want
to solve the system Φ(Ξ) = 12∇〈E,E〉 = 0 for the unknowns Ξ = (a, c, q, d)t.
To use Newton’s method we have to find the Jacobian matrix J for this system. A
single iteration of the Newton’s Method for approximating the parameters of interest
Ξk = (ak, bk, qk, dk)t is defined as
Ξk+1 = Ξk − J−1Φ(Ξk)
starting from some initial approximation.
The following are used in the calculation of J :
Derivatives: ∂E
∂a
= ϕ(ui) ∂E∂c = a
∂ϕ
∂c
∂E
∂q
= a∂ϕ
∂q
∂E
∂d
= 1
∂ϕ
∂a
= 0 ∂ϕ
∂c
= −1
q
ϕ′(ui) ∂ϕ∂q = −1quiϕ′(ui) ∂ϕ∂d = 0
Vector notations: 1 = (1)ni=1 v = (ϕ(ui))
n
i=1 v
′ = (ϕ′(ui))ni=1 v′1 = (uiϕ′(ui))
n
i=1
v′′ = (ϕ′′(ui))ni=1 v′′1 = (uiϕ′′(ui))
n
i=1 v
′′
2 = (u2iϕ′′(ui))
n
i=1
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The system with the above notations then becomes:
∇〈E,E〉 =

2 〈v, E〉
−2a
q
〈v′, E〉
−2a
q
〈v′1, E〉
2 〈1, E〉

= 0 ⇒ Φ =

〈v, E〉
−a
q
〈v′, E〉
−a
q
〈v′1, E〉
〈1, E〉

= 0
The Jacobian of the system Φ = 0 is the matrix of the second partial derivatives of
the function 〈E,E〉 /2 of the variables a, c, q and d. It is symmetric and usually
called a Hermitian matrix. After some calculations, we receive
J =

〈v, v〉 − 1q 〈v′, E + av〉 −1q 〈v′1, E + av〉 〈1, v〉
− 1q 〈v′, E + av〉 aq2 (〈v′′, E〉+ a 〈v′, v′〉) aq2 (〈v′ + v′′1 , E〉+ a 〈v′, v′1〉) −aq 〈1, v′〉
− 1q 〈v′1, E + av〉 aq2 (〈v′ + v′′1 , E〉+ a 〈v′, v′1〉) aq2 (〈2v′1 + v′′2 , E〉+ a 〈v′1, v′1〉) − aq 〈1, v′1〉
〈1, v〉 −aq 〈1, v′〉 −aq 〈1, v′1〉 〈1,1〉

For ϕ(u) = e−u2 we have ϕ′(u) = −2ue−u2 and ϕ′′(u) = (4u2 − 2)e−u2 .
As one can observe in tables 2.1 and 2.2, the expected energies from a specific
chemical element can be very close. In this case, they may appear as one bump,
which can be approximated as a sum of two exponents. In this situation, we can fix
some constants δ, σ, k1, and k2, based on known physical properties of the materials
and consider u = t−c
q
and w = t−c−δ
q+σ to calculate the vector v =
k1
k1+k2ϕ(u) +
k1
k1+k2ϕ(w) and similarly for the derivatives. We have done these calculations for our
main experiment, but the resulting modes are not significantly different from what
we had previously, which shows minimal impact on the element maps. However, we
envision situations in which using this more complicated model of determining the
modes will be necessary in order to produce better results.
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Figure 4.1 Usual Background Model
4.2 Fitting the Background Noise
In general, the background noise has several sources: the ambient noise from the
environment of random X-rays, the X-rays created through the procedure after the
deflection of electrons from the beam, and in rare occasions where there is more than
one X-ray collected during the time interval of a single detection. The noise is usually
more pronounced for the lower energies and then decreases as the energies increase.
The general shape of the background noise component is a monotone decreasing func-
tion. However, we do have instances in which this is not the case. For example, there
could be absorbance in higher frequencies by certain atoms and this results in "drops"
of the spectrum. In some cases, the usual background which is featured in figure 4.1
can be significantly distorted by this absorbance, which is featured in figure 4.2. One
can see that acquisition under high tilt angles, as in figure 4.2, will result in a higher
drop. In our sample, we do not have a significant appearance of such distortions, so
the noise component of the combined spectrum is modeled as a monotone decreasing
and convex function. In order to calculate the background for our combined spec-
trum, we want to fit the piecewise linear function below the spectrum, which creates
the additional condition that the function is monotone decreasing, which means the
slope is negative. The slope itself should be increasing due to the convexity of the
function. Since it begins as a negative slope, it should become flatter and flatter as
the values increase.
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Figure 4.2 Example of a Drop in Intensity of the Spectrum due to Absorbance by
Copper. The combined spectrums are clustered with respect to the tilt angles. The
tilt angles are in the range of −60 to 55 degrees. The colors correspond to the
following angles: green for −60, black for −55 to −50, blue for −45 to −5, magenta
for 0 to 45, and red for 50 to 55.
In order to fit the piecewise linear function below the slope, we calculate the
local minima of the spectrum and connect them. We ignore the pieces for which
the slope is not decreasing. At the beginning, there are no detections for the lowest
energy levels, so we start this procedure at the first detection. In our specific set,
the first 23 energy levels have no detections. This does not impact our procedure
as there are no interesting bumps of detection in this area. When we are modeling
the background noise, we actually do not use the original combined spectrum, but
rather a smoothed version created with a median filter. The median filter is created
by considering several consecutive "taps" of energy levels, finding the median value
and applying this value in order to cut out the maximum and minimum statistical
values. We found that using 21 "taps" was relevant because it was large enough for
the smoothing, but still smaller than the usual size of the bumps. This allows us to
avoid some of the lower local minima created by statistical noise, which increases the
precision.
We have two calculations for the background: one from the original combined
spectrum and one from the median filtered spectrum. The maximum of these two
functions is applied as the best fit. At the beginning of the spectrum, it is not
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important to apply the median filter, as we do not have significant energy in these
levels and the filter will be inaccurate as the initial values are zero.
The background noise is used in the initial estimation of the bumps because it
is easier to approximate the Gaussian bumps without having an additive constant.
Therefore, we approximate the combined spectrum from which the background noise
is subtracted and find our bumps without the additional elevation. However, when we
apply the Newton’s Method, we are able to include the elevation as a parameter. In
the filtering procedure, we consider the background one of the modes, but we model it
as "anything else" but the important bumps. This means that we do not consider it to
be a monotone decreasing function, but rather the difference between the combined
spectrum and the bump modes. In general, for the filtering modes, we add some
small bumps to the background which may appear in the intervals of interest in order
to avoid modeling them as individual bumps as they are too insignificant.
4.3 The Hidden Bump
Our data set presents many challenges, but we have developed methods to solve
the arising problems and receive the most accurate representations. One interesting
challenge is the case of the "hidden bump" present in our data set. In figure 4.3, it
appears as though there are only two bumps present in this interval. However, when
we initially attempted to solve for two bumps, the calculated data was skewed. We
were able to identify that the interval actually contained significant counts of x-rays
for three different elements.
In this interval of interest, the energies emitted by oxygen and nitrogen atoms
were very close to this specific section of the energies for titanium. The bump for
titanium was much smaller than the neighboring oxygen and nitrogen bumps, making
it difficult to view. We needed to figure out a procedure that would allow us to
obtain accurate information about each of the three elements, without impacting the
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Figure 4.3 The Hidden Bump Challenge
counts of the others. Since the typical energies for titanium are present in other
intervals throughout the combined spectrum, we were able to classify all the pixels
showing titanium. We used the combined spectrum of the extracted pixels with no
or minimal amounts of titanium. Then, we observed this area as a two-bump variant
and performed our analysis to extract the generic bumps for oxygen and nitrogen.
We calculated the contributions of these generic bumps for oxygen and nitrogen to
the three-bump variant for the spectrum of all pixels, subtracted them and used the
difference to fit the bump for titanium.
4.4 Filtering the Data
Filtering our data is one of the major improvements we have employed to yield the
most accurate tomographic reconstructions. When we calculate the filters, we calcu-
late only the parts of the spectrum where the bumps are significant. Outside of these
significant bump intervals, the data is not robust enough for extraction of information.
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By filters, we mean biorthogonal filters aiming to the separate different modes in
an interval of the spectrum. The usual way of elemental mapping, when considering
single frame detection, is different from what we do in tomographic reconstruction.
Usually, the methodology for single frame detection applies blurring filters which
minimize the statistical noise. In our process, we do not apply these filters because in
the tomography reconstruction, we have a total variation regularization that forces the
minimization of differences in nearby pixels, thus smoothing the results. Therefore,
the application of the blurring filters is not necessary and would interfere with the
regularization. The examples for mapping in the case of single frame detection usually
involve repetitive (crystalline) structures [1], [5].
The filters are calculated for each interval separately to decrease the amount of
modes involved in the filters. Considering small intervals makes our data processing
more reliable because the interference with small bumps in the interval is reduced
significantly. The filters allow us to calculate the relative concentration of each ele-
ment in the specific pixel of interest. We are aware that big groups of pixels provide
more reliable results so we can combine concentrations from the individual pixels for
better estimations. This is important because it allows us to use more data, which
means the effect of the noise is minimized.
An additional issue we must address is the low counts, as these effect the reliability.
We need to apply an additional check-up on the data, so we perform a discretization
of the results. The results have to be discretized to be non-negative, integer numbers.
We achieve this through application of our discrete optimization procedure. However,
in this procedure, we have to make sure the counts remain valid. So, when we consider
a big group of pixels, we invoke an additional condition. This condition is that the
total amount of energies after the discretization must be equal to the amount of
energies for the combined spectrum of the frame, an instance of a big group of pixels
discussed above.
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4.5 Discrete Fitting Procedure for Obtaining Element Maps
From the filters, we obtain quantities for the number of X-rays from each of the 7
components (background + 6 chemical elements) in each pixel, of which we have
20,600 pixels for each of our 37 frames. These quantities have no physical meaning
because they do not provide the positive integers we need. The filters give us general
real numbers which occasionally are negative. We need to create a discrete optimiza-
tion procedure that converts the two dimensional array of real-valued quantities into
an array of non-negative integers.
The conversion should occur in a way that is consistent with cumulative quantities,
which in our case are: total X-rays in each pixel (rows of the array) and total X-rays
of each element for the group of pixels (column of the array). We choose our group of
pixels to equal the total X-rays in one frame. Since we have 37 different frames, we
will produce 37 different arrays in order to make our complete set of element maps.
The two-dimensional array has one dimension which represents the chemical elements
and another dimension which shows the different pixels.
The next step is converting the arranged table into a table of non-negative integers
such that the rows and columns match the cumulative quantities of X-ray elements
which will lead to better estimates as we have a larger set of data. Additionally, we
want the procedure to be computationally efficient. This is often not the case with
integer optimization as this procedure is very complicated and requires balancing a
lot of data. Due to the complex nature of these procedures, we want to create a
simple routine which is specific to our data set and functions at an optimal speed.
We have created our program to be monotone, where all decisions are made in one
direction. This guarantees linear complexity.
We use a MATLAB procedure to carry out this process. We begin with a two-
dimensional table. In one direction, we know the discrete number of X-rays for each
pixel and we use this value to fix the cumulative quantities with respect to these
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discrete values. In the other direction of the table, we have cumulative quantities
about a specific chemical element for a large volume of data, in our case a frame.
While the estimates of these cumulative values are not discrete, rounding them does
not significantly impact our findings because the data set is large enough to mitigate
a significant effect.
In the practical implementation, we sum the rows and columns of data. We
round down the quantities to get integers and then calculate the sums of the integer
cumulative quantities by row and column. These two sums should match. However,
they often do not match and either the cumulative quantities of the row or the
column are of a smaller value. We consider the two cumulative quantities and if
they are different, we round the smaller quantity up. Within the cumulative set, we
prefer to adjust the quantities which have been initially rounded down by the larger
amount. Going forward, we denote the adjusted quantity of the cumulative sum of
the integers of the rows and columns with "S."
The procedure begins by rounding all individual negative quantities, in the table,
to zero. Then the positive values are multiplied by a coefficient. The coefficient is
calculated by dividing "S" by all the positive numbers. Next, we round the positive
values down to the nearest integer. This gives us a discrepancy in the sums between
the rows and columns. We want to adjust these discrepancies by examining each
of the positive quantities in the two-dimensional array and starting with whichever
values were rounded down the most. If there is a positive discrepancy in the row
and column, we add 1 to the positive integer (1 is used as it is the smallest positive
integer possible).
Our result is an array of integer quantities which resembles and approximates, to
the best of our knowledge, the number of X-rays emitted by each specific element for
each specific pixel in the frame of interest.
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Chapter 5
Tomography
Tomography is a technique used to display a representation of an object through the
use of collected data about a sample. There are many different types of tomography
and each uses its own source of data. Some examples include: functional magnetic
resonance imaging (fMRI) where the source is magnetic resonance, neutron tomogra-
phy where the source is neutrons, X-ray computed tomography (CT) where the source
is X-rays. In the case of our data collection, we use electron tomography where the
X-rays are collected from scanning transmission electron microscopy.
This section will explore the process and theory behind the tomographic recon-
struction. The final tomographic reconstructions are created after a large set of math-
ematical processing. The main theoretical components involved include the Fourier
transform and the Radon transform and their various applications and generaliza-
tions. The Fourier transform decomposes a function based on point evaluations to a
representation of the data in the frequency domain. The inverse Radon transform is
a process based on the Fourier back projection theorem where we can use given data
(whether on a plane or in space) to calculate line integrals to recover the function.
Our data provides information about all the possible lines and allows us to recover
the function.
To better understand this process, we can use the example of sound waves. This
signal can be observed as a linear representation through sinusoidal curves. The
signals are both sound waves and combinations of vibrations. The sinusoidal repre-
sentation can be considered as a transform that depicts which frequencies are present
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in the sound wave. The function of the curve represents the vibrations in time and
the coefficients that are present in front of basic waves give the frequency domain.
It is now understood that the coefficients of the function give the significance of
frequencies from the collected data. When this is calculated for signals in a short
period of time, the process is considered discrete and the signals are combined to
get the most accurate reconstruction. Going from the time domain to the frequency
domain through the Fourier transform and then representing the data through sums,
is an entirely discrete process. If we wanted to consider the function as continuous,
the frequency domain would contain all the possibilities and the time domain would
be considered as a general function. Then, the Fourier integral would be considered
continuous and each frequency would have a different integral.
The purpose of this extended process is to consider multiple representations of
the same data to yield a better representation. The signal is the same, but has two
representations. One of them is expressed through time and the other is expressed
through frequency. These representations are different ways of displaying the data,
which is evolving in time and vibrating simultaneously. The combined consideration
of time and frequency gives us the more accurate representation we are hoping to
create.
5.1 Fourier Transform
We start with the continuous Fourier transform considered for functions defined on
(−∞,∞) in 1D. Initially, the transform is defined for integrable functions from the
space L1, with the results being bounded functions from the space L∞ and then it is
extended to an operator from the space of square integrable functions L2 into itself.
The formula is
fˆ(ξ) :=
∫ ∞
−∞
f(t)e−i2pitξdt.
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The theory says that we can find the inverse Fourier transform that generates the
function f(t) from its Fourier transform fˆ(ξ):
f(t) =
∫ ∞
−∞
fˆ(ξ)ei2pitξdξ.
These formulas can be generalized in higher dimensions. In 2D, we can consider
f to be a function of t = (t1, t2) and fˆ to be a function of ξ = (ξ1, ξ2). Then, the
formulas are the following:
fˆ(ξ1, ξ2) =
∫ ∞
−∞
∫ ∞
−∞
f(t1, t2)e−i2pi(t1ξ1+t2ξ2)dt1dt2
and
f(t1, t2) =
∫ ∞
−∞
∫ ∞
−∞
fˆ(ξ1, ξ2)ei2pi(t1ξ1+t2ξ2)dξ1dξ2.
These formulas can be written in a more compact form, which is also valid for
any dimension. For these purposes, we define the dot product ξ · t = t1ξ1 + t2ξ2 for
two dimensions and similar expressions for higher dimensions. For example, in three
dimensions, the dot product defined as ξ · t = t1ξ1 + t2ξ2 + t3ξ3. The dot product
can be defined in any dimension d, which yields the following definition of Fourier
transform:
fˆ(ξ) =
∫
Rd
f(t)e−i2pit·ξdt
and its inverse is:
f(t) =
∫
Rd
fˆ(ξ)ei2pit·ξdξ.
These definitions are very useful for theoretical purposes and based on them, we
will define the inverse Radon transform using the Fourier back projection. However, in
practice we have to deal with a finite amount of data and therefore, we need to define
the Fourier transform for discrete objects. The function f would now be considered an
n-dimensional vector. To simplify the expressions, we will consider only the case of 1-
periodic functions and their discrete representations at the points j
n
, j = 0, 1, ..., n−1.
Thus, f will be understood as
{
f( j
n
)
}n−1
j=0
or {fj}n−1j=0 , where fj = f( jn). We want to
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express f as a linear combination of 1-periodic functions f =
n−1∑
k=0
ckφk, where ck are
constants and φk are the sinusoids of the type: eiθ = cos θ+i sin θ. Namely, φk = ei2pikt
for k = 0, 1, ..., n. The discrete variant of φ(k) is
{
ei2pik
j
n
)
}n−1
j=0
.
The usual way to define the discrete Fourier transform is to use a scalar product,
which in our case is:
〈f, g〉 = 1
n
n−1∑
j=0
fj g¯j
where, as usual x¯ = a− ib is the complex conjugation of x = a+ ib.
If we consider this for 〈φk, φl〉, the operation for the Fourier transform looks like
the following:
〈φk, φl〉 = 1
n
n−1∑
j=0
ei2pik
j
n e−i2pil
j
n = 1
n
n−1∑
j=0
ei2pi
k−l
n
j = 1
n
n−1∑
j=0
ωj
for ω = ei2pi k−ln j. If k 6= l, then ω 6= 1 and we get 〈φk, φl〉 = 1n ω
n−1
ω−1 . Since ω
n =
ei2pi(k−l) = 1, we have 〈φk, φl〉 = 0. In case k = l, we have ω = 1 and 〈φk, φk〉 = 1.
Thus, {φk}n−1k=0 is an orthonormal basis, meaning that all the functions are orthogonal
(their scalar product equals zero) to each other and each of them is normalized to
have norm 1 (‖φk‖ =
√
〈φk, φk〉 = 1).
We consider all of the functions that can be represented as linear combinations
of {φk}n−1k=0 . A function f can be represented in two ways. The first one is through
its values fj = f( jn) and the second one is through the constants ck in the linear
combination of f = ∑n−1k=0 ckφk. In the first case, the representation through fj is
dependent on how the function behaves with respect to time, while the representation
through ck is dependent on how the function behaves with respect to frequency. The
connection through the two representations is given by the formula:
n−1∑
k=0
ckφk(
j
n
) = fj, j = 0, 1, ..., n− 1
This is a linear system of equations
n−1∑
k=0
ckφk = f
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that can be solved by making a scalar product with φl, l = 0, 1, ..., n− 1
n−1∑
k=0
ck 〈φk, φl〉 = 〈f, φl〉
Because the system is orthonormal, we will have that the sum on the left will equal
cl. Therefore,
cl = 〈f, φl〉 = 1
n
n−1∑
j=0
fje
−i2pil j
n
which is called Discrete Fourier Transform (DFT) and often written as fˆl = cl and
fˆ = {fˆl}n−1l=0
The transformation from ck = fˆk to fj is given by:
fj =
n−1∑
j=0
fˆke
i2pik j
n = n
〈
f, φ¯j
〉
.
In practice, fˆ is calculated using Fast Fourier Transform (FFT) which organizes the
calculations to decrease the complexity to O(n log n) instead of O(n2). Here we use
the "big-O notation" which is defined by f(n) = O(g(n)) if |f(n)| ≤ C|g(n)| for a
constant C independent of n, where n goes to ∞.
To connect with the continuous case, we will present the continuous Fourier Trans-
form via scalar products. The initial definition of continuous Fourier Transform is
usually done for functions defined and Lebesque integrable in the interval (−∞,∞).
Then, the definition is extended for all square-integrable functions in this interval.
For the square-integrable functions, we can define the scalar product:
〈f, g〉 =
∫ ∞
−∞
f(t)g(t)dt
As usual, the norm is:
‖f‖ =
√
〈f, f〉 =
(∫ ∞
−∞
|f(t)|2dt
) 1
2
Then, the Fourier Transform of a function is defined by:
fˆ(ξ) =
∫ ∞
−∞
f(t)e−i2pitξdt = 〈f, φξ〉 ,
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where φξ(t) = ei2pitξ and ξ ∈ (−∞,∞).
The Inverse Transform is:
f(t) =
∫ ∞
−∞
fˆ(ξ)ei2pitξdξ =
〈
fˆ , φ−t
〉
.
The extension in two-dimensions is straight forward and the definitions from the
introduction of this chapter are presented again, specific for 2D. We consider a func-
tion f(t1, t2) which we can write as f(t) for t = (t1, t2) being a two-dimensional vector
in R2. Then, the Fourier Transform is also two-dimensional and fˆ(ξ) = fˆ(ξ1, ξ2) for
ξ ∈ R2. The formula is:
fˆ(ξ) = fˆ(ξ1, ξ2) =
∫ ∞
−∞
∫ ∞
−∞
f(t1, t2)e−i2pi(t1ξ1+t2ξ2)dt1dt2 =
∫ ∫
R2
f(t)e−i2pit·ξdt,
where, as usual, t ·ξ = t1ξ1 + t2ξ2 is the dot product of t and ξ. Using the dot product
in d dimensions t · ξ = t1ξ1 + ... + tdξd, we can define the Fourier Transform in any
dimension d
fˆ(ξ) =
∫ ∫
Rd
f(t)e−i2pit·ξdt.
Similarly, we can define the Inverse Transform:
f(t) =
∫ ∫
Rd
fˆ(ξ)ei2pit·ξdξ.
In particular, in two dimensions, the formula is:
f(t1, t2) =
∫ ∫
R2
fˆ(ξ1, ξ2)ei2pi(t1ξ1+t2ξ2)dξ1dξ2.
5.2 Radon Transform
The Radon Transform takes information from the observed object through calculating
integrals on the lines passing through the object. We can consider it in any dimension
bigger than one, but usually it is investigated in two dimensions and then extended
to three or more dimensions. We rarely apply the Radon Transform for more than
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three dimensions, although it is possible. We will now consider the Radon Transform
in two dimensions.
The most convenient way to define a line in two dimensions is through a direction
perpendicular to the line and the distance from the line to the origin. We define the
direction to be a unit, two dimensional vector u = (cos θ, sin θ) where θ is the angle
of the direction u, 0 ≤ θ < pi. We define r to be the oriented distance to the line itself
and then we can express each of the points on the line via p(s) = ru + sw where
w = (− sin θ, cos θ) is a unit vector perpendicular to u. The line p(s) is identified by
r ∈ (−∞,∞) and θ ∈ [0, pi) in a unique way. For a given line, we define the Radon
Transform as an integral of the underlying two dimensional function f which shows
the distribution of the quantities on the plane R2. We define Radon Transform of a
function f = f(t1, t2) as:
Rf(r, θ) =
∫ ∞
−∞
f(p(s))ds =
∫ ∞
−∞
f(r cos θ − s sin θ, r sin θ + s cos θ)ds.
The calculation of the reverse Radon Transform is a more complicated process
which involves the Fourier Transform as well. The basic idea is to find the Fourier
Transform of the function f expressed through the Radon Transform. Then, we can
apply inverse Fourier Transform to the result and receive the function f . We consider
the formula for the Fourier Transform, which contains a double integral from the
function: f(t1, t2)e−i2pi(t1ξ1+t2ξ2). If the point (t1, t2) belongs to the line p(s) = ru+sw,
then we can say (t1, t2) = ru + sw = (r cos θ − s sin θ, r sin θ + s cos θ). We can see
that (t1ξ1 + t2ξ2) = t · ξ = r(u · ξ) + s(w · ξ). If ξ is a multiple of u, then (w · ξ) will
be zero and the exponent will not depend on s at all.
Any ξ = (ξ1, ξ2) can be represented by α ∈ (−∞,∞) and angle θ ∈ [0, pi), such
that ξ = (α cos θ, α sin θ) = αu. We want to rotate the coordinate system by this
angle, such that t1 = r cos θ − s sin θ and t2 = r sin θ + s cos θ. Then, the Fourier
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Transform of f can be represented by:
fˆ(ξ1, ξ2) =
∫ ∞
−∞
∫ ∞
−∞
f(r cos θ − s sin θ, r sin θ + s cos θ)e−i2pi(ru+sw)·ξdsdr
and therefore:
fˆ(ξ1, ξ2) =
∫ ∞
−∞
∫ ∞
−∞
f(r cos θ − s sin θ, r sin θ + s cos θ)e−i2pirαdsdr
=
∫ ∞
−∞
Rf(r, θ)e−i2pirαdr.
This last formula gives the way to calculate the reverse Radon Transform through
the inverse Fourier Transform of the above quantity.
The practical implementation of the above formula is not very easy because we
have discrete quantities and the calculation of the inverse transform will be specific
for them. Using these discrete values, we are limited in our interpretation because
the calculation of the integrals is only an approximation and we will receive the
Fourier Transform only approximately. Then, we have to use approximation for the
the calculation of the inverse transform. The discrete quantities we receive from
the Fourier Transform are organized in a polar coordinate fashion, but in order to
perform the inverse transform, we need them to be organized in the Cartesian fashion,
requiring another approximation. These operations are not always numerically stable
which causes artifacts (specific way the error presents itself) in the result.
5.3 Calculating the Inverse Radon Transform via Regularized
Minimization
The continuous Radon Transform has a large theoretical significance, but because of
the problems created by the discrete inversion, other ways of calculating the inverse
transform need to be used. The usual numerical procedure used to calculate these
values is done through minimizing a specific functional. This functional has two
terms. The first term describes how the result matches the data - the fitting term.
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The second term imposes a condition that the solution should belong to a "regular"
class of functions - the regularization term.
The general way to discretize a function f is to represent it as a linear combination
of some basic functions. The simplest way is to subdivide the domain into several cells
and consider each functions to be characteristic functions of the cell. A characteristic
function equals 1 at each point from its specific cell and 0 for everywhere else. Then,
we consider our function to be constant in each cell and the calculation of the Radon
Transform for such a function would be a weighted average of the constants. The
weights are defined as the measure of the intersection of the line with the cells. If
we have the data about a specific Radon Transform, we can try to fit the data with
these weighted averages, in which the constants are unknowns. However, in practice,
it is often the case that the data is corrupted and trying to just fit the data will give
us poor results. Due to this, we usually impose a condition that defines how the
approximation of f should be performed.
Historically, the emphasis was on methods in which the minimization procedure
could be solved most efficiently. However, this can only be performed for simple
regularization conditions which were often irrelevant. With the development of the
compressed sensing techniques, a lot of new fast algorithms for L1 Minimization have
appeared and the L1 norm was used as a criterion for regularity. Although a bit more
complicated, the use of Total Variation proved to be much more beneficial in solving
the tomography problem.
In two dimensions, we consider the cells to be squares. In three dimensions, we
consider the cells to be cubes. The size of the squares and cubes are dependent on
the distance between the rays in the data. The Total Variation is the sum of several
local quantities, each of which represents the discrepancy between the constants in
the nearby cells. We use the characteristic functions of the squares and cubes for the
representation of the image. In fact, we can use any other basic representation for
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which the fitting condition is expressed via a linear combination of the basic functions.
The beams are determined by some parameters Q, including the tilt θ and the
position r. The position r is one dimensional in 2D and two dimensional in 3D. We
assume that the desired representation consists of functions parameterized by Z. For
example, when we are representing the function by cubes, Z will be an element of a
three dimensional index set that represents the integer points in a three dimensional
volume containing the specimen. In general, for each beam determined by Q, we have
constants µ(Q,Z) representing the measure of interaction of the beam Q with the
"cube" Z. Therefore, if the unknown concentrations at Z are CZ , then the data f(Q)
received from the beam Q should have the value:
f(Q) ≈∑
Z
µ(Q,Z)CZ .
We consider the quality of fit for all the data in terms of least squares. Therefore,
the fitting term will be:
∑
Q
∣∣∣∣∣f(Q)−∑
Z
µ(Q,Z)CZ
∣∣∣∣∣
2
.
Note that beam does not usually intersect many of the "cubes." Therefore, the pre-
dominant part of µ(Q,Z) are going to be zeros.
We use total variation to express our regularization term. The usual way to
calculate the total variation is to define the neighborhood of elements NZ around Z.
For example, if Z represents actual cubes, then the neighborhood usually consists
of the six cubes that share common sides with the cube of interest. We consider∑
z∈NZ
|CZ − Cz| to be the local variation around Z. The total variation is the sum of
all local variations. The functional we want to minimize becomes:
F(C) = ∑
Q
∣∣∣∣∣f(Q)−∑
Z
µ(Q,Z)CZ
∣∣∣∣∣
2
+
∑
Z
∑
z∈NZ
|CZ − Cz|.
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Chapter 6
Experiment
Now that we have explored the theory behind our algorithms, we can observe their
actual application through the experiments we run. In this section we will follow the
sequence of our methods and provide examples of our processing, with comparisons
of the results between different methods.
To begin, the data was collected by our collaborators. Zineb Saghi collected the
set for our main experiment where we generated the majority of our examples. We
will also include some examples for the combined spectrum from an alternative set
of data collected by Sarah Haigh and Yi-Chi Wang. The typical way in which the
sample is prepared and the experiment is run is given by Sarah Haigh and her group
in [9]. The data comes in specific file formats, which we read using the standard
MATLAB functions and then organize into arrays. Then, we begin with calculating
and processing the combined spectrum. The first run finds the intervals of the sig-
nificant bumps by applying the Local Center of Mass procedure which locates the
center and identifies the spread of each bump. The MATLAB codes are provided
in chapter 7. An important thing to note when running the code, is that adjusting
the input parameters sometimes leads to a very different outcome. This is evidence
that the combined spectrum is dependent on the experiment, meaning that there are
fluctuations with each trial.
To check the fluctuations in our processing, we compare the different combined
spectra for each of the frames. Each frame captures an investigated portion of the
specimen, but because of the angle of collection, some nearby portions may interfere.
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The small differences mean we cannot expect exactly the same results, but the differ-
ences can be accounted for, so this comparison is an accurate method of measuring
quality of data. We are able to observe how the local center of mass changes for each
frame. After each collection, the detector is adjusted and reset, leading to potential
fluctuations between frames and small differences in the data can be observed. We
do not expect the differences to significantly alter the center of mass. Through this
process, we are checking the calculated centers of mass because if they are close and
accurate, the data and the processing tool (our procedures) are correct.
Once we have processed and evaluated the combined spectrum, we fit the individ-
ual bumps. There are two different steps to this portion of the procedure. The first is
the general, iterative procedure that fits a Gaussian towards each of the bumps. This
procedure gives us better calculations of the center and the spread of the Gaussians,
which can be used in the second portion of the procedure. Based on the new centers
and spreads, we are able to extract the interval of the spectrum for which each specific
bump is dominant. Further in the process, to better identify the bumps, we apply
a procedure based on Newton’s method, which is data specific and helps us address
special challenges in our data.
Following these additional adjustments to our combined spectrum, we perform the
filtering procedure. We apply this procedure to every interval that has a detection
of the element of interest. We calculate the basic modes of each significant interval -
the elements and the background. It is important to note that there can be up to 3
elements in the interval, as we observe with the "hidden bump." We are using these
filters to eventually create our element maps. There are three methods for obtaining
the maps. The first is the standard and creates the maps based on the dominant
interval only. The next applies the filters only to the most significant bump of the
element of interest. Finally, the third and expected best method applies the filters to
the combined spectrum of data.
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After this step, we must process the pixels from the modes to create our element
maps. The standard method is a straightforward procedure that constructs the ele-
ment maps based on the dominant interval of each element. Our new method uses the
entire source of information and is based on the statistical assumption that we have
enough data to make a decision about the X-ray counts, even if they are low. This
method allows for consistent recovery through the element maps even when there are
small detections of certain elements. The different methods of element map extrac-
tion yield different results as can be viewed in the variations between the element
maps provided.
Finally, we are able to use our element maps to perform the tomography procedure
and get our final reconstruction. We use the frames involved in the element maps
and our tomography procedure to get our results.
6.1 Processing the Combined Spectrum
The spectrum for the main experiment is an array of 4000 integer taps, each of which
defines the counts of X-rays at different energy levels from 0 to 20 keV, organized
in 4000 consecutive intervals of 5 eV each. The data consists of 37 frames acquired
at different angles from −90 to 90 with 5 degree increments between each. Each
frame is a rectangular array of 200 × 103 pixels and we create a spectrum at each
pixel. For statistical purposes, we want to process the data for the added spectra of
all the pixels, which we call the combined spectrum. To have proper comparisons,
we always consider the average values for a more consistent representation of the
spectrum when comparing for different subsets. The 37 subsets we are comparing are
the frames themselves, which allows us to determine how robust our algorithm is.
The first task in analyzing the spectrum is to detect the bumps in the data. Some
of them are easily detected, as they represent the chemical elements in the sample,
but some are small so we prefer to calculate them automatically. The standard way
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Figure 6.1 11 Identified Bumps
of processing the spectrum is to assume that the instrument is well calibrated and
to use the table of standard energy levels. We cannot be sure that the instrument is
always well calibrated, therefore we prefer to detect the bumps automatically. Also,
it is often the case that one bump in the spectrum contains a couple of Gaussian-like
functions of the same chemical element. When identifying a single bump, it is more
accurate to automatically detect it rather than use the table of energies. We apply
our Local Center of Mass procedure to automatically detect the significant bumps of
the spectrum, which has been previously described in subsection 3.2. The MATLAB
code is given in chapter 7 in figures 7.1 and 7.2. The most significant 11 identified
bumps are boxed and displayed in figure 6.1.
To compare the consistency of our procedure, we used the MATLAB codes given
in chapter 7 in figure 7.3 to compare the intervals for all 37 different frames. The
statistics about the centers of the bumps and the measure of their significance, are
displayed in figure 6.2.
We have zoomed in on two particular intervals, which are shown in figure 6.3. One
can note that the consistency is very high and the discrepancy between identifying
the different centers is very small. We use the identified centers of the bumps as an
initial approximation for the fitting procedure we perform later in the experiments.
The identification of the significant intervals is enough information to apply a
simple procedure for creating element maps, which is explained in section 6.5. In this
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Figure 6.2 Statistics for Identified Bumps
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Figure 6.3 Zoom of Statistics for Identified Bumps
procedure, we identify each X-ray in a specific energy interval as a representative of
the the corresponding chemical element.
6.2 Fitting the Bumps
In order to have a more precise procedure for calculating the element maps, we need
to identify different modes that represent some elements or the background noise.
This is mainly based on finding approximations of the bumps.
After identifying the intervals for the bumps, we perform the initial approximation
using an iterative procedure to fit the identified bumps with Gaussians of the type
ae−b(t−c)
2 . For this process, we first need to subtract the background noise. This is
often a difficult procedure because the background noise depends on several factors.
However, in our case, the model of the spectrum is consistent which allows it to
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Figure 6.4 Modeled Background Noise
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Figure 6.5 Zoomed in View of Modeled Background Noise
be modeled with a decreasing piecewise linear convex function after we exclude the
lowest frequencies for which we have no detections. The routine for approximating
the background is a sub-routine called xBg, featured in the xBumpsFitBg routine,
which is presented in chapter 7 in figures 7.4. The background noise is given by a
red line in figures 6.4 and 6.5. We must mention that this is not always the case,
even for this sample. When we restrict our sample to the pixels which do not contain
titanium, we can see that there is a drop of signal around 9 keV, which is caused
by absorption from copper. This can be observed in figure 6.6. In these cases, we
can model the background differently, but we do not choose to do this because in
this consideration, our interest is in the portion of the combined spectrum that is
collected below 1 keV. The iterative procedure is outlined in subsection 4.1.2.
We consecutively apply the iterative procedure on each of the identified 11 bumps.
The MATLAB routine for this process is shown in figures 7.4, 7.5 and 7.6. We start
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Figure 6.6 Zoomed Combined Spectrum for Pixels that have no Detected X-Rays
in the Interval around 4.5 keV
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Figure 6.7 Removal of specific bumps in order of significance; 1st bump (Gallium)
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Figure 6.8 Removal of specific bumps in order of significance; 2nd bump
(Aluminum)
with the ones which have a higher significance and begin to remove these bumps.
The results of this procedure are shown in figures 6.7 through 6.17.
One can clearly see, through the differences that there is an unidentified bump
around 0.45 keV, which represents the titanium. We have decided to apply an al-
ternative procedure to fit this particular bump because the surrounding bumps of
52
0 2 4 6 8 10 12 14 16 18 20
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
Figure 6.9 Removal of specific bumps in order of significance; 3rd bump (Nitrogen)
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Figure 6.10 Removal of specific bumps in order of significance; 4th bump
(Titanium)
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Figure 6.11 Removal of specific bumps in order of significance; 5th bump (Gallium)
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Figure 6.12 Removal of specific bumps in order of significance; 6th bump (Copper)
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Figure 6.13 Removal of specific bumps in order of significance; 7th bump (Copper)
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Figure 6.14 Removal of specific bumps in order of significance; 8th bump (Oxygen)
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Figure 6.15 Removal of specific bumps in order of significance; 9th bump
(Titanium)
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Figure 6.16 Removal of specific bumps in order of significance; 10th bump
(Copper)
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Figure 6.17 Removal of specific bumps in order of significance; 11th bump
(Gallium)
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Figure 6.18 Results of Faster Newton’s Method Procedure
nitrogen and oxygen were fitted without considering the titanium bump in between.
Therefore, the fitting procedure is not precise enough to fit this unidentified bump.
The next step in our procedure is to further improve the identification of the bumps
using a more precise method. This method requires a good initial approximation
which we previously discussed. The more precise method is the Newton’s procedure,
which is outlined in the section 4.1.3. In this routine, we are approximating the
functions with bumps in the form ae−(
t−c
q
)2 +d. For the initial approximation of q, we
are using 1√
b
for the computed value of b. The results of this procedure were produced
using the MATLAB routine shown in chapter 7 in figures 7.7 and 7.8.
Due to the efficient nature of Newton’s method, we are able to process our results
with only a few iterations. This process is much faster and only requires a couple
iterations to reach a precise approximation. Three examples of this are shown in
the figures 6.18, 6.19 and 6.20. The results of fitting through this routine and the
error of approximation are shown in pairs for three bumps. In the bump fit figure,
the actual function is shown with black, the initial approximation is shown in green
and our approximation is shown in magenta. When presenting the error figure, the
initial error of approximation is shown in blue and the final approximation is shown
in black, while the other colors featured show the intermediate approximations.
The resulting coefficients and least square error of approximation E of the New-
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Figure 6.19 Results of Faster Newton’s Method Procedure
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Figure 6.20 Results of Faster Newton’s Method Procedure
ton’s Method approximation is given in figure 6.21 together with the indication of
which element is represented in each of the specific intervals.
We can see that the bump fitting for nitrogen and oxygen is not very precise
because of the interference from the small titanium bump. In order to have a better
fit, we have to restrict the interval of approximation to the portion not effected by the
titanium. This process was done for the oxygen, and the results are shown in figure
6.22. We do not use this particular approximation for our reconstruction because we
have decided to use a process which adjusts these elements to produce more robust
parameters for the separation of N, O and Ti.
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# element a c q d E 
1 N 0.9079 0.4007 8.2790 0.0434 0.1246 
2 O 0.3064 0.5278 9.1747 -0.0191 0.0159 
3 Cu 0.3017 0.9602 11.3366 -0.0104 0.0052 
4 Ga 2.5366 1.1176 9.3740 0.0762 0.0668 
5 Al 1.7134 1.4990 9.4255 0.0332 0.0553 
6 Ti 0.9937 4.5235 13.8565 0.0073 0.0077 
7 Ti 0.1205 4.9440 14.5852 0.0036 0.0037 
8 Cu 0.7488 8.0508 17.9000 0.0053 0.0072 
9 Cu 0.1069 8.9129 18.5307 0.0077 0.0022 
10 Ga 0.8827 9.2503 19.1590 0.0076 0.0067 
11 Ga 0.1150 10.2700 20.0451 0.0032 0.0022 
 
Figure 6.21 Coefficients a, c, q, d, E for Intervals
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Figure 6.22 Corrected Interval of Approximation for Oxygen Bump
6.3 Identifying Different Modes and Filters
Having a good initial approximation of the bumps allows us to calculate the different
modes in the spectrum. This gives us the possibility to more precisely identify the
counts of the X-rays from each pixel for individual chemical elements. The modes
for the chemical elements are identified by the constants c and q for the function
e−(
t−c
q
)2 . All the remaining portions of the spectrum are considered as background
noise, although they may contain information about small bumps from some elements.
Since the bumps are relatively separate from one another, it does not make sense to
consider the modes for the entire spectrum, so we identify the intervals with the
essential values. The representation of the modes in the entire interval is given in
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Figure 6.24 8 Identified Intervals
figure 6.23. We use a threshold to set a parameter for the intervals around the bumps.
Depending on the threshold, we may experience a combination of nearby bumps. We
have decided to use a threshold which identifies 8 intervals, shown in figure 6.24. The
portion of the combined spectrum where the intervals are represented with different
colors are shown in figure 6.25. Lowering the threshold would result in 7 intervals, in
which both the titanium intervals that appear between 4.4 and 5.0 keV are combined.
The corresponding results are shown in figures 6.26 and 6.27.
For each of the 8 intervals, we identify the modes for the bumps and receive the
mode of the background noise as the difference between the combined spectrum and
the properly weighted (with the constant a) modes that fit this spectrum. We apply
a smoothing procedure for the mode of the background to avoid the statistical noise.
The routine is featured in the MATLAB code in chapter 7, figure 7.9. We calculate
the filters following the procedure in 4.4 and the MATLAB code for this routine is
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Figure 6.27 7 Identified Intervals
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Figure 6.28 Mode and Filter for Bump 1
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Figure 6.29 Mode and Filter for Bump 2
in chapter 7, figure 7.10. The results for the modes and the corresponding filters
extracted from this procedure on all 8 intervals are shown in figures 6.28 through
6.35.
In the variant with 7 intervals, where intervals 4 and 5 are combined, the modes
and filters are represented in figure 6.36.
6.4 Processing the N-Ti-O Triple
Although we calculated the filters for the first interval including the titanium bump
as a part of the background, we suggest an alternative approach to better extract
the modes for nitrogen, oxygen and titanium. For this approach, we consider only
the pixels which do not show X-rays in the intervals typical for titanium (between
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Figure 6.30 Mode and Filter for Bump 3
4.3 4.35 4.4 4.45 4.5 4.55 4.6 4.65 4.7 4.75
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
4.3 4.35 4.4 4.45 4.5 4.55 4.6 4.65 4.7 4.75
-1
-0.5
0
0.5
1
1.5
2
Figure 6.31 Mode and Filter for Bump 4
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Figure 6.32 Mode and Filter for Bump 5
62
7.8 7.85 7.9 7.95 8 8.05 8.1 8.15 8.2 8.25 8.3
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
7.8 7.85 7.9 7.95 8 8.05 8.1 8.15 8.2 8.25 8.3
-1
-0.5
0
0.5
1
1.5
2
Figure 6.33 Mode and Filter for Bump 6
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Figure 6.34 Mode and Filter for Bump 7
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Figure 6.35 Mode and Filter for Bump 8
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Figure 6.36 Mode and Filter for Combined Intervals 4 and 5
4.4 and 5.0 keV). However, using a larger interval resulted in a very small amount of
pixels shown in figure 6.37. The limited appearance of oxygen and nitrogen results
in a lack of well-defined bumps, which is why we have decided to limit ourselves to
a smaller interval for identifying the titanium bump around 4.5 keV instead of using
the combined bump. The spectrum for this limited interval is shown in figure 6.38.
We calculate the constants c and q of the modes for nitrogen and oxygen from
the portion of the controlled spectrum below 0.75 keV using the MATLAB program
xBumpsFitBgTi which is shown in chapter 7 in figure 7.11. Then, we return to the
original combined spectrum, focus on the same interval, remove the properly weighted
modes of nitrogen and oxygen and estimate the bump for the remaining titanium.
The application gives the following bumps of titanium and identifies an additional
bump corresponding to calcium. After removing these bumps, one can identify an
additional bump corresponding to carbon, which is pictured in figure 6.39. We ignore
the calcium and carbon bumps by considering them as components of the bump for
the background noise. Then, again using Newton’s Method, we are able to calculate
the correct Ti mode using the MATLAB routine ModesCalcTi which is given in
chapter 7 in figure 7.12. We combine the Ti mode with the already computed modes
for N and O to calculate the filters. The results are shown in figure 6.40.
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Figure 6.37 Controlled Spectrum Excluding a Large Ti-Related Interval
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Figure 6.38 Controlled Spectrum Excluding a Limited Ti-Related Interval
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-0.05
0
0.05
0.1
0.15
0.2
0.25
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
-0.02
0
0.02
0.04
0.06
0.08
0.1
Figure 6.39 Consecutive Removal of the Titanium and Calcium Bumps
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Figure 6.40 Mode and Filter for Corrected Titanium
6.5 Extracting the Element Maps
The standard way of extracting the element maps is by identifying the main interval in
which the element appears and calculating the number of X-rays. In our calculations,
we identified 11 intervals for the essential bumps through the Local Center of Mass
routine and generated maps according to this standard method. We created 37 maps
for each of the intervals, which results in a total of 407 maps. We present examples for
the angle at 0 degrees in the figure 6.41. We have the element maps for all the tilts,
which will be placed in the DASIV repository. Of the 6 elements that are featured
in these element maps, we usually only use the map for the dominant interval which
provides the biggest intensity. We continue our experiments, and for comparison
reasons, we only use the 6 element maps which are featured in figure 6.42.
Using the filters, we process two different versions of element maps. In the first
one, we combine results from only one or two of the intervals that have the best
quality. In the second, we have the combined results from all intervals. The results
for N and O are classified by the way they are processed. Before processing, we
consider the Ti as part of the background mode. After processing, we consider the
Ti as a separate mode. The figure 6.43 shows the first variant before the special
processing for N and O, featuring just the main interval for Ti and Cu, and the two
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Figure 6.41 Element Maps Processed through Standard Method at the tilt 0
degrees. The intervals for each of the element maps are featured in the figure in the
lower right corner. Consecutively, the maps represent the following chemical
elements: N, O, Cu, Ga, Al, Ti, Ti, Cu, Cu, Ga, Ga.
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Figure 6.42 Main Element Maps Processed through Standard Method at the tilt 0
degrees. Featuring the following chemical elements consecutively: N, O, Ga, Al, Ti,
Cu.
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main intervals for Ga. The figure 6.44 shows the second variant which features the
processed N and O (taking into account the Ti) and the combined intervals for all
the other elements. For each variants, it is difficult to visually observe the differences.
To do so, we normalize the intensity of the images, where we consider the average
intensity to be 256. Then we compare the normalized variants for N and O before
and after the processing of the intermediate Ti bump. In this case, we observe more
essential differences in the O, which is expected since there is a more substantial
overlap with the Ti bump. The differences are observed in figure 6.45.
We also make a comparison for the differences between the normalized versions of
Ti and Ga for a variant with the high intensity intervals and a variant the combined
intervals of Ti and Ga. The first variant separates only the intervals with the highest
intensity (1 for Ti and 2 for Ga). The second variant includes the combined intensities
for Ti and Ga. The difference is featured in figure 6.46. The Ti difference is much
more pronounced.
We do not make comparisons for aluminum because it only appears in one interval.
Additionally, we do not need to make a comparison for copper because the difference
is visible as the single interval variant is much cleaner than the other variant.
6.6 Tomography Reconstruction
The tomographic reconstruction consists of two major parts. The first part is the
alignment. In several tomography set-ups, the object is fixed and the views under
different tilt angles come from a well known environment, so there is no need for align-
ments. However, in electron microscopy, tilting the specimen is a complex procedure
that involves realignment and refocusing of the microscope which slightly changes
the frame of view. This requires alignment of the frames before starting the actual
reconstruction. Our alignment technique is based on the procedure tracking the local
center of mass, developed by Toby Sanders [7]. After aligning the frames, we have
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Figure 6.43 Main Element Maps Processed through our Filtering Method (First
Variant) at the tilt 0 degrees. Featuring the following chemical elements
consecutively: N, O, Ga, Al, Ti, Cu.
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Figure 6.44 Main Element Maps Processed through our Filtering Method (Second
Variant) at the tilt 0 degrees. Featuring the following chemical elements
consecutively: N, O, Ga, Al, Ti, Cu.
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at the tilt 0 degrees, Before and After Processing the Titanium.
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Figure 6.46 Difference between Normalized Element Maps of Titanium and
Gallium at the tilt 0 degrees, for Separate and Combined Intervals.
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the option to use the standard algebraic reconstruction, but it is not the preferred
choice in this case as there is a significant amount of noise in the data. Therefore, we
use the TV regularized minimization process, described in the tomography chapter.
To process this data, we use the routines created by our collaborator, Toby Sanders,
which are made freely available. The MATLAB script uses several routines which are
provided on [6]. The script is provided in chapter 7 in figure 7.16. We run the tomog-
raphy reconstruction code for all sets of element maps, which are using 256×256×81
volume. The axis that is 103 pixels long is the axis of rotation for the tilt, therefore,
we can consider slices which are vertical to this axis. We decided to have a resolution
which is 256 × 256 for the slices, but we also ran for resolutions of 128 × 128 and
512 × 512, which give similar results. Although we define 103 slices in total, the
alignment causes information at the beginning and end of the array to be missing.
For consistent results, we limit the array to an interval from 12 to 92, resulting in
81 slices. It must be mentioned that the routine processes all the slices together as
a 3D volume because we want the total variation condition to be observed in all 3
directions.
The results come from a 3D array of the intensities of typical size 256× 256× 81.
There are several ways to visualize the results, and we use the volume Viewer appli-
cation on MATLAB, in which we can choose different viewpoints and transparencies
of the elements. We have created several pictures of the same volumes using different
settings which are presented in the 6 different figures below. We are showing the
variant of size 512× 512× 81. One can see that in some cases, the element is barely
visible since the transparency settings favor showing only high intensities.
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Figure 6.47 Visualization of the 6 Elements of Interest (Al, Cu; Ga, N; O, Ti)
from the same point of view and transparency settings: Variant 1
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Figure 6.48 Visualization of the 6 Elements of Interest (Al, Cu; Ga, N; O, Ti)
from the same point of view and transparency settings: Variant 2
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Figure 6.49 Visualization of the 6 Elements of Interest (Al, Cu; Ga, N; O, Ti)
from the same point of view and transparency settings: Variant 3
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Figure 6.50 Visualization of the 6 Elements of Interest (Al, Cu; Ga, N; O, Ti)
from the same point of view and transparency settings: Variant 4
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Figure 6.51 Visualization of the 6 Elements of Interest (Al, Cu; Ga, N; O, Ti)
from the same point of view and transparency settings: Variant 5
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Figure 6.52 Visualization of the 6 Elements of Interest (Al, Cu; Ga, N; O, Ti)
from the same point of view and transparency settings: Variant 6
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Chapter 7
MATLAB Codes
This chapter contains the main codes used in MATLAB to process the data and
perform our experiments. These codes can be freely used under GNU General Public
License by citing: K.Larkin Improved Filtering of Electron Tomography EDX Data,
Senior Thesis, University of South Carolina, May 2020.
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function [Vc,Vl,Vr,R]=xBumpIntF(f,L,W,T,st,fgr) 
%  L=19; W=0.05; T=2; st=25; [Vc,Vl,Vr,R]=xBumpIntF(f,L,W,T,st,fgr); 
%  Calculates the intervals containing significant bumps of a function f 
%  using the displacements of the local center of mass for f 
% INPUT parameters: 
%  f is a one dimensional array 
%  L is the length of the moving interval 
%  W is additional weight to increase the importance of larger bumps 
%  T is threshold parameter to discard smaller bumps  
%  st >0 is the starting index from which to look for bumps calculated 
%        as the potential starting point of the bump minus L/2  
%  fgr and fgr+1 are the numbers of the figures generated by the routine  
% OUTPUT parameters: 
%  Vc is the output array of local centers of mass of the bumps 
%  Vl is the output array of left ends of the bump intervals  
%  Vr is the output array of right ends of the bump intervals  
%  R  is an output array of measures of significance of the bumps 
  
n1=length(f); 
nK=1; 
sh=0;            % shift of the energy levels in the spectrum for the plot 
  
% output arrays 
Vc=zeros(n1,nK); % centers 
Vl=zeros(n1,nK); % left ends 
Vr=zeros(n1,nK); % right ends 
R=zeros(n1,nK);  % average height - measure of importance   
  
M=[0:L]'; % the interval to be moved 
s=L/2;    % the shift to the center of the interval  
D=M-s;    % the weights for the first moment 
  
n=n1-L;       % adjsuted leght of the calculated array  
y=zeros(n,1); % array for storing the center of mass displacements 
  
for i=1:n 
    g=f(i+M);       % the data from the moved interval  
    m0=sum(g);      % zero moment 
    m1=sum(g.*D);   % first moment 
    y(i)=m1/(m0+W); % the adjusted center of mass; W>0 is small! 
end 
  
% getting the important bumps 
  
p=0;                % for storing the number of important bumps 
l=0;m=st+1; 
for i=st:(n-1) 
    if y(i)>y(i+1) 
        l=l+1;      % for storing the length of the bump 
    else 
        if l>0 
            l=0; 
            if y(m)-y(i)>T % thresholding out the insignificant bumps 
                k=0; k3=0; % weights accumulation variables 
                c=0;       % for the center calculation 
                for j1=m:i 
                    jn=floor(j1+s);jx=ceil(j1+s); 
                    u=(f(jn)+f(jx))/2;           % height at j1 
                    k=k+u; 
                    u3=u^2;      %  weight for calculating center of mass  
                    k3=k3+u3;    %  cumulative weight 
                    c=c+(j1+y(j1))*u3;  
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                end 
                p=p+1; 
                Vc(p)=s+c/k3;    % center of mass calculation  
                Vl(p)=m+floor(s); 
                Vr(p)=i+ceil(s); 
                R(p)=k/(i-m+1);  % R is the average height 
             end 
        end 
        m=i+1; 
    end 
end 
  
% trimming the arrays 
Vc=Vc(1:p); 
Vl=Vl(1:p); 
Vr=Vr(1:p); 
R=R(1:p); 
  
% % ploting the results with triangles 
% A=[Vl,Vc,Vr]'; 
% B=[zeros(p,1),R,zeros(p,1)]';   
% figure(fgr-1) 
% plot(A,B,'-d',[1:n1],f,'k-') 
  
Mx=max(Vr-Vl)+5; 
Ax=ones(Mx,1)*Vc'; 
Vc0=floor(Vc); 
Bx=zeros(Mx,p); 
Az=ones(Mx,1)*Vr'; 
f1=f(Vr)./R; 
Bz=ones(Mx,1)*f1'; 
for j=1:p 
    c0=Vc0(j); c1=c0+1; 
    % the graph left from the center of the bump 
    t1=[Vl(j):c0]'; ti=t1-Vl(j)+1; 
    Ax(ti,j)=t1; 
    Bx(ti,j)=f(t1); 
    % the graph right from the center of the bump 
    t1=[c1:Vr(j)]'; ti=Mx-Vr(j)+t1; 
    Ax(ti,j)=t1; 
    Bx(ti,j)=f(t1); 
    % central line for the bump 
    fc=(c1-Vc(j))*f(c0)+(Vc(j)-c0)*f(c1); 
    tc=c1-Vl(j)+1; 
    Bx(tc,j)=fc; Bx(tc+1,j)=1.1*fc; 
    tc=Mx-Vr(j)+c0; 
    Bx(tc,j)=fc; 
    Af(:,j)=[Vl(j);Vl(j);Vr(j);Vr(j)]; 
    Bf(:,j)=[0;1.1*fc;1.1*fc;0]; 
end 
  
% ploting the results with boxes 
figure(fgr) 
hold off 
fill(Af/200-sh,Bf,[0.9,0.9,0.9]) 
hold on 
plot([1:n1]/200-sh,f,'k-',Ax/200-sh,Bx,'-') 
  
return 
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function xBumpIntCompare(f,ff,L,W,T,st,fgr) 
%  L=19; W=0.05; T=2; st=25; [Vc,Vl,Vr,R]=xBumpIntCompare(f,ff,L,W,T,st,fgr); 
%  Calculates the intervals containing significant bumps of a function f 
%  using the displacements of the local center of mass for f 
% INPUT parameters: 
%  f is a one dimensional array 
%  ff is a two dimensional array with the same first dimension as f 
%  L is the length of the moving interval 
%  W is additional weight to increase the importance of larger bumps 
%  T is threshold parameter to discard smaller bumps  
%  st >0 is the starting index from which to look for bumps calculated 
%        as the potential starting point of the bump minus L/2  
%  fgr and fgr+1 are the numbers of the figures generated by the routine  
% OUTPUT parameters: 
%  Vc is the output array of local centers of mass of the bumps 
%  Vl is the output array of left ends of the bump intervals  
%  Vr is the output array of right ends of the bump intervals  
%  R  is an output array of measures of significance of the bumps 
  
nK=size(ff,2); 
  
[Vc,Vl,Vr,R]=xBumpInt(f,L,W,T,st); 
nV=length(Vc); 
Y1=ones(nV,1); 
  
Y=Y1*[0,nK+1]; 
 
figure(fgr) 
hold off 
plot([Vl,Vl]'/200,Y','b-',[Vr,Vr]'/200,Y','r-') 
hold on 
  
Y=[zeros(nV,1),2*R]; 
 
figure(fgr+1) 
hold off 
plot([Vc,Vc]'/200,Y','k-',[Vl,Vr]'/200,(R*[1,1])','k-') 
hold on 
  
for j=1:nK 
    [Vc,Vl,Vr,R]=xBumpInt(ff(:,j),L,W,T,st); 
    nV=length(Vc); 
    Y1=ones(nV,1); 
  
    Y=Y1*[j,j]; 
 
    figure(fgr) 
    plot([Vl,Vr]'/200,Y') 
  
    figure(fgr+1) 
    plot(Vc/200,R,'.') 
end 
     
return 
 
Figure 7.3 Code of Routine xBumpIntCompare
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function [bg,Uc,Ub,Ua,fdif]=xBumpsFitBg(f,Vc,Vl,Vr,R,fgr) 
% [bg,Uc,Ub,Ua,fdif]=xBumpsFitBg(f,Vc,Vl,Vr,R,fgr); 
% calculates an initial approximations of the background and the bumps 
% INPUT parameters: 
%  f is a one dimensional array 
%  Vc is an array of local centers of mass of the bumps 
%  Vl is an array of left ends of the bump intervals  
%  Vr is an array of right ends of the bump intervals  
%  R  is an array of measures of significance of the bumps 
%  fgr is the number of the figure for the background 
%  fgr+i is the figure showing approximation of the i-th bump  
% OUTPUT parameters: 
%  bg is the initial calculation of the background for f 
%     it is a convex decreasing polygon that fits below (smoothed) f  
%  Ua, Ub, and Uc are arrays with the parameters a,b, and c  
%                 of a bump described as  B(x)=a*exp(-b*(x-c)^2) 
%                 approximating f-bg in the interval [Vl,Vr] 
%  fdif is the error in approximating f as a sum of bg and the bumps 
dlt=0.8; % a relaxation parameter that is usually less than 1 
Num=55;  % number of iterations to fit initially one bump 
  
n=length(f);  
x=[1:n]'; 
xx=x/200; 
  
% calculation of bg 
[z,bg1]=xBG(f);       % the background function that fits f from below  
function [z,bg]=xBG(f) 
% [z,bg]=xBG(f); 
  
L=length(f); 
bg=zeros(L,1); 
i=1; 
while (f(i)-0.000001)<f(i+1) 
    i=i+1; 
end 
i0=i-1; 
k=0; 
u=f(i:L); 
n=L; 
while n>i 
    [m,n]=min(u); 
    n=n+i0; 
    k=k+1; z(k)=n; s(k)=m;  
    n1=n-1; 
    t=[i:n1]'; 
    u=(f(t)-f(n))./(n-t); 
end 
t=[z(1):L]'; 
bg(t)=s(1); 
for j=2:k 
    t=[z(j):(z(j-1)-1)]'; 
    bg(t)=f(z(j))-s(j)*(t-z(j)); 
end 
return 
 
 
Figure 7.4 Code of Routine xBumpsFitBG
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% smoothing f to get fm 
fr=zeros(21,n+20); 
 
for j=1:41  
    fr(j,j:(j+n-1))=f';  
end 
 
fm=(median(fr(1:21,11:(n+10))))'; 
[z,bg2]=xBGm(f,fm);   % the background function that fits fm from below  
function [z,bg]=xBGm(f,fm) 
% [z,bg]=xBGm(f,fm); 
  
L=length(f); 
bg=zeros(L,1); 
i=1; 
while (f(i)-0.000001)<f(i+1) 
    i=i+1; 
end 
i0=i-1; 
k=0; 
u=fm(i:L); 
n=L; 
while n>i 
    [m,n]=min(u); 
    n=n+i0; 
    k=k+1; z(k)=n; s(k)=m;  
    n1=n-1; 
    t=[i:n1]'; 
    u=(fm(t)-fm(n))./(n-t); 
end 
t=[z(1):L]'; 
bg(t)=s(1); 
for j=2:k 
    t=[z(j):(z(j-1)-1)]'; 
    bg(t)=fm(z(j))-s(j)*(t-z(j)); 
end 
return 
 
 
bg=max([bg1';bg2'])'; % the maximum of the two estimations of bg 
% note that the smoothing makes the initial node of the polygon bg2 smaller  
figure(fgr); plot(xx*ones(1,5),[bg1,bg2,bg,f,fm]) 
%figure(fgr-1); plot(f-fm) 
  
% Perm is used to maintain the order in which the bumps are approximated 
[rr,Perm]=sort(-R);  
  
kN=length(R); 
Ua=zeros(size(R)); 
Ub=zeros(size(R)); 
Uc=zeros(size(R)); 
 
 
 
 
 
Figure 7.5 Code of Routine xBumpsFitBG, page 2
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f=f-bg; 
 
for kk=1:kN 
    k=Perm(kk); 
    t=[Vl(k):Vr(k)]'; 
    y=f(t); 
    c=Vc(k); 
    b=0.01; 
     
    for j=1:Num 
        [bb,cc,d]=xFit(t,y,b,c); 
        b=b+bb*dlt; 
        c=c+cc*dlt; 
    end 
    phi1=ones(size(t)); 
    g=exp(-b*(t-c).^2); 
    gc=(phi1'*g)/(phi1'*phi1); 
    gg=g-gc; 
    a=(gg'*y)/(gg'*gg); 
    fy=a*exp(-b*(x-c).^2); 
    f=f-fy; 
    figure(fgr+kk) 
    plot(xx,fy,'r',xx,f,'k') 
    Uc(k)=c; 
    Ub(k)=b; 
    Ua(k)=a; 
end 
 
fdif=f; 
return 
 
Figure 7.6 Code of Routine xBumpsFitBG, page 3
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function [a,c,q,d,E]=xNewtonAll(f,bg,Ua,qqq,Uc,Vl,Vr,N) 
fgr=51; % 
k=length(Vl); 
a=zeros(1,k); 
c=zeros(1,k); 
q=zeros(1,k); 
d=zeros(1,k); 
E=zeros(1,k); 
for j=1:k    
    t=[Vl(j):Vr(j)]; 
    f1=f(t)-bg(t); 
    L=length(t); 
    q0=qqq(j); 
    [a1,c1,q1,d1,E1]=xNewtonM(f1,Vl(j),L,Ua(j),Uc(j),q0,0,N,fgr); 
function [a,c,q,d,E]=xNewtonM(f,t0,L,a0,c0,q0,d0,N,fgr); 
% function [a,c,q,d,E]=xNewtonM(f,t0,L,a0,c0,q0,d0,N,fgr); 
% 
% f - function to be approximated 
% t0 - left end of the interval (integer) 
% L - length of array for the interval [t0,t0+L-1] 
% a0, c0, q0, d0 - initial approximation 
% N - number of iterations 
% a, c, q, d - arrays of N elements with the values of the  
%              consecutive iterations for the parameters 
% E - array with the N consecutive least square errors 
% 
% phi(u)=e^(-u.^2) 
  
a=zeros(N,1); 
c=zeros(N,1); 
q=zeros(N,1); 
d=zeros(N,1); 
E=zeros(N,1); 
FErr=zeros(L,N); 
  
u=zeros(L,1); 
g=zeros(L,1); 
h=zeros(L,1); 
h1=zeros(L,1); 
s=zeros(L,1); 
s1=zeros(L,1); 
s2=zeros(L,1); 
e1=ones(L,1); 
  
J=zeros(4); 
X=zeros(4,1); 
Y=zeros(4,1); 
  
t=[t0:(t0+L-1)]'; 
aa=a0; 
cc=c0; 
qq=q0; 
dd=d0; 
  
for i=1:N 
    u=(t-cc)/qq; 
    g=exp(-u.^2); 
Figure 7.7 Code of Routine xNewtonAll
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    fe=f-aa*g-dd; E(i)=sqrt(fe'*fe); 
    if i==1 
        f2=f-fe; 
    end 
    FErr(:,i)=fe; 
%     figure(fgr+i-1) 
%     plot(t/200,f,'b',t/200,f-fe,'m',t/200,fe,'r') 
    h=-2*u.*g; 
    h1=u.*h; 
    s=(4*u.^2-2).*g; 
    s1=u.*s; 
    s2=u.*s1; 
    J(1,1)=g'*g; 
    J(1,2)=(fe-aa*g)'*h/qq; 
    J(1,3)=(fe-aa*g)'*h1/qq; 
    J(1,4)=e1'*g; 
    J(2,1)=J(1,2); 
    J(2,2)=aa*(-fe'*s+aa*(h'*h))/(qq^2); 
    J(2,3)=aa*(-fe'*(s1+h)+aa*h'*h1)/(qq^2); 
    J(2,4)=-aa*h'*e1/qq; 
    J(3,1)=J(1,3); 
    J(3,2)=J(2,3); 
    J(3,3)=aa*(-fe'*(s2+2*h1)+aa*(h1'*h1))/(qq^2); 
    J(3,4)=-aa*h1'*e1/qq; 
    J(4,1)=J(1,4); 
    J(4,2)=J(2,4); 
    J(4,3)=J(3,4); 
    J(4,4)=L; 
    X=[aa;cc;qq;dd];   
    Y(1)=-fe'*g; 
    Y(2)=aa*fe'*h/qq; 
    Y(3)=aa*fe'*h1/qq; 
    Y(4)=-fe'*e1; 
    X1=X-0.5*(J\Y); 
    aa=X1(1); a(i)=aa; 
    cc=X1(2); c(i)=cc; 
    qq=X1(3); q(i)=qq; 
    dd=X1(4); d(i)=dd; 
end 
  
u=(t-cc)/qq; 
g=exp(-u.^2); 
fe=f-aa*g-dd; E(i)=sqrt(fe'*fe); 
figure(fgr) 
plot(t*ones(1,N)/200,FErr,'-',t/200,fe,'k','LineWidth',2) 
figure(fgr+100) 
plot(t/200,f,'k',t/200,f2,'g',t/200,f-fe,'m','LineWidth',2) 
return 
 
    fgr=fgr+1;  % 
    a(j)=a1(N); 
    c(j)=c1(N); 
    q(j)=q1(N); 
    d(j)=d1(N); 
    E(j)=E1(N); 
end 
return 
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function [U]=ModesCalc(f,beta,Indx,a,q,c,kk,fgr) 
% [Uk]=ModesCalc(f,beta,Indx,a,q,c,k,fgr); %for k=1,2,..,size(beta,1) 
m=5; 
t=[beta(kk,1):beta(kk,2)]'; 
tm=[(beta(kk,1)-m):(beta(kk,2)+m)]'; 
n=length(tm); 
k=Indx(kk,1); 
U(:,2)=a(k)*exp(-((t-c(k))/q(k)).^2); 
BE=f(tm)-a(k)*exp(-((tm-c(k))/q(k)).^2); 
k=Indx(kk,2); 
if k>0 
    U(:,3)=a(k)*exp(-((t-c(k))/q(k)).^2); 
    BE=BE-a(k)*exp(-((tm-c(k))/q(k)).^2); 
end 
%g=BE; 
g=median([BE(1:(n-2)),BE(2:(n-1)),BE(3:n)]'); 
for j=2:m 
    n=length(g); 
    g=(g(1:(n-2))+2*g(2:(n-1))+g(3:n))/4; 
end 
U(:,1)=g; 
figure(fgr) 
if k==0 
    plot([t,t]/200,U,'-','LineWidth',2) 
else 
    plot([t,t,t]/200,U,'-','LineWidth',2) 
end 
return 
 
 
Figure 7.9 Smoothing Procedure for Background Mode
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function S=NewFilters(U) 
% S=NewFilters(U); 
% U - column vectors of the basic functions 
% S - the filters with sum(S(j,:))=1 calculated using Lagrange multipliers 
mn=size(U); m=mn(1); n=mn(2); 
S=zeros(mn); 
La=ones(m,1); 
Q=U'*U; 
r=U'*ones(m,1); 
nn=n*(n-1); 
Mu=zeros(nn,1); 
A=zeros(nn); 
b=zeros(nn,1); 
for i=1:n 
    kk=[[1:(i-1)],[(i+1):n]]; 
    i2=i*(n-1); i1=i2-n+2; 
    for j=1:n 
        j2=j*(n-1); j1=j2-n+2; 
        A(i1:i2,j1:j2)=Q(i,j)*ones(n-1); 
    end 
    b(i1:i2)=r(i)*ones(n-1,1); 
    for j=1:n 
        j2=j*(n-1); j1=j2-n+2; 
        for k=1:(n-1) 
            k1=kk(k); 
            ii=i1-1+k; 
            if k1==j 
            else 
                if k1<j 
                    k2=k1; 
                else 
                    k2=k1-1; 
                end 
                jj=j1-1+k2; 
                A(ii,jj)=(1-n)*A(ii,jj); 
            end 
        end 
    end 
end 
Mu=A\b; 
for i=1:n 
    i2=i*(n-1); i1=i2-n+2; 
    La=La-sum(Mu(i1:i2))*U(:,i); 
end 
  
for k=1:n 
    ss=La/n; 
    for j=1:(k-1) 
        kj=(j-1)*(n-1)+k-1; 
        ss=ss+Mu(kj)*U(:,j); 
    end 
    for j=(k+1):n 
        kj=(j-1)*(n-1)+k; 
        ss=ss+Mu(kj)*U(:,j); 
    end 
    S(:,k)=ss; 
end 
return 
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function [bg,fTi,a]=xBumpsFitBgTi(f,Vc,Vl,Vr,c,q,fgr) 
% [bg2,fTi,a4]=xBumpsFitBgTi(fT,Vc2,Vl2,Vr2,c2,q2,22); 
% calculates an initial approximations of the background and the bumps 
 
dlt=0.8; % a relaxation parameter that is usually less than 1 
Num=55;  % number of iterations to fit initially one bump 
  
n=length(f);  
xt=[1:n]'; 
xx=xt/200; 
  
% calculation of bg 
[z,bg1]=xBG(f);       % the background function that fits f from below  
  
% smoothing f to get fm 
fr=zeros(21,n+20); 
for j=1:41  
    fr(j,j:(j+n-1))=f';  
end 
fm=(median(fr(1:21,11:(n+10))))'; 
[z,bg2]=xBGm(f,fm);   % the background function that fits fm from below  
bg=max([bg1';bg2'])'; % the maximum of the two estimations of bg 
% note that the smoothing makes the initial node of the polygon bg2 smaller  
%figure(fgr); plot(xx*ones(1,5),[bg1,bg2,bg,f,fm]) 
%figure(fgr-1); plot(f-fm) 
  
fOld=f; 
f=f-bg; 
x=[floor(Vl(1)):ceil(Vc(1))]'; 
phi1=ones(size(x)); 
g=exp(-((x-c(1))/q(1)).^2); 
gc=(phi1'*g)/(phi1'*phi1); 
gg=g-gc; 
a1=(gg'*f(x))/(gg'*gg); 
fg1=a1*exp(-((xt-c(1))/q(1)).^2); 
  
f=f-fg1; 
x=[floor(Vc(2)):ceil(Vr(2))]'; 
phi1=ones(size(x)); 
g=exp(-((x-c(2))/q(2)).^2); 
gc=(phi1'*g)/(phi1'*phi1); 
gg=g-gc; 
a2=(gg'*f(x))/(gg'*gg); 
fg2=a2*exp(-((xt-c(2))/q(2)).^2); 
  
fTi=fOld-fg1-fg2; 
  
figure(fgr); plot(xx*ones(1,5),[bg,fOld,fg1,fg2,fTi],'LineWidth',1) 
  
a=[a1;a2]; 
 
return 
 
 
Figure 7.11 Code of Routine to Calculate Constants for N and O from Controlled
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function [U]=ModesCalc(f,beta,Indx,a,q,c,kk,fgr) 
% [Uk]=ModesCalc(f,beta,Indx,a,q,c,k,fgr); %for k=1,2,..,size(beta,1) 
m=5; 
t=[beta(kk,1):beta(kk,2)]'; 
tm=[(beta(kk,1)-m):(beta(kk,2)+m)]'; 
n=length(tm); 
k=Indx(kk,1); 
U(:,2)=a(k)*exp(-((t-c(k))/q(k)).^2); 
BE=f(tm)-a(k)*exp(-((tm-c(k))/q(k)).^2); 
k=Indx(kk,2); 
if k>0 
    U(:,3)=a(k)*exp(-((t-c(k))/q(k)).^2); 
    BE=BE-a(k)*exp(-((tm-c(k))/q(k)).^2); 
end 
%g=BE; 
g=median([BE(1:(n-2)),BE(2:(n-1)),BE(3:n)]'); 
for j=2:m 
    n=length(g); 
    g=(g(1:(n-2))+2*g(2:(n-1))+g(3:n))/4; 
end 
U(:,1)=g; 
figure(fgr) 
if k==0 
    plot([t,t]/200,U,'-','LineWidth',2) 
else 
    plot([t,t,t]/200,U,'-','LineWidth',2) 
end 
return 
 
 
Figure 7.12 Code of Routine to Calculate Corrected Modes for Titanium
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function [AAAA]=xElementMapsI(n,Ilr,Vc); 
% n=[4000,200,103]; AAAA=xElementMapsI(n,Ilr,Vc); 
% Creates element maps based on given intervals Ilr and names them by Vc 
% AAAA is a four-dimensional array 1x37x200X103 that contains the 
% numerical data for the element maps for the particular interval 
% 
n1=n(1); 
n2=n(2); 
n3=n(3); 
l=size(Ilr,1); 
AAAA=zeros(l,37,n2,n3); 
u=zeros(n1,1); 
  
for k=-90:5:90 
    i0=k/5+19; 
    if k<0 
        filename1=num2str(k); 
    else 
        filename1=['+',num2str(k)]; 
    end 
    filename=[filename1,'.hdf5']; 
    orig= hdf5read(filename,'/Experiments/__unnamed__/data');     
    for j=1:l 
        ii=[Ilr(j,1):Ilr(j,2)]; 
        for i2=1:n2 
            for i3=1:n3 
                u(:)=orig(:,i2,i3); 
                S=sum(u(ii)); 
                AAAA(j,i0,i2,i3)=S; 
                AA(i2,i3)=S; 
            end 
        end 
        filename=['center',num2str(floor(Vc(j)*5)),'tilt',filename1]; 
        figure(22) 
        imagesc(AA'); %image(AA,'CDataMapping','scaled'); 
        colorbar  
        axis off 
        colormap cool 
        saveas(gcf,filename,'epsc') 
    end 
end 
return  
 
 
Figure 7.13 Code of Routine to Calculate Element Maps for given Intervals
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function xElementMaps(w,S,elem,fgr) 
% 
% w=[beta(1,1):beta(1,2)];elm=['xx1';'N__';'O__']; xElementMaps(w,S1,elm,8)   
% w=[beta(2,1):beta(2,2)];elm=['xx2';'Cu1';'Ga1']; xElementMaps(w,S2,elm,8)   
% w=[beta(3,1):beta(3,2)];elm=['xx3';'Al1']; xElementMaps(w,S3,elm,8)   
% w=[beta(4,1):beta(4,2)];elm=['xx4';'Ti2']; xElementMaps(w,S4,elm,8)   
% w=[beta(5,1):beta(5,2)];elm=['xx5';'Ti3']; xElementMaps(w,S5,elm,8)   
% w=[beta(6,1):beta(6,2)];elm=['xx6';'Cu2']; xElementMaps(w,S6,elm,8)   
% w=[beta(7,1):beta(7,2)];elm=['xx7';'Cu3';'Ga2']; xElementMaps(w,S7,elm,8)   
% w=[beta(8,1):beta(8,2)];elm=['xx8';'Ga3']; xElementMaps(w,S8,elm,8)   
% w=[beta(1,1):beta(1,2)];el=['xx';'N_';'Ti';'O_'];xElementMaps(w,STi,el,8) 
 
 
ns=size(S); 
nk=ns(2); 
jw=length(w); 
  
if ~(ns(1)==jw) 
    ns(1),jw, 
    return 
end 
  
iN=37; 
n2=200; 
n3=103; 
T=rand(nk,n2*n3); 
  
u=rand(n2,n3); 
uM=zeros(n2,n3); 
A=rand(nk,n2,n3);  
AAAF=rand(nk,iN,n2,n3);  
AF=rand(iN,n2,n3);  
AAAD=zeros(nk,iN,n2,n3);  
AD=zeros(iN,n2,n3); 
  
for i=1:iN 
    k=5*i-95; 
 
    if k<0 
        fln=num2str(k); 
    else 
        fln=['+',num2str(k)]; 
    end 
 
    filename=[fln,'.hdf5']; 
    orig= hdf5read(filename,'/Experiments/__unnamed__/data'); 
    AAA=zeros(nk,n2,n3); 
 
    for j=1:jw 
        u(:,:)=orig(w(j),:,:); 
        for l=1:nk 
            A(l,:,:)=u(:,:)*S(j,l); 
        end 
        AAA=AAA+A; 
    end 
 
 
Figure 7.14 Code of Routine to Calculate Element Maps
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    for l=1:nk 
        filename=['KelseyT/mapF',fln,elem(l,:),'.eps']; 
        figure(fgr) 
        u(:,:)=AAA(l,:,:); 
        AAAF(l,i,:,:)=u(:,:); 
        imagesc(u'); 
        colormap cool 
        colorbar 
        axis off 
        saveas(gcf,filename,'epsc') 
        T(l,:)=u(:); 
    end 
 
    M=IntFilt(T); 
 
    for l=1:nk 
        uM(:)=M(l,:); 
        AAAD(l,i,:,:)=uM(:,:); 
        filename=['KelseyT/map',fln,elem(l,:),'.eps']; 
        figure(fgr) 
        imagesc(uM'); 
        colormap cool 
        colorbar 
        axis off 
        saveas(gcf,filename,'epsc') 
    end 
 
end 
 
for l=1:nk 
    filename=['KelseyT/mapF_',elem(l,:),'.mat']; 
    AF(:,:,:)=AAAF(l,:,:,:); 
    save(filename,'AF'); 
    filename=['KelseyT/map_',elem(l,:),'.mat']; 
    AD(:,:,:)=AAAD(l,:,:,:); 
    save(filename,'AD'); 
end 
 
return  
 
 
Figure 7.15 Code of Routine to Calculate Element Maps, page 2
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clear; 
d = 256; 
mu1 = 150; % regularization parameter for TV reg. with L2 data fidelity 
mu2 = 15;  % regularization parameter for TV reg. with L1 data fidelity 
slices = 12:92; % choose the cross-section slices to reconstruct 
load shift_values; % <- saved alignment shift values 
angles = -85:5:95; 
% load in the data and align the slices 
load ../KelseyT/TomoFile; 
for kk=1:6 
    switch kk 
        case 1 ;            AAA=Ti1; 
        case 2 ;            AAA=Ga1; 
        case 3 ;            AAA=Cu1; 
        case 4 ;            AAA=O1; 
        case 5 ;            AAA=N1; 
        case 6 ;            AAA=Al; 
    end 
    stack = zeros(200,103,37); 
    for i = 1:37 
        stack(:,:,i) = circshift(squeeze(AAA(i,:,:)),round(com_totals(i,:))); 
    end 
    W = radonmatrix(angles,d,200); % construct projection operator 
    % options for reconstruction model 
    opts.nonneg =  true; 
    opts.iter = 150; 
    opts.order = 1; 
    opts.levels = 1; 
    opts.disp = false; 
    % testing 2 possible reconstruction approaches 
 
    % first total variation 
    opts.mu = mu1; 
    [rec,~] = HOTV3D_tomo(stack(:,slices,:),W,d,opts); 
 
    % second multiscale higher order total variation 
    fudgeFactor = 1.3; 
    opts.order = 2; 
    opts.levels = 3; 
    opts.mu = mu1*fudgeFactor; 
    [rec2,~] = HOTV3D_tomo(stack(:,slices,:),W,d,opts); 
    switch kk 
        case 1 ;            save('../KelseyT/TrecTi.mat','rec','rec2') 
        case 2 ;            save('../KelseyT/TrecGa.mat','rec','rec2') 
        case 3 ;            save('../KelseyT/TrecCu.mat','rec','rec2') 
        case 4 ;            save('../KelseyT/TrecO.mat','rec','rec2') 
        case 5 ;            save('../KelseyT/TrecN.mat','rec','rec2') 
        case 6 ;            save('../KelseyT/TrecAl.mat','rec','rec2') 
    end 
end 
Figure 7.16 MATLAB Script for Tomography Processing
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