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Abstract
Some necessary and sucient conditions for an element in a group algebra to be
positive semi-definite are given with an application to symmetry operators. Ó 1999
Elsevier Science Inc. All rights reserved.
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1. Introduction
Let Sm be the full symmetric group of degree m and G a subgroup of Sm. Let
U be a finite dimensional unitary space and LU the ring of all linear operators
U ! U . Denote by LUG the group algebra of G over LU. The underlying
set of LUG is the set of all mappings G! LU. For M ; N 2 LUG and
complex number a, M  N , aM, MN 2 LUG are defined by:
M  Nr  Mr  Nr;
aMr  aMr;
MNr 
X
s2G
Mrsÿ1Ns;
where r 2 G. When dim U  1, LUG reduces to CG, the group algebra of G
over the complex number field C.
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For M 2 LUG, define M 2 LUG by
Mr  Mrÿ1;
where r 2 G. Then the mapping M 7! M is an involution on LUG, i.e., for
M ; N 2 LUG and a 2 C,
M  M ; M  N  M  N ; aM  aM; MN  N M:
Let M 2 LUG. M is said to be positive semi-definite (p.s.d.) if M  N N
for some N 2 LUG. It is known that irreducible complex characters of G are
p.s.d. [1] and unitary representations of G are also p.s.d. [2].
In [1] Chan obtained some necessary and sucient conditions for an element
in CG to be p.s.d. The purpose of this paper is to investigate the conditions for
more general LUG. Some necessary and sucient conditions for an element
in LUG to be p.s.d. are given in Section 2 and an application to symmetry
operators is presented in Section 3.
2. Conditions for an element in LUG to be p.s.d.
Denote by Cmn the set of all m n complex matrices. We always assume
that dim U  n and fe1; . . . ; eng is an orthonormal basis of U. If T 2 LU,
then denote still by T its matrix representation on the basis fe1; . . . ; eng.
Proposition 2.1. Let q : LUG! hj1Cnnjnnj be the mapping such that
qM  h
j1
X
r2G
Mr
 

 Ajr
!
; M 2 LUG;
where fAj : G!Cnjnj j j  1; . . . ; hg is a complete list of pairwise inequivalent
irreducible unitary representations of G. Then q is an algebra isomorphism sat-
isfying qM  qM for all M 2 LUG.
Proof. It is easy to verify that q is an algebra homomorphism and qM 
qM for any M 2 LUG. It is known that q is an isomorphism when n  1
([1] or [5, p. 96]). It follows that q is injective for n P 2. Since
dim LUG  n2jGj  n2
Xh
j1
n2j  dim 
h
j1
Cnnjnnj ;
q is surjective. Therefore q is an isomorphism. 
Theorem 2.2. Let M 2 LUG. Then the following are equivalent:
(a) M is p.s.d.
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(b)
P
r2G Mr 
 Ar is p.s.d. for every unitary representation A of G.
(c) hj1
P
r2G Mr 
 Ajr is p.s.d., where fAj : G! Cnjnj j j  1; . . . ; hg
is a complete list of pairwise inequivalent irreducible unitary representations of G.
Proof. (a) ) (b): Let M  N N for some N 2 LUG. Then
X
r2G
Mr 
 Ar 
X
r2G
Nr
 

 Ar
! X
r2G
Nr
 

 Ar
!
and the assertion follows.
(b) ) (c): Clear.
(c) ) (a): Since hj1
P
r2G Mr 
 Ajr is p.s.d. for each j 2 f1; . . . ; hg,
there exists Bj 2 Cnnjnnj such that
P
r2G Mr 
 Ajr  Bj Bj. By Proposition
2.1, there exists N 2 LUG such that hj1Bj  qN. It follows that
qM  h
j1
Bj Bj  
h
j1
Bj
 
h
j1
Bj
 
 qNqN  qN N:
Again by Proposition 2.1, we know that M  N N . Therefore M is p.s.d. 
Let Q : G! CjGjjGj be the regular represetation of G, i.e., for r 2 G, Qr 
Qrp;s satisfies Qrp;s  dp;rs where p; s 2 G. For M 2 LUG, denote
RM 
X
r2G
Mr 
 Qr
and
RM 
X
r2G
Qr 
Mr;
where Mr 2 Cnn for r 2 G.
Theorem 2.3. Let M 2 LUG. Then the following are equivalent:
(a) M is p.s.d.,
(b) RM is p.s.d.,
(c) RM is p.s.d.
Proof. (a) ) (b): Since the regular representation is unitary, by Theorem 2.2,
RM is p.s.d.
(b) ) (a): By the decomposition theorem of the regular represetation [5, p.
69], there exists unitary matrix W 2 CjGjjGj such that W QrW 
hj1nji1Ajr for all r 2 G, where fAj : G!Cnjnj j j  1; . . . ; hg is a
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complete list of pairwise inequivalent irreducible unitary representation of G.
Since
P
r2G
Mr 
 h
j1

nj
i1
Ajr
  
 P
r2G
Mr 
 W QrW 
 In 
 W RMIn 
 W ;
the above matrix is p.s.d. and so its principal submatrix
P
r2G Mr 

hj1Ajr is p.s.d. Let P1 be the n
Ph
j1 nj-square permutation matrix
satisfying
P 1 B


 h
j1
Bj
 
P1  
h
j1
B
 Bj
for all B 2 Cnn; Bj 2Cnjnj , j  1; . . . ; h. Then
h
j1
X
r2G
Mr
 

 Ajr
!
 P 1
X
r2G
Mr
 

 h
j1
Ajr
 !
P1
is p.s.d. and it follows from Theorem 2.2 that M is p.s.d.
(b)() (c): Let P2 be the njGj-square permutation matrix satisfying P 2 A

BP2  B
 A for all A 2Cnn, B 2CjGjjGj. Then
P 2 RMP2 
X
r2G
P 2 Mr 
 QrP2 
X
r2G
Qr 
Mr  RM
and the result follows. 
Let M 2 LUG. Define tr M 2 CG by (tr Mr tr Mr for r 2 G. For
r 2 G, let Mr  Mrij 2 Cnn be the matrix representation of Mr 2 LU
on the basis fe1; . . . ; eng. For i; j 2 f1; . . . ; ng, define Mij 2 CG by Mijr 
Mrij where r 2 G. Then tr M 
Pn
i1 Mii.
Proposition 2.4. Let M ; N 2 LUG. If M and N are p.s.d., then M  N , tr M
and Mii, i  1; . . . ; n, are p.s.d.
Proof. Note that RM  N  RM  RN, Rtr M Pni1 RMii and RMii
is a principal submatrix of RM for i 2 f1; . . . ; ng. By Theorem 2.3, the result
follows. 
Let id be the identity of Sm. Define the function ;  : LUG LUG! C
by
M ;N  trMN id
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or equivalently
M ;N  tr
X
r2G
MrN rÿ1  tr
X
r2G
MrNr
for M ; N 2 LUG. Then ;  is an inner product on the vector space LUG
and for any M ; N ; L 2 LUG,
MN ; L  tr
X
r2G
MNrLr
 tr
X
r2G
X
s2G
Mrsÿ1NsLr
 tr
X
s2G
Ns
X
r2G
LrMrsÿ1
 tr
X
s2G
Ns
X
r2G
Msrÿ1Lr
 !
 tr
X
s2G
NsMLs
 N ;ML:
For r 2 G and i; j 2 f1; . . . ; ng, let Gijr 2 LUG such that Gijr s  dr;sEij
where s 2 G and Eij 2 LU satisfies Eijek  djkei; k  1; . . . ; n. Then for
r; s; p 2 G and i; j; k; l 2 f1; . . . ; ng,
Gijr ;Gkls   tr
X
p2G
Gijr pGkls p
 tr
X
p2G
dr;pds;pEijEkl
 dr;str EijElk
 dr;sdjltr Eik
 dr;sdikdjl;
Gijr G
kl
s p 
X
c2G
Gijr cGkls cÿ1p

X
c2G
dr;cds;cÿ1pEijEkl
 ds;rÿ1pEijEkl
 drs;pdjkEil
 djkGilrsp:
Also, for any M 2 LUG and each s 2 G,
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Ms 
Xn
i;j1
MsijEij

X
r2G
Xn
i;j1
dr;sMrijEij

X
r2G
Xn
i;j1
MrijGijrs;
i.e., M Pr2G Pni;j1 MrijGijr . Therefore, fGijr j r 2 G; i; j  1; . . . ; ng is an
orthonormal basis of LUG and Gijr Gkls  djkGilrs.
Theorem 2.5. Let M 2 LUG. Then M is p.s.d. if and only if MN ;NP 0 for
all N 2 LUG.
Proof. For M 2 LUG, define linear operator CM : LUG! LUG by
CMN  MN , where N 2 LUG. Then for each r 2 G and i; j 2 f1; . . . ; ng,
CMGijr   MGijr

X
s2G
Xn
k;l1
MsklGkls Gijr

X
s2G
Xn
k;l1
MskldilGkjsr

X
s2G
Xn
k1
MskiGkjsr

X
p2G
Xn
k1
Mprÿ1kiGkjp ;
which implies that the spanning space Lj  hGijr j r 2 G; i  1; . . . ; ni is an
invariant subspace of CM for every j 2 f1; . . . ; ng. Note that RM P
s2G Qs 
Ms can be viewed as a jGj  jGj partitioned matrix
RM  RMp;r, where p; r 2 G, RMp;r 2 Cnn and
RMp;r 
X
s2G
Qsp;rMs 
X
s2G
dp;srMs  Mprÿ1:
Therefore the matrix representation of the restriction CM to Lj under the basis
fGijr j r 2 G; i  1; . . . ; ng is RM for every j 2 f1; . . . ; ng. It follows that the
representation of CM under the orthonormal basis fGijr j r 2 G; i; j  1; . . . ; ng
is nj1RM.
If MN ;NP 0 for all N 2 LUG, then CM is p.s.d. It follows that nj1RM
and RM are p.s.d. By Theorem 2.3, M is p.s.d.
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Conversely, if M is p.s.d., then there exists some N 2 LUG such that
M  N N . For any L 2 LUG, we have
ML; L  N NL; L  NL;NLP 0: 
3. A condition for a symmetry operator to be p.s.d.
Let V be a finite dimensional unitary space and denote by 
mV the mth
tensor power of V. Then U 
 
mV  is a unitary space with the induced inner
product that satisfies
u
 x
; v
 y
  u; v
Ym
i1
xi; yi;
where u; v 2 U and x
  x1 
    
 xm; y
  y1 
    
 ym 2 
mV . For r 2 G,
there is a unique linear operator P r : 
mV ! 
mV satisfying Prÿ1x
  x
r ,
where x
r  xr1 
    
 xrm.
For M 2 LUG, the symmetry operator TM : U 
 
mV  ! U 
 
mV  is
defined by
TM 
X
r2G
Mr 
 P r
(see [4]). If f 2 CG, then Tf : 
mV ! 
mV is simply Tf 
P
r2G f rP r.
Suppose dim V P m. It can be easily inferred from Theorem 3 of [1] that Tf
is p.s.d. if and only if f is p.s.d. It was pointed out in [2] that if M is p.s.d., then
TM is p.s.d. We shall prove that its converse is true when dim V P m.
Theorem 3.1. Let M 2 LUG and dim V P m. Then TM is p.s.d. if and only if M
is p.s.d.
Proof. If M is p.s.d., then there exists N 2 LUG such that M  N N . It fol-
lows that TM  T N TN is p.s.d. [2].
Let dim V  k P m and fv1; . . . ; vkg an orthonormal basis of V. Denote by
Cmk the set of all maps f1; . . . ;mg ! f1; . . . ; kg. Then fv
a j a 2 Cmkg is an or-
thonormal basis of 
mV and fei 
 v
a j i  1; . . . ; n; a 2 Cmkg is an orthonor-
mal basis of U 
 
mV , where v
a  va1 
    
 vam. For each r 2 G, leteP r 2 Ckmkm is the matrix representation of the linear operator P r under the
basis fv
a j a 2 Cmkg. Then ePr satisfies eP ra;b  da;brÿ1 where a, b 2 Cmk [3]. It
follows that the matrix representation of TM 
P
r2G Mr 
 P r under the
basis fei 
 v
a j i  1; . . . ; n; a 2 Cmkg is eTM Pr2G Mr 
 ePr, where
Mr 2 Cnn. Since G  Sm  Cmk, let P r be the jGj  jGj matrix such that
P rp;s  eP rp;s where r, p, s 2 G. Then P r is a principal submatrix of eP r.
Consequently T M 
P
r2G Mr 
 Pr is a principal submatrix of eTM .
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If TM is p.s.d., then eTM is p.s.d. and so T M is p.s.d. Since for any r, p, s 2 G
P rp;s  dp;srÿ1  dpÿ1;rsÿ1  Qrpÿ1;sÿ1 ;
there exists jGj  jGj permutation matrix P3 such that P 3 P rP3  Qr for all
r 2 G. It follows that
RM 
X
r2G
Mr 
 Qr

X
r2G
Mr 
 P 3 P rP3
 I 
 P3T MI 
 P3
is p.s.d. By Theorem 2.3, M is p.s.d. 
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