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Introduzione
Oggetto di questa tesi è mostrare che ogni curva liscia (C∞) immersa
nello spazio euclideo Rn≥3, può essere deformata in una curva con curvatura
costante, mediante una perturbazione arbitrariamente piccola della curva
iniziale e delle sue rette tangenti. Tale valore costante della curvatura deve
essere maggiore o uguale del massimo della curvatura della curva iniziale, e
tale bound inferiore è ottimale. Questo significa che le curve C∞ di curvatura
costante, soddisfano, secondo la terminologia di Gromov, il ‘relative C1-dense
h-principle’ nello spazio delle curve immerse in Rn≥3.
La teoria dell’h-principle fu introdotta da Gromov negli anni ‘70 del No-
vecento e costituisce un metodo di risoluzione di relazioni differenziali alle
derivate parziali (per relazione differenziale intendiamo una qualsiasi con-
dizione imposta sulle derivate parziali di una funzione incognita). Uno dei
principali scopi delle tecniche del principio di omotopia è quindi la risolu-
zione di PDE. Gromov ha dimostrato che la relazione differenziale ha tante
soluzioni quante sono quelle predette dalla topologia del problema e quindi
ci si può ricondurre a risolvere un problema di topologia algebrica.
Al fine di introdurre i concetti principali utilizzati in tutto il lavoro, nel
primo capitolo, dopo aver fornito le definizioni fondamentali che ruotano
attorno ai concetti di immersione ed omotopia, utilizziamo alcune nozioni
basilari di teoria della convessità per dimostrare una proposizione che forni-
sce il più piccolo valore di λ, affinché la contrazione dell’inviluppo convesso
di una curva f di un fattore (1−λ) rispetto al suo centro di massa, contenga
ave[f ]. Dopodiché vedremo alcuni risultati riguardanti le curve sulla sfera
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n-dimensionale Sn−1: per ogni punto p ∈ Sn−1 possiamo costruire una curva
chiusa di lunghezza assegnata L e media (1 − δ)p, a patto che δ/L sia suf-
ficientemente piccolo; tale loop inizia e finisce nel punto p e si può costruire
per raccordare in modo liscio ogni data curva passante per p.
Uno dei risultati centrali di questo capitolo è la dimostrazione che una
curva di lunghezza L, simmetrica rispetto al punto p, si può contrarre su
Sn−1 con continuità a p, preservandone lunghezza e simmetria, finché la sua
media non raggiunge il valore desiderato.
A questo punto, sfruttando i risultati ottenuti, mostriamo che ogni curva
f su Sn−1 può essere approssimata da un’altra curva, che abbia la stessa
media di f e velocità uguale ad una costante assegnata, che sia maggiore o
uguale della massima velocità di f . Per trovare la curva approssimante, è
necessario aggiungere un certo numero di piccoli loop all’immagine di f ; per
determinare i punti in cui questi loop devono essere ‘incollati’ e la lunghezza
di ciascuno, risultano utili alcuni risultati di analisi convessa.
Il secondo capitolo è incentrato su alcuni risultati di Teoria della Tra-
sversalità, dopo aver definito le nozioni di fibrato, sezione e di getti di map-
pe da Rn a Rq, enunciamo il Teorema di Trasversalità di Thom che è di
fondamentale importanza per le dimostrazioni che seguono.
Nel capitolo seguente forniamo una breve esposizione teorica dei concet-
ti di h-principle; infine il quarto capitolo è dedicato alla dimostrazione del
teorema che costituisce il risultato centrale di tutta la tesi.
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Denotiamo con Γ l’intervallo [a, b] ⊂ R oppure la circonferenza data dal
quoziente R/(b − a)Z (a seconda del contesto nel quale ci troviamo), sia α
un intero non negativo, indichiamo con Cα(Γ,Rn) lo spazio delle funzioni
f : Γ → Rn (quindi f = (f1, . . . , fn) dove ciascuna fj : Γ → R) le cui
derivate f (i) esistono e sono continue per i = 0, . . . , α. La norma standard
su Cα(Γ,Rn) è la seguente:
||f ||α := sup
{
|f (i)j (t)|
∣∣t ∈ Γ, 1 ≤ i ≤ α, 1 ≤ j ≤ n} . (1.1.1)
In generale indicheremo con || · || la norma euclidea in Rn.
Per le definizioni seguenti si faccia riferimento a [AT11] e [Le03].
Definizione 1.1.1. (Varietà topologica). Uno spazio topologico M è una
varietà topologica di dimensione n, se ha le seguenti proprietà:
• M è uno spazio di Hausdorff, cioè per ogni coppia di punti p, q ∈ M
esistono U, V ⊂M tali che p ∈ U e q ∈ V ;
• esiste una base numerabile per la topologia di M ;
• M è localmente euclideo, cioè ∀x ∈ M ∃U ⊂ M intorno aperto di x e
un aperto V ⊆ Rn tale che U è omeomorfo a V .
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Definizione 1.1.2. (Carta coordinata). Sia M una n-varietà topologica, una
carta coordinata su M è una coppia (U,ϕ) dove U è un aperto contenuto in
M e ϕ : U → V è un omeomorfismo in cui V è un aperto di Rn.
Le definizioni che seguono servono per introdurre il concetto di varietà dif-
ferenziabile. D’ora in avanti, in tutta la trattazione, per ‘liscia’ intenderemo
C∞, cioè differenziabile infinite volte.
Definizione 1.1.3. (Mappa di transizione). Sia M una varietà topologica
n-dimensionale, se (U,ϕ) e (V, ψ) sono due carte tali che U ∩ V 6= ∅ allora la
mappa ψ ◦ϕ−1 : ϕ(U ∩V )→ ψ(U ∩V ) è detta mappa di transizione da ϕ in
ψ, ed è un omeomorfismo.
Definizione 1.1.4. (Carte compatibili). Due carte (U,ϕ) e (V, ψ) su una
varietà M , sono dette compatibili se U ∩ V = ∅ oppure se U ∩ V 6= ∅ e si ha
che la mappa di transizione ψ◦ϕ−1 è un diffeomorfismo (una mappa suriettiva
f : U → V con U ⊆ Rn aperto e V ⊆ Rn aperto, è un diffeomorfismo se è
C∞, invertibile e con inversa C∞).
Definizione 1.1.5. (Atlante). Un atlante per M è una collezione di carte
i cui domini ricoprono M , l’atlante è detto liscio se le carte sono tra loro a
due a due compatibili.
Vogliamo costruire una ‘struttura differenziale’ suM assegnando un atlan-
te liscio, e definire una funzione f : M → R liscia se e solo se f ◦ϕ−1 è liscia
(nel senso classico per funzioni definite su aperti di Rn) per ogni carta coordi-
nata (U,ϕ) nell’atlante. Dato che ci possono essere vari atlanti che inducono
la stessa ‘struttura differenziale’, dobbiamo considerare un atlante liscio che
sia massimale rispetto all’inclusione.
Definizione 1.1.6. (Varietà differenziabile). Una varietà differenziabile è
una coppia (M,A), dove M è una varietà topologica ed A è un atlante liscio
massimale.
Durante la trattazione, indicheremo semplicemente con M una varietà
differenziabile, sottintendendo l’atlante massimale.
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Definizione 1.1.7. (Mappa liscia fra varietà). Siano dunque M ed N due
varietà differenziabili, una mappa F : M → N è detta liscia se, per ogni
carta (U,ϕ) su M e per ogni carta (V, ψ) su N , la composizione ψ ◦ F ◦ ϕ−1
è un’applicazione liscia da ϕ(U ∩ F−1(V )) in ψ(V ).
Definizione 1.1.8. (Rango di una mappa liscia fra varietà). Sia F : M → N
una mappa liscia, definiamo il rango di F in p ∈M come il rango della mappa
lineare F∗,p : TpM → TF (p)N , ovviamente questo è il rango della matrice delle
derivate parziali della F in una carta coordinata. Se F ha lo stesso rango k
in ogni punto p ∈M , scriveremo rank F = k.
Definizione 1.1.9. (Immersione). Una mappa liscia fra varietà F : M → N
è un’immersione se rankF = dimM (questo equivale a chiedere che F∗,p sia
iniettiva in ogni punto).
Definizione 1.1.10. (Spazio delle immersioni). Se α ≥ 1, lo spazio vet-
toriale delle immersioni Immα(Γ,Rn) è formato dalle curve f ∈ Cα(Γ,Rn)
regolari, cioè con velocità ||f ′||α non nulla (l’operazione di somma in questo
spazio vettoriale è definita usando la somma di Rn).
Definizione 1.1.11. (Omotopia). Siano X e Y due spazi topologici, un’o-
motopia fra due funzioni continue f0, f1 : X → Y è una funzione continua
H : X × [0, 1]→ Y tale che:
H(x, 0) = f0(x) ∀x ∈ X
H(x, 1) = f1(x) ∀x ∈ X .
Questa definizione (si veda [Ma14]) non è altro che una formalizzazio-
ne dell’idea intuitiva di deformabilità di una mappa in un’altra. Scriviamo
ft(x) = H(x, t) per ogni (x, t) ∈ X× [0, 1]; si ha che per ogni fissato t ∈ [0, 1],
l’applicazione
ft : X → Y
x 7→ ft(x)
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è continua, per t = 0 abbiamo l’applicazione f0 che, al variare di t nell’in-
tervallo [0, 1], si deforma in maniera continua fino ad arrivare, per t = 1, a
coincidere con l’applicazione f1.
Vediamo la seguente definizione di immersioni omotope, del tutto equi-
valente alla precedente e che ci tornerà utile nella trattazione.
Definizione 1.1.12. (Immersioni omotope). Due immersioni f, g ∈ Immα(Γ,Rn)
sono omotope se esiste una famiglia di curve ft ∈ Immα(Γ,Rn) che dipende
con continuità dal parametro t ∈ [0, 1], tale che f0 = f e f1 = g. La famiglia
(ft)t∈[0,1] è detta omotopia fra f e g.
Osservazione 1.1.13. Quando diciamo che la famiglia (ft)t∈[0,1] di curve in
Immα(Γ,Rn) dipende con continuità dal parametro t ∈ [0, 1], intendiamo che
l’applicazione t 7→ ft è continua rispetto alla norma || · ||α su Cα, cioè per ogni
ε > 0 esiste un δ > 0 tale che se |t− t′| < δ allora ||ft − ft′||α < ε .
Definizione 1.1.14. (Immersioni regolarmente omotope). Se due immersio-
ni f, g ∈ Immα(Γ,Rn) sono omotope e la famiglia di curve ft ∈ Immα(Γ,Rn),
che definisce l’omotopia, è tale che t 7→ ft è continua rispetto alla norma
|| · ||1, allora f e g si dicono regolarmente omotope.
Definizione 1.1.15. (Spazio degli embedding). Lo spazio degli embedding
Embα(Γ,Rn) ⊂ Immα(Γ,Rn) è formato dall’insieme delle curve in Immα(Γ,Rn)
che sono iniettive.
Definizione 1.1.16. (Nodo) Un embedding f ∈ Embα(Γ,Rn) è un nodo se
Γ è una circonferenza.
Definizione 1.1.17. (Embedding isotopi). Una coppia di embedding f0, f1 ∈
Embα(Γ,Rn) è detta isotopa, se uno si può trasformare nell’altro mediante
un’omotopia di embedding (ft)t∈[0,1] ∈ Embα(Γ,Rn).
Nel seguito utilizzeremo la nozione di indicatrice sferica delle tangenti di
una curva, a volte abbreviata con “Tantrix” (si veda [So96]), che si può vedere
come la curva su Sn−1 tracciata dai versori orientati tangenti alla curva.
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Definizione 1.1.18. (Indicatrice delle tangenti). Sia f : Γ→ Rn una curva
regolare, l’indicatrice delle tangenti della curva f è l’applicazione T : Γ →





L’indicatrice delle tangenti di una curva regolare in Rn traccia una curva
sulla sfera unitaria Sn−1 che, come insieme di punti, è indipendente dalla
parametrizzazione di f . Interpretando T come una curva in Sn−1 si può
dimostrare che le velocità di T ed f sono collegate, come vedremo di seguito,
mediante la curvatura k della curva f , infatti si ha la seguente relazione:
||T ′(t)|| = k(t)||f ′(t)|| .
Infine la lunghezza della curva T su Sn−1 fornisce la curvatura totale (l’inte-
grale di k rispetto alla lunghezza d’arco) della curva iniziale f .




||f ′|| dove T =
f ′
||f ′|| .
Definizione 1.1.20. (Curva chiusa). Una curva f ∈ Immα([a, b],Rn) è chiu-
sa se f (i)(a) = f (i)(b) per 0 ≤ i ≤ α , in tal caso scriveremo f ∈ Immα(Γ,Rn)
dove Γ = R/(b− a)Z.
Quindi da qui in avanti Γ indicherà la circonferenza R/(b − a)Z, mentre
quando saremo sull’intervallo [a, b] ⊂ R lo scriveremo esplicitamente.
1.2 Alcuni concetti di Analisi Convessa
Sia ora X un sottoinsieme di Rn, vediamo le seguenti definizioni (per le
quali si faccia riferimento a [Ro70] e [We94]):
Definizione 1.2.1. (Inviluppo affine). L’inviluppo affine di X, denota-
to con aff(X), è il più piccolo sottospazio affine di Rn contenente X, o
equivalentemente l’intersezione di tutti i sottospazi affini contenenti X.
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Esempio 1.2.2. l’inviluppo affine dell’insieme vuoto è l’insieme vuoto, l’in-
viluppo affine di un singoletto è se stesso, l’inviluppo affine di un insieme
formato da due punti di Rn è la retta che passa per essi, se consideriamo tre
punti di Rn (non allineati) è il piano che passa per essi.




∣∣∃ε > 0 B(x, ε) ∩ aff(X) ⊆ X}
cioè x è un punto interno relativo di X, se è il centro di un’opportuna palla
aperta la cui intersezione con aff(X) è contenuta in X.
Quindi la parte interna relativa di un insieme X ⊂ Rn è definita come
la parte interna dell’insieme X quando lo si pensa come un sottoinsieme del
suo inviluppo affine aff(X). Ad esempio la parte interna di un segmento
in Rn è vuota se n > 1, mentre la sua parte interna relativa è non vuota
indipendentemente dal valore di n, ed è il segmento considerato esclusi gli
estremi. Si vede facilmente che relint(X) ⊆ X ⊆ cl(X).
Definizione 1.2.4. (Inviluppo convesso). L’inviluppo convesso di X, deno-
tato con conv(X), è l’intersezione di tutti gli insiemi convessi di Rn contenenti
X, o equivalentemente è il più piccolo insieme convesso in Rn contenente X.
Osservazione 1.2.5. Per un insieme convesso n-dimensionale C, aff(C) = Rn
per definizione, quindi relint(C) = int(C).
A questo punto consideriamo la parte interna relativa dell’inviluppo con-
vesso di X, cioè l’insieme relint(conv(X)), i punti di tale insieme sono carat-
terizzati nel modo seguente.
Proposizione 1.2.6. Sia X un sottoinsieme di Rn, x ∈ relint(conv(X)) se
e solo se X sta da entrambe le parti di ogni iperpiano H ⊂ Rn che passa per
x e non contiene tutto X.
Dimostrazione. Dimostriamo innanzitutto che se x ∈ relint(conv(X)) allora
X sta da entrambe le parti di ogni iperpiano H ⊂ Rn che passa per x e non
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contiene tutto X. Se conv(X) è un insieme n-dimensionale, abbiamo osserva-
to che aff(conv(X)) = Rn, quindi nelle ipotesi che x ∈ relint(conv(X)) deve
esistere ε > 0 tale che B(x, ε) ⊆ conv(X). La tesi segue immediatamente,
perché un qualsiasi iperpiano H passante per x (in questo caso non può con-
tenere tutto X) divide B(x, ε) in due parti che sono contenute in conv(X)
e quindi ciascuno dei due semispazi determinati da H contiene almeno un
punto di X. Nel caso in cui conv(X) sia un insieme di dimensione minore di
n, i ragionamenti sono analoghi. Esiste ε > 0 tale che la traccia della palla
B(x, ε) rispetto ad aff(conv(X)) (cioè B(x, ε) ∩ aff(conv(X)) ) sia contenu-
ta in conv(X). Un qualsiasi iperpiano H passante per x, che non contiene
tutto X, divide B(x, ε) in due parti le cui intersezioni con aff(conv(X)) sono
contenute in conv(X) e quindi ciascuno dei due semispazi determinati da H
contiene almeno un punto di X.
Per dimostrare il viceversa, facciamo vedere che se x 6∈ relint(conv(X)) al-
lora esiste un iperpiano H̄ passante per x (che non contiene tutto X) ri-
spetto al quale X sta da una sola parte. Considero x ∈ conv(X) tale che
x 6∈ relint(conv(X)), questo significa che ∀ε > 0 B(x, ε) ∩ aff(conv(X)) non
è contenuta in conv(X). Se conv(X) è un insieme n-dimensionale si dovrà
avere che ∀ε > 0 B(x, ε) 6⊆ conv(X), quindi deve esistere un iperpiano H̄
tangente a conv(X) nel punto x tale che conv(X), e di conseguenza X, sia
contenuto in uno solo dei due semispazi determinati da H̄; nel caso in cui
conv(X) abbia dimensione minore di n la dimostrazione è analoga.
Definizione 1.2.7. (Iperpiano di supporto proprio). H è un iperpiano di
supporto proprio di un insieme X ⊂ Rn se X sta da una parte sola di H e
interseca H in qualche punto, senza però essere contenuto interamente in H.
Osservazione 1.2.8. Segue che se x ∈ X ed esiste un iperpiano di supporto
proprio di X passante per il punto x allora x /∈ relint(conv X)
Sia f una curva in C0([a, b],Rn), indicheremo con int conv[f ] la parte
interna dell’inviluppo convesso di f([a, b]) e con relint conv[f ] la parte interna
relativa dell’inviluppo convesso di f([a, b]).
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Definizione 1.2.9. (Supporto di una funzione). Il supporto di una funzione
f è la chiusura dell’insieme dei punti in cui f 6= 0, e lo indichiamo con supp f .
Risulteranno utili in seguito i seguenti risultati (per i quali si vedano
[Ka61], [Ro70] e [Sc93]).
Definizione 1.2.10. (Politopo). Un politopo convesso, o semplicemente
politopo, è l’inviluppo convesso di un insieme finito di punti di Rn.
Teorema 1.2.11 (Teorema di Steinitz). Sia X ⊂ Rn e p ∈ int(convX).
Esistono k ≤ 2n punti x1, . . . , xk ∈ X tali che p ∈ int(conv{x1, ..., xk}).
Teorema 1.2.12 (Teorema di Kalman [Ka61]). Sia P ⊂ Rn un politopo
convesso di vertici x1, ..., xk, allora esistono delle funzioni continue φi : P →
R per i = 1, . . . k tali che ∀i φi ≥ 0,
∑k
i=1 φi = 1 e




Sia ora P ⊂ Rn un politopo che scriviamo nella forma P = conv(ext(P )),
dove ext(P ) = {x0, x1, . . . , xN} è un insieme minimale di punti estremi di
P (dunque tra essi abbiamo anche i vertici di P ). Supponiamo inoltre che
int(P ) 6= ∅, in tal caso P deve avere dimensione massima n. Sappiamo
che N ≤ 2n. Dunque n ≤ N ≤ 2n. Consideriamo le funzioni continue
φ0, φ1, . . . , φN : P → [0, 1] con
∑k
i=1 φi = 1, garantite dal teorema di Kalman
1.2.12. Facciamo le seguenti considerazioni preliminari. Dato x ∈ P esiste
j0 ∈ {0, . . . , N} tale che φj0(x) > 0. Cambiando nome agli xj possiamo
dunque supporre che
• j0 = 0;
• i vettori v1 := x1 − x0, . . . , vn := xn − x0 formano una base per Rn.
Dimostriamo il seguente lemma.
Lemma 1.2.13. Per ogni x ∈ int(P ) esiste una rappresentazione x =∑N
j=0 φj(x)xi data dal teorema di Kalman, esiste r > 0 e quindi una pal-
la euclidea aperta B(x, r) ⊂ int(P ), tale che le funzioni di Kalman φj per
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0 ≤ j ≤ N , possono essere deformate su B(x, r) in funzioni continue ψj :




ψj(y)xj, ∀y ∈ B(x, r),
ψj(y) > 0 per tutti gli y ∈ B(x, r) e tutti i j = 0, . . . , N e
N∑
j=0
ψj ≡ 1 su B(x, r).
Prima di fornire la dimostrazione del lemma, diamo un esempio significa-
tivo che spieghi l’idea della prova.
Esempio 1.2.14. Supponiamo che P ⊂ R3 con ext(P ) = {x0, x1, x2, x3, x4}
dove
x0 = (1, 1, 1), x1 = (−1, 2, 1), x2 = (3, 2, 1), x3 = (1, 3, 1), x4 = (1, 2, 3).
Consideriamo i vettori



























φj(x)xj = x0 + φ1(x)v1 + φ2(x)v2 + φ4(x)v4
una rappresentazione di Kalman in cui φ0(x), φ1(x), φ2(x), φ4(x) > 0 e φ3(x) =
0. Notiamo che, poiché x ∈ int(P ), si deve necessariamente avere che
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φ1(x), φ2(x), φ4(x) 6= 0 perché altrimenti x ∈ ∂P . Riscriviamo x nella forma
seguente
x = (φ0(x) + φ1(x) + φ2(x) + φ4(x))x0 + φ1(x)v1 + φ2(x)v2 + φ4(x)v4 =
=
(
(φ0(x) + ε) + (φ1(x)− ε) + (φ2(x)− ε) + ε+ φ4(x)
)
x0 + (φ1(x)− ε)v1+
+ εv1 + (φ2(x)− ε)v2 + εv2 + φ4(x)v4 =
=
(
(φ0(x) + ε) + (φ1(x)− ε) + (φ2(x)− ε) + ε+ φ4(x)
)
x0 + (φ1(x)− ε)v1+
+ (φ2(x)− ε)v2 + εv3 + φ4(x)v4
= (φ0(x) + ε)x0 + (φ1(x)− ε)x1 + (φ2(x)− ε)x2 + εx3 + φ4(x)x4
dove ε > 0 è cos̀ı piccolo che φ1(x)− ε, φ2(x)− ε > 0. Grazie alla continuità
delle φj esiste r > 0 tale che per y ∈ B(x, r) ⊂ int(P ) le funzioni
ψ0(y) := φ0(y) + ε, ψ1(y) := φ1(y)− ε,
ψ2(y) := φ2(y)− ε, ψ3(y) := φ3(y) + ε, ψ4(y) := φ4(y),





Passiamo ora alla prova del Lemma 1.2.13.
Dimostrazione. Poiché la somma delle φj è identicamente uno, riordinando
i nomi dei punti estremi possiamo supporre che φ0(x) > 0 e che i vettori
x1 − x0, . . . , xn − x0 siano linearmente indipendenti. Sia I = {1, . . . , n},
J = {n+ 1, . . . , N} e chiamiamo
I1 = {j ∈ I |φj(x) > 0}, J1 = {j ∈ J |φj(x) > 0}, I2 = I\I1, J2 = J\J1 .
Scriviamo





αkjvj , k ∈ J,
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(ovviamente vj 6= 0 per tutti i j ∈ I e wk 6= 0 per tutti i k ∈ J).
Scriviamo x nella forma





























αkjφk(x) 6= 0, ∀j ∈ I1
∑
k∈J1
αkjφk(x) 6= 0, ∀j ∈ I2
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• il segno di ε1 in modo che ε1
∑
k∈J1





• ε2 > 0,














αkj > 0, ∀j ∈ I2.
Poniamo allora
1. per j ∈ I1







2. per j ∈ I2







3. per k ∈ J1
ψj(x) := φj(x)− ε1,
4. per k ∈ J2
ψj(x) := φj(x) + ε2,
5. ed infine















Rimpicciolendo |ε1| e ε2 se necessario, in modo da avere anche ψ0(x) > 0,
abbiamo per la continuità delle φj l’esistenza di r > 0 tale che ψj(y) > 0
per ogni y ∈ B(x, r) ⊂ int(P ) per j = 0, . . . , N . Poiché infine ∑j ψj ≡ 1 su
B(x, r), questo conclude la dimostrazione.
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1.3 Media e centro di massa di una curva
Definizione 1.3.1. (Media di una curva). La media di una curva f ∈







Lemma 1.3.2. ∀f ∈ C0([a, b],Rn), ave[f ] ∈ relint conv[f ]
Dimostrazione. Sia u ∈ Sn−1, definiamo la seguente funzione
g(t) := 〈f(t)− ave[f ], u〉 .
Si vede facilmente che
∫ b
a
g(t)dt = 0 quindi, dato che f e di conseguenza g
sono continue, si ha che o g si annulla dappertutto oppure cambia segno.
Consideriamo l’iperpiano Hu passante per ave[f ] ed ortogonale a u
Hu := {p ∈ Rn | 〈p− ave[f ], u〉 = 0} .
Per quanto detto o f([a, b]) è contenuto interamente in Hu oppure sta da
entrambe le parti di Hu.
Definizione 1.3.3. (Centro di massa). Sia f ∈ C1([a, b],Rn). Il centro di











Osservazione 1.3.4. Si noti che il centro di massa è invariante per riparame-
trizzazioni: se g : [c, d] → Rn è una riparametrizzazione di f (cioè esiste un
diffeomorfismo θ : [c, d]→ [a, b] tale che g = f ◦ θ) allora cm[g] = cm[f ].
Osservazione 1.3.5. Se ||f ′|| è costante allora ave[f ] = cm[f ].
In questa sezione vogliamo stimare la distanza tra la media di una curva
e il suo centro di massa, nel caso in cui la sua velocità non sia costante in
norma, perché, come abbiamo appena visto, in caso di velocità costante in
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norma media e centro di massa coincidono.
Definiamo ora il centro di massa di una curva in termini di una funzione
densità di massa ρ ∈ C0([a, b],R+) (in tutta la trattazione per R+ intendiamo
{x ∈ R |x ≥ 0}).
Definizione 1.3.6. (Centro di massa di una curva di densità ρ). Sia ρ ∈
C0([a, b],R+) una funzione densità di massa ed f ∈ Imm1([a, b],Rn). Il centro







Osservazione 1.3.7. Si vede facilmente che se ρ è costante, cm[f, ρ] = cm[f ]
e anche che







Lemma 1.3.8. Per ogni f ∈ Imm1([a, b],Rn) e ρ ∈ C0([a, b],R+) con ρ > 0,
esiste un diffeomorfismo θ : [c, d]→ [a, b] di classe C1 tale che
cm[f, ρ] = ave[f ◦ θ] .
Dimostrazione. Da (1.3.1) si ha che
ave [f ◦ θ] = cm
[
f ◦ θ, 1||(f ◦ θ)′||
]
e dato che il centro di massa è invariante per riparametrizzazioni, per ogni
diffeomorfismo θ : [c, d]→ [a, b] si ha
cm[f, ρ] = cm[f ◦ θ, ρ ◦ θ] .
Quindi per avere l’uguaglianza desiderata, deve essere:




||f ′ · (θ′ ◦ θ−1)|| =
|(θ−1)′|
||f ′|| .
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Dalle ipotesi ρ è continua e positiva, quindi m ∈ C1([a, b]) e m′ non si annulla
mai, quindi θ := m−1 : [0,m(b)] → [a, b] è la mappa desiderata, che è ben
definita e C1.
Dai due lemmi precedenti, otteniamo il seguente, che fornisce delle con-
dizioni affinché il centro di massa di una curva, di densità ρ, appartenga a
relint conv[f ].
Lemma 1.3.9. Per ogni f ∈ Imm1([a, b],Rn) e ρ ∈ C0([a, b],R+) tale che
ρ 6≡ 0 si ha
cm[f, ρ] ∈ conv[f ] .
Inoltre, se non esiste nessun iperpiano di supporto proprio di f([a, b]) che
contiene f(supp ρ) allora
cm[f, ρ] ∈ relint conv[f ] .
L’ultima ipotesi nel lemma precedente è fondamentale, perché se esiste
un iperpiano di supporto proprio H di f([a, b]) che contiene f(supp ρ) allora
cm[f, ρ] è contenuto in H e quindi cm[f, ρ] /∈ relint conv[f ].
Dimostrazione. Usando il Lemma 1.3.8 (posso applicarlo in quanto ρ+ε > 0
se ε > 0) e il Lemma 1.3.2 si ha che
cm[f, ρ+ ε] ∈ conv[f ] ∀ε > 0 ,
e dato che cm[f, ρ + ε] converge a cm[f, ρ] per ε che diventa piccolo e
conv[f ] è compatto, segue che cm[f, ρ] ∈ conv [f ]. Possiamo supporre che
int conv[f ] 6= ∅, altrimenti potremmo ridurre la dimensione di Rn tramite una
trasformazione affine. Sia H un iperpiano di supporto proprio di f([a, b]). Per
definizione f([a, b]) non può essere contenuto interamente in H, e per ipotesi
neanche f(supp ρ) è contenuto interamente in H. Possiamo supporre (basta
16 1. Risultati fondamentali
applicare un movimento rigido) che H coincida con l’iperpiano delle prime
n−1 coordinate in Rn e che f(supp ρ) stia sopra H. Allora 〈f(t)ρ(t), en〉 ≥ 0
e non è identicamente nullo, di conseguenza 〈cm[f, ρ], en〉 > 0. Questo vuol
dire che cm[f, ρ] non può stare in H. Dato che H è stato scelto in modo
arbitrario, possiamo concludere che cm[f, ρ] non sta in nessun iperpiano di
supporto proprio di conv[f ] e quindi deve appartenere a relint conv[f ].
Ci sarà utile la seguente definizione.
Definizione 1.3.10. (Contrazione dell’insieme X di un fattore (1 − λ) ri-
spetto a p). Sia X ⊂ Rn, p ∈ X e λ ∈ [0, 1]. La contrazione dell’insieme X
di un fattore (1− λ) rispetto a p è l’insieme
λ p+ (1− λ)X := {λ p+ (1− λ)x |x ∈ X}.
Enunciamo il seguente lemma che servirà nella dimostrazione della pro-
posizione successiva.
Lemma 1.3.11. Sia f ∈ C0([0, 1], [0, 1]) con
∫ 1
0
f(s)ds = 1 allora f ≡ 1.
Dimostrazione. Se per assurdo esistesse t0 ∈ [0, 1] tale che f(t0) < 1, allora
dovrebbe esistere δ0 ∈ (0, 1) tale che, per un certo c ∈ (0, 1),
f(t) ≤ 1− c ∀t ∈ [t0 − δ, t0 + δ] ∩ [0, 1] e ∀δ ∈ (0, δ0) .
Per fissare le idee supponiamo che t0 ∈ (0, 1) (gli altri casi sono analoghi),














≤ t0 − δ + 2δ(1− c) + 1− t0 − δ =
= 2δ(1− c) + 1− 2δ = 1− 2δc < 1
il che è assurdo.
La proposizione seguente fornisce il più piccolo valore di λ affinché la
contrazione dell’inviluppo convesso di una curva f di un fattore (1 − λ)
rispetto al suo centro di massa, contenga ave[f ].
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Proposizione 1.3.12. Sia f ∈ Imm1([a, b],Rn), si ha che:
ave[f ] ∈ λ cm[f ] + (1− λ) conv[f ] (1.3.2)
per ogni valore di λ tale che:
0 ≤ λ ≤ ave [ ||f
′|| ]
max ||f ′|| ≤ 1 .
Inoltre
ave[f ] ∈ λ cm[f ] + (1− λ) relint conv[f ] (1.3.3)
se
0 ≤ λ < ave [ ||f
′|| ]
max ||f ′||
oppure se non esiste nessun iperpiano di supporto proprio di f([a, b]) che
contenga f (supp (−||f ′||+ max ||f ′||)).
Dimostrazione. Definiamo f̃ ∈ Imm1([0, 1],Rn) come f̃(t) := f(a+(b−a)t)
b−a . Si
vede facilmente che f̃ ′ = f ′, ave[f̃ ] = ave[f ]/(b− a), cm[f̃ ] = cm[f ]/(b− a) e
conv[f̃ ] = conv[f ]/(b− a). Si può osservare che la (1.3.2) vale per f se e solo
se vale per f̃ ; quindi supponiamo per comodità che a = 0 e b = 1, e facendo
un’opportuna dilatazione di Rn possiamo anche assumere length[f ] = 1, cioè
ave[||f ′||] = 1. Se la (1.3.2) vale per f , allora vale anche per f +p con p ∈ Rn,
quindi possiamo ipotizzare che cm[f ] = O (origine di Rn). Ci basta dunque
mostrare che ∀f ∈ Imm1([0, 1],Rn) con cm[f ] = O e length[f ] = 1 (per cui
max ||f ′|| ≥ 1):







Per quanto già osservato, dobbiamo dimostrare che per ρ = 1/||f ′||
cm[f, ρ] ∈ (1− λ) conv[f ].
Se λ = 1, deve essere max ||f ′|| = 1 e per quanto appena detto si ha∫ 1
0
||f ′(s)||ds = length[f ] = 1;
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siamo quindi nelle ipotesi del Lemma 1.3.11 e perciò ||f ′|| è costante uguale
ad 1. Dunque se λ = 1, allora ||f ′|| ≡ 1 e in tal caso ρ ≡ 1, dall’Osservazione
1.3.7 segue che cm[f, ρ] = cm[f ]. Dato che per ipotesi cm[f ] = O abbiamo
concluso.





















f(t)λ||f ′(t)||dt = λ cm[f ] = O e dato che sottraendo una






f(t)(ρ(t)− λ)||f ′(t)||dt = cm[f, ρ− λ]




Dato che λ ≤ 1
max ||f ′|| = min ρ, si ha ρ − λ ≥ 0. Quindi dal Lemma 1.3.9
segue
cm[f, ρ− λ] ∈ conv[f ].
Per dimostrare la (1.3.3) si osserva che se λ < min ρ, si ha ρ− λ > 0, quindi
si usa nuovamente il Lemma 1.3.9 (più precisamente, il secondo asserto del
lemma).
Infine supp (−||f ′|| + max ||f ′||) è la chiusura dell’insieme dei punti per cui
ρ 6= min ρ, quindi se λ = min ρ e fissiamo ρ̃ := ρ− λ si ha
supp (−||f ′||+ max ||f ′||) = supp ρ̃ .
Utilizzando il Lemma 1.3.9 si ha cm[f, ρ̃] ∈ relint conv[f ].
1.4 Loop sferici con media e lunghezza assegnate 19
1.4 Loop sferici con media e lunghezza asse-
gnate
In questa sezione mostreremo alcuni risultati riguardanti le curve sulla
sfera n-dimensionale Sn−1 := {x ∈ Rn| ||x|| = 1}. Mostreremo che per ogni
punto p ∈ Sn−1 possiamo costruire una curva chiusa su Sn−1 di lunghezza
assegnata L e media (1 − δ)p, a patto che δ/L sia sufficientemente piccolo;
tale curva inizia e finisce nel punto p e si può costruire per raccordare in
modo liscio ogni data curva che passa per p.
Dimostreremo che una curva di lunghezza L, simmetrica rispetto a p, si
può contrarre su Sn−1 con continuità al punto p, preservandone lunghezza e
simmetria, finché la sua media non raggiunge il valore desiderato.
A tal fine, dobbiamo costruire una famiglia opportuna di contrazioni sulla
sfera, per definire tali contrazioni sfruttiamo la famiglia di funzioni fornita
dal seguente lemma.
Lemma 1.4.1. Per ogni intervallo [0, b] ⊂ R e per ogni ε ∈ (0, b) esiste una
famiglia continua di funzioni lisce ft : [0, b]→ [0, b] per t ∈ [0, 1) tale che:
i. f0(x) = x ∀x ∈ [0, b];
ii. ft(x) = x ∀x ∈ [0, (1− t)ε];
iii. per ogni t fissato, ft è crescente;
iv. per ogni coppia di punti x, y ∈ [0, b], |ft(x)−ft(y)|, come funzione di t,
converge in modo monotono a 0 se t→ 1 ed è strettamente decrescente
se x o y appartengono all’intervallo [ε, b].
Dimostrazione. La famiglia di funzioni ft si costruisce integrando una fa-
miglia opportuna di funzioni che indicheremo con gt. Fissiamo ft(0) := 0;
richiediamo che (gt)t∈[0,1) sia una famiglia di funzioni lisce che soddisfino le
seguenti proprietà:
(i) g0 ≡ 1 su [0, b];
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(ii) gt ≡ 1 su [0, (1− t)ε] per 0 ≤ t < 1;




gt(s)ds| converge in modo monotono a 0 per t→ 1 ed è strettamente
decrescente se x o y appartengono a [ε, b]
(affinché sia soddisfatta la (iv) è sufficiente richiedere che gt(x) converga in
modo monotono a 0 per ogni fissato x > 0 e sia strettamente decrescente in





Per la regolarità imposta sulle gt, le ft(x) sono funzioni lisce in x. Dalla






ds = x ∀x ∈ [0, b]. Dalla
(ii) segue in modo analogo che ft(x) = x ∀x ∈ [0, (1− t)ε]. Dalla (iii) si ha
che gt è una funzione non negativa e quindi per ogni t fissato, ft è crescente.









gt(s)ds| = |ft(x)−ft(y)| dalla
condizione (iv) per la famiglia delle gt segue immediatamente la proprietà iv.
per la famiglia delle ft.
Per concludere, costruiamo esplicitamente una famiglia di funzioni che sod-
disfi tutte le proprietà richieste alle gt. Tale famiglia è formata dalle funzioni
cos̀ı definite
gt(x) := 1− t ψt(x)






, per x ∈ [0, b]






, se x ∈ [(1− t)ε, (1− t)ε̄]
0, altrimenti
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quindi ψt(x) ≡ 0 se x ∈ [0, (1− t)ε] e ψ ≡ 1 se x ∈ [(1− t)ε̄, b].
Verifichiamo che la famiglia (gt)t∈[0,1) soddisfi le proprietà richieste. Per come
abbiamo definito le gt, se t = 0, g0 ≡ 1 su [0, b]. Se 0 ≤ t < 1, gt ≡ 1 su
[0, (1 − t)ε], dato che ψt(x) = 0 se x ∈ [0, (1 − t)ε]. La positività delle gt
si dimostra osservando che se t ∈ [0, 1) allora t ψt(x) ∈ [0, 1) (dato che per
definizione ψt ∈ [0, 1]) e quindi gt(x) = 1− t ψt(x) > 0. Per quanto riguarda
la proprietà (iv), basta mostrare che gt(x) converge in modo monotono a 0
per x > 0 fissato ed è strettamente decrescente se x ∈ [ε, b].
Definizione 1.4.2. (Riflessione del punto x rispetto ad un punto p). Siano
x e p due punti in Sn−1, la riflessione di x rispetto a p, indicata con x′, è
uguale a x se x = ±p, altrimenti x′ è il punto, oltre x stesso, che sta sulla
geodetica passante per p e x, tale che distSn−1(x
′, p) = distSn−1(p, x).
La riflessione di un insieme X ⊂ Sn−1 rispetto al punto p, è l’insieme X ′
che si ottiene riflettendo ogni punto di X rispetto a p. Se X = X ′ diremo che
X è simmetrico rispetto a p. Diremo che una mappa f : A ⊂ Sn−1 → Sn−1
conserva la simmetria rispetto a p se per ogni insieme X ⊂ A simmetrico
rispetto a p, anche la sua immagine mediante f , cioè f(X), è simmetrica
rispetto a p.
Definizione 1.4.3. (Legge dei coseni sferici). Su una sfera unitaria, un
triangolo sferico è definito dai segmenti di geodetica che collegano tre punti
A, B e C, supponiamo che la lunghezza di questi tre segmenti sia a per il
segmento da A a B, b per il segmento da A a C e c per il segmento da B a
C, chiamiamo α l’angolo opposto al segmento da B a C, allora la legge dei
coseni sferici afferma che:
cos c = cos a cos b+ sin a sin b cosα (1.4.1)
Lemma 1.4.4. Sia p ∈ Sn−1 e H una semisfera centrata in p. Esiste una
famiglia continua di embedding lisci φt : H → Sn−1, per t ∈ [0, 1), che
preservano la simmetria rispetto a p, e tali che:
i. φ0 è l’identità;
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ii. ogni φt coincide con l’identità su un opportuno intorno di p;
iii. φt converge a p se t tende a 1;
iv. per ogni coppia di punti q, r ∈ H e t > s si ha
distSn−1(φt(q), φt(r)) ≤ distSn−1(φs(q), φs(r)) ; (1.4.2)
inoltre, per ogni intorno aperto U ⊂ Sn−1 di p, l’ultima disuguaglianza è
stretta se q oppure r non appartiene ad U .
Dimostrazione. Sia U ⊂ Sn−1 un intorno aperto di p, scegliamo ε ∈ (0, π/2)
in modo che BSn−1(p, ε) (cioè la palla geodetica su S
n−1 centrata in p e di
raggio ε) sia contenuta in U . Tramite il Lemma 1.4.1, otteniamo una famiglia
di funzioni ft : [0, π/2]→ [0, π/2]. Sia q ∈ BSn−1(p, ε), definiamo φt(q) come
il punto sul segmento di geodetica che passa per q e p, tale che
distSn−1(φt(q), p) = ft(distSn−1(q, p)) . (1.4.3)
Per la proprietà (iii.) del Lemma 1.4.1, le funzioni ft sono crescenti per ogni
fissato t. Da ciò segue che ogni φt è un embedding. Mostriamo che le φt
soddisfano le proprietà richieste. Dato che f0(x) = x ∀x ∈ [0, π/2] ed
avendo definito φ0(q) come il punto sul segmento di geodetica che passa per
q e p tale che




= distSn−1(q, p) ,
si ha che φ0(q) = q, quindi φ0 è l’identità. Dalla proprietà (ii.) del Lemma
1.4.1 segue che
distSn−1(φt(q), p) = distSn−1(q, p) ∀q t.c. distSn−1(q, p) ∈ [0, (1− t)ε]
quindi φt coincide con l’identità su un opportuno intorno di p.
La proprietà (iv.) del Lemma 1.4.1 afferma che, per ogni coppia di punti
x, y ∈ [0, π/2], |ft(x)−ft(y)| come funzione di t, converge in modo monotono
a 0 se t→ 1, quindi si ha che∣∣ft(distSn−1(q, p))− ft(distSn−1(φ−1t (p), p))∣∣
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come funzione di t, converge in modo monotono a 0 se t → 1. Per come
abbiamo definito le φt si ha che∣∣distSn−1(φt(q), p)− distSn−1(φt(φ−1t (p)), p)∣∣ −−→
t→1
0
in modo monotono, quindi∣∣distSn−1(φt(q), p)− distSn−1(p, p)∣∣ = ∣∣distSn−1(φt(q), p)∣∣
come funzione di t, converge in modo monotono a 0 se t → 1. Segue allora
che φt converge a p se t→ 1.
Dimostriamo la proprietà iv. Per comodità adottiamo le seguenti notazioni:
per ogni q ∈ Sn−1 sia q̄ := distSn−1(q, p) e qt := φt(q); quindi la relazione
(1.4.3) diventa:
q̄t = ft(q̄) .
Applicando la legge dei coseni sferici (1.4.1) al triangolo sferico di vertici qt, p
e rt otteniamo:
cos (distSn−1(qt, rt)) = cos q̄t cos r̄t + sin q̄t sin r̄t cos θ
dove θ è l’angolo con vertice in p del triangolo considerato, e analogamente
cos (distSn−1(qs, rs)) = cos q̄s cos r̄s + sin q̄s sin r̄s cos θ
dato che la distanza tra due punti qualunque di H è al più π (perché H è
una semisfera) ed il coseno è una funzione decrescente nell’intervallo [0, π],
la (1.4.2) è vera se e solo se
cos (distSn−1(qt, rt)) ≥ cos (distSn−1(qs, rs)) .
Per le relazioni viste sopra, tale disuguaglianza è equivalente alla seguente:
cos q̄t cos r̄t − cos q̄s cos r̄s ≥ (sin q̄s sin r̄s − sin q̄t sin r̄t) cos θ . (1.4.4)
Si può osservare che q̄t = ft(q̄) − ft(0) è una funzione non crescente di t (si
veda la iv. del Lemma 1.4.1); quindi se per ipotesi t > s, si avrà q̄t ≤ q̄s ed
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analogamente r̄t ≤ r̄s. Dato che i valori su cui calcolo i seni appartengono
tutti all’intervallo [0, π/2] ed in tale intervallo sin è crescente, si ha:
sin q̄s sin r̄s − sin q̄t sin r̄t ≥ 0 .
Segue che la (1.4.4) è vera se
cos q̄t cos r̄t − cos q̄s cos r̄s ≥ sin q̄s sin r̄s − sin q̄t sin r̄t
e quest’ultima è equivalente a
cos(q̄t − r̄t) ≥ cos(q̄s − r̄s) . (1.4.5)
Non è restrittivo supporre che q̄ ≥ r̄, in tal caso q̄t ≥ r̄t, in quanto ft è una
funzione crescente per ogni t fissato e q̄t = ft(q̄). Analogamente q̄s ≥ r̄s.
Inoltre, per costruzione delle ft si ha che q̄t ∈ [0, π/2], per cui q̄t− r̄t e q̄s− r̄s
appartengono all’intervallo [0, π/2]. Dato che la funzione cos è decrescente
sull’intervallo [0, π/2], la disuguaglianza (1.4.5) vale se
q̄t − r̄t ≤ q̄s − r̄s .
Riscrivendo tale disuguaglianza come
ft(q̄)− ft(r̄) ≤ fs(q̄)− fs(r̄) (1.4.6)
si vede che tale disuguaglianza è vera per la proprietà iv. del Lemma 1.4.1.
Rimane da dimostrare che la disuguaglianza (1.4.2) è stretta se q oppure r
non appartengono ad U . Supponiamo che q /∈ U . Dato che per ipotesi q ∈ H
ma non è contenuto nella palla centrata in p e di raggio ε, si deve avere
q̄ ∈ [ε, π/2]. A questo punto, utilizzando la proprietà iv. del Lemma 1.4.1,
si ottiene che la disuguaglianza (1.4.6) è stretta e di conseguenza anche la
disuguaglianza (1.4.2) lo è.
Possiamo quindi enunciare il seguente Lemma, che, sotto opportune ipo-
tesi, ci permette di deformare (dentro Sn−1) in modo continuo una data curva
in Sn−1 conservandone lunghezza e simmetria.
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Lemma 1.4.5. Sia f0 ∈ Immα([a, b],Sn−1) con f0(a) = p = f0(b), tale che
f0 si raccordi in modo liscio (almeno Cα) in p e f0([a, b]) sia contenuto in una
semisfera centrata in p, allora esiste una famiglia continua di curve immerse
ft ∈ Immα([a, b],Sn−1) per t ∈ [0, 1), tale che length[ft] = length[f0] ed ft
converge a p per t che tende a 1.
Inoltre possiamo richiedere che per ogni t ∈ [0, 1) ci sia un intorno aperto
degli estremi dell’intervallo [a, b], in cui ft = f0 e ft sia simmetrica rispetto
a p, nel caso in cui f0 presenti tale simmetria.
Dimostrazione. Possiamo supporre per comodità che ||f ′0|| = 1, in tal caso
length[f0] = b − a; definiamo αt := φt ◦ f0 per t ∈ [0, 1), dove le φt so-
no costruite tramite il Lemma 1.4.4 in cui l’intorno U è scelto abbastanza
piccolo in modo che non contenga interamente f0([a, b]). In questo modo,
la famiglia delle αt ∈ Immα([a, b],Sn−1) è una famiglia continua che sod-
disfa le proprietà richieste su ft, eccetto che per length[αt] che è stretta-
mente decrescente (per come è stato scelto l’intorno U , le curve αt si con-
traggono). Si osserva che ∀t ∈ [0, 1) esiste un unico s(t) ∈ [0, 1) tale che
length[αs(t)] = (1− t)(b−a), quindi dopo un’opportuna reindicizzazione pos-
siamo supporre che length[αt] = (1 − t)(b − a). A questo punto possiamo
riparametrizzare in modo che:
αt : [a, b− t(b− a)]→ Sn−1
ed αt abbia velocità unitaria. Definiamo la famiglia di curve
βt : [b− t(b− a), b]→ Sn−1
in questo modo:
βt(s) := α1−t(s− (1− t)(b− a)) .
Per t ∈ [0, 1/2] sia ft : [a, b]→ Sn−1 la curva cos̀ı definita:
ft(s) :=
{
αt(s), se s ∈ [a, b− t(b− a)]
βt(s), se s ∈ (b− t(b− a), b]
.
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La famiglia delle (ft)t è una famiglia continua di immersioni Cα (le curve che
abbiamo costruito, si raccordano in modo che tutto sia Cα grazie al fatto che
ogni φt coincide con l’identità su un opportuno intorno di p, dunque su un
opportuno intorno di p, eventualmente ristretto, αt e βt coincidono con f0
che per ipotesi è si raccorda in modo Cα nel punto p). Inoltre dato che ft ha
velocità costante unitaria, length[ft] = (b − a) = length[f0], come richiesto.
Si può notare che f1/2 è la curva che copre due volte il sostegno della curva
α1/2, dato che α1/2 e β1/2 hanno lo stesso sostegno.
Abbiamo mostrato dunque che possiamo deformare in modo continuo f0,
conservandone lunghezza, simmetria ed altre proprietà richieste, fino a co-
prire due volte una curva la cui lunghezza è la metà della lunghezza di f0.
Possiamo iterare questo procedimento e definire ft per t ∈ [1/2, 3/4], parten-
do dalla curva f1/2 e arrivando alla curva f3/4 che coprirà quattro volte una
curva la cui lunghezza è un quarto della lunghezza di f0. Consideriamo per
t ∈ [1/2, 3/4] la curva
αt : [a, b− t(b− a)]→ Sn−1










. In questo caso dovremmo
dividere l’intervallo [a, b] in quattro parti le cui ampiezze dipendono da t, tali
intervalli sono i seguenti:
[a, b− t(b− a)],
[















− t (b− a), b
]
.
In questo modo quando t = 3
4
si ottiene una suddivisione dell’intervallo [a, b]
in quattro parti della stessa lunghezza. Analogamente a quanto fatto in
precedenza, definiamo la famiglie di curve βt
βt :
[
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come
βt(s) := α 3
2










































αt(s), se s ∈ [a, b− t(b− a)];
βt(s), se s ∈
(










− t (b− a)
]
;




− t (b− a), b
]
.
Si può notare che f3/4 è la curva che copre quattro volte il sostegno della
curva α3/4, quindi possiamo deformare in modo continuo f0, conservandone
lunghezza, simmetria ed altre proprietà richieste, fino a coprire quattro volte
una curva la cui lunghezza è un quarto della lunghezza di f0.








con 0 ≤ k ≤ +∞ ,





si ha che ft ha sostegno che coincide con quello di una curva la cui lunghezza
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diventa arbitrariamente piccola per j grande e quindi la distanza della curva
dal punto p tende a 0. Infine, nel caso in cui la curva iniziale f0 sia simmetrica
rispetto a p, anche le ft presentano tale proprietà, dato che la famiglia delle
φt preserva la simmetria rispetto al punto p.
Possiamo ora enunciare la seguente Proposizione:
Proposizione 1.4.6. Sia p ∈ Sn−1, U ⊂ Sn−1 un intorno aperto di p ed
l, c > 0. Esiste δ̄ > 0 tale che ∀δ ∈ (0, δ̄] e per ogni intervallo [a, b] ⊂ R con
(b− a) ≥ l, si può trovare una curva immersa f : [a, b]→ U tale che:
i. f ha velocità costante uguale a c;
ii. ave[f ] = (1− δ)p;
iii. f(a) = p = f(b);
iv. f ′(a) è parallelo a f ′(b).
Inoltre se C ⊂ Sn−1 è l’immagine di un qualsiasi embedding di classe Cα≥1
definito su [a, b] che passi per p, allora possiamo richiedere che f ammetta
un’estensione Cα f̃ : [a− ε, b+ ε]→ Sn−1 per opportuni valori di ε > 0, tale
che
f̃([a− ε, a] ∪ [b, b+ ε]) ⊂ C
e f̃ ′(a) sia parallelo alla direzione di C in p.
Dimostrazione. Innanzi tutto vediamo come si può ottenere δ̄. Consideriamo
un piccolo segmento curvilineo di Sn−1 di estremi q ed r che contenga p
nella sua parte interna e che sia contenuto in U . Possiamo supporre che q
preceda p rispetto alla direzione scelta; sia q′r′ la riflessione del segmento
qr rispetto a p. Se abbiamo scelto q ed r abbastanza vicini a p possiamo
assumere che il segmento q′r′ sia contenuto anch’esso in U . I punti q′ ed r
possono essere arbitrariamente vicini, purché la lunghezza λ del segmento
qr sia sufficientemente piccola; infatti se prendiamo λ abbastanza piccola,
possiamo dire che q ed r sono vicini tra loro ed entrambi vicini a p, da ciò
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segue che anche il simmetrico di q, cioè q′, è vicino a p, quindi per la proprietà
transitiva si ha che q′ è vicino a r. In particolare possiamo scegliere λ in
modo che la distanza tra r e q′ sia minore di (lc − 2λ)/2 ed il segmento di
geodetica più breve che colleghi r e q′ sia contenuto in U . Dato che per ipotesi
(b− a) ≥ l, r e q′ possono essere collegati mediante un segmento liscio rq′ di
lunghezza ((b− a)c− 2λ)/2 in U che si collega ai segmenti qr e q′r′ in modo
liscio. Questo segue dal fatto che se la lunghezza del segmento di geodetica
che congiunge r e q′ è minore di (lc− 2λ)/2, allora posso trovare una curva
liscia, che non è più un segmento di geodetica, di lunghezza maggiore, cioè
pari a ((b− a)c− 2λ)/2, che si raccordi ai segmenti qr e q′r′ in modo liscio.
Riflettendo rq′ rispetto a p, otteniamo il segmento r′q che collega le altre due
estremità dei segmenti.
Figura 1.1: proiezione del segmento e costruzione della curva chiusa liscia.
Abbiamo ottenuto una curva chiusa liscia di lunghezza (b−a)c che possiamo
parametrizzare con f : [a, b] → Sn−1 di velocità costante c, tale che f(a) =
p = f(b) e f percorre i punti considerati in questo ordine p, r, q′, p, r′,
q, p. Per simmetria, si ha che ave[f ] = kp con k ∈ (0, 1). Se fissiamo
allora δ̄ := 1 − k, risulta ||ave[f ] − p|| = δ̄. Dal Lemma 1.4.5 segue che
possiamo deformare f con continuità al punto p, conservandone simmetria
e lunghezza; quindi possiamo rendere ||ave[f ]− p|| arbitrariamente piccolo, e
possiamo richiedere che sia ||ave[f ]− p|| = δ, ∀δ ∈ (0, δ̄].
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1.5 Approssimazioni a velocità costante per
curve sferiche
Sfruttando i risultati della sezione precedente, possiamo mostrare che ogni
curva f su Sn−1 può essere approssimata da un’altra curva su Sn−1 che ab-
bia la stessa media di f e velocità uguale a una costante assegnata, che sia
maggiore o uguale della massima velocità di f . Per trovare la curva approssi-
mante, è necessario aggiungere un certo numero di piccoli loop all’immagine
di f ; per determinare i punti in cui questi loop devono essere ‘incollati’ e la
lunghezza di ciascuno, richiameremo alcuni risultati di teoria della convessità
visti in precedenza.
Teorema 1.5.1. Sia f ∈ Immα([a, b],Sn−1), U ⊂ Sn−1 un intorno aperto di
f([a, b]) e c una costante tale che c ≥ max ||f ′||. Supponiamo che int conv[f ] 6=
∅ ed inoltre che o c > max ||f ′||, oppure che non esista alcun iperpiano di
supporto proprio di f([a, b]) che contenga f
(
supp(−||f ′||+ max ||f ′||)
)
. Allora
esiste f̃ ∈ Immα([a, b],Sn−1) tale che:
i. f̃ ha velocità costante c;








iv. f̃(a) = f(a) e f̃(b) = f(b);
v. ∀η > 0 ∃η̃ > 0 tale che f̃([a, a + η̃]) ⊂ f([a, a + η]) e f̃([b − η̃, b]) ⊂
f([b− η, b]);
vi. se f è una curva chiusa anche f̃ è chiusa.
Dimostrazione. Se ||f ′|| ≡ c possiamo porre f̃ := f , che ovviamente soddisfa
tutte le proprietà enunciate. Se ||f ′|| 6≡ c, per costruire f̃ dobbiamo “incollare”
ad f dei piccoli loop in un certo numero di punti determinati nel modo
seguente. Innanzi tutto poniamo λ := ave[||f
′||]
c
, dato che abbiamo supposto
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che c fosse una costante c ≥ max ||f ′||, risulta ovvio che ||f ′|| può essere o una
funzione non costante che assume valori ≤ c oppure una funzione costante















quindi in tal caso λ < 1.
Dato che per ipotesi int conv[f ] 6= ∅, deve essere relint conv[f ] = int conv[f ],
quindi usando la Proposizione 1.3.12 si ottiene che
ave[f ]− λ cm[f ]
(1− λ) ∈ int conv[f ] .
Dato che per ipotesi int conv[f ] 6= ∅, possiamo scegliere un δ̄ abbastanza
piccolo in modo che ∀δ ∈ [0, δ̄]
q(δ) :=
ave[f ]− λ cm[f ]
(1− λ)(1− δ) ∈ int conv[f ] .
A questo punto per il Teorema di Steinitz 1.2.11 ci sono k ≤ 2n punti che
denoteremo con ti ∈ [a, b] tali che
q(δ) ∈ int conv
{
f(t1), . . . , f(tk)
}
.
Scegliamo k più piccolo possibile, potendo cos̀ı assumere che ciascun f(ti) sia
un punto estremo del politopo conv
{
f(t1), . . . , f(tk)
}
; questi sono i punti in
cui verranno attaccati i loop. Ora utilizzando il Teorema 1.2.12 ed il Lemma





dove, per comodità abbiamo denotato con φi(δ) i coefficienti della somma-
toria (ma occorre puntualizzare che tali valori sono dati dalla valutazione
delle funzioni continue φi nel punto q(δ), cioè φi(δ) := φi(q(δ)) ). Possiamo
supporre φi(0) > 0 e quindi se scegliamo δ̄ abbastanza piccolo (ogni φi è
continua) si ha che φi(δ) > 0 ∀δ ∈ [0, δ̄]. Sia mi il minimo di φi su [0, δ̄].
Dovrà essere φi(δ) ≥ mi > 0.
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Dividiamo l’intervallo [a, b] in 2k + 1 sotto-intervalli; per fare questa suddi-
visione utilizziamo i k punti ti ∈ [a, b] considerati prima, poniamo t0 := a e





che è la distanza tra f(ti−1) e f(ti) lungo f . Quindi L =
∑k+1
i=1 Li è la
lunghezza totale della curva f . Definiamo i punti xj per j = 0, . . . , 2k+1 nel
modo seguente, a seconda che j sia dispari (j = 2i − 1 per i = 1, . . . k + 1)
oppure pari (j = 2i per i = 1, . . . k)
x0 := a ,
x2i−1 := x2i−2 +
Li
L
λ(b− a), per i = 1, . . . , k + 1 ,
x2i := x2i−1 + (1− λ)(b− a)φi(δ), per i = 1, . . . , k .
Si ha allora che
x2i − x2i−1 = x2i−1 + (1− λ)(b− a)φi(δ)− x2i−1 =
= (1− λ)(b− a)φi(δ) ≥ (1− λ)(b− a)mi > 0 .
A questo punto per ogni fissato i = 1, . . . , k poniamo pi := f(ti). Abbia-
mo che U è già un intorno di pi essendo per ipotesi un intorno di f([a, b]).
Poniamo anche li := (1 − λ)(b − a)mi, per cui, utilizzando la Proposizione
1.4.6, si ottiene un opportuno valore δ̄i > 0. Ovviamente troveremo k valori
δ̄1, . . . , δ̄k, per cui scegliamo δ ∈ (0, δ̄) in modo che δ ≤ mini=1,...,k δ̄i.
Definiamo f̃ : [a, b]→ Sn−1 come la curva che manda gli intervalli [x2i−2, x2i−1]
per i = 1, . . . , k + 1, nel segmento della curva f dato da f([ti−1, ti]), e gli in-
tervalli [x2i−1, x2i] per i = 1, . . . , k, nel loop fornito dalla Proposizione 1.4.6
prendendo come p il punto pi := f(ti), U := U , c := c, [a, b] := [x2i−1, x2i] e
C un segmento dell’immagine di f vicino a f(ti). Assumiamo che la curva f̃
sia di classe Cα, in quanto possiamo costruire i loop in modo che si raccor-
dino alla curva in modo liscio (cioè Cα). La curva f̃ ha velocità costante, in
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particolare si ha che





Per vederlo, osserviamo innanzi tutto che ciascun intervallo [x2i−2, x2i−1] per
i = 1, . . . , k + 1 (che viene mandato in f([ti−1, ti])) ha lunghezza pari a
x2i−1 − x2i−2 = x2i−2 +
Li
L




La curva f̃ , ristretta all’intervallo [x2i−2, x2i−1], ha lunghezza Li, quindi la
sua velocità su tale intervallo è






λ(b− a) , (1.5.2)
come si può vedere essa non dipende da i quindi è la stessa su ogni arco della
curva f̃ definito sull’intervallo [x2i−2, x2i−1] per i = 1, . . . , k + 1. A questo
punto, notiamo che




||f ′(t)||dt = L
b− a
quindi
L = (b− a) ave[||f ′||] .
Sostituendo nella (1.5.2) si ottiene




(nell’ultima uguaglianza abbiamo usato il fatto che, per definizione di λ, si ha
ave[||f ′||] = λ c) quindi su tutti gli intervalli [x2i−2, x2i−1] per i = 1, . . . , k+ 1,
la curva f̃ ha velocità c. Dato che per costruzione, ciascun loop ha velocità
costante pari a c, possiamo concludere che la curva f̃ da noi costruita ha
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(utilizzando la proprietà ii. della Proposizione 1.4.6)
= (1− λ)φi(δ)(1− δ)f(ti) ,











(utilizzando la (1.5.1) e poi la definizione di q(δ))
= (1− λ)(1− δ)q(δ) = ave[f ]− λ cm[f ] .









































= λ cm[f ] ,
dove l’ultima uguaglianza segue dal fatto che il centro di massa di una curva
è uguale alla media pesata dei centri di massa dei suoi tratti. A questo punto



















f̃(t)dt = ave[f ] ,
e ciò dimostra che la condizione iii. del Teorema è verificata.
Capitolo 2
Teorema di trasversalità di
Thom
Questo capitolo è incentrato su alcuni risultati di Teoria della Trasversa-
lità; dopo aver definito i concetti di fibrato, sezione e getti di mappe (anche
tra varietà), enunciamo il Teorema di Trasversalità di Thom, che sarà di fon-
damentale importanza per le dimostrazioni del Capitolo 4. Per gli argomenti
qui trattati si faccia riferimento a [EM02], [GG73] e [KMS93].
2.1 Nozione di fibrato e di sezione
Definizione 2.1.1. (Fibrato). Siano E, M , S delle varietà e p : E → M
una mappa liscia (C∞) e suriettiva. Diciamo che p : E → M è un fibrato se
∀x ∈M esiste un intorno aperto U ⊂M tale che la controimmagine p−1(U)
(detta fibra di E sopra U ) sia diffeomorfa ad U×S tramite un diffeomorfismo
φ che rispetti le fibre, cioè si richiede che il seguente diagramma commuti:





(abbiamo denotato con proj1 : U × S → U la proiezione naturale sul primo
fattore). La varietà E è detta spazio totale, M è lo spazio di base, la mappa
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p è detta proiezione, S è detta fibra standard ed (U, φ) è una banalizzazione
locale di E su U .
In definitiva, un fibrato si può vedere come una mappa liscia e suriettiva
fra varietà p : E → M , che localmente è la proiezione sul primo fattore, del
prodotto dell’intorno U con la fibra standard S.
Definizione 2.1.2. (Sezione). Una sezione di un fibrato p : E → M è una
mappa liscia s : M → E tale che p ◦ s = IdM .
Da qui in avanti siano V , W ed X delle varietà differenziabili di dimen-
sione finita rispettivamente n, q ed n + q, e sia r un intero non negativo.
Quando parliamo di mappe o di sezioni fra queste varietà, sottintendiamo
che siano lisce, cioè C∞; per famiglia di mappe o di sezioni intendiamo una
famiglia continua, che sia liscia nel caso in cui sia necessario differenziare.
Seguendo le notazioni presenti in [Gr86] denoteremo con OpA un intorno
aperto di A ⊂ V .
Se come spazio totale E considero il prodotto fra varietà V ×W e come
mappa p la proiezione sul primo fattore, si ha che p : V ×W → V è un fibrato
banale con base V e fibra standard W .
Osservazione 2.1.3. A volte risulta comodo pensare una mappa f : Rn → Rq
come il suo grafico Γf ⊂ Rn × Rq. Il grafico si può vedere come immagine
della mappa Rn → Rn × Rq definita mandando x 7→ (x, f(x)). Quindi ogni
mappa f : Rn → Rq si può vedere come una sezione Rn → Rn×Rq del fibrato
banale Rn × Rq → Rn. Similmente ogni mappa f : V → W , si può pensare
come una sezione V → V ×W del fibrato banale V ×W → V .
2.2 Getti di mappe da Rn in Rq
Definizione 2.2.1. (r-getto di una funzione un punto). Sia f : Rn → Rq una
mappa liscia C∞ ed x ∈ Rn. L’r-getto di f in x è la stringa dei differenziali
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di f fino all’ordine r:
Jrf (x) =
(
f(x), f ′(x), . . . , f (r)(x)
)
dove le f (k)(x) sono mappe multilineari, simmetriche, definite su Rn × · · · × Rn︸ ︷︷ ︸
k volte
a valori in Rq. In particolare, quando i k vettori sono tutti uguali a v si ha








Osservazione 2.2.2. Per comprendere la definizione precedente, ricordiamo
che un multi-indice n-dimensionale è una n-upla di numeri interi maggiori o
uguali a zero:
α = (α1, ..., αn) ∈ (N ∪ {0})n ,
l’ordine di α è |α| := α1 + ... + αn, e si definisce Dαf = ∂α1x1 ∂α2x2 · · · ∂αnxn f .
Quindi f (k) è formato da tutte le derivate Dαf tali che |α| = k, scritte in
ordine lessicografico.
Sia dk = d(n, k) il numero di tutte le derivate parziali D
α di ordine k di
una funzione Rn → R. L’r-getto della mappa f : Rn → Rq nel punto x, si
può vedere come un punto dello spazio
Rq × Rqd1 × · · · × Rqdr = RqNr
dove Nr = 1 + d1 + · · ·+ dr.
Osservazione 2.2.3. Si può dimostrare che d(n, k) = (n+k−1)!




Definizione 2.2.4. (Spazio degli r-getti). Al variare di x ∈ Rn otteniamo
tutti i possibili valori degli r-getti della mappa f : Rn → Rq nel punto x,
quindi lo spazio:
Jr(Rn,Rq) := Rn × RqNr = Rn × Rq × Rqd1 × · · · × Rqdr
è detto spazio degli r-getti delle mappe Rn → Rq, oppure spazio degli r-getti
delle sezioni Rn → Rn × Rq.
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Esempio 2.2.5. Si vede facilmente che J1(Rn,Rq) ∼= Rn × Rq ×Mq×n dove
Mq×n ∼= Rqn è lo spazio delle matrici q × n (fissata una f è proprio la sua
matrice jacobiana).
Definizione 2.2.6. (r-getto estensione di f). Consideriamo il seguente
fibrato banale:
pr : Jr(Rn,Rq) = Rn × RqNr → Rn .
Come precedentemente osservato, una funzione f : Rn → Rq si può vedere
come una sezione del fibrato banale su Rn × Rq, quindi
Jrf : Rn → Jr(Rn,Rq) tale che x 7→ Jrf (x)
si può vedere una sezione del fibrato pr ed è chiamata r-getto di f, oppure
r-getto estensione di f.
2.3 Definizione invariante di getti
In questa sezione vogliamo definire lo spazio Jr(V,W ) degli r-getti di se-
zioni V → V ×W di un fibrato banale p : V ×W → V ; e più in generale lo
spazio degli r-getti delle sezioni V → X di un arbitrario fibrato p : X → V .
Dobbiamo quindi definire i getti in modo invariante.
Per prima cosa definiamo il concetto di r-getto per mappe fra varietà.
Parlando approssimativamente, diremo che due mappe f, g : V → W deter-
minano lo stesso r-getto nel punto x ∈ V , se sono r-tangenti nel punto x.
Per dare una definizione precisa, dobbiamo definire il concetto di tangenza
di ordine r tra due curve su una varietà.
Definizione 2.3.1. (Curve r-tangenti in zero). Due curve lisce γ, δ : R→ V
sono r-tangenti in zero, se per ogni funzione liscia ϕ : V → R, si ha che la
differenza ϕ ◦ γ − ϕ ◦ δ si annulla con ordine r nel punto 0 ∈ R.
In tal caso scriveremo γ ∼r δ in zero, ovviamente ∼r è una relazione di
equivalenza; si può notare facilmente che per r = 0 tale relazione significa
richiedere che γ(0) = δ(0).
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Osservazione 2.3.2. Ricordiamo che una funzione liscia da R a valori in R,
si annulla con ordine r in un punto, se tutte le sue derivate fino all’ordine r
si annullano in quel punto.
Lemma 2.3.3. Se γ ∼r δ in zero, allora per ogni mappa liscia f : V → W
si ha che (f ◦ γ) ∼r (f ◦ δ) in zero.
Dimostrazione. Sia ϕ : W → R una funzione liscia, allora ϕ◦f è una funzione
liscia da V a valori in R ed utilizzando proprio ϕ ◦ f nella definizione di r-
tangenza tra γ e δ, segue che ϕ ◦ f ◦ γ − ϕ ◦ f ◦ δ si annulla con ordine r in
zero e quindi che f ◦ γ ∼r f ◦ δ in zero.
Definizione 2.3.4. (Equivalenza di r-getti in un punto). Diremo che due
mappe f, g : V → W determinano lo stesso r-getto nel punto x ∈ V (o che
sono r-tangenti nel punto x), se per ogni curva γ : R→ V tale che γ(0) = x,
le curve f ◦ γ e g ◦ γ sono r-tangenti in zero.
La definizione precedente fornisce una relazione di equivalenza e le clas-
si di equivalenza che determina definiscono gli r-getti della f nel punto
considerato x.
Definizione 2.3.5. (r-getto di f in x). La classe di r-tangenza di una mappa
f : V → W in un punto x ∈ V è chiamata r-getto di f in x ed è denotata
con Jrf (x).
A questo punto possiamo definire il concetto di r-getto per una generica
sezione f : V → X.
Definizione 2.3.6. (Sezioni r-tangenti in un punto). Sia v ∈ V . Due
sezioni locali f : Op v → X e g : Op v → X del fibrato p : X → V sono dette
r-tangenti nel punto v se f(v) = g(v) ed inoltre
Jrϕ ◦ f (v) = J
r
ϕ ◦ g(v)
per qualche banalizzazione locale ϕ : U → Rn×Rq di X in un intorno U del
punto x = f(v) = g(v).
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Osservazione 2.3.7. Senza la definizione di r-getto per una mappa fra varietà,
non avrei potuto dare la definizione precedente, perché Jrϕ ◦ f (v) e J
r
ϕ ◦ g(v)
sono r-getti di mappe definite su varietà.
Definizione 2.3.8. (r-getto di f in v). La classe di r-tangenza di una sezione
f : Op v → X in un punto v ∈ V è chiamata r-getto di f in v, ed è denotata
con Jrf (v).
Consideriamo un fibrato liscio p : X → V , denotiamo con X(r) l’insieme
formato da tutti gli r-getti di sezioni V → X (anche detto spazio degli r-getti
associati al fibrato p : X → V ) . Possiamo definire le mappe prs : X(r) → X(s)
per r > s ≥ 0 (dove per definizione X(0) = X) come le proiezioni naturali.
Si può osservare che le mappe prs sono dei fibrati. Se consideriamo la mappa
pr0 : X
(r) → X e la componiamo con il fibrato p otteniamo la mappa pr :=
p ◦ pr0 : X(r) → V . A questo punto se considero le mappe
ϕr : (pr0)
−1(U)→ Jr(Rn,Rq)
estensioni delle banalizzazioni locali ϕ : U → Rn × Rq, che mandano le
classi di r-tangenza di sezioni locali di X nelle classi di r-tangenza delle
loro immagini in Jr(Rn,Rq), definiscono una struttura liscia su X(r) tale che
pr : X(r) → V diventa un fibrato liscio.
Definizione 2.3.9. (r-getto estensione del fibrato p). Il fibrato
pr : X(r) → V
appena visto, è detto r-getto estensione del fibrato p : X → V .
Definizione 2.3.10. (r-getto estensione della sezione f : V → X).
La sezione
Jrf : V → X(r) v 7→ Jrf (v)
è detta r-getto della sezione f : V → X (oppure r-getto estensione di f).
Concludiamo la sezione fornendo la definizione di sezioni olonome nello
spazio dei getti X(r).
2.4 Teoria della trasversalità 41
Definizione 2.3.11. (Sezione olonoma). Una sezione F : V → X(r) è detta
olonoma se è l’r-getto della sezione pr0 ◦ F : V → X, cioè se F = Jrpr0◦F .
Quindi una sezione F : V → X(r) è olonoma se si può vedere come r-getto
di una opportuna sezione f : V → X tale che f = pr0 ◦ F . Si può osservare
inoltre, che se tale f esiste, essa è unica.
2.4 Teoria della trasversalità
In questa sezione introduciamo alcuni concetti di teoria della trasversa-
lità ed enunciamo il Teorema di Trasversalità di Thom. Infine vediamo due
conseguenze importanti di tale teorema; dimostriamo infatti, che le prime n
derivate di un insieme denso di applicazioni f ∈ Cn([a, b],Rn) sono linear-
mente indipendenti dappertutto eccetto un insieme finito di punti; ed inoltre
che esiste un insieme denso di curve in Cα([a, b],Rn) (con α ≥ n) che abbiano
curvatura che non si annulla.
Definizione 2.4.1. Sia S uno spazio di mappe. Diremo che vale la proprietà
P se l’insieme P ⊂ S formato dalle mappe che soddisfano tale proprietà è
denso in S rispetto alla topologia compatta-aperta.
Definizione 2.4.2. (Topologia compatta-aperta su C(X, Y )). Dati due spa-
zi topologici X e Y , denotiamo con C(X, Y ) l’insieme di tutte le applica-
zioni continue da X in Y . La topologia compatta-aperta su C(X, Y ) è per
definizione la topologia che ha come prebase tutti i sottoinsiemi
W (K,U) = {f ∈ C(X, Y ) | f(K) ⊂ U} ,
al variare di K tra i compatti di X e di U tra gli aperti di Y (una prebase
di uno spazio topologico è una famiglia F di aperti tale che la famiglia delle
intersezioni finite di elementi di F è una base della topologia).
Possiamo definire la topologia compatta-aperta su spazi di funzioni con
maggior regolarità, come ad esempio Cn(M,N), nel caso in cui M ed N siano
due varietà differenziabili (si veda [Hi76]).
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Definizione 2.4.3. (Topologia compatta-aperta su Cn(M,N)). Siano M ed
N due varietà differenziabili di classe almeno Cn, denotiamo con Cn(M,N)
l’insieme delle mappe da M in N di classe Cn (supponiamo per ora che n sia
finito). La topologia compatta-aperta su Cn(M,N) è generata dagli insiemi
seguenti. Sia f ∈ Cn(M,N) e siano (ϕ,U) e (ψ, V ) due carte coordinate
rispettivamente su M e su N . Sia K ⊂ U un insieme compatto tale che
f(K) ⊂ V ed ε ∈ (0,+∞]. Consideriamo l’insieme
N (f, (ϕ,U), (ψ, V ), K, ε)
formato dalle mappe g ∈ Cr(M,N) tali che g(K) ⊂ V e
||Dk(ψ ◦ f ◦ ϕ−1)(x)−Dk(ψ ◦ g ◦ ϕ−1)(x) || < ε
∀x ∈ ϕ(K), ∀k = 0, . . . , r. La topologia compatta-aperta su Cn(M,N) è per
definizione la topologia generata dagli insiemi N (f, (ϕ,U), (ψ, V ), K, ε).
Osservazione 2.4.4. Nel seguito, quando scriveremo che un insieme è Cn-
denso, intenderemo rispetto alla topologia compatta-aperta su Cn (definita
su spazi opportuni a seconda del contesto).
Definizione 2.4.5. (Mappa trasversale). Una mappa f : V → W è detta
trasversale ad una sottovarietà Σ ⊂ W , se per ogni punto x ∈ V vale una
delle seguenti due condizioni:
• f(x) 6∈ Σ
• f(x) ∈ Σ e vale Tf(x)W = Tf(x)Σ + df(TxV ).
Osservazione 2.4.6. Se codim Σ > dimV la seconda condizione non può mai
essere verificata, quindi la mappa f è trasversale a Σ se f(V ) ∩ Σ = ∅.
Definizione 2.4.7. (Sottoinsieme stratificato). Un sottoinsieme chiuso S di
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dove le Sj sono sottovarietà localmente chiuse, dette strati, tali che per ogni





dove S̄k è la chiusura dello strato Sk. La dimensione di un insieme stratificato
è la massima dimensione dei suoi strati.
Osservazione 2.4.8. Ricordiamo che, un sottoinsieme Y di uno spazio topo-
logico (X, τ) si dice localmente chiuso, se per ogni punto x ∈ Y esiste un
intorno aperto U di x tale che Y ∩ U è chiuso in U .
Esempio 2.4.9. Ogni varietà V con bordo ammette una stratificazione con
due strati: S0 = Int(V ) ed S1 = ∂V
Esempio 2.4.10. Data una triangolazione liscia di una varietà V , ogni sot-
toinsieme chiuso che è unione di simplessi della triangolazione, è stratificato
se consideriamo come strati gli interni dei simplessi. Chiameremo poliedri gli
insiemi stratificati di questo tipo.
Vediamo la seguente proposizione che fornisce una stratificazione per
l’insieme delle matrici q × n di rango limitato.
Proposizione 2.4.11. Denotiamo con Σi per i = 0, ..., n il sottoinsieme di
Mq×n (con n ≤ q) formato dalle matrici di rango ≤ n − i. Sia Si lo spazio
delle matrici di rango n− i. Allora gli Si sono sottovarietà localmente chiuse
di Mq×n di codimensione i(q − n+ i) e tnj=iSj è una stratificazione di Σi.
Dimostrazione. La condizione che il rango di una matrice q× n sia uguale a
n− i è espressa uguagliando a zero (q−n+ i)i minori di ordine n− i+ 1 che
si ottengono orlando una sottomatrice di rango n− i
Definizione 2.4.12. Una mappa f : V → W è trasversale ad un insieme
stratificato Σ = tNj=0Sj ⊂ W se è trasversale ad ogni strato Sj per j =
0, . . . , N .
Siamo pronti ad enunciare il Teorema di Trasversalità di Thom, che sarà
fondamentale per le dimostrazioni presenti nel Capitolo 4.
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Teorema 2.4.13 (Teorema di Trasversalità di Thom). Consideriamo un
fibrato liscio X → V e Σ un sottoinsieme stratificato dello spazio dei getti
X(r). Allora per una generica sezione f : V → X l’r-getto estensione di f ,
cioè Jrf : V → X(r), è trasversale a Σ.
Osservazione 2.4.14. Dal Teorema di Trasversalità di Thom, segue che esiste
un insieme Cn-denso di applicazioni f̃ ∈ Cn([a, b],Rn) tali che le prime n
derivate sono linearmente indipendenti dappertutto eccetto un insieme finito
di punti (per insieme Cn-denso intendiamo un insieme denso rispetto alla
topologia compatta-aperta definita su Cn([a, b],Rn)). Quando parliamo delle
prime n derivate di una funzione f , intendiamo f ′(x), . . . , f (n)(x) e come visto
nell’Osservazione 2.2.2, f (j)(x) rappresenta tutte le derivate di f di ordine
j. In questo caso stiamo considerando applicazioni definite su [a, b] ⊂ R
a valori in Rn, quindi f (j)(x) è formato da f (j)1 (x), . . . , f
(j)
n (x). Possiamo





















Verifichiamo che una tale successione di curve (f̃i)i esiste. Dobbiamo mostra-
re che l’insieme delle applicazioni f̃i ∈ Cn([a, b],Rn), le cui prime n derivate
sono linearmente indipendenti dappertutto eccetto un insieme finito di punti,
è Cn-denso. Sia
Jn([a, b],Rn) = [a, b]× Rn(n+1)
lo spazio degli n-getti delle applicazioni f : [a, b] → Rn, cioè per ogni f ∈
Cn([a, b],Rn) il corrispondente n-getto Jnf : [a, b]→ Jn([a, b],Rn) è dato da:
Jnf (x) =
(
x, f(x), f ′(x), ..., f (n)(x)
)
.
Sia L ⊂ Jn([a, b],Rn) l’insieme formato dagli n-getti le cui ultime n com-
ponenti non sono linearmente indipendenti; possiamo identificare l’insieme
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formato dalle ultime n componenti di ciascun elemento in L, con l’insieme
delle matrici n × n di rango non massimo (il rango deve essere non massi-
mo perché devo avere lineare dipendenza), quindi si richiede che il rango sia
< n. Dalla Proposizione 2.4.11 segue che queste matrici formano uno spazio
stratificato di dimensione n2 − 1, quindi dim(L) = 1 + n + (n2 − 1), e di
conseguenza codim(L) = 1. Dal Teorema di Trasversalità di Thom 2.4.13 e
sfruttando la Definizione 2.4.1, segue che esiste un insieme Cn-denso di ap-
plicazioni f̃ ∈ Cn([a, b],Rn), per cui Jn
f̃
è trasversale ad L.
Ora, dato che dim([a, b]) = codim(L), segue che
{x ∈ [a, b] ; Jn
f̃
(x) ∈ L}
è un insieme discreto e finito (dato che [a, b] compatto). Abbiamo quindi
che le ultime n derivate di f̃ sono linearmente dipendenti solo in un insieme
finito di punti.
Osservazione 2.4.15. Dal Teorema di Trasversalità di Thom segue che esi-
ste un insieme denso (rispetto alla topologia compatta-aperta) di curve f̃i ∈
Cα([a, b],Rn) (con α ≥ n) che hanno curvatura che non si annulla. Verifi-
chiamolo. Si osservi che la curvatura di una curva si annulla se e solo se le
sue prime due derivate sono linearmente dipendenti (si veda la Definizione
1.1.19). Consideriamo lo spazio dei getti
J2([a, b],Rn) = [a, b]× R3n
e sia A ⊂ J2([a, b],Rn) il sottoinsieme formato dagli elementi le cui ultime
due componenti sono linearmente dipendenti. In questo caso, dato che ho
preso J2, le ultime due componenti di un elemento di A sono proprio la
derivata prima e la derivata seconda.
Possiamo identificare l’insieme delle ultime due componenti degli elementi di
A, con l’insieme delle matrici n×2 di rango < 2. Utilizzando le notazioni della
Proposizione 2.4.11, tale sottoinsieme è Σ1, cioè il sottoinsieme dello spazio
delle matrici n × 2 formato dalle matrici di rango ≤ 1. Dalla proposizione
segue che S1 t S2 è una stratificazione di Σ1 e che codim(Sj) = j(n− 2 + j).
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In questo caso codim(S1) = n− 1 e codim(S2) = 2n, quindi dim(S1) = n+ 1
e dim(S2) = 0, dato che la dimensione di un insieme stratificato è uguale alla
massima dimensione dei suoi strati, si ottiene che dim(Σ1) = n+ 1.
A questo punto dim(A) = 1+n+(n+1) = 2n+2 e quindi codim(A) = n−1.
Dal Teorema di Trasversalità di Thom segue che esiste un insieme denso di
curve f̃i ∈ Cα([a, b],Rn), il cui 2-getto J 2f̃i è trasversale ad A. Dato che n ≥ 3,
si ha dim([a, b]) < codim(A). Sfruttando l’Osservazione 2.4.6, si ha che J2
f̃
è
disgiunto da A e quindi ha curvatura positiva.
Capitolo 3
Nozione di h-principle
La nozione di h-principle fu introdotta da Gromov negli anni Settanta in
[Gr70] e costituisce un metodo di risoluzione di relazioni differenziali alle deri-
vate parziali. Dai lavori di Gromov sul principio di omotopia, [Gr70], [Gr73]
[Gr86], emerse l’esistenza di una dicotomia flessibilità/rigidità (soft/hard)
per problemi formulati in termini di relazioni differenziali. La flessibilità
di un particolare problema analitico, sinonimo di validità del principio di
omotopia, si contrappone infatti alla rigidità, che si manifesta nel caso di
condizioni di regolarità sufficientemente alta. In questo contesto, flessibilità
e rigidità si riferiscono alle proprietà topologiche dell’insieme delle soluzioni
di una data relazione differenziale.
Tali fenomeni di flessibilità erano già stati notati nel 1954 da John Nash
[Na54] per le immersioni isometriche (e gli embedding isometrici) di classe
C1, e qualche anno dopo da S. Smale [Sm58] nell’ambito delle immersioni
differenziali. Tuttavia, esempi di questo tipo erano stati osservati già prima
da H. Whitney in [Wh37].
Diversi anni dopo Gromov, sviluppando la tecnica dell’integrazione con-
vessa, sistematizzò e generalizzò questi processi, fornendo un punto di vista
nuovo sui lavori di Nash. Gromov enunciò un principio generale, applica-
bile ad ogni tipo di relazione differenziale, il principio di omotopia, spesso
abbreviato con h-principle, ed introdusse la teoria dell’integrazione convessa
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(una trattazione dettagliata è fornita da D. Spring in [Sp98]) tramite la quale
si può ottenere una nuova dimostrazione del teorema di Nash-Kuiper sulle
immersioni isometriche.
In questo capitolo introduciamo il concetto di h-principle (si faccia riferi-
mento a [EM02], [Gr86], [Sp98]), vediamo quindi alcune definizioni basilari.
3.1 Relazione differenziale
Siano V , W ed X delle varietà differenziabili e sia r un intero non
negativo.
Definizione 3.1.1. (Relazione differenziale). Una relazione differenziale (o
anche condizione differenziale) di ordine r imposta sulle sezioni f : V → X
di un fibrato X → V , è un sottoinsieme R dello spazio degli r-getti X(r).
Esempio 3.1.2. Ogni sistema di equazioni differenziali ordinarie (n = 1),
oppure alle derivate parziali (n > 1)
Ψ(x, f,Dαf) = 0
dove x = (x1, . . . , xn) ∈ Rn ed f : Rn → Rq è la funzione incognita, può
essere interpretato come una relazione differenziale R nello spazio degli r-
getti Jr(Rn,Rq). Chiamiamo
yj := fj(x1, . . . , xn) j = 1, . . . , q




∂xα11 · · · ∂xαnn
dove α = (α1, . . . , αn) , |α| ≤ r
in questo modo possiamo pensare le variabili x = (x1, . . . , xn), y = (y1, . . . , yq)
e zα = (z1,α, . . . , zq,α) come coordinate in J
r(Rn,Rq) e quindi il sistema di
equazioni ‘algebriche’
Ψ(x, y, zα) = 0
definisce una relazione differenziale nello spazio dei getti Jr(Rn,Rq).
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3.2 Soluzione formale e soluzione vera di una
relazione differenziale
Prima di procedere ricordiamo alcune notazioni. Con X(r) abbiamo in-
dicato lo spazio degli r-getti associati ad un fibrato liscio p : X → V . Sia
R ⊂ X(r) una relazione differenziale. In alcuni contesti, chiameremo ‘relazio-
ne su X(r)’ la mappa continua ρ : R → X(r) data dall’inclusione R ⊂ X(r).
Denotiamo con Γr(X) lo spazio delle sezioni di classe Cr del fibrato p : X → V
rispetto alla topologia compatta-aperta su Cr.
Definizione 3.2.1. (Soluzione formale di una relazione differenziale). Sia
R ⊂ X(r) una relazione differenziale. Una soluzione formale di R è una
qualsiasi sezione continua F : V → R rispetto alla topologia compatta-
aperta. Denoteremo con SecR (oppure con Γ(R)) lo spazio delle soluzioni
formali di R.
Esempio 3.2.2. Una soluzione formale di un sistema di equazioni differen-
ziali è una soluzione del sottostante sistema di equazioni ‘algebriche’ ottenuto
sostituendo le derivate con nuove variabili indipendenti.
Richiamiamo la definizione di sezione olonoma.
Definizione 3.2.3. (Sezione olonoma). Una sezione F : V → X(r) è detta
olonoma se è l’r-getto della sezione pr0 ◦ F : V → X, cioè se F = Jrpr0◦F .
Se α ∈ Γ(R) allora si ha che ρ ◦ α ∈ Γ(X(r)). Una sezione α ∈ Γ(R) è
detta olonoma se esiste una sezione di classe almeno Cr, cioè f ∈ Γr(X),
tale che ρ ◦ α = Jrf ∈ Γ(X(r)).
Definizione 3.2.4. (Soluzione vera di una relazione differenziale). Sia R ⊂
X(r) una relazione differenziale. Una sezione f : V → X soddisfa R se
Jrf : V → X(r) è tale che Jrf (V ) ⊂ R. La sezione f : V → X è detta
soluzione vera di R. Denoteremo con Sol R lo spazio delle soluzioni vere.
Le soluzioni vere di R sono identificate in modo naturale con le sezioni
olonome V → R ⊂ X(r).
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Per risolvere una relazione differenziale R si può procedere nel modo
seguente. Il primo passo è risolvere il problema topologico, cioè costruire una










allora le sezioni continue V → R (cioè le soluzioni formali di R) corrispon-
dono alle soluzioni di
Ψ(ϕ1, . . . , ϕn) = 0
con arbitrarie funzioni ϕi al posto delle derivate parziali. Ho quindi trovato
le soluzioni formali della relazione differenziale considerata. Il secondo passo,
consiste nel andare ad imporre che le ϕi per i = 1, . . . , n siano effettivamente
le derivate parziali prime di f rispetto alle varie variabili.
Esempio 3.2.5. In R3, sia ω una 1-forma data, vogliamo trovare f tale che
df = ω









du3 = ω .














dove Ψ(x, y, z) = x du1 +y du2 +z du3−ω. Innanzitutto troviamo le soluzioni
formali, cioè le g = (g1, g2, g3) tali che
Ψ(g1, g2, g3) = 0 ,
(è come se stessi risolvendo la relazione modulo un getto precedente). Dopo-










cioè dobbiamo fare in modo che g1, g2 e g3 siano le derivate parziali di una
stessa f rispetto a u1, u2 e u3.
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3.3 Principio di omotopia
L’esistenza di una soluzione formale è una condizione necessaria per la ri-
solubilità di una relazione differenziale R, quindi prima di provare a risolvere
R è utile controllare se R ammette una soluzione formale. Perciò, innan-
zitutto, è importante trattare il problema topologico relativo alle soluzioni
formali, cioè costruire una sezione V → R, e cercare soluzioni vere solo dopo
aver stabilito l’esistenza di una soluzione formale.
Trovare una soluzione formale di una relazione differenziale significa ri-
solvere un problema topologico-algebrico. Si tratta dunque, di una sempli-
ficazione notevole del problema differenziale iniziale e perciò, a prima vista,
sembrerebbe che l’esistenza di una soluzione formale non possa essere suffi-
ciente per la risolubilità di R. Nella seconda metà del Novecento Gromov
ha dimostrato che esistono delle classi di relazioni differenziali per le quali la
risolubilità formale risulta sufficiente per l’esistenza di soluzioni vere. Questa
proprietà si formalizza nel modo seguente.
• Principio di omotopia (h-principle). Diremo che una relazione
differenziale R soddisfa l’h-principle, o che l’h-principle vale per le so-
luzioni di R, se ogni soluzione formale di R è omotopa in SecR ad una
soluzione vera di R.
La nozione di h-principle risulta particolarmente utile in molte relazioni
differenziali che intervengono in geometria e topologia.
Seguendo le notazioni presenti in [Gr86], indichiamo con OpA un intorno
aperto arbitrariamente piccolo di A ⊂ V . Siano A e B sottoinsiemi di V
tali che B ⊂ A, denotiamo con SecOp (A,B)R lo spazio delle soluzioni formali
F : OpA→ R che sono olonome se ristrette ad OpB.
• Relative h-principle. Diremo che una relazione differenziale R sod-
disfa il relative h-principle sulla coppia (A,B), se per ogni soluzione
formale
F0 ∈ SecOp (A,B)R
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esiste un’omotopia mediante soluzioni formali







per ogni t ∈ [0, 1] ed F1 sia una soluzione
vera.
Vediamo ora la definizione di Ci-dense h-principle, per la quale dobbiamo
prima introdurre il concetto di h-principle verificato Ci-vicino ad una sezione
f : V → X.
• h-principle verificato Ci-vicino ad f . Sia ρ : R → X(r) una relazio-
ne su X(r), consideriamo α ∈ Γ(R) ed f ∈ Γi(X) con 0 ≤ i ≤ r−1 tale
che pri ◦ ρ ◦α = J if ∈ Γ(X(i)) (cioè α è olonoma a meno di getti di ordi-
ne i). La relazione differenziale R soddisfa l’h-principle Ci-vicino ad f
se per ogni intorno N dell’immagine J if (V ) in X(i) esiste un’omotopia
H : [0, 1]→ Γ(R) tale che:
i. H0 = α;
i. ∀t ∈ [0, 1] si ha che (pri ◦ ρ ◦Ht)(V ) ⊂ N ;
ii. la sezione H1 ∈ Γ(R) è olonoma, cioè esiste f1 ∈ Γr(X) tale che
ρ ◦H1 = Jrf1 .
Enunciamo quindi il principio di omotopia Ci-denso.
• Ci-dense h-principle. Diremo che la relazione differenziale R sod-
disfa il Ci-dense h-principle, se la relazione differenziale R soddisfa
l’h-principle Ci-vicino ad f per ogni coppia (α, f) assegnata come sopra.
Capitolo 4
h-Principle per curve e nodi a
curvatura costante
Nel lavoro di Ghomi [Gh07] si dimostra che ogni curva liscia (C∞) immer-
sa nello spazio euclideo Rn≥3, può essere deformata in una curva con curvatu-
ra costante, mediante una perturbazione arbitrariamente piccola della curva
iniziale e delle sue rette tangenti. Tale valore della curvatura costante deve
essere maggiore o uguale del massimo della curvatura della curva iniziale.
Tale limite inferiore è ottimale.
4.1 Ogni curva liscia si può deformare in una
curva con curvatura costante
Enunciamo quindi il seguente teorema che costituisce il risultato centrale
di questo capitolo.
Teorema 4.1.1. Sia f0 ∈ Immα≥2(Γ,Rn≥3) una curva immersa di curva-
tura k0. Allora ∀ε > 0 e c ≥ max k0, esiste un’omotopia regolare ft ∈
Immα(Γ,Rn) per t ∈ [0, 1] tale che:
i. ||f0 − ft||1 ≤ ε ∀t ∈ [0, 1];
ii. f1 ha curvatura costante uguale a c;
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iii. se f0 è un embedding, allora scegliendo ε sufficientemente piccolo, pos-
siamo richiedere che (ft)t∈[0,1] sia un’isotopia regolare;
iv. possiamo richiedere che le ft siano tangenti a f lungo un assegnato
insieme finito di punti di Γ;
v. infine, possiamo mantenere le ft fisse su un opportuno sottoinsieme
compatto di Γ che abbia un intorno aperto in cui k0 = c.
Per dimostrare questo teorema possiamo supporre, grazie ad un oppor-
tuno lemma, che la curva iniziale f0 abbia velocità unitaria. In tal caso
k0 = ||T ′0||, cioè la curvatura k0 si può interpretare come la velocità del-
l’indicatrice delle tangenti T0 : Γ → Sn−1. Per trovare f1 usiamo basi-
lari nozioni di teoria della convessità, tramite le quali possiamo costrui-
re una curva T1 : Γ → Sn−1 che abbia velocità costante, sia C0-vicina a




T1(s)ds. In questo modo f1 ha curvatura costante, è C1-vicina ad
f0 e coincide con f0 agli estremi di Γ. L’omotopia desiderata è data dall’in-
terpolazione ft := (1− t)f0 + tf1.
Inoltre, come dimostreremo nella sezione successiva, il limite inferiore per
la curvatura di f1 è ottimale.
Vediamo ora tre lemmi che ci serviranno per dimostrare il Teorema 4.1.1.
In particolare il seguente ci permetterà di supporre che la curva iniziale f0
abbia velocità unitaria.
Lemma 4.1.2. Sia f ∈ C1([a, b],Rn) e φ : [a, b]→ [a, b] funzione C1. Allora
||f ◦ φ||1 ≤ ||f ||1(1 + ||φ||1) .
Dimostrazione. Per come è definita || · ||1 si ha che:
||f ◦ φ||1 ≤ max{||f ||0, ||f ||1||φ||1} ≤ ||f ||0 + ||f ||1||φ||1
dato che ||f ||0 ≤ ||f ||1 la tesi segue immediatamente.
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I due lemmi che seguono invece, ci permetteranno di assumere che la
curvatura della curva iniziale f0, si comporti abbastanza bene, in modo che
la sua indicatrice delle tangenti soddisfi le ipotesi del Teorema 1.5.1.
Lemma 4.1.3. Sia f ∈ Immα≥2([a, b],Rn) di curvatura k e sia c ≥ max k.
Supponiamo che k 6≡ c. Allora ∀ε > 0 esiste f̄ ∈ Immα([a, b],Rn) tale che:
i. f̄ ha curvatura k̄ e max k̄ ≤ c ;
ii. ||f − f̄ ||2 ≤ ε ;
iii. f̄ = f su un intorno aperto relativo ad [a, b] degli estremi di tale
intervallo;
iv. f̄(supp(−k̄ + max k̄)) non è contenuto in nessun iperpiano.
Dimostrazione. Dal Teorema di Trasversalità di Thom, segue che le prime
n derivate di un insieme Cn-denso di applicazioni f̃ ∈ Cn([a, b],Rn), so-
no linearmente indipendenti dappertutto eccetto un insieme finito di punti
(quando parliamo delle prime n derivate di un’applicazione f , intendiamo
f ′(x), . . . , f (n)(x)). Per la dimostrazione dettagliata si veda l’Osservazione
2.4.14).
Da ciò segue che per un insieme denso di curve f̃ ∈ Immn([a, b],Rn) non
esiste nessun insieme aperto U ⊂ [a, b] tale che f̃(U) sia contenuto in un
iperpiano H, e tale che tutte le derivate di f̃ nei punti di U siano contenute
in un sottospazio (n − 1)-dimensionale di Rn parallelo ad H. Sia (f̃i)i una
successione di queste curve totalmente non planari, tali che ||f − f̃i||2 → 0.
Consideriamo A ⊂ [a, b] insieme aperto tale che Ā ⊂ (a, b) e supponiamo che
su Ā si abbia k < c (questo è possibile perché per ipotesi k 6≡ c).
A questo punto si consideri φ : [a, b] → R funzione C∞ tale che suppφ ⊂ A,
0 ≤ φ ≤ 1 e φ ≡ 1 su un insieme aperto B ⊂ A. Sia ora
fi := (1− φ)f + φf̃i
dato che φ è fissata, si vede che ||fi − f ||2 → 0 e di conseguenza anche
||ki − k|| → 0 (dove k e ki sono le curvature di fi ed f rispettivamente).
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Scegliendo i abbastanza grande si ha ki < c su A. Dato che ki = k su
[a, b] \ A, segue che max ki ≤ c per i grande; ma fi = f̃i su B, quindi fi(B)
non è contenuta in nessun iperpiano. Quando i è abbastanza grande f̄ := fi
è la curva cercata, dato che B ⊂ supp[max ki − ki].
Tramite il lemma appena dimostrato, possiamo supporre che l’immagine
tramite f0 dei punti in cui la curvatura della curva f0 è strettamente minore
del suo massimo non è contenuto in un iperpiano; mentre il seguente ci
permette di assumere che la curvatura della curva iniziale f0 non si annulli.
Lemma 4.1.4. Sia f ∈ Immα≥2([a, b],Rn) di curvatura k e sia c ≥ max k,
c > 0. Allora ∀ε > 0, esiste f̃ ∈ Immα([a, b],Rn) di curvatura k̃ > 0 tale che:
i. max k̃ ≤ c;
ii. ||f − f̃ ||α ≤ ε;
iii. f̃ è tangente ad f lungo un numero finito di punti assegnati;
iv. f̃ = f su ogni assegnato insieme aperto U ⊂ [a, b] con k > 0 su Ū .
Dimostrazione. Dal Teorema di Trasversalità di Thom 2.4.13 segue che esi-
ste un insieme denso di curve f̃i ∈ Cα([a, b],Rn) che hanno curvatura che
non si annulla (si veda l’Osservazione 2.4.15). Usiamo l’esistenza delle f̃i
per dimostrare che possiamo supporre che la curvatura di f non si annulli
nell’insieme dei punti assegnati. Sia quindi p ∈ [a, b] uno dei punti assegna-
ti. Supponiamo per assurdo che k(p) = 0, allora p /∈ U ; inoltre dato che
||f − f̃i||1 → 0, possiamo assumere, dopo aver composto f̃i con una succes-
sione di movimenti rigidi convergenti all’identità, che f̃i(p) = f(p), e la retta
tangente ad f̃i in p sia parallela alla retta tangente ad f in p. Sia Vp ⊂ [a, b]
un intorno aperto di p tale che Vp ∩ Ū = ∅, non contenga nessun altro dei
punti assegnati e k < c su V̄p. Consideriamo φ : [a, b] → R una funzione
C∞ con supporto contenuto in Vp, tale che 0 ≤ φ ≤ 1 e φ = 1 su un intorno
aperto di p. Definiamo f̄i := φf̃i + (1 − φ)f . In questo modo f̄i differisce
da f solo su Vp e ||f̄i − f ||α → 0. In particolare, dato che ||f̄i − f ||2 → 0, la
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curvatura k̄i di f̄i converge a k, che è strettamente minore di max k su V̄p.
Da ciò segue che max k̄i ≤ max k. Inoltre per costruzione, k̄i(p) = k̃i(p) > 0,
f̄i(p) = f̃i(p) = f(p), e dato che f̄i coincide con f̃i su un intorno aperto di p,
la tangente ad f̄i in p è parallela a quella di f . Rimpiazzando f con f̄i, per
i abbastanza grande, possiamo assumere che k(p) 6= 0, arrivando quindi ad
un assurdo.
Ripetendo questo ragionamento per tutti i punti assegnati p /∈ Ū , possiamo
supporre che k non si annulli in questi punti. Esiste un aperto W ⊂ [a, b]
disgiunto da Ū e dall’insieme dei punti assegnati, che contiene tutti i punti
di [a, b] in cui k si annulla. Sia W1 una delle componenti connesse di W .
Vicino agli estremi di W1 sarà k > 0. Sia ψ : [a, b] → R una funzione C∞
con supporto contenuto in W1 tale che 0 ≤ ψ ≤ 1 e k > 0 nella chiusura
dell’insieme di punti di W1 in cui ψ < 1, quindi ψ = 1 dappertutto eccetto
in un intorno sufficientemente piccolo degli estremi di W1. Rimpiazzando f
con f̃iψ+(1−ψ)f , per i abbastanza grande, possiamo supporre che k > 0 su
W1. Ripetendo tale procedura per ogni componente connessa di W si ottiene
che possiamo supporre k > 0 dappertutto.
Possiamo ora dimostrare una versione locale del Teorema 4.1.1:
Proposizione 4.1.5. Sia f ∈ Immα≥2([a, b],Rn) una curva immersa di cur-
vatura k, allora ∀ε > 0 e c ≥ max k, esiste f̃ ∈ Immα([a, b],Rn) di curvatura
costante c tale che ||f − f̃ ||1 ≤ ε ed f̃ è tangente ad f in a, b e in un numero
finito di punti assegnati.
Inoltre se f è una curva chiusa, lo è anche f̃ , e se k = c su un intorno
aperto degli estremi di [a, b], allora possiamo richiedere che f = f̃ su di un
opportuno intorno aperto relativo ad [a, b].
Dimostrazione. Per prima cosa dimostriamo che basta considerare il caso
in cui ||f ′|| = 1: tramite una dilatazione di Rn, possiamo supporre che
length[f ] = b− a e poi si può costruire un diffeomorfismo θ : [a, b]→ [a, b] in
modo che la curva riparametrizzata f ◦ θ abbia velocità unitaria (ad esempio
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ponendo θ := s−1(t) con s(t) = a+
∫ t
a
||f ′(u)||du). Se la proposizione vale per
curve a velocità unitaria, la possiamo applicare alla curva appena costruita
f ◦ θ ed ottenere una curva f̃ ◦ θ con le proprietà di curvatura desiderate,
tale che ||f ◦ θ − f̃ ◦ θ||1 ≤ ε/(1 + ||θ−1||1). Sia allora f̃ := f̃ ◦ θ ◦ θ−1. Per il
Lemma 4.1.2 si ha
||f − f̃ ||1 = ||(f ◦ θ − f̃ ◦ θ) ◦ θ−1||1 ≤ ||(f ◦ θ − f̃ ◦ θ||1(1 + ||θ−1||1) ≤ ε ,
quindi f̃ è la curva cercata, dato che la curvatura è invariante per ripara-
metrizzazioni e, inoltre, se f ◦ θ = f̃ ◦ θ su un intorno aperto degli estremi
di [a, b], allora si ha che f = f̃ su un intorno aperto (più piccolo) di a e b.
D’ora in avanti assumiamo ||f ′|| = 1, in tal caso l’indicatrice delle tangenti
è T = f ′ e di conseguenza k = ||T ′|| = ||f ′′||.
Se c = 0, dovrà essere k = 0 (questo perché per ipotesi c ≥ max k e la cur-
vatura k, per come è stata definita, è sempre positiva) in tal caso possiamo
porre f̃ := f .
Se c > 0, sfruttando il Lemma 4.1.4 possiamo supporre k > 0 e quindi
T ∈ Immα−1([a, b], Sn−1). Dividiamo [a, b] in l sotto-segmenti [ai−1, ai] dove
a0 := a e al := b, ed in modo che l’insieme {a0, a1, ..., al} contenga tutti i
punti assegnati in cui vogliamo che f̃ sia tangente ad f . Scegliendo l abba-
stanza grande, possiamo supporre che la lunghezza di ciascun segmentino,





< ε ∀i = 1, ..., l .
In questo modo T ([ai−1, ai]) sarà contenuto in una palla aperta Ui ⊂ Sn−1 di
raggio ε/2. Sia ora f̄ la perturbazione C1 di f ottenuta applicando il Lemma
4.1.3 ad f ristretta ad ogni intervallo [ai−1, ai]. Dato che possiamo costruire
f̄ arbitrariamente vicina ad f (in senso C1), possiamo supporre, facendo una
riparametrizzazione, che f̄ abbia velocità unitaria, e che la sua indicatrice
tangente sia tale che
T̄ ([ai−1, ai]) ⊂ Ui .





−||T̄ ′i ||+ max ||T̄ ′i ||
))
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non è contenuto in nessun iperpiano, a meno che T̄i abbia velocità costante
c. Quindi possiamo applicare il Teorema 1.5.1 ad ogni T̄i, ed otteniamo per
ogni i una T̃i ∈ Immα−1([ai−1, ai],Sn−1) di velocità costante c. Definiamo la
curva T̃ ponendola uguale a T̃i su ogni intervallo [ai−1, ai].
In questo modo T̃ ∈ Immα−1([a, b],Sn−1) (possiamo affermare che la T̃ ha
tale regolarità nei punti di incollamento perché la proprietà iv. del Teorema
1.5.1 permette di dire che ∀η > 0 ∃η̃ > 0 tale che T̃i([ai−1, ai−1 + η̃]) ⊂
T̄i([ai−1, ai−1 + η]) e T̃i([ai − η̃, ai]) ⊂ T̄i([ai − η, ai]), dato che la T̄ ha tale
regolarità segue che T̃ ∈ Immα−1([a, b],Sn−1) ).







questo punto per t ∈ [a, b] definiamo:




in questo modo si ha che f̃ ∈ Immα([a, b],Rn), ||f − f̃ ||1 ≤ ε ed f̃ è tangente
ad f in ai.
Infine dal punto v. del Teorema 1.5.1, si ha che la traccia di T coincide con
quella di T̃ vicino a gli estremi di [a, b]. Quindi se T ha velocità costante c
vicino gli estremi di [a, b] allora T̃ = T vicino a gli estremi di [a, b] e questo
implica che f̃ = f in tale regione.
Da quest’ultima proposizione segue la dimostrazione del Teorema 4.1.1.
Dimostrazione Teorema 4.1.1. Sia X il sottoinsieme compatto di Γ che abbia
un intorno aperto in cui k0 = c. Se X = ∅, sfruttando la Proposizione 4.1.5,
si ottiene la tesi. Se X 6= ∅, sia U in intorno aperto di X in cui k0 = c,
scegliendo U abbastanza vicino ad X, possiamo supporre che k0 = c vicino




f̃ in Γ \ U
(dove f̃ si ottiene tramite la Proposizione 4.1.5 applicata ad ogni segmento
di Γ \ U fissando f = f0). In questo modo f1 ∈ Immα(Γ,Rn), non si hanno
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problemi nei punti di saldatura, perché dato che k0 = c vicino gli estremi di
ogni segmento di Γ \ U la Proposizione 4.1.5 permette di affermare che in
opportuni intorni dei punti di saldatura f̃ = f0.
Dato che le immersioni e gli embedding formano insiemi aperti in C1(Γ,Rn),
ft := (1− t)f0 + tf1
per t ∈ [0, 1] è proprio l’omotopia cercata, se nella Proposizione 4.1.5 scelgo
ε abbastanza piccolo. Infatti
||ft − f0||1 = t||f1 − f0||1 ≤ ||f1 − f0||1 ≤ ε
quindi ε deve essere scelto abbastanza piccolo in modo che ogni volta che
||f0 − g||1 ≤ ε allora g è un’immersione, ed è un embedding se f0 lo è.
4.2 Il limite inferiore è ottimale
In questa sezione mostriamo che la stima dal basso per la costante c nel
Teorema 4.1.1 è ottimale, cioè se f ∈ Imm2(Γ,Rn) è una qualsiasi curva im-
mersa di curvatura k ed f̃ ∈ Imm2(Γ,Rn) è una curva con curvatura costante
c < max k, allora f̃ non può essere arbitrariamente C1-vicina ad f .
Il lemma che segue servirà per dimostrare l’ottimalità del limite inferiore.
Prima però ricordiamo le seguenti definizioni. Una partizione P = {t0, . . . , tl}
dell’intervallo [a, b] ⊂ R è un insieme finito di punti tali che a = t0 < · · · <
tl = b. La lunghezza di una curva f ∈ C0([a, b],Rn) rispetto ad una partizione
P è cos̀ı definita:




quindi la lunghezza di f sarà:
length[f ] := sup
P partizione di [a,b]
length[f, P ] .
Se f ∈ C1 questa definizione di lunghezza coincide con la definizione data nel
Capitolo 1. Se length[f ] è finita, diremo che f è rettificabile.
4.2 Il limite inferiore è ottimale 61
Lemma 4.2.1. Sia f ∈ C0([a, b],Rn) una curva rettificabile ed fi ∈ C0([a, b],Rn)
una successione di curve rettificabili che converge ad f rispetto alla norma
C0. Allora si ha che
lim inf
i→+∞
length[fi] ≥ length[f ] .
Dimostrazione. Sia P = {t0, . . . , tl} una partizione di [a, b]. Si ha che fi|[tj−1,tj ]
è una curva connessa i cui estremi sono contenuti in sfere di raggio ||fi − f ||0





≥ ||f(tj−1)− f(tj)|| − 2||fi − f ||0 .
Sommando su j si ottiene:
length[fi] ≥ length[f, P ]− 2l||fi − f ||0 .
Dato che per ipotesi ||fi − f ||0 → 0 per i→ +∞, si conclude che
lim inf
i→+∞
length[fi] ≥ length[f, P ] ,
da cui la tesi segue immediatamente, dato che la partizione P è stata presa
in modo arbitrario.
Proposizione 4.2.2. Sia f ∈ Imm2(Γ,Rn) una curva immersa di curvatura
k ed f̃i ∈ Imm2(Γ,Rn) una successione di curve tali che ogni f̃i abbia curva-
tura costante pari a c e le f̃i convergano ad f rispetto alla norma C1. Allora
si ha che c ≥ max k.
Dimostrazione. Riparametrizziamo la f e le f̃i mediante le rispettive lun-
ghezze d’arco. In questo modo possiamo supporre che f e le f̃i abbiano
velocità unitaria. In tal caso si ha che l’indicatrice delle tangenti delle f̃i,
cioè T̃i = f̃ ′i , ha velocità costante uguale a c e converge a T = f
′ rispetto alla











62 4. h-Principle per curve e nodi a curvatura costante







||T ′(t)||dt− δ ∀j ≥ N ,














per ogni fissato t0 ∈ Γ ed ε > 0. Passando al limite per ε→ 0 si ottiene
c ≥ ||T ′(t0)|| = k(t0) , ∀t0 ∈ Γ ,
e quindi c ≥ max k.
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