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Abstract
In this paper we continue the investigations initiated in [14] on ratio asymptotics of
multiple orthogonal polynomials and functions of the second kind associated with Nikishin
systems on star-like sets. We describe in detail the limiting functions found in [14], expressing
them in terms of certain conformal mappings defined on a compact Riemann surface of genus
zero. We also express the limiting values of the recurrence coefficients, which are shown to
be strictly positive, in terms of certain values of the conformal mappings. As a consequence,
the limits depend exclusively on the geometry of the problem; that is, on the location of the
interval supports of the orthogonality measures generating the Nikishin system.
Keywords: Multiple orthogonal polynomial, Nikishin system, ratio asymptotics, con-
formal mapping.
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1 Introduction and statement of main results
Multiple orthogonal polynomials (MOP) and their asymptotic properties have received consider-
able attention in the last three decades, partly due to their applicability in different fields. The
so called Nikishin systems of measures introduced in [18] play a central role in many of these
studies. Some of the basic questions involve uniqueness of the MOP [7], convergence of the corre-
sponding Hermite-Padé approximants [4], nth-root [8], ratio [3] (see also [13]), and strong [1, 16]
asymptotics of sequences of MOP. We have limited to a short list of significant contributions,
see also reference lists in [14, 15].
This paper is devoted to the study of the ratio asymptotic behavior of MOP associated with
Nikishin systems of measures on star-like sets and of the limit behavior of the coefficients in the
recurrence relation they satisfy. It is a continuation of the investigations in [14, 15]. We improve
the results in [14] by giving a detailed expression of the limiting functions that describe the ratio
asymptotics and the limiting values of the recurrence coefficients. See also [12] for an account of
corresponding results in the case p = 2.
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The interest in the study of MOP on star-like sets has its origin in the study of Faber polyno-
mials associated with hypocycloidal domains [6, 9] and the asymptotic properties of polynomials
generated by high order three-term recurrence relations [2, 5]. Recently, MOP on star-like sets
associated with Angelesco systems or classical type weights have been studied in [10, 11, 17].
Let p ≥ 1 be an integer, and let
S± := {z ∈ C : z
p+1 ∈ R±}, R+ = [0,+∞), R− = (−∞, 0].
We construct p finite stars contained in S± as follows:
Γj := {z ∈ C : z
p+1 ∈ [aj , bj ]}, 0 ≤ j ≤ p− 1,
where
0 ≤ aj < bj <∞, j ≡ 0 mod 2,
−∞ < aj < bj ≤ 0, j ≡ 1 mod 2,
thus Γj ⊂ S+ if j is even, and Γj ⊂ S− if j is odd. We assume throughout that Γj ∩ Γj+1 = ∅
for all 0 ≤ j ≤ p− 2.
We define now a Nikishin system on (Γ0, . . . ,Γp−1). For each 0 ≤ j ≤ p− 1, let σj denote a
positive, rotationally invariant measure on Γj , with infinitely many points in its support. These
will be the measures generating the Nikishin system. Let
σ̂j(z) :=
∫
dσj(t)
z − t
denote the Cauchy transform of σj . We define the measure 〈σ0, . . . , σN 〉 by the following recursive
procedure. For N = 0, 〈σ0〉 := σ0, for N = 1,
d〈σ0, σ1〉(z) := σ̂1(z) dσ0(z),
and for N > 1,
〈σ0, . . . , σN 〉 := 〈σ0, 〈σ1, . . . , σN 〉〉.
We define the Nikishin system (s0, . . . , sp−1) = N (σ0, . . . , σp−1) generated by the vector of p
measures (σ0, . . . , σp−1) by setting
sj := 〈σ0, . . . , σj〉, 0 ≤ j ≤ p− 1. (1.1)
Notice that the measures sj are all supported on the first star Γ0.
Definition 1.1. Let (Qn)
∞
n=0 be the sequence of monic polynomials of lowest degree that satisfy
the following non-hermitian orthogonality conditions:∫
Γ0
Qn(z) z
l dsj(z) = 0, l = 0, . . . ,
⌊
n− j − 1
p
⌋
, 0 ≤ j ≤ p− 1, (1.2)
where the measures sj are those in (1.1), and ⌊·⌋ denotes the floor function.
In more detail, (1.2) asserts that the polynomial Qn, where n = mp + r, 0 ≤ r ≤ p − 1,
satisfies the orthogonality conditions∫
Γ0
Qmp+r(z) z
l dsj(z) = 0, l = 0, . . . ,m− 1, 0 ≤ j ≤ p− 1,∫
Γ0
Qmp+r(z) z
m dsj(z) = 0, 0 ≤ j ≤ r − 1.
Some general properties of these polynomials were proved in [15, Propositions 2.16, 3.1,
Theorem 3.5, Corollary 3.6]. For our purpose, the most significant are:
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1) For each n ≥ 0, the polynomial Qn has maximal degree n.
2) If n ≡ ℓ mod (p+1), 0 ≤ ℓ ≤ p, then there exists a monic polynomialQd of degree d =
n−ℓ
p+1
such that
Qn(z) = z
ℓQd(z
p+1), (1.3)
where the zeros of Qd are all simple and located in (a0, b0). In particular, the zeros of Qn
are located in the star-like set S+.
3) The polynomials Qn satisfy the following three-term recurrence relation of order p+ 1:
z Qn(z) = Qn+1(z) + anQn−p(z), n ≥ p, an > 0, (1.4)
where
Qℓ(z) = z
ℓ, ℓ = 0, . . . , p.
4) For every n ≥ p+ 1, the non-zero roots of the polynomials Qn and Qn+1 interlace on Γ0.
Definition 1.2. The functions of the second kind are defined as follows. Set Ψn,0 = Qn, and let
Ψn,k(z) =
∫
Γk−1
Ψn,k−1(t)
z − t
dσk−1(t), k = 1, . . . , p.
These functions satisfy the same three-term recurrence relation (1.4) and, therefore, they also
play a central role in the asymptotic analysis.
In [15, Theorem 5.3, Corollary 5.4], under appropriate assumptions on the generating mea-
sures, the asymptotic zero distribution and nth-root asymptotics of the sequences (Qn)
∞
n=0 and
(Ψn,k)
∞
n=0, k = 1, . . . , p, were given in terms of the solution of a vector equilibrium problem for
the logarithmic potential.
In [14], the goal was to obtain an extension of Rakhmanov’s theorem [19, 20] on ratio asymp-
totics of orthogonal polynomials similar to the one given in [3] for Nikishin systems on the real
line. Indeed, it was shown, see [14, Corollary 3.3], that for each ρ, 0 ≤ ρ ≤ p(p + 1) − 1, there
exists
lim
λ→∞
Qλp(p+1)+ρ+1
Qλp(p+1)+ρ
uniformly on compact subsets of C \ (Γ0 ∪ {0}). Somewhat surprisingly, the limits exist over a
period p(p + 1). In [3], for Nikishin systems on the real line generated by p measures, it was
shown that ratio asymptotics holds with period p and the limiting functions were described in
terms of certain algebraic functions defined on a Riemann surface of genus zero with p+1 sheets.
An analogous question in the star setting remained unanswered in [14]. In [14, Corollary 3.3] it
was also proved the existence of
lim
λ→∞
aλp(p+1)+ρ = a
(ρ). (1.5)
Here, we show that these limits are non-zero, we give different expressions for them, and describe
some linear relations that they satisfy.
The asymptotic formulae that we obtain in this work can all be expressed in terms of certain
conformal mappings defined on a compact Riemann surface of genus zero. These formulae show
that under the general assumptions on the generating measures of the Nikishin system considered
in our previous work [14], the ratio asymptotic quantities obtained only depend, as expected, on
the underlying geometry of the problem; namely, the supports of the generating measures.
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Before we state our main results, we define the Riemann surface and conformal mappings we
will work with.
Throughout the rest of the paper, we will occasionally write ∆k := [ak, bk], 0 ≤ k ≤ p − 1.
Let R denote the compact Riemann surface
R =
p⋃
k=0
Rk
formed by the p+ 1 consecutively "glued" sheets
R0 := C \∆0, Rk := C \ (∆k−1 ∪∆k), k = 1, . . . , p− 1, Rp := C \∆p−1,
where the upper and lower banks of the slits of two neighboring sheets are identified. This surface
is clearly of genus zero.
For a fixed l ∈ {1, . . . , p}, let ϕ(l) : R −→ C denote a conformal mapping whose divisor
consists of one simple zero at the point ∞(0) ∈ R0 and one simple pole at the point ∞(l) ∈ Rl,
i.e.,
ϕ(l)(z) = C1,l/z +O(1/z
2), z →∞(0), ϕ(l)(z) = C2,l z +O(1), z →∞
(l), (1.6)
where C1,l, C2,l are non-zero constants. This mapping exists and is uniquely determined up to
a multiplicative constant. For each k = 0, . . . , p, let
ϕ
(l)
k := ϕ
(l)|Rk
be the restriction of ϕ(l) to the sheet Rk. Since the product
∏p
k=0 ϕ
(l)
k is a single-valued analytic
function in C without singularities, it is constant. We normalize ϕ(l) so that this constant equals
1 or −1 and C1,l in (1.6) is real and positive, i.e.,
p∏
k=0
ϕ
(l)
k ≡ ±1, C1,l > 0. (1.7)
It is easy to see that conditions (1.6) and (1.7) determine ϕ(l) uniquely. In this paper, we will
use the notation
ωl := C1,l = lim
z→∞
zϕ
(l)
0 (z) (1.8)
for the constant C1,l in (1.6).
We can now state the main results of this paper.
Theorem 1.3. Assume that for each k = 0, . . . , p − 1, the measure σ∗k defined in (2.2) has
positive Radon-Nikodym derivative with respect to Lebesgue measure a.e. on ∆k = [ak, bk]. The
following formulas hold, uniformly on compact subsets of the indicated regions:
1) For each fixed 0 ≤ ρ ≤ p(p+ 1)− 1,
lim
λ→∞
Qλp(p+1)+ρ+1(z)
Qλp(p+1)+ρ(z)
=
z
1 + a(ρ) ω−1l ϕ
(l)
0 (z
p+1)
, z ∈ C \ (Γ0 ∪ {0}), (1.9)
where l = l(ρ) is the integer satisfying the conditions 1 ≤ l ≤ p and l − 1 ≡ ρ mod p, and
ωl is defined in (1.8). Convergence takes place in C \ Γ0 if ρ 6≡ p mod (p+ 1).
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2) For each fixed 0 ≤ ρ ≤ p(p+ 1)− 1 and 1 ≤ k ≤ p,
lim
λ→∞
Ψλp(p+1)+ρ+1,k(z)
Ψλp(p+1)+ρ,k(z)
=
z
1 + a(ρ) ω−1l ϕ
(l)
k (z
p+1)
, z ∈ C \ (Γk−1 ∪ Γk ∪ {0}), (1.10)
with ωl and l = l(ρ) as in 1), and Γp = ∅.
Notice that for increasing values of k, the functions appearing in (1.9)-(1.10) are analytic
continuations of each other.
The following result concerns properties of the limiting values a(ρ) in (1.5). In the statement
of the result and throughout the rest of the paper, we understand that the values (a(ρ))
p(p+1)−1
ρ=0
are continued periodically in Z with period p(p+ 1) so that a(ρ) = a(ρ+p(p+1)) for all ρ ∈ Z.
Theorem 1.4. The following properties stated in 1)–4) below hold for each 0 ≤ ρ ≤ p(p+1)−1:
1) The limit in (1.5) is non-zero, i.e., a(ρ) > 0.
2) The set of p values {a(ρ+m(p+1))}p−1m=0 is formed by distinct quantities.
3) The following relation holds:
ρ+p−1∑
i=ρ
a(i) =
ρ+2p∑
i=ρ+p+1
a(i).
4) We have
a(ρ) = −
ωl
ϕ
(l)
k (0)
(1.11)
where (k, l) = (k(ρ), l(ρ)) is the unique pair of integers satisfying the conditions 0 ≤ k ≤ p,
ρ ≡ k − 1 mod (p + 1), and 1 ≤ l ≤ p, ρ ≡ l − 1 mod p, and ωl is the positive constant
defined in (1.8).
5) Assume that 0 ∈ ∆k for some 0 ≤ k ≤ p − 1. Then, for any 0 ≤ ρ ≤ p(p + 1) − 1 such
that ρ ≡ k − 1 mod (p+ 1), we have a(ρ−p) = a(ρ). If 0 /∈ ∆k for all 0 ≤ k ≤ p− 1, then
for any 0 ≤ ρ ≤ p(p + 1) − 1, the set of p + 1 values {a(ρ+mp)}pm=0 is formed by distinct
quantities.
Observe that the function η(ρ) : R −→ C defined by
η(ρ)(z) =
1
1 + a(ρ) ω−1l(ρ) ϕ
(l(ρ))(z)
(1.12)
is conformal, as it is the composition of ϕ(l(ρ)) with the fractional linear transformation w 7→
(1 + a(ρ) ω−1l(ρ) w)
−1. As a consequence of (1.11) and the definition of ϕ(l(ρ)), the function η(ρ) :
R −→ C is characterized as the unique conformal mapping with a simple zero at∞(l(ρ)), a simple
pole at 0 ∈ Rk(ρ), and satisfying η
(ρ)(∞(0)) = 1. Then, (1.9) and (1.10) take the simpler form
lim
λ→∞
Qλp(p+1)+ρ+1(z)
Qλp(p+1)+ρ(z)
= zη
(ρ)
0 (z
p+1),
lim
λ→∞
Ψλp(p+1)+ρ+1,k(z)
Ψλp(p+1)+ρ,k(z)
= zη
(ρ)
k (z
p+1), 1 ≤ k ≤ p,
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where η
(ρ)
k = η
(ρ)|Rk .
The paper is organized as follows. In Section 2 we introduce some notions and auxiliary
results needed for the solution of the problem. In Section 3 we prove some of the statements
of Theorem 1.4 and establish the connection between the limiting functions F˜
(ρ)
k in (2.10), used
in [14] to express the ratio asymptotics of the MOP, and certain algebraic functions defined on
R. Section 4 is devoted to the proof of Theorem 1.3, what remains of Theorem 1.4, and the
description of the functions F˜
(ρ)
k .
2 Auxiliary results
We briefly recall some results from [14] that will be needed. As in [15, 14], in this paper we will
frequently use the notation
[n : n′] = {s ∈ Z : n ≤ s ≤ n′},
for any two integers n ≤ n′. If n′ < n, then [n : n′] indicates the empty set.
2.1 Reduction to the real line
For the study of multiple orthogonal polynomials on star-like sets, it is convenient to translate
the problem to the real line.
Let (s0, . . . , sp−1) = N (σ0, . . . , σp−1) be a Nikishin system on the star-like sets defined above.
Along with the measures sj we also use the measures
sk,j = 〈σk, . . . , σj〉, 0 ≤ k ≤ j ≤ p− 1. (2.1)
Notice that (sk,k, . . . , sk,j) = N (σk, . . . , σj).
For every 0 ≤ j ≤ p − 1, we shall denote by σ∗j the push-forward of σj under the map
z 7→ zp+1; that is, σ∗j is the measure on [aj , bj] such that for every Borel set E ⊂ [aj , bj],
σ∗j (E) := σj
(
{z : zp+1 ∈ E}
)
. (2.2)
Set
µk,k := σ
∗
k, 0 ≤ k ≤ p− 1,
dµk,j(τ) =
(
τ
∫ bk+1
ak+1
dµk+1,j(s)
τ − s
)
dσ∗k(τ), τ ∈ [ak, bk], 0 ≤ k < j ≤ p− 1.
The measures sk,j and µk,j are related through the formulas [15, Prop. 2.2]∫
Γk
dsk,j(t)
z − t
= zp+k−j
∫ bk
ak
dµk,j(τ)
zp+1 − τ
, 0 ≤ k ≤ j ≤ p− 1.
That is,
ŝk,j(z) = z
p+k−j µ̂k,j(z
p+1).
2.2 Functions of the second kind
For the asymptotic analysis of the multiple orthogonal polynomials, the functions of the second
kind play a crucial role.
Observe that Ψn,k is analytic in C \ Γk−1. It is not hard to deduce that for each fixed
k = 0, . . . , p−1, the function Ψn,k satisfies orthogonality conditions with respect to the measures
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sk,j , j = k, . . . , p−1, defined in (2.1). This and other interesting properties of the functions Ψn,k
may be found in [15, Propositions 2.5–2.7]. The functions Ψn,k are linked with other functions
of the second kind ψn,k that can be defined in terms of the push-forward measures introduced
before on the real line.
Definition 2.1. Set ψn,0 := Qd, where Qd is the polynomial that appears in the relation (1.3),
and for 1 ≤ k ≤ p, let ψn,k be the function analytic in C \ [ak−1, bk−1] defined as
ψn,k(z) =

z
∫
Γk−1
Ψn,k−1(t) t
k−1−ℓ
z−tp+1 dσk−1(t), ℓ < k,∫
Γk−1
Ψn,k−1(t) t
p+k−ℓ
z−tp+1 dσk−1(t), k ≤ ℓ,
where n ≡ ℓ mod (p+ 1), 0 ≤ ℓ ≤ p.
Let n ≡ ℓ mod (p+ 1) with 0 ≤ ℓ ≤ p, and define
dσn,k(τ) :=
{
dσ∗k(τ), ℓ ≤ k,
τ dσ∗k(τ), k < ℓ.
(2.3)
Then,
zk−ℓΨn,k(z) = ψn,k(z
p+1), 0 ≤ k ≤ p,
and for all 1 ≤ k ≤ p,
ψn,k(z) =

z
∫ bk−1
ak−1
ψn,k−1(τ)
z−τ dσn,k−1(τ), ℓ < k,∫ bk−1
ak−1
ψn,k−1(τ)
z−τ dσn,k−1(τ), k ≤ ℓ.
The functions of the second kind satisfy the following recurrence relations. For every n ≥ p,
0 ≤ k ≤ p, we have [15, Proposition 3.2]
zΨn,k(z) = Ψn+1,k(z) + anΨn−p,k(z),
and if n ≡ ℓ mod (p+ 1), 0 ≤ ℓ ≤ p− 1, then
ψn,k(z) = ψn+1,k(z) + anψn−p,k(z), (2.4)
while if n ≡ p mod (p+ 1), then
zψn,k(z) = ψn+1,k(z) + anψn−p,k(z). (2.5)
For each k = 0, . . . , p− 1, the function ψn,k satisfies orthogonality conditions with respect to
the measures µk,j , j = k . . . , p− 1. We have [15, Proposition 2.10]:
Let 0 ≤ k ≤ p − 1 and assume that n ≡ ℓ mod (p + 1) with 0 ≤ ℓ ≤ p. Then the function
ψn,k satisfies the orthogonality conditions∫ bk
ak
ψn,k(τ) τ
s dµk,j(τ) = 0,
⌈
ℓ− j
p+ 1
⌉
≤ s ≤
⌊
n+ pℓ− 1− j(p+ 1)
p(p+ 1)
⌋
, k ≤ j ≤ p− 1. (2.6)
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2.3 Counting the number of orthogonality conditions
For the asymptotic analysis of the multiple orthogonal polynomials and the functions of the
second kind, it is crucial to have a control on the total number of orthogonality conditions in
(2.6). We define this quantity next in the same way it was defined in [15].
Definition 2.2. Let n be a nonnegative integer and let ℓ = ℓ(n) be the integer satisfying n ≡ ℓ
mod (p + 1), 0 ≤ ℓ ≤ p. For each 0 ≤ j ≤ p − 1, let Mj = Mj(n) be the number of integers s
satisfying the inequalities ⌈
ℓ− j
p+ 1
⌉
≤ s ≤
⌊
n+ pℓ− 1− j(p+ 1)
p(p+ 1)
⌋
. (2.7)
For each 0 ≤ k ≤ p− 1, we define
Z(n, k) :=
p−1∑
j=k
Mj. (2.8)
Also, by convention Z(n, p) := 0.
The importance of the quantities Z(n, k) resides in the following results [15, Proposition 2.19],
[14, Theorem 3.1]:
For each n ≥ 0 and k = 0, . . . , p − 1, the function ψn,k has exactly Z(n, k) zeros in C \
([ak−1, bk−1] ∪ {0}); they are all simple and lie in the open interval (ak, bk). The function ψn,p
has no zeros in C \ ([ap−1, bp−1] ∪ {0}). The zeros of ψn+1,k and ψn,k on (ak, bk) interlace.
In the study of ratio asymptotics in [14], the quantities Z(n + 1, k) − Z(n, k) played a key
role. In [14, Lemma 4.1] it was proved that for each fixed 0 ≤ k ≤ p − 1, the expression
Z(n+1, k)−Z(n, k) is periodic in n with period p(p+1), and Z(n+1, k)−Z(n, k) ∈ {−1, 0, 1}
for all n.
2.4 The polynomials Pn,k
Definition 2.3. For any integers n ≥ 0 and k with 0 ≤ k ≤ p − 1, let Pn,k denote the monic
polynomial whose roots are the zeros of ψn,k in (ak, bk). For convenience we also define the
polynomials Pn,−1 ≡ 1, Pn,p ≡ 1.
According to what was said in the previous subsection about the zeros of ψn,k, we know that
Pn,k has degree Z(n, k), all its zeros are simple, and interlace those of Pn+1,k. Recall that by
Definition 2.1, Pn,0 = ψn,0 is the polynomial Qd that appears in (1.3) and, therefore,
Z(n, 0) = deg(Pn,0) =
⌊
n
p+ 1
⌋
. (2.9)
Taking into account (1.3), the ratio asymptotics of the polynomials Qn reduces to that of
the polynomials Pn,0. What is curious is that in order to solve this problem we need to study
simultaneously the ratio asymptotics of all the sequences of polynomials (Pn,k), n ≥ 0, for k =
0. . . . , p− 1.
The starting point of the present paper is the following result proved in [14].
Proposition 2.4. Assume that for each k = 0, . . . , p − 1, the measure σ∗k defined in (2.2)
has positive Radon-Nikodym derivative with respect to Lebesgue measure a.e. on [ak, bk]. Let
0 ≤ ρ ≤ p(p+ 1)− 1 be fixed. The following asymptotic properties hold:
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1) For each k = 0, . . . , p− 1,
lim
λ→∞
Pλp(p+1)+ρ+1,k(z)
Pλp(p+1)+ρ,k(z)
= F˜
(ρ)
k (z), z ∈ C \ [ak, bk], (2.10)
where F˜
(ρ)
k is F
(ρ)
k divided by its leading coefficient (in the Laurent series expansion at
infinity) and (F
(ρ)
k )
p−1
k=0 is a collection of analytic functions that satisfies, for the given
value of ρ, the properties stated in Proposition 2.5 below.
2) If ρ 6≡ p mod (p+ 1), then
lim
λ→∞
Qλp(p+1)+ρ+1(z)
Qλp(p+1)+ρ(z)
= z F˜
(ρ)
0 (z
p+1), z ∈ C \ Γ0, (2.11)
and if ρ ≡ p mod (p+ 1), then
lim
λ→∞
Qλp(p+1)+ρ+1(z)
Qλp(p+1)+ρ(z)
=
F˜
(ρ)
0 (z
p+1)
zp
, z ∈ C \ (Γ0 ∪ {0}). (2.12)
3) The sequence (an) of recurrence coefficients in (1.4) satisfies
lim
λ→∞
aλp(p+1)+ρ = a
(ρ), (2.13)
where the limiting values a(ρ) appear in the Laurent expansion at infinity of F˜
(ρ)
0 as follows:
F˜
(ρ)
0 (z) =
{
1− a(ρ)z−1 +O
(
z−2
)
, if ρ 6≡ p mod (p+ 1),
z − a(ρ) +O
(
z−1
)
, if ρ ≡ p mod (p+ 1).
(2.14)
In [14, Lemma 6.4] it was shown that a normalization of the functions (F˜
(ρ)
k )
p−1
k=0 constitute
the solution of a system of boundary value equations which we restate here for convenience of
the reader.
Proposition 2.5. Let ρ ∈ [0 : p(p+ 1) − 1] be fixed, and let ℓ ∈ [0 : p] be the remainder in the
division of ρ by p+ 1. Let F˜
(ρ)
k , 0 ≤ k ≤ p − 1, be the limiting functions in (2.10). Then there
exist positive constants c
(ρ)
k so that the collection of functions F
(ρ)
k (z) = c
(ρ)
k F˜
(ρ)
k (z), 0 ≤ k ≤ p−1
satisfies the following systems of boundary value equations:
1) When ℓ ∈ [0 : p− 1] (here, [0 : −1], [p : p− 1] and [p+ 1 : p− 1] denote the empty set for
the corresponding values of ℓ)
|F
(ρ)
k (τ)|
2
|F
(ρ)
k−1(τ)||F
(ρ)
k+1(τ)|
=1, τ ∈ [ak, bk], k ∈ [0 : ℓ− 1] ∪ [ℓ+ 2 : p− 1], (2.15)
|F
(ρ)
k (τ)|
2 |τ |
|F
(ρ)
k−1(τ)||F
(ρ)
k+1(τ)|
=1, τ ∈ [ak, bk] \ {0}, k = ℓ, (2.16)
|F
(ρ)
k (τ)|
2
|τ ||F
(ρ)
k−1(τ)||F
(ρ)
k+1(τ)|
=1, τ ∈ [ak, bk] \ {0}, k = ℓ+ 1. (2.17)
(The last equation is dropped if ℓ = p− 1.)
2) For ℓ = p, the system is
|F
(ρ)
0 (τ)|
2
|τ ||F
(ρ)
1 (τ)|
=1, τ ∈ [a0, b0] \ {0}, (2.18)
|F
(ρ)
k (τ)|
2
|F
(ρ)
k−1(τ)||F
(ρ)
k+1(τ)|
=1, τ ∈ [ak, bk], k ∈ [1 : p− 1]. (2.19)
In the above equations (2.15)–(2.19), we use the convention F
(ρ)
−1 ≡ F
(ρ)
p ≡ 1.
Moreover, for each ρ fixed, the functions F
(ρ)
k (z), 0 ≤ k ≤ p− 1 satisfy:
i) (F
(ρ)
k )
±1 ∈ H(C \ [ak, bk]).
ii) The leading coefficient (corresponding to the highest power of z) of the Laurent expansion
of F
(ρ)
k at ∞ is positive.
iii) F
(ρ)
k either has a simple pole, a simple zero, or takes a finite positive value at ∞. For a
given ρ ∈ [0 : p(p+ 1)− 1] and k ∈ [0 : p− 1], only one of these situations occurs.
In this paper, we express the functions (F˜
(ρ)
k )
p−1
k=0 in terms of the conformal mappings on the
Riemann surface R defined in the introduction, see Theorem 4.3.
For the precise interpretation of the boundary value equations, see the discussion at the
beginning of section 6.3 in [14].
Throughout the rest of the paper, we extend the p sequences {F˜
(ρ)
k }
p(p+1)−1
ρ=0 , 0 ≤ k ≤ p− 1,
and their normalizations, periodically with period p(p + 1), to allow the super-index ρ to take
arbitrary integer values. So by definition we set
F˜
(ρ+p(p+1))
k ≡ F˜
(ρ)
k , ρ ∈ Z, k ∈ [0 : p− 1].
Recall that we also extend the sequence {a(ρ)}
p(p+1)−1
ρ=0 of limiting values in (2.13), periodically
with period p(p+ 1), so that
a(ρ+p(p+1)) = a(ρ), ρ ∈ Z.
3 The boundary value problem and algebraic functions
3.1 Some additional notation
Let us define ωl,j as the leading coefficient in the Laurent series expansion of ϕ
(l)
j at ∞, i.e.,
ωl,j :=

ωl j = 0,
(ϕ
(l)
l )
′(∞) j = l,
ϕ
(l)
j (∞) 1 ≤ j ≤ p, j 6= l.
(3.1)
The condition ωl > 0 implies that
ϕ(l)(z) = ϕ(l)(z), z ∈ R. (3.2)
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Indeed, the functions ϕ(l)(z) and ϕ(l)(z) have the same divisor, and so there exists a constant
C such that ϕ(l)(z) = Cϕ(l)(z). Comparing the leading coefficients of the Laurent expansion of
these functions at ∞(0), we conclude that C = 1. This symmetry property implies in particular
that all the coefficients in the Laurent expansion at infinity of the branches ϕ
(l)
k are real.
Throughout the rest of the paper, we use the following notation, already employed for the
functions F˜
(ρ)
k . Given an arbitrary function F (z) which has in a neighborhood of infinity a
Laurent expansion of the form F (z) = Czk+O(zk−1), C 6= 0, k ∈ Z, we denote F˜ (z) := F (z)/C.
If C is real, sg(F (∞)) will represent the sign of C.
The symmetry property (3.2) implies that for each k = 0, . . . , p, the function ϕ
(l)
k is real-
valued on R \ (∆k−1 ∪ ∆k), where ∆−1 = ∆p = ∅. This, and the fact that ϕ(l) : R −→ C
is a bijection, easily imply the following statements, which are left to the reader to check: If
l ∈ {1, . . . , p} is odd, then
sg(ϕ
(l)
k (∞)) =
{
+1 for 0 ≤ k ≤ l,
−1 for l < k ≤ p,
(3.3)
and if l ∈ {1, . . . , p} is even, then
sg(ϕ
(l)
k (∞)) =
{
+1 for 0 ≤ k < l,
−1 for l ≤ k ≤ p.
(3.4)
3.2 Proof of Theorem 1.4.1.
Proof. We aim to prove that for each 0 ≤ ρ ≤ p(p+ 1)− 1, the limiting value on the right-hand
side of (2.13) satisfies a(ρ) > 0.
The following relations were proved in [14], and are easily obtained applying (2.10) and
(2.4)–(2.5) in the case k = 0. We have
a(ρ) = (z − F˜
(ρ)
0 (z))
ρ−1∏
i=ρ−p
F˜
(i)
0 (z), z ∈ C \ [a0, b0], ρ ≡ p mod (p+ 1), (3.5)
a(ρ) = (1− F˜
(ρ)
0 (z))
ρ−1∏
i=ρ−p
F˜
(i)
0 (z), z ∈ C \ [a0, b0], ρ 6≡ p mod (p+ 1). (3.6)
Assume that a(ρ) = 0 for some ρ satisfying ρ ≡ p mod (p + 1). Since none of the functions
F˜
(i)
0 vanish on C \ [a0, b0] (cf. Proposition 2.5 i)), we deduce from (3.5) that F˜
(ρ)
0 (z) ≡ z on that
domain. If 0 /∈ [a0, b0], then F˜
(ρ)
0 (z) has a zero at the origin, which contradicts Proposition 2.5 i).
Suppose that a0 = 0. Then, F
(ρ)
0 (z) = c
(ρ)
0 F˜
(ρ)
0 (z) = c
(ρ)
0 z and (2.18) imply that F
(ρ)
1 (z) =
(c
(ρ)
0 )
2 z, which contradicts the fact that F
(ρ)
1 (z) does not vanish in the exterior of [a1, b1], which
is disjoint from [a0, b0] = [0, b0].
Now assume that a(ρ) = 0 for some ρ 6≡ p mod (p + 1). Then, from (3.6) we deduce that
F˜
(ρ)
0 (z) ≡ 1 on C \ [a0, b0].
Suppose first that ℓ = 0 (see the statement of Proposition 2.5 for the definition of ℓ). Applying
(2.16) for k = 0 we get F
(ρ)
1 (z) = (c
(ρ)
0 )
2 z. If 0 6∈ [a1, b1], then F
(ρ)
1 has a zero outside [a1, b1],
which is contradictory with the non-vanishing property. Now assume 0 ∈ [a1, b1], i.e., b1 = 0.
If p ≥ 3, then applying (2.17) for k = 1 we obtain that the function F
(ρ)
2 must have a zero at
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the origin, contradiction. If p = 2, then F
(ρ)
2 ≡ 1 by definition, and (2.17) reduces to c|τ | = 1,
τ ∈ [a1, 0), c a constant, which is impossible.
Now suppose that 1 ≤ ℓ ≤ p− 2. Applying (2.15) repeatedly for k = 0, . . . , ℓ − 1, we obtain
that the functions F
(ρ)
k , 0 ≤ k ≤ ℓ, are all constant in their domains. Then from equation (2.16)
we deduce that F
(ρ)
ℓ+1(z) = c z for some constant c. If 0 6∈ [aℓ+1, bℓ+1], contradiction. So assume
that 0 ∈ [aℓ+1, bℓ+1]. From (2.17) we now obtain that F
(ρ)
ℓ+2 must have a zero at 0 ∈ C\[aℓ+2, bℓ+2],
which is a contradiction.
Finally, assume that ℓ = p − 1 (we also assume that p ≥ 2). Recall that by assumption
F˜
(ρ)
0 ≡ 1. Applying (2.15) repeatedly for k = 0, . . . , ℓ − 1, we obtain that the functions F
(ρ)
k ,
0 ≤ k ≤ p− 1, are all constant in their domains. This contradicts (2.16), since F
(ρ)
p ≡ 1.
3.3 A fundamental relation
We wish to express the functions that solve the system of boundary value equations in Proposition
2.5 in terms of algebraic functions defined on the Riemann surface. A direct relation is hard to
establish, but if one multiplies p+1 consecutive F
(ρ)
k as it is done in (3.11), then such a product
has a very nice representation (see (3.14) below). In order to arrive to that formula we need
to analyze the order of such products at infinity. For this purpose we introduce the following
quantities.
For integers n ≥ 0 and k ∈ [0 : p], let
Λ(n, k) := Z(n+ p+ 1, k)− Z(n, k). (3.7)
Note also that
Λ(n, k) =
p∑
j=0
(Z(n+ j + 1, k)− Z(n+ j, k)) , (3.8)
which will be used later.
Lemma 3.1. For any integers n ≥ 0 and k ∈ [0 : p],
Λ(n, k) =
{
0, if n ≡ s mod p, s ∈ [0 : k − 1],
1, if n ≡ s mod p, s ∈ [k : p− 1].
(3.9)
In particular, for each k ∈ [0 : p], Λ(n, k) is periodic as a function of n with period p.
Proof. For an integer n ≥ 0, let ℓ(n) be the integer satisfying n ≡ ℓ mod (p + 1), 0 ≤ ℓ ≤ p.
According to (2.7) and (2.8),
Z(n, k) =
p−1∑
j=k
Mj(n),
where
Mj(n) =
⌊
n+ p ℓ(n)− 1− j(p+ 1)
p(p+ 1)
⌋
−
⌈
ℓ(n)− j
p+ 1
⌉
+ 1.
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Since ℓ(n) = ℓ(n+ p+ 1) = ℓ, we obtain
Λ(n, k) =
p−1∑
j=k
(Mj(n+ p+ 1)−Mj(n))
=
p−1∑
j=k
(⌊
n+ p+ 1 + p ℓ− 1− j(p+ 1)
p(p+ 1)
⌋
−
⌊
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
⌋)
=
p−1∑
j=k
(⌊
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
+
1
p
⌋
−
⌊
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
⌋)
.
We can write
n = λp(p+ 1) + ρ, λ ≥ 0, 0 ≤ ρ ≤ p(p+ 1)− 1,
and decompose ρ as
ρ = η(p+ 1) + ℓ, 0 ≤ η ≤ p− 1.
Then
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
= λ+
η + ℓ− j
p
−
1
p(p+ 1)
.
Let s ∈ [0 : p − 1] be the residue of n modulo p. Note that n ≡ η + ℓ mod p, so if we write
η + ℓ = s+mp for some integer m, we get
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
= λ+m+
s− j
p
−
1
p(p+ 1)
. (3.10)
Assume first that s ∈ [0 : k − 1]. Then, from (3.10) we obtain that for every j ∈ [k : p− 1],⌊
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
⌋
=
⌊
n+ pℓ− 1− j(p+ 1)
p(p+ 1)
+
1
p
⌋
= λ+m− 1,
which implies that Λ(n, k) = 0. If s ∈ [k : p− 1], then⌊
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
⌋
=
{
λ+m if k ≤ j ≤ s− 1,
λ+m− 1 if s ≤ j ≤ p− 1,
and ⌊
n+ p ℓ− 1− j(p+ 1)
p(p+ 1)
+
1
p
⌋
=
{
λ+m if k ≤ j ≤ s,
λ+m− 1 if s+ 1 ≤ j ≤ p− 1,
which implies that in this case Λ(n, k) = 1.
Definition 3.2. For each k ∈ [0 : p− 1] and ρ ∈ Z, we define
f
(ρ)
k (z) :=
p∏
j=0
F
(ρ+j)
k (z). (3.11)
We also set f
(ρ)
−1 ≡ f
(ρ)
p ≡ 1.
Theorem 3.3. The functions defined in (3.11) satisfy the following properties for each k ∈ [0 :
p− 1] and ρ ∈ [0 : p(p+ 1)− 1]:
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1) (f
(ρ)
k )
±1 ∈ H(C \∆k), and as z →∞,
f
(ρ)
k (z) = ck,ρ z
Λ(ρ,k)(1 +O(z−1)), (3.12)
where ck,ρ is a positive constant, and Λ(ρ, k) is described in (3.9).
2) The function |f
(ρ)
k | has continuous and strictly positive boundary values on all ∆k and we
have
|f
(ρ)
k (τ)|
2
|f
(ρ)
k−1(τ)||f
(ρ)
k+1(τ)|
= 1, τ ∈ ∆k. (3.13)
3) Let l = l(ρ) be the integer determined by the conditions l − 1 ≡ ρ mod p and 1 ≤ l ≤ p.
Then
f
(ρ)
k (z) = sg
(
p∏
ν=k+1
ϕ(l)ν (∞)
)
p∏
ν=k+1
ϕ(l)ν (z), z ∈ C \∆k, (3.14)
where
sg
(
p∏
ν=k+1
ϕ(l)ν (∞)
)
=
(−1)
p+1 if 0 ≤ k ≤ l − 1,
(−1)p+k if l ≤ k ≤ p− 1.
(3.15)
Proof. Recall that the polynomial Pn,k has degree Z(n, k). Therefore, from (2.10) and the fact
that Z(n+ 1, k)− Z(n, k) is periodic with respect to n with period p(p+ 1), it follows that
F˜
(ρ+j)
k (z) = z
Z(ρ+j+1,k)−Z(ρ+j,k)(1 +O(z−1)), z →∞, 0 ≤ j ≤ p. (3.16)
Since F
(ρ+j)
k = c˜k,jF˜
(ρ+j)
k (z), where c˜k,j is a positive constant (cf. Proposition 2.5), multiplying
the p+1 estimates in (3.16) and applying (3.8) and (3.11), we obtain (3.12). We have (f
(ρ)
k )
±1 ∈
H(C \∆k) since none of the functions F
(ρ)
k vanish on C \∆k.
In [14, Section 6.3] it was shown the following. Up to a multiplicative constant, each function
F˜
(ρ+j)
k , 0 ≤ j ≤ p, can be expressed either as a Szegő function, or as a Szegő function multiplied
or divided by the conformal mapping φk from the exterior of ∆k onto the exterior of the unit
circle that satisfies φk(∞) =∞ and φ′k(∞) > 0. The Szegő function in the expression of F˜
(ρ+j)
k
is associated with a weight that takes one of the following three forms:
1
|F˜
(ρ+j)
k−1 (τ)||F˜
(ρ+j)
k+1 (τ)|
,
|τ |
|F˜
(ρ+j)
k−1 (τ)||F˜
(ρ+j)
k+1 (τ)|
,
1
|τ ||F˜
(ρ+j)
k−1 (τ)||F˜
(ρ+j)
k+1 (τ)|
. (3.17)
A careful analysis of the different cases described in [14, Section 6.3], shows that as j varies
in the range [0 : p], exactly one j corresponds to a weight of the second type (the j satisfying
ρ+ j ≡ k mod (p+1)), exactly one j corresponds to a weight of the third type (the j satisfying
ρ + j ≡ k − 1 mod (p + 1)), and all other j correspond to a weight of the first type. By
the multiplicative property of Szegő functions, the possible singularities that |τ | and 1/|τ | in
(3.17) may cause at the origin will not be present in the product f
(ρ)
k . Hence, |f
(ρ)
k | will have
continuous and non-vanishing boundary values on all ∆k. Multiplying the different boundary
value equations in Proposition 2.5 for the different indices ρ+ j, 0 ≤ j ≤ p, we obtain (3.13) (the
reader can also observe the cancellation between |τ | and 1/|τ | after multiplying these equations).
Let ρ ∈ [0 : p(p+1)−1] be fixed, and let l be the integer satisfying l−1 ≡ ρ mod p, 1 ≤ l ≤ p.
Then we have shown that the system of functions {f
(ρ)
k }
p−1
k=0 satisfies the following conditions:
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a) f
(ρ)
k , 1/f
(ρ)
k ∈ H(C \∆k), k = 0, . . . , p− 1.
b) In virtue of (3.9) and (3.12), as z →∞ we have
f
(ρ)
k (z) =
{
ck,ρz +O(1), 0 ≤ k ≤ l − 1,
ck,ρ +O(z
−1), l ≤ k ≤ p− 1,
where ck,ρ > 0 for all 0 ≤ k ≤ p− 1.
c) The boundary value relation (3.13) holds for each 0 ≤ k ≤ p− 1.
In [3, Lemma 4.2] it was proved that the boundary value problem a)-b)-c) has a unique
solution and it is precisely given by
f
(ρ)
k (z) = sg
(
p∏
ν=k+1
ϕ(l)ν (∞)
)
p∏
ν=k+1
ϕ(l)ν (z), z ∈ C \∆k.
Formula (3.15) follows immediately from (3.3) and (3.4).
Corollary 3.4. The following properties hold:
1) For each ρ ∈ [0 : p(p+ 1)− 1] and k ∈ [0 : p− 1],
f
(ρ)
k ≡ f
(ρ+p)
k . (3.18)
2) For each ρ ∈ [0 : p(p+ 1)− 1] and k ∈ [0 : p− 1],
ρ+p−1∏
i=ρ
F
(i)
k ≡
ρ+2p∏
i=ρ+p+1
F
(i)
k ,
ρ+p−1∏
i=ρ
F˜
(i)
k ≡
ρ+2p∏
i=ρ+p+1
F˜
(i)
k . (3.19)
3) For each ρ ∈ [0 : p(p+ 1)− 1],
ρ+p−1∑
i=ρ
a(i) =
ρ+2p∑
i=ρ+p+1
a(i). (3.20)
4) For each ρ ∈ [0 : p(p+ 1)− 1] and z ∈ C \∆0 we have
a(ρ+p+1)
a(ρ)
=
z − F˜
(ρ+p+1)
0 (z)
z − F˜
(ρ)
0 (z)
if ρ ≡ p mod (p+ 1), (3.21)
a(ρ+p+1)
a(ρ)
=
1− F˜
(ρ+p+1)
0 (z)
1− F˜
(ρ)
0 (z)
if ρ 6≡ p mod (p+ 1). (3.22)
Proof. The relation (3.18) follows immediately from (3.14) since l(ρ) = l(ρ + p), and (3.19) is
obtained dividing both sides of (3.18) by F
(ρ+p)
k .
Taking k = 0 in (3.19) we get
ρ+p−1∏
i=ρ
F˜
(i)
0 ≡
ρ+2p∏
i=ρ+p+1
F˜
(i)
0 . (3.23)
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In virtue of (2.14), as z →∞ we have
ρ+p−1∏
i=ρ
F˜
(i)
0 (z) =

1−
(∑ρ+p−1
i=ρ a
(i)
)
z−1 +O(z−2), ρ ≡ 0 mod (p+ 1),
z −
∑ρ+p−1
i=ρ a
(i) +O(z−1), ρ 6≡ 0 mod (p+ 1),
(3.24)
hence (3.20) is a consequence of (3.23) and (3.24). Notice that (3.20) is the statement of Theorem
1.4.3.
Assume that ρ ≡ p mod (p+ 1). According to (3.5), we have
a(ρ) = (z − F˜
(ρ)
0 (z))
ρ−1∏
i=ρ−p
F˜
(i)
0 (z), z ∈ C \∆0,
a(ρ+p+1) = (z − F˜
(ρ+p+1)
0 (z))
ρ+p∏
i=ρ+1
F˜
(i)
0 (z), z ∈ C \∆0.
Dividing the second identity by the first identity, and applying Theorem 1.4.1 and (3.19), we
obtain (3.21). Similarly one proves (3.22), using (3.6).
3.4 Proof of Theorem 1.4.2
Proof. First note that if l1, l2 ∈ [1 : p] with l1 6= l2, then ϕ(l1)/ϕ(l2) : R −→ C is conformal.
Indeed, from the definition of ϕ(l) we deduce that ϕ(l1)/ϕ(l2) is a meromorphic function on R
with only one simple pole (the point ∞(l1)) and only one simple zero (the point ∞(l2)).
Let m1, m2 be indices such that 0 ≤ m1 < m2 ≤ p− 1. In virtue of (3.21)–(3.22) we have
a(ρ+m2(p+1))
a(ρ+m1(p+1))
=

z−F˜
(ρ+m2(p+1))
0 (z)
z−F˜
(ρ+m1(p+1))
0 (z)
if ρ ≡ p mod (p+ 1),
1−F˜
(ρ+m2(p+1))
0 (z)
1−F˜
(ρ+m1(p+1))
0 (z)
if ρ 6≡ p mod (p+ 1).
Let us assume that a(ρ+m1(p+1)) = a(ρ+m2(p+1)). Then, from the above relation we deduce that
F˜
(ρ+m1(p+1))
0 ≡ F˜
(ρ+m2(p+1))
0 .
In virtue of (3.11), we have
f˜
(ρ+1)
0
f˜
(ρ)
0
=
F˜
(ρ+p+1)
0
F˜
(ρ)
0
, for any ρ ∈ Z,
so a repeated application of this identity yields
F˜
(ρ+m2(p+1))
0
F˜
(ρ+m1(p+1))
0
=
m2−1∏
m=m1
F˜
(ρ+(m+1)(p+1))
0
F˜
(ρ+m(p+1))
0
=
m2−1∏
m=m1
f˜
(ρ+m(p+1)+1)
0
f˜
(ρ+m(p+1))
0
. (3.25)
On the other hand, by (3.14) we have
f˜
(ρ)
0 =
p∏
ν=1
ϕ˜(l(ρ))ν =
1
ϕ˜
(l(ρ))
0
, for any ρ ∈ Z. (3.26)
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We conclude from (3.25) and (3.26) that
m2−1∏
m=m1
ϕ˜
(l(ρ+m(p+1)))
0
ϕ˜
(l(ρ+m(p+1)+1))
0
≡ 1. (3.27)
The reader can easily check that for any m,
l(ρ+m(p+ 1) + 1) = l(ρ+ (m+ 1)(p+ 1)),
hence (3.27) reduces to
ϕ˜
(l1)
0
ϕ˜
(l2)
0
≡ 1, l1 = l(ρ+m1(p+ 1)), l2 = l(ρ+ (m2 − 1)(p+ 1) + 1).
It is easily seen that the values l1 and l2 above are different, which contradicts the property
described at the beginning of the proof.
4 Formulae for F˜
(ρ)
k and a
(ρ)
4.1 The limits a(ρ) and the normalizing constants c
(ρ)
k
Proposition 4.1. Let 0 ≤ ρ ≤ p(p+ 1)− 1. If ρ ≡ k mod p, 0 ≤ k ≤ p− 1, then
a(ρ) =
p∏
j=1
c
(ρ+j)
k+1
c
(ρ+j)
0 c
(ρ+j)
k
, c(ρ)p = 1, (4.1)
where the constants {c
(ρ)
k }
p−1
k=0 are the positive constants that appear in the relation F
(ρ)
k = c
(ρ)
k F˜
(ρ)
k
(see Proposition 2.5), and they are obtained solving the system of equations (6.30) in [14].
Proof. Let Hn,k =
Pn,k−1ψn,k
Pn,k
, and let σn,k be the measure defined in (2.3). Set
K−2n,k :=
∫
∆k
P 2n,k
|Hn,k|
|Pn,k−1Pn,k+1|
d|σn,k|.
In [15, Theorem 3.5] it was proved that for n ≡ k mod p, 0 ≤ k ≤ p− 1, n ≥ p, the recurrence
coefficient an satisfies
an =
K2n−p,k
K2n,k
.
As in [14], we define the constants
κ
(ρ)
j :=
c
(ρ)
j
(c
(ρ)
j−1c
(ρ)
j+1)
1/2
, 0 ≤ j ≤ p− 1, (4.2)
where by definition c
(ρ)
−1 = c
(ρ)
p = 1. Fix ρ ∈ [0 : p(p+ 1)− 1] with ρ ≡ k mod p. Using formulas
(3.8) and (3.10) from [14], we obtain
a(ρ) = lim
λ→∞
aλp(p+1)+ρ = lim
λ→∞
p−1∏
j=0
K2λp(p+1)+ρ−p+j,k
K2λp(p+1)+ρ−p+j+1,k
=
p−1∏
j=0
1
(κ
(ρ−p+j)
0 · · ·κ
(ρ−p+j)
k )
2
=
p−1∏
j=0
c
(ρ−p+j)
k+1
c
(ρ−p+j)
0 c
(ρ−p+j)
k
.
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(For each k, the values of κ
(ρ)
k and c
(ρ)
k are defined periodically with period p(p + 1) in the
parameter ρ.) From (3.19) we deduce that
p−1∏
j=0
c
(ρ−p+j)
k+1
c
(ρ−p+j)
0 c
(ρ−p+j)
k
=
p∏
j=1
c
(ρ+j)
k+1
c
(ρ+j)
0 c
(ρ+j)
k
which concludes the proof of (4.1).
4.2 The quotients F˜
(ρ)
k /F˜
(ρ)
k−1
Theorem 4.2. For each 0 ≤ ρ ≤ p(p+ 1)− 1 and 1 ≤ k ≤ p, we have for z ∈ C \ (∆k−1 ∪∆k),
F
(ρ)
k (z)
F
(ρ)
k−1(z)
=
ξ
(ρ)
k (z) c
(ρ)
0
ε
(ρ)
k
1
1 + a(ρ) ω−1l ϕ
(l)
k (z)
(4.3)
F˜
(ρ)
k (z)
F˜
(ρ)
k−1(z)
=
ξ
(ρ)
k (z)
ε
(ρ)
k
c
(ρ)
0 c
(ρ)
k−1
c
(ρ)
k
1
1 + a(ρ) ω−1l ϕ
(l)
k (z)
(4.4)
where l = l(ρ) is the integer satisfying the conditions l − 1 ≡ ρ mod p and 1 ≤ l ≤ p, ωl is
defined in (1.8),
ξ
(ρ)
k (z) =
{
z if ρ ≡ k − 1 mod (p+ 1),
1 otherwise,
the constants c
(ρ)
k are those that appear in the relation F
(ρ)
k = c
(ρ)
k F˜
(ρ)
k (see Proposition 2.5), and
ε
(ρ)
k is the constant (taking only the values 1 or −1) given in (5.1) (see the Appendix).
Proof. Let ρ ∈ [0 : p(p + 1) − 1] be fixed. As indicated, c
(ρ)
k , 0 ≤ k ≤ p − 1 are the positive
constants for which F
(ρ)
k = c
(ρ)
k F˜
(ρ)
k . We also define c
(ρ)
−1 = c
(ρ)
p = 1. Let κ
(ρ)
j be the constant
defined in (4.2). Note that
(κ
(ρ)
0 · · ·κ
(ρ)
k−1)
2 =
c
(ρ)
0 c
(ρ)
k−1
c
(ρ)
k
, k = 1, . . . , p. (4.5)
Combining (4.5) and (3.11) in [14], for k = 1, . . . , p and z ∈ C \ (∆k−1 ∪∆k ∪ {0}) we obtain
lim
λ→∞
ψλp(p+1)+ρ+1,k(z)
ψλp(p+1)+ρ,k(z)
=
ε
(ρ)
k h
(ρ)
k (z)
(κ
(ρ)
0 · · ·κ
(ρ)
k−1)
2
F˜
(ρ)
k (z)
F˜
(ρ)
k−1(z)
=
ε
(ρ)
k h
(ρ)
k (z)
c
(ρ)
0
F
(ρ)
k (z)
F
(ρ)
k−1(z)
(4.6)
(F˜
(ρ)
p ≡ 1) where
h
(ρ)
k (z) =

z if ρ ≡ p mod (p+ 1),
z−1 if ρ ≡ k − 1 mod (p+ 1),
1 otherwise.
(4.7)
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Assume that ρ ≡ p mod (p+ 1). Taking n = λp(p+ 1) + ρ in (2.5) and using (4.6), we get
c
(ρ)
0
ε
(ρ)
k h
(ρ)
k (z)
zF
(ρ)
k−1(z)
F
(ρ)
k (z)
= lim
λ→∞
zψλp(p+1)+ρ,k(z)
ψλp(p+1)+ρ+1,k(z)
= 1 + lim
λ→∞
aλp(p+1)+ρ
ψλp(p+1)+ρ−p,k(z)
ψλp(p+1)+ρ+1,k(z)
= 1 + a(ρ) lim
λ→∞
p∏
j=0
ψλp(p+1)+ρ−p+j,k(z)
ψλp(p+1)+ρ−p+j+1,k(z)
= 1 + a(ρ)
p∏
j=0
c
(ρ−p+j)
0
ε
(ρ−p+j)
k h
(ρ−p+j)
k (z)
F
(ρ−p+j)
k−1 (z)
F
(ρ−p+j)
k (z)
= 1 + a(ρ)
f
(ρ)
k−1(z)
f
(ρ)
k (z)
p∏
j=0
c
(ρ−p+j)
0
ε
(ρ−p+j)
k h
(ρ−p+j)
k (z)
. (4.8)
In the last equality we use the identity f
(ρ−p)
k = f
(ρ)
k . Taking account of (4.7) in the case ρ ≡ p
mod (p+ 1), from (4.8) we obtain the relation
c
(ρ)
0
ε
(ρ)
k
F
(ρ)
k−1(z)
F
(ρ)
k (z)
= 1 + a(ρ)
f
(ρ)
k−1(z)
f
(ρ)
k (z)
p∏
j=0
c
(ρ−p+j)
0
ε
(ρ−p+j)
k
. (4.9)
If ρ 6≡ p mod (p + 1), proceeding in the same fashion but using (2.4) instead of (2.5) we
obtain the formulas
1 + a(ρ)
f
(ρ)
k−1(z)
f
(ρ)
k (z)
p∏
j=0
c
(ρ−p+j)
0
ε
(ρ−p+j)
k
=

c
(ρ)
0
ε
(ρ)
k
zF
(ρ)
k−1(z)
F
(ρ)
k
(z)
if ρ ≡ k − 1 mod (p+ 1),
c
(ρ)
0
ε
(ρ)
k
F
(ρ)
k−1(z)
F
(ρ)
k
(z)
otherwise.
(4.10)
In the second part of (4.10) one can include (4.9). In virtue of (3.14), we have f
(ρ)
k−1/f
(ρ)
k =
sg(ϕ
(l)
k (∞))ϕ
(l)
k . So (4.10) is equivalent to the identity
F
(ρ)
k (z)
F
(ρ)
k−1(z)
=
ξ
(ρ)
k (z) c
(ρ)
0
ε
(ρ)
k
1 + a(ρ) ϕ(l)k (z)
sg(ϕ
(l)
k (∞))
p∏
j=0
c
(ρ−p+j)
0
ε
(ρ−p+j)
k
−1 (4.11)
which we shall simplify now.
First, we have the relation
ω−1l =
p∏
j=0
c
(ρ−p+j)
0 (4.12)
where ωl is defined in (1.8). Indeed, in virtue of (3.18) and (3.14), we have
f
(ρ−p)
0 = f
(ρ)
0 = sg
(
p∏
ν=1
ϕ(l)ν (∞)
)
p∏
ν=1
ϕ(l)ν =
1
sg(ϕ
(l)
0 (∞))
1
ϕ
(l)
0
=
1
ϕ
(l)
0
and identifying the leading coefficients in the Laurent expansion at infinity of the extreme func-
tions in this identity, we obtain (4.12). We also have the identity
sg(ϕ
(l)
k (∞))
p∏
j=0
ε
(ρ−p+j)
k = 1, (4.13)
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which is proved in the Appendix (see Lemma 5.1).
Now, (4.3) and (4.4) follow from (4.11), (4.12) and (4.13), and the relation F
(ρ)
k = c
(ρ)
k F˜
(ρ)
k .
4.3 Description of the functions F˜
(ρ)
k
Theorem 4.3. Let 0 ≤ ρ ≤ p(p+1)−1 be fixed, and let (k(ρ), l(ρ)) be the unique pair of integers
satisfying the conditions 0 ≤ k(ρ) ≤ p, ρ ≡ k(ρ)− 1 mod (p+ 1), and 1 ≤ l(ρ) ≤ p, ρ ≡ l(ρ)− 1
mod p. For each k = 0, . . . , p− 1,
F˜
(ρ)
k (z) =

C
(ρ)
k
∏k
j=0(1 + a
(ρ) ω−1l(ρ) ϕ
(l(ρ))
j (z))
−1 if 0 ≤ k < k(ρ),
z C
(ρ)
k
∏k
j=0(1 + a
(ρ) ω−1l(ρ) ϕ
(l(ρ))
j (z))
−1 if k(ρ) ≤ k ≤ p− 1,
(4.14)
where
C
(ρ)
k =

1, k = 0,∏k
j=1
(
1 + a(ρ)
ωl(ρ),j
ωl(ρ)
)
, 1 ≤ k ≤ l(ρ)− 1,
a(ρ)
ωl(ρ),l(ρ)
ωl(ρ)
∏k
j=1,j 6=l(ρ)
(
1 + a(ρ)
ωl(ρ),j
ωl(ρ)
)
, l(ρ) ≤ k ≤ p− 1,
(4.15)
see (3.1). The constant C
(ρ)
k has the following alternative expression:
C
(ρ)
k =

1 k = 0,
(c
(ρ)
k )
−1(c
(ρ)
0 )
k+1 1 ≤ k ≤ p− 1, k odd,
ε
(ρ)
k (c
(ρ)
k )
−1(c
(ρ)
0 )
k+1 1 ≤ k ≤ p− 1, k even,
(4.16)
where ε
(ρ)
k is defined in (5.1).
In particular, we have
F˜
(ρ)
0 (z) =
(1 + a
(ρ) ϕ˜
(l(ρ))
0 (z))
−1 if ρ 6≡ p mod (p+ 1),
z (1 + a(ρ) ϕ˜
(l(ρ))
0 (z))
−1 if ρ ≡ p mod (p+ 1).
(4.17)
Proof. Since F˜
(ρ)
−1 ≡ 1, formula (4.17) can be viewed as a particular case of (4.4) for k = 0.
Formula (4.17) is quite straightforward so let us prove it first. Assume ρ ≡ p mod (p + 1).
Applying (3.5) we obtain
F˜
(ρ)
0 (z) = z −
a(ρ)∏ρ−1
i=ρ−p F˜
(i)
0 (z)
= z −
a(ρ)F˜
(ρ)
0 (z)∏ρ
i=ρ−p F˜
(i)
0 (z)
.
From (3.11) and (3.18) we deduce that f˜
(ρ)
0 (z) = f˜
(ρ−p)
0 (z) =
∏ρ
i=ρ−p F˜
(i)
0 (z), and therefore
F˜
(ρ)
0 (z) =
z
1 + a
(ρ)
f˜
(ρ)
0 (z)
=
z
1 + a(ρ) ϕ˜
(l)
0 (z)
=
z
1 + a(ρ) ω−1l ϕ
(l)
0 (z)
, l = l(ρ),
where we have applied (3.14) and (1.7) in the second equality (note that
∏p
ν=0 ϕ˜
(l)
ν ≡ 1.) The
other identity in (4.17) is obtained in the same manner, starting from the relation (3.6).
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Formula (4.14) for k = 0 follows from (4.17) and the first equality in (4.15). For the rest of
the values of k, it suffices to observe that taking telescopic products from (4.4) it follows that
F˜
(ρ)
k is a constant multiple of the function
χ
(ρ)
k (z) :=
k∏
j=0
(1 + a(ρ) ω−1l(ρ) ϕ
(l(ρ))
j (z))
−1
when 0 ≤ k < k(ρ), or a constant multiple of zχ
(ρ)
k (z) for k(ρ) ≤ k ≤ p− 1, i.e.,
F˜
(ρ)
k (z) =
C
(ρ)
k χ
(ρ)
k (z), 0 ≤ k < k(ρ),
z C
(ρ)
k χ
(ρ)
k (z), k(ρ) ≤ k ≤ p− 1,
(4.18)
for some constant C
(ρ)
k . This constant must be such that the leading coefficient of the Laurent
expansion of C
(ρ)
k χ
(ρ)
k at ∞ is 1.
Let us determine the constant C
(ρ)
k . Consider the conformal function η
(ρ) : R −→ C defined
in (1.12). Recall that the unique pole of this function is located at 0 ∈ Rk(ρ), so it has no poles
at the infinity points in R. Consequently,
C
(ρ)
k =

1, k = 0∏k
j=1
(
1 + a(ρ) ω−1l(ρ) ϕ
(l(ρ))
j (∞)
)
, 1 ≤ k ≤ l(ρ)− 1,
a(ρ) ω−1l(ρ)
(
ϕ
(l(ρ))
l(ρ)
)′
(∞)
∏k
j=1,j 6=l(ρ)(1 + a
(ρ)ω−1l(ρ)ϕ
(l(ρ))
j (∞)), l(ρ) ≤ k ≤ p− 1,
which is (4.15). From (4.4) and (4.18) we obtain that for 1 ≤ k ≤ p− 1,
C
(ρ)
k =
k∏
j=1
ε
(ρ)
j c
(ρ)
0 c
(ρ)
j−1
c
(ρ)
j
=
(c
(ρ)
0 )
k+1
c
(ρ)
k
k∏
j=1
ε
(ρ)
j
and applying (5.4) we get (4.16).
Remark 4.4. In terms of the function η(ρ) defined in (1.12), formula (4.14) admits the form
F˜
(ρ)
k (z) =

∏k
j=0 η˜
(ρ)
j (z), if 0 ≤ k < k(ρ),
z
∏k
j=0 η˜
(ρ)
j (z), if k(ρ) ≤ k ≤ p− 1.
4.4 Proof of Theorem 1.4.4
Proof. Let ρ ∈ [0 : p(p+1)−1], and let (k, l) be the pair of parameters indicated in the statement
of the result we are proving. With these values, formula (4.3) establishes that
F
(ρ)
k (z)
F
(ρ)
k−1(z)
=
z c
(ρ)
0
ε
(ρ)
k
1
1 + a(ρ) ω−1l ϕ
(l)
k (z)
, z ∈ C \ (∆k−1 ∪∆k). (4.19)
Recall that F
(ρ)
−1 ≡ 1, so if k = 0, then (4.19) is understood to be
F
(ρ)
0 (z) =
c
(ρ)
0 z
1 + a(ρ) ω−1l ϕ
(l)
0 (z)
, z ∈ C \∆0,
21
see the second relation in (4.17).
Assume first that 0 6∈ ∆k−1 ∪∆k. Then (1.11) follows immediately because the left side of
(4.19) must be different from zero when z = 0 so the denominator in the right side of (4.19)
must vanish at the origin.
Now assume that 0 ∈ ∆k−1 ∪∆k. In this case, by definition of the intervals ∆, 0 must be an
extreme point of either ∆k−1 or ∆k. In (4.19), take the square of the absolute value and make
z tend to x ∈ ∆k−1 ∪∆k. By continuity, we obtain∣∣∣∣∣ F
(ρ)
k (x±)
F
(ρ)
k−1(x±)
∣∣∣∣∣
2
=
|x c
(ρ)
0 |
2
|1 + a(ρ) ω−1l ϕ
(l)
k (x±)|
2
, x ∈ ∆k−1 ∪∆k, (4.20)
where x± is either the limiting point on ∆k−1 ∪ ∆k from above or below. It does not matter
which limit you take so we will simply write x.
Assume that 0 ∈ ∆k. Then 0 6∈ ∆k−1 ∪ ∆k+1 and, therefore, F
(ρ)
k+1(0) 6= 0, F
(ρ)
k−1(0) 6= ∞.
When k = 0 then ∆−1 = ∅ and F
(ρ)
−1 ≡ 1. Taking account of (2.17) or (2.18) (the latter in the
case when ρ ≡ −1 mod (p+ 1), or what is the same ρ ≡ p mod (p+ 1)) combined with (4.20)
it follows that
|F
(ρ)
k (x)|
2
|xF
(ρ)
k−1(x)|
= |F
(ρ)
k+1(x)| =
|xF
(ρ)
k−1(x)| (c
(ρ)
0 )
2
|1 + a(ρ) ω−1l ϕ
(l)
k (x)|
2
, x ∈ ∆k \ {0}. (4.21)
Now, making x→ 0 in (4.21) we conclude that 1 + a(ρ) ω−1l ϕ
(l)
k (0) = 0, which implies (1.11). If
k = 0 we have concluded.
Finally, suppose that 0 ∈ ∆k−1, k = 1, . . . , p. Then 0 6∈ ∆k−2 ∪ ∆k. Using (2.16) with k
replaced with k − 1 it follows that
|x||F
(ρ)
k−1(x)|
2
|F
(ρ)
k−2(x)F
(ρ)
k (x)|
= 1, x ∈ ∆k−1 \ {0}.
where F
(ρ)
−1 ≡ 1 when k = 1. This relation combined with (4.20) gives
|x||F
(ρ)
k (x)|
|F
(ρ)
k−2(x)|
=
|F
(ρ)
k (x)|
2
|F
(ρ)
k−1(x)|
2
=
|x c
(ρ)
0 |
2
|1 + a(ρ) ω−1l ϕ
(l)
k (x)|
2
, x ∈ ∆k−1 \ {0}.
Cancelling out the common factor |x| and letting x → 0 it follows that 1 + a(ρ) ω−1l ϕ
(l)
k (0) = 0
because F
(ρ)
k (0)/F
(ρ)
k−2(0) 6= 0. With this we conclude the proof.
4.5 Proof of Theorem 1.3
Proof. Formula (1.9) is a consequence of (2.11)–(2.12) and (4.17).
According to (3.13) in [14], we have
lim
λ→∞
Ψλp(p+1)+ρ+1,k(z)
Ψλp(p+1)+ρ,k(z)
=
ε
(ρ)
k g
(ρ)
k (z)
(κ
(ρ)
0 · · ·κ
(ρ)
k−1)
2
F˜
(ρ)
k (z
p+1)
F˜
(ρ)
k−1(z
p+1)
, z ∈ C \ (Γk−1 ∪ Γk ∪ {0}),
where
g
(ρ)
k (z) =
{
z−p if ρ ≡ k − 1 mod (p+ 1),
z otherwise.
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Applying now (4.4) and (4.5), we have
ε
(ρ)
k g
(ρ)
k (z)
(κ
(ρ)
0 · · ·κ
(ρ)
k−1)
2
F˜
(ρ)
k (z
p+1)
F˜
(ρ)
k−1(z
p+1)
=
ξ
(ρ)
k (z
p+1) g
(ρ)
k (z)
1 + a(ρ) ω−1l ϕ
(l)
k (z
p+1)
=
z
1 + a(ρ) ω−1l ϕ
(l)
k (z
p+1)
,
so (1.10) is justified.
We also obtain a result similar to Theorem 1.3 for the functions ψn,k.
Theorem 4.5. Under the same assumptions as in Theorem 1.3, for each 0 ≤ ρ ≤ p(p+ 1)− 1
and 1 ≤ k ≤ p we have
lim
λ→∞
ψλp(p+1)+ρ+1,k(z)
ψλp(p+1)+ρ,k(z)
=

z
1+a(ρ) ω−1
l
ϕ
(l)
k
(z)
if ρ ≡ p mod (p+ 1),
1
1+a(ρ) ω−1
l
ϕ
(l)
k
(z)
otherwise,
(4.22)
uniformly on compact subsets of C \ (∆k−1 ∪∆k ∪ {0}), where l = l(ρ) is the integer satisfying
the conditions 1 ≤ l ≤ p and l− 1 ≡ ρ mod p, and ωl is the constant defined in (1.8).
Proof. Formula (3.11) in [14] asserts that
lim
λ→∞
ψλp(p+1)+ρ+1,k(z)
ψλp(p+1)+ρ,k(z)
=
ε
(ρ)
k h
(ρ)
k (z)
(κ
(ρ)
0 · · ·κ
(ρ)
k−1)
2
F˜
(ρ)
k (z)
F˜
(ρ)
k−1(z)
,
uniformly on compact subsets of C\(∆k∪∆k−1∪{0}), where h
(ρ)
k (z) is indicated in (4.7). Apply-
ing now (4.4) and (4.5), we obtain that the limiting function is ξ
(ρ)
k (z)h
(ρ)
k (z) (1+a
(ρ) ω−1l ϕ
(l)
k (z))
−1.
The expression ξ
(ρ)
k (z)h
(ρ)
k (z) equals z if ρ ≡ p mod (p+ 1) and it equals 1 otherwise.
4.6 Proof of Theorem 1.4.5
We include Theorem 1.4.5 as part of the following more general result:
Theorem 4.6. Assume that 0 ∈ ∆k for some 0 ≤ k ≤ p− 1. Then, for any 0 ≤ ρ ≤ p(p+1)− 1
such that ρ ≡ k − 1 mod (p+ 1), we have
a(ρ−p) = a(ρ). (4.23)
Moreover, for any 0 ≤ k ≤ p− 1,
F˜
(ρ)
k (z)
F˜
(ρ−p)
k (z)
≡
{
1 if k 6= k,
z if k = k.
(4.24)
If 0 /∈ ∆k for all 0 ≤ k ≤ p − 1, then for any 0 ≤ ρ ≤ p(p + 1) − 1, the set of p + 1 values
{a(ρ+mp)}pm=0 is formed by distinct quantities.
Proof. For any 0 ≤ ρ ≤ p(p+ 1)− 1, let (k(ρ), l(ρ)) be the unique pair of integers satisfying the
conditions stated in Theorem 1.4.4.
Assume that 0 ∈ ∆k for some 0 ≤ k ≤ p − 1, and let ρ ∈ [0 : p(p + 1) − 1] be such that
ρ ≡ k − 1 mod (p+ 1). Since the sheets Rk and Rk+1 of the Riemann surface are glued along
the interval ∆k, we have
ϕ
(l)
k
(0) = ϕ
(l)
k+1
(0), for all 1 ≤ l ≤ p. (4.25)
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We also have k = k(ρ), k(ρ− p) = k(ρ)+ 1 = k+1, and l(ρ− p) = l(ρ) =: l. Therefore, applying
(1.11) and (4.25), we obtain
a(ρ−p) = −
ωl(ρ−p)
ϕ
(l(ρ−p))
k(ρ−p) (0)
= −
ωl
ϕ
(l)
k
(0)
= a(ρ).
This settles (4.23) and therefore Theorem 1.4.5.
Now we prove (4.24). First, observe that (4.23) and (4.15) easily imply that C
(ρ)
k = C
(ρ−p)
k
for any 0 ≤ k ≤ p− 1, because l(ρ) = l(ρ− p). Therefore, comparing the expressions of F˜
(ρ)
k and
F˜
(ρ−p)
k that (4.14) gives, and taking into account that k(ρ− p) = k + 1 = k(ρ) + 1, we see that
F˜
(ρ)
k ≡ F˜
(ρ−p)
k for all k 6= k, 0 ≤ k ≤ p− 1, and F˜
(ρ)
k ≡ zF˜
(ρ−p)
k if k = k. This settles (4.24).
Assume that 0 /∈ ∆k for all 0 ≤ k ≤ p− 1, and let ρ ∈ [0 : p(p+1)− 1] be fixed. Let l be the
corresponding integer satisfying 1 ≤ l ≤ p and ρ ≡ l − 1 mod p. Applying (1.11), we find that
{a(ρ+mp) : 0 ≤ m ≤ p} = {−ωl/ϕ
(l)
k (0) : 0 ≤ k ≤ p}
Now, ϕ(l) : R −→ C is a bijection, and the assumption on the intervals∆k ensures that the points
at the origin in the different sheets Rk, 0 ≤ k ≤ p, represent different points on R. Therefore
the values −ωl/ϕ
(l)
k (0), 0 ≤ k ≤ p, are distinct.
5 Appendix
The constants ε
(ρ)
k , 1 ≤ k ≤ p, taking the values 1 or −1, arised first in our previous work [14].
They are defined in Remark 6.5 of [14], but here we shall use the identity
ε
(ρ)
k = (−1)
Z(ρ+1,2⌈(k−1)/2⌉)−Z(ρ,2⌈(k−1)/2⌉)+θ(ρ,k−1) , 1 ≤ k ≤ p, ρ ∈ Z≥0, (5.1)
where ⌈x⌉ = min{m ∈ Z : m ≥ x}, and for integers n ≥ 0 and 0 ≤ k ≤ p− 1,
θ(n, k) :=

1 if ℓ(n) ∈ [0 : k − 1],
0 if ℓ(n) ∈ [k + 1 : p− 1],
1 if ℓ(n) = k, k odd,
0 if ℓ(n) = k, k even,
1 if ℓ(n) = p,
(5.2)
and ℓ(n) is the integer defined by the conditions n ≡ ℓ(n) mod (p + 1), 0 ≤ ℓ(n) ≤ p. The
identity (5.1) is immediately obtained from formula (6.35) and Lemma 4.3 in [14].
Lemma 5.1. With ρ, k, l as in Theorem 4.2, we have
sg(ϕ
(l)
k (∞))
p∏
j=0
ε
(ρ−p+j)
k = 1. (5.3)
We also have
k∏
j=1
ε
(ρ)
j =
{
1 if k is odd,
ε
(ρ)
k if k is even.
(5.4)
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Proof. Applying (5.1), we have
p∏
j=0
ε
(ρ−p+j)
k = (−1)
∑p
j=0(Z(ρ−p+j+1,2⌈(k−1)/2⌉)−Z(ρ−p+j,2⌈(k−1)/2⌉)+θ(ρ−p+j,k−1)) . (5.5)
It follows from (3.8) and the fact that Λ(n, k) is periodic with period p with respect to n, that
Λ(ρ, 2⌈(k − 1)/2⌉) = Λ(ρ− p, 2⌈(k − 1)/2⌉)
=
p∑
j=0
(Z(ρ− p+ j + 1, 2⌈(k − 1)/2⌉)− Z(ρ− p+ j, 2⌈(k − 1)/2⌉)) . (5.6)
Now we analyze the expression (−1)
∑p
j=0 θ(ρ−p+j,k−1). For each fixed k, the function θ(n, k)
is periodic with period p + 1 with respect to n, i.e., θ(n, k) = θ(n + p + 1, k). Since p + 1 is
also the number of terms in the summation
∑p
j=0 θ(ρ − p + j, k − 1) and the values ρ − p + j,
j = 0, . . . , p are consecutive, we deduce that
p∑
j=0
θ(ρ− p+ j, k − 1) =
p∑
n=0
θ(n, k − 1), for any ρ.
In view of (5.2), we easily find that
∑p
n=0 θ(n, k− 1) is always an odd integer (it equals k if k is
odd and it equals k + 1 if k is even). Hence,
(−1)
∑p
j=0 θ(ρ−p+j,k−1) = −1. (5.7)
We conclude from (5.6), (5.7) and (5.5) that
p∏
j=0
ε
(ρ−p+j)
k = (−1)
Λ(ρ,2⌈(k−1)/2⌉)+1.
To finish the proof of (5.3), we show now that
sg(ϕ
(l)
k (∞))(−1)
Λ(ρ,2⌈(k−1)/2⌉)+1 = 1, (5.8)
where l and ρ are related as in Theorem 4.2. Assume first that ρ ≡ s mod p, 0 ≤ s ≤ 2⌈(k −
1)/2⌉ − 1. According to (3.9), in this case Λ(ρ, 2⌈(k − 1)/2⌉) = 0. By definition of l, we have
l − 1 ≡ s mod p, hence l − 1 = s and l ≤ 2⌈(k − 1)/2⌉. This inequality and (3.3)–(3.4)
imply that sg(ϕ
(l)
k (∞)) = −1, which proves (5.8) in this case. Assume now that ρ ≡ s mod p
and 2⌈(k − 1)/2⌉ ≤ s ≤ p − 1. Then (3.9) gives Λ(ρ, 2⌈(k − 1)/2⌉) = 1, and in this case
l ≥ 2⌈(k − 1)/2⌉+ 1, so by (3.3)–(3.4) we get sg(ϕ
(l)
k (∞)) = 1. This proves (5.8).
To prove (5.4), it suffices to show that ε
(ρ)
1 = 1 and that for 3 ≤ k ≤ p odd, we have
ε
(ρ)
k−1ε
(ρ)
k = 1. Indeed, applying (5.1), (5.2) and (2.9), we obtain
ε
(ρ)
1 = (−1)
Z(ρ+1,0)−Z(ρ,0)+θ(ρ,0) = 1.
Let 3 ≤ k ≤ p be odd. From (5.1) we obtain that ε
(ρ)
k−1 ε
(ρ)
k equals −1 raised to the expression
2Z(ρ+ 1, 2⌈(k − 2)/2⌉)− 2Z(ρ, 2⌈(k − 2)/2⌉) + θ(ρ, k − 2) + θ(ρ, k − 1) (5.9)
where we used that ⌈(k − 2)/2⌉ = ⌈(k − 1)/2⌉ = (k − 1)/2. The reader can easily check that
because k is odd, we also have θ(ρ, k − 2) = θ(ρ, k − 1). Hence, (5.9) is even.
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