The purpose of the present study was to assess the probability of coverage and interval length of selected statistical techniques that have a higher finite sample breakdown point than the mean and appropriate levels of probability of coverage when using Bradley's (1978) criterion. The techniques were examined using real education and psychology datasets (Sawilowsky & Fahoome, 2003 , Sawilowsky & Blair, 1992 ). Welch's test exhibited appropriate coverage for the smooth symmetric, mass at zero, digit preference, and extreme bimodal distributions. Yuen's technique performed well under an extreme bimodal distribution. Results concerning the Maritz-Jarrett and the McKean-Schrader techniques are also presented.
Introduction
A researcher may want to know a range of values that may enclose the population parameter with a given level of confidence. A confidence interval provides a range of values that one can be ) 1 ( α − 100% confident the population parameter is enclosed (Sawilowsky & Fahoome, 2003, p. 200-201) . The adequacy of a confidence interval is assessed through probability of coverage, α1− . Within education and psychology, statistical techniques have been assessed through Type I (α ) and Type II ( βˆ) error rates (e.g., Wilcox & Charlin, 1986 , Wilcox, 1994 , Luh & Guo, 2000 , Wilcox, Kowalchuk, & Olejnik, 2002 . Although many studies have examined techniques using error rates, some studies have examined the techniques using probability of coverage and interval length. Examples would include the studies done by Bonett and Price (2002) and .
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Many situations motivate the use of confidence intervals. First, if no hypothesis is to be tested and one wants to know the range of plausible values for the population parameter, Knapp (1999) recommended using a confidence interval. Second, retrospective power analysis employs statistical power (a) following the statistical analysis, and (b) with a sample estimate of effect size. Statistical power is the a priori probability of detecting an effect if it exists, that is 0 2 1 ≠ − μ μ (Wilcox, 1996; Zumbo & Hubley, 1998) . The use of statistical power in retrospective power analysis is untenable (Zumbo & Hubley, 1998; Knapp, 1999 , Hoenig & Heisey, 2001 . Hoenig and Heisey (2001) , and Wilkinson and Taskforce on Statistical Inference (1999) recommended using confidence intervals instead of retrospective power analysis. Confidence intervals provide an indication of statistical precision. The interval is more precise if the length is narrower (Hinkle, Wiersma, & Jurs, 1998, p. 225) .
Confidence intervals also provide a test of the null hypothesis. Values outside the interval limits provide evidence for rejecting a range of null hypotheses (Hinkle, Wiersma, & Jurs, 1998 , p. 224, Bonett & Price, 2002 . When comparing different statistical techniques or when applied at different alpha levels, narrower interval lengths imply greater statistical power. Narrower interval lengths imply a smaller standard error. A smaller standard error implies that it will be more likely that the test statistic will be rejected.
Here, a study was done on the probabilities of coverage and interval length of techniques selected on the minimum number of sample values that can be altered, thus making the measure of central tendency arbitrarily large or small -the finite sample breakdown point (FSBP) (Wilcox, 2001, p. 149 ). An FSBP of 1/n is given for the mean. One outlier can make the mean arbitrarily large or small and the outlier can increase the variance. The outlier effect on the mean and variance affects the Type I and Type II error rates of statistical techniques that depend on the mean.
Consider the 0.05 alpha level. When sampling from skewed distributions where outliers occur frequently, the Type I error rate exceeds the nominal level (α ) and the probability of coverage is below the nominal (Wilcox, 2003) . For example, Mends-cole (2006) found that probability of coverage for Students' t was less than 0.925 under inverse heteroscedasticity. The standard of 0.925 was adopted from Bradley's (1978) criterion and recommended by Bunner (2003) :
. At the extremes of skewness ( 25 . 1 3 > γ ), probabilities of coverage for Welch's t were below 0.925. The results were similar to Algina, Oshima, and Lin (1994) and Luh and Guo (2000) . Under similar conditions, the probability of coverage for Welch's technique was less than 0.925.
Preference was given to measures of central tendency with an FSBP that was higher than the mean. An FSBP of 0.20 is given for the 20% trimmed mean; the median has an FSBP of 0.50 (Wilcox, 2001, p. 149 (Sawilowsky & Fahoome, 2003, p. 443) . (b) The techniques were recommended based on Type I and Type II error rates. The probability-coverage and interval-length are specifications of the confidence interval.
Method Yuen's technique
Yuen's technique involves trimming and Winsorization to account for skewness. Trimming a group sample involves omitting a proportion of the largest scores and the same proportion of the smallest scores from the sample. Winsorization involves replacing a fixed proportion of the largest scores with the maximum score for the trimmed version of the same sample, and replacing an equivalent number of the smallest scores with the minimum score for the trimmed version of the same sample where [x] is the greatest integer ≤ x, 0 ≤ τ < 0.5, and g= [τn] , the Winsorized values (Z i ) for the scores (X i ) are given as follows: Z = X (g+1) , if X i ≤ X (g+1) ; Z = X i if X (g+1) < X i < X (n-g) ; Z = X (n-g) if X i ≥ X (n-g) . Wilcox (2003) suggested that 20% trimming is "a good choice for general use" (p. 251) and 20% trimming is applied here. 
Maritz-Jarrett Technique
The equations for the M-J technique were provided in Wilcox (1996) . Where p bi is the probability that the value of a beta random variable is between
The beta probability function depends on parameter values a and b; the parameter values for p bi are given as 2 / ) 1 ( + = n a , b = a. The probability is obtained using the International Mathematical and Statistical Libraries (1998) function BETDF. The Harrell-Davis estimate of the population median is calculated as follows.
The variable X (i) is the ith ordered value of X i . The Harrell-Davis estimate of the population median is a less biased estimate of the population median than the sample median (Wilcox, 1996, p. 73) . The estimate of the variance of the median is given as follows.
That is the variance of the median is difference between the probability of a beta random variable and the ordered value of X i , less the square of the Harrell-Davis estimate of the population median.
McKean-Schrader Technique
The equations for the M-S technique were provided in Wilcox (2003, p. 134) . The computations are given as follows as follows.
The estimate m is rounded to the nearest nonzero integer and z .995 is the 99.5 percentile of the standard normal distribution. The estimate of the variance of the median is given as follows
The critical value for the M-J and M-S techniques is the 2 / 1 α − percentile of the standard normal distribution. Both techniques provide confidence intervals using an estimate of the standard error of the median. Other methods of obtaining the confidence interval require the use of the bootstrap procedure (Wilcox, 1996 (Wilcox, , 2003 . Modifications of the M-S variance have been recommended in Bonett and Price (2002) and . Yet, such modifications are not studied here.
The general form of the equation for the confidence interval for each statistic is given as follows. The specifications for the equation for the confidence interval were outlined in the table below. In summary, the respective measures of central tendency have a higher FSBP than the mean. Yuen's method adjusts for skewness by trimming extreme scores. The method adjusts for heteroscedasticity by the manner in which the degrees of freedom are calculated. The Maritz-Jarret technique is based on an estimate of the median that is less biased than the sample median. Further, results by Bonett and Price (2002) show that the M-S technique maintained good levels of probability of coverage under heteroscedasticity. As such, the methods were selected for consideration in the present study.
Random samples were obtained independently and with replacement using the IMSL routines: RNUND and RNSET subroutines. Each sample was obtained using the real world sampling distributions provided in Sawilowsky and Fahoome (2003) . The probabilities of coverage for each interval were evaluated using samples from seven non-normal distributions that are prevalent in educational and psychological research (Micceri, 1986) . The table below provides the means ( μ ), standard deviations (σ ) and third and fourth moment estimates of skewness and kurtoses of the seven of the eight distributions. For the purpose of study, the distribution serves as a proxy for the population. Estimates of interval-length and probability-coverage were obtained by sampling from the seven distributions. The kurtosis was adjusted so that the value for a normal distribution would be 0.00.
Sample size and standard deviation ratios of 1:1, 1:3, and 1:9 were specified. The group sizes were = i n 5, 15, and 45. Sample size pairs included the following: (5,5), (5,15), (5,45), (15,15), (15,45), and (45,45) . Sample size pairs were crossed with each level of heterogeneity -proportionately and disproportionately. Coverage-probabilities and interval-length were examined at the 0.05 alpha Let k be the ratio of the standard deviation for the second group compared with the first; and X is the untransformed score; the variance for the second group was modified as follows.
kX X = '
(7) Multiplying a variable by k resulted in multiplying the measure of central tendency by a factor of k. However, the Monte Carlo study requires that the variance of the second group increase while the measures of central tendency remain equal. For k greater than one, the measure of central tendency was readjusted by subtracting out the population value of central tendency (η ) as follows.
That is, multiplying the scores in one group by a factor increased the measure of central tendency by the same factor. Further, the measures of central tendency were adjusted to their original value. One million repetitions were done. Note that the levels of skewness, size, variance, and effect under study represent a subset of conditions that may occur in an applied situation.
The method involved (1) 
The subscript W denotes Welch's technique and {I} denotes either the use of Yuen's, M-J's, or M-S's technique. An LRE above one shows that the interval for the selected technique is narrower than the interval for Welch's technique; an LRE below one shows the reverse is true. Here, the standard that the comparison interval was 50% wider (narrower) than Welch's interval was adopted. (6) Estimates of probability of coverage and interval length were obtained over the number of repetitions. The average LRE served as the outcome measure for interval length comparisons. In summary, a random sample was obtained and the confidence interval was computed. The location relative efficiency was obtained and the coverage was totaled. After 1,000,000 repetitions, the average LRE and probability of coverage were obtained.
Results

Probability of Coverage
Probabilities of coverage for the M-S technique were less than 0.925 under more of the conditions than for the other techniques examined. This finding was observed for each distribution studied. Low probability of coverage occurred consistently for the inverse pairing of size and variance and for total samples sizes less than sixty, 60 < N . However, low probability of coverage did not occur if the ratio of variances ( ). Results were presented in the tables. Where absolute kurtosis was above 1.15, the probability of coverage for each technique was less than 0.925. Low probability of coverage occurred consistently for the inverse pairing of size and variance and for total sample sizes less than sixty ( 60 < N ).
Location Relative Efficiency
The conditions of the inverse pairing of size and variance and total sample sizes less than 60 that resulted in probability of coverage less than 0.925 also results in LREs at or above 1.25 using the M-S technique. That is, the interval length for the M-S technique was 80% of the length for Welch's technique. The results were presented in the tables below. If absolute kurtosis was less than 1.15, the interval length for Yuen's technique and the interval length for the M-J technique approximated the length for Welch's technique. The length ratios were within the following range: 0.75-1.10. Further, the M-J technique displayed appropriate levels of coverage for each size and variance pairing.
If absolute kurtosis exceeded 1.15, specified results were observed for the EB distribution and for the multimodal lumpy distribution. (a) Under an EB distribution, the following was observed. The length for Yuen's technique exceeded that for Welch's technique by 50% or more. Length ratios for Yuen's technique were below 0.66. Yuen's technique also displayed appropriate levels of coverage for more of the size and variance conditions than either the Maritz-Jarrett or McKean-Schrader techniques. (b) Under a multimodal lumpy distribution, the following was observed. If total sample sizes exceeded 50, were equal or were proportional to variances, the width for the M-J technique was 50% wider than for Welch's technique. LREs for the M-J technique were less than 0.66. On the other hand, the interval lengths for Yuen's technique approximated that for Welch's technique. LREs were within the range 0.715-0.940. For both Yuen's and the M-J techniques, the probability of coverage was still less than 0.925 under several size and variance conditions. Low probability of coverage occurred consistently with the inverse pairing of size and variance and for total sample sizes less than 60.
Conclusion
The purpose of the present study was to assess the probability of coverage and interval length of selected statistical techniques that have a higher FSBP than the mean and appropriate levels of probability of coverage when using Bradley's (1978) criterion. The techniques were examined using real education and psychology datasets (Sawilowsky & Fahoome, 2003 , Sawilowsky & Blair, 1992 ). Welch's test appears to be robust to minor violations involving heteroscedasticity. Welch's test exhibited appropriate coverage for the smooth symmetric, mass at zero, digit preference, and extreme bimodal distributions. In general, the M-S technique exhibits narrow interval lengths that do not provide accurate coverage. The M-J technique does not perform well when kurtosis is at or below -1.25. However, it does perform well otherwise. Yuen's technique does perform well when kurtosis is below -1.25. However, its performance approximated that of the M-J technique under an ML distribution. A tradeoff was observed between coverage and length for Yuen's technique. Adequate coverage is often observed with wider interval lengths and vice versa.
