1. Introduction. Throughout the paper, the notation M nm (R) or, simply, M nm is fixed for the space of all n×m real matrices; this is further abbreviated by M n when m = n. The space M n1 of all n × 1 real vectors is denoted by the usual notation R n .
The collection of all n × n permutation matrices is denoted by P(n) and the identity matrix is denoted by I n or, simply I, if the size n of the matrix I is understood from the context. m k=1 r ik is equal (resp. at most equal ) to 1 for all i, j. For X, Y ∈ M nm , we say Y is left (resp. right) matrix majorized by X (in M nm ), and write Y ≺ X (resp. Y ≺ r X), if Y = RX (resp. Y = XR) for some n × n (resp. m × m) row stochastic matrix R. For a given relation ≺ on matrices, we write X ∼ Y if X ≺ Y ≺ X. A linear operator T : M pq → M nm is said to be a linear preserver of ≺ if Y ≺ X (in M pq ) implies T Y ≺ T X (in M nm ). The various notions of majorization from the left and the right are defined and studied in [1] , [6] [7] [8] , [12] , [16]- [17] , and the characterizations of their linear preservers in [2] [3] [4] [5] , [9] [10] [11] , [13] [14] [15] , [18] .
In [9] [10] [11] , A.M. Hasani and M. Radjabalipour characterized the structure of all linear operators T : M nm → M nm preserving left (or right) matrix majorizations. In all these results, the linear operator T maps a space of matrices into itself. In the present paper, we characterize the linear preservers of ≺ mapping R p to R n when p and n are not necessarily equal. These are the first steps in extending the results of [9] [10] [11] to more general linear transformations. From now on, by ≺, we only mean ≺ ; i.e., we are fixing the following convention throughout the remainder of the paper:
It is known that, for x, y ∈ R n , x ≺ y if and only if max x ≤ max y and min x ≥ min y.
In the following Theorems 1.1 and 1.2, we state some results from [10] which we are trying to generalize in this paper. The present paper continues in three further sections. Section 2 studies some necessary or sufficient conditions for a general linear operator T to preserve ≺. In particular, we prove that the condition p ≤ n is a necessary condition. Section 3 characterizes a general linear preserver T , for which the entries of [T ] have the same sign and, in particular, we will show that, in case 3 ≤ p ≤ n < 2p, the matrix [T ] has entries all necessarily of the same sign. Section 4 deals with the case 2p ≤ n < p(p−1).
We conclude this introductory section with a trivial observation.
2. Size conditions. In this section, we show that the condition p ≤ n is necessary for a nonzero operator T : R p → R n to be a linear preserver of ≺ . We first establish the following definition whose symbols and notation will remain fixed throughout the remainder of the paper. 
Hence, min T (e i ) = min T (e j ) = b and max T (e i ) = max T (e j ) = a.
(c) The proof is an easy consequence of (b).
(d) Since T = 0 and p ≥ 2, it follows that a = b, and hence, n ≥ 2. Let J be any 2-element subset of {1, 2, ..., p}. Then j∈J e j ≺ e 1 , and hence,
We conclude that if a > 0 (resp. b < 0) and if a given row of [T ] contains an entry equal to a (resp. b), then there are no other positive (resp. negative) entries in that row. Now assume without loss of generality that a > 0. Since every column of [T ] has at least one entry equal to a and every row of [T ] contains at most one entry equal to a, it follows that p ≤ n.
(e) The last inequality follows from the fact that e ≺ e 1 .
Since T is a linear preserver of ≺ if and only if ηT is so for some nonzero real number η, we can fix the following assumption throughout the remainder of the paper.
We will employ the notation and the assumptions established in this section and may give no further reference. 
(a) The necessity is trivial and the sufficiency follows from the fact that the sum of the positive entries of each row is at most 1. 4. Linear preservers with b < 0. In Theorem 3.1, we settled the problem of characterizing linear preservers of ≺ in case T is nonnegative. We also showed that if 3 ≤ p ≤ n < 2p, then T is nonnegative. In this section, we study the case b < 0. The case is divided in three subcases: (i) p = 2 ≤ n ≤ 3; (ii) 2p ≤ n < p(p − 1); and (iii) n ≥ max{p(p − 1), 2p}. In the remainder of the paper, the subcases (i) and (ii) are fully settled and the subcase (iii) is left open.
To study the subcase (i), we first strengthen Theorem 1.2.
Proof. Examine and, for n = 3, For the sufficiency of the condition, without loss of generality, we may assume that Q = I. Now, the case p = n = 2 follows from Theorem 4.1. For p = 2 and n = 3, let R and R be as in Proposition 4.1 and its proof. We construct the 3 × 3 row stochastic matrix In the following, we prove the converse of Theorem 4.4; in fact, we prove more. Thus, max(τX) = max(τ 0 X) and min(τX) = min(τ 0 X). Therefore, τ is a linear preserver of ≺ if and only if τ 0 is so. To complete the proof of the theorem, it remains to show that τ 0 is a linear preserver of ≺. Let R be a p × p row stochastic matrix and define
Then S is a 2p × 2p row stochastic matrix and Sτ 0 = τ 0 R, which implies that τ 0 is a linear preserver of ≺. Thus, τ is also a linear preserver of ≺.
