aBStRaCt: Much work has been done fitting taper equations to describe tree bole shapes, but few researchers have investigated how large the sample size should be. In this paper, a method that requires two variables that are linearly correlated was applied to determine the sample size for fitting taper equations. Two cases of sample size estimation were tested, based on the method mentioned above. In the first case, the sample size required is referred to the total number of diameters estimated in the sampled trees. In the second case, the sample size required is referred to the number of sampled trees. The analysis showed that both methods are efficient from a validity standpoint but the first method has the advantage of decreased cost, since it costs much more to incrementally sample another tree than it does to make another diameter measurement on an already sampled tree.
JOURNAL OF FOREST SCIENCE, 54, 2008 (4): 176-182 Tree trunk diameter generally decreases from the base to the top. The way this reduction takes place determines the trunk form (Philip 1994) . The comprehension of trunk form allows better estimates of trunk volume or biomass, better estimates for the kinds and quantities of various tree products, and better comprehension of competition and conditions of tree growth. One of the ways to describe tree bole shapes is by fitting taper equations. These are regression equations, linear or nonlinear, and they predict the diameter d h i at any tree height h i . The first step in fitting regression equations to data is the choice of a sufficiently large sample of representative observations. Almost every text or book on linear models addresses this question, but researchers who dealt with taper equation fitting usually determine the sample size arbitrarily, although a good sampling design for data collection is essential if we want to obtain an efficient, accurate and representative fit of the taper equation.
The aims of this study were to: -present a method for calculating sample sizes of diameter and height measurements for taper curve fitting, -examine if we can define the sample size as the number of diameter measurements (and not as the number of trees) and meet the error targets.
In this way, we reduce the sampling cost, since a given number of observations could be measured on any number of individual trees.
REVIEW of lItERatuRE
There is a long tradition in the mathematical description of the diameter -height relationship. Beginning with the earliest taper equations by Höjer (1903) and Behre (1923 Behre ( , 1927 , increasingly more complex functions have been introduced as methodologies and computational capabilities have developed. Nowadays, a wide variety of taper equations are described in forestry literature (Burkhart, Gregoire 1994) .
However, many sampling aspects that should be accounted to guarantee a predefined error level at a minimal cost, which and how much data, are usually neglected in most papers on taper equations fitting. Indicatively are reported Goulding and Murray (1975) , who used a sample of 1,267 trees, Max and Burkhart (1976) , who used a sample of 652 trees, Perez et al. (1990) , who used a sample of 405 trees, and Kozak and Smith (1993) , who used a sample of 603 trees. None of the researchers mentioned above apply any method of determination of the sample size.
However, the determination of the sample size in general has occupied the researchers. Concretely, Demaerschalk and Kozak (1974) , based on Elfuing's (1952), Hoel's (1958), Laylock' s (1972) and Wynn's (1972) proposals, proposed a way of determining the sample size by using simple linear regression methods. If there is a clue that a linear relation between two variables is sufficiently strong, we can apply linear regression analysis in pre-sample (pilot-sample) data, estimate the arithmetic mean and variance of the independent variable, and finally estimate the sizes of the samples for each value of the independent variable, which depend on the acceptable error of the resulting dependent variable's estimate. The researcher predefines the acceptable error. From these sample sizes, the biggest is selected as the minimum required size of the final sample.
In case it is not possible to apply sampling methods for the independent variable, Demaerschalk and Kozak (1975) proposed an alternative solution, while Marshall and Demaerschalk (1986) extended their method, adding the possibility of analysis for an unequal cost of sampling per value of the independent variable. Elsiddig and Hetherington (1982) dealt with the determination of sample size by applying Demaerschalk's and Kozak's (1974) method in the construction of double entry volume tables. Elsiddig and Hetherington (1982) used the equation of simple linear regression, with the dependent variable being the total tree volume and the independent variable the square of breast height diameter multiplied by the total tree height. Singh and Sedransk (1978) dealt with the determination of the required number of sampling points, in two-phase sampling, aiming at the application of multiple regression. Ferrara (1990, 1991) developed a method of sample size estimation, using the stand basal area increment as the dependent variable and the breast height diameter as the independent variable. Cormier et al. (1992) examined how the sample size affected the standard error of the estimate in the least squares regression method in a taper model. Finally, Philip (1994) reported that in order to choose a minimum required sample size, we have to predefine a minimal acceptable error of the model that will describe a linear relation between two variables and estimate residual variance from the pre-sampling data.
MatERIalS aND MEtHoDS

Material studied
The data used in this study come from measurements taken on 20 Hungarian oak (Quercus conferta Kit. or Quercus frainetto Ten.) trees. The trees were selected randomly from an area in Northern Greece (Cholomonda Chalkidiki), in order to cover the range of site qualities of the area (Kitikidou 2002) . Each tree was measured for the diameter at stump height (30 cm above the ground), the diameter at 80-cm height above the ground, and the breast height diameter (1.3 m above the ground) with a measurement tape. After that, the diameters at twometre intervals above the breast height diameter, i.e. at 3.3, 5.3, 7.3, … m above the ground were measured with Bitterlich's relascope. Thus, 136 diameters were measured in total. Finally, the total height of each tree was estimated with Bitterlich's relascope.
Sample size methods
Demaerschalk's and Kozak's method (1974), which was previously described, is widely used in sample size estimation. In this paper we attempt to test this method for general purposes of sample size estimation, specifically in taper equations. In order to apply Demaerschalk' s and Kozak's method, we need to find 2 variables that are linearly correlated. Simple linear regression has been used before in stem profile analysis (Gray 1956 ). In our data, we distinguished 2 cases: in the first case, the independent variable is the relative height and the dependent variable is the relative diameter of the pre-sample (pilot-sample) of 136 observations, which came from the measurements in 20 trees. In the second case, the independent variable is the breast height diameter of 20 trees and the dependent variable is the diameter at stump height, that means the pre-sample (pilotsample) has 20 observations. The relative diameter is defined as d h i /D and the relative height is defined as h i /H, where d h i
is the diameter at height h i , D is the breast height diameter and H is the total tree height.
At this point, we should clarify that linear regression was applied within a pooled data set across all the 20 trees of the pre-sample and not within each tree.
Then, simple linear regression analysis was applied between the independent variable Y and the dependent variable X in each of the cases, using the statistical package SPSS (Norusis 2002; Kitikidou 2005) . The criterion of reliability that indicates the acceptable error of the final estimate is the confidence interval of the means of predicted values for each value of the independent variable. The confidence interval width of mean Y i , for specific X i , is given by the equation: 
where: VαrX -variance of the independent variable distribution.
In order to find the t-value given on the right side of the equation (1), we must know the sample size n, which is the thing we are looking for, so approximations or iterative procedures are necessary (Freese 1956 (Freese , 1962 Avery 1975 ). Demaershalk's and Kozak's method is based on confidence intervals for the mean in a simple linear regression from which the required sample size may be calculated to a predefined accuracy by simply resolving the confidence interval equation for N. Since the sample size for the i th value of the independent variable N i is implicitly present in the critical t-value, when the largest acceptable width of the confidence interval of estimated values W i is predefined, the required sample size Ν i for each X i was calculated by the type: 
By using types (3) and (4), the sizes of samples for each value of the independent variable were calculated and from them the largest size was selected as the final sample size (minimum required).
Basic regression hypothesis
The basic hypothesis that should be in effect in order to apply regression analysis, using the least squares method, is that the residuals should be normally distributed, with constant variance and zero mean. The violation of this hypothesis results in the confidence intervals and the tests of significance being invalid (Neter, Wasserman 1974; Neter et al. 1990) . In order to test the regression residuals for their normality, variance and mean, the SPSS statistical package was used (Norusis 2002; Kitikidou 2005) .
Kolmogorov-Smirnov test for one sample (Chakravarti et al. 1967) was used for normality testing. If (significance of Z) ≤ α, the distribution of a variable is far from normal, while if (significance of Z) > α, the distribution of a variable is close to normal, for probability α.
For the homogeneity of variance test we applied Levene's test. The null hypothesis is:
Η 0 : The variables have homogeneous variance and the alternative: Η 1 : The variables do not have homogeneous variance.
We calculate the statistic If (significance of L) ≤ α we accept the Η 1 , while if (significance of L) > α we accept the Η 0 , for probability α. In order to test the homogeneity of variance of the regression residuals, we can check the scatter plot between the residuals and the values of the dependent variable, or better, we can check the scatter plot between the residuals and the predicted values (this is better because the residuals and the values of the dependent variable are usually correlated, opposing to the residuals and the predicted values). When the points of the scatter plot give the impression that they are assembled in a thin horizontal strip around zero, without following any pattern, then the variance of the residuals is constant (Draper, Smith 1997).
RESultS aND DISCuSSIoN
Sample statistics
Summary statistics for both samples (relative height -relative diameter, breast height diameter -stump height diameter) are given in Table 1 
Sample size methods
Figs. 1 and 2 show that linear regression is appropriate for both sample size methods. In the first case of sample size estimation, from the application of simple linear regression to the pre-sample data of 136 observations with the dependent variable being the relative diameter d h i /D where d h i is the diameter at height h i and D the breast height diameter, and the independent variable being the relative height h i /H where H is the total height, resulted the equation: 
The equation was fitted to the data and resulted in a standard error of estimated values σ = 0.1123 and an adjusted coefficient of determination R 2 = 0.898. Hypothesis tests for the regression coefficients resulted in large values of t (76.726 and -34.572 for the constant term and the coefficient of the independent variable, respectively), which results in significance of values less than 0.05 (0.0000 for both coefficients). Consequently, the two coefficients differ from zero (P < 0.05). The value of F from the analysis of variance was F = 1,195.239 (P < 0.01).
The acceptable error, which was predefined, was equal to 10% of the independent variable mean, that is:
The most demanding value of the independent variable, as for the sample size, is X i = 0.9826, which requires a sample size of 825 observations.
In the second case of sample size estimation, from the application of simple linear regression to the presample data of 20 trees with the dependent variable being the diameter at stump height d 0.3 and the independent variable being the breast height diameter D, the following equation was obtained:
Regression analysis without a constant term was used because regression analysis with constant term resulted in a constant term value not different from zero (P > 0.05).
The equation was fitted to the data and resulted in a standard error of estimated values σ = 0.0111 and an adjusted coefficient of determination R 2 = 0.996. Hypothesis tests for the regression coefficient resulted in a large value of t (66.856), which corresponds to P < 0.05. The value of F from the analysis of variance was F = 4,469.734, which corresponds to P < 0.01.
The most demanding value of the independent variable with respect to the sample size is X i = 0.2250, which requires a sample size of 77 observations, that is 77 trees.
Basic regression hypothesis
Looking at Table 2 , we see that for a 5% probability the residuals for both regressions approach the normal distribution (sigΖ = 0.348 > 0.05 and sigΖ = = 0.555 > 0.05). Also, the means of the residuals for both regressions are close to zero ( Table 2 ). The significance of L is greater than the probability α = 0.05 in the homogeneity of variance test; hence the residuals have homogeneous variance (Table 3 ). Figs. 3 and 4 show that the variances of residuals for both regressions are constant (the points of the graphics assemble in a thin horizontal strip around zero, with no obvious pattern).
CoNCluSIoNS
For the estimation of a minimum required sample size for acceptable error of 10% of the independent variable mean, simple linear regression analysis was applied to data from a pre-sample of 20 trees. In the first case, the pre-sample had a total of 136 observations, which is the number of observed diameters in all 20 trees. The relative heights were used as the independent variable and the relative diameters as the dependent variable. The estimated minimum required size of the final sample calculated was 825 observations (825 diameters). In the second case, the pre-sample had a total of 20 observations. The breast height diameters were used as the independent variable and the diameters at stump height as the dependent variable. The minimum required size of the final sample calculated was 77 observations (77 trees). In both cases, the regression residuals were normally distributed, with constant variance and zero mean, so both methods are efficient from the validity standpoint. If we want to take into account both the cost of sampling and the precision, we must prefer the first case of a target number of individual diameters to observe, since we can measure a given number of diameters on any number of individual trees (less than the 77 trees that we found in the second case). 
