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Abstract
We consider an evolution equation of the second order in time, which describes for example some
motion with unilateral constraints in particle mechanics. The problem is to find a continuous vector
function u which solves the initial-values problem, Pφ := {u′′ + ∂φ(u)  f, u(0)= u0, u′(0)= u1},
where φ :Rd →[0,+∞] is convex, lower semi-continuous with int dom(φ) = ∅, and f is a bounded
vector measure. It is proved here the existence of generalized solutions with discontinuous velocities
(u′′ is then a bounded measure), that all solutions obeys to one variational underlying principle, and
are limits of smooth approximate solutions.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this work is to clarify some questions related to nonlinear evolution
equations of second order in time, whose nonlinearity is of the subdifferential type. More
precisely, we consider, in a sense to be precised, the following initial value problem
Pφ :
{
u′′ + ∂φ(u)  f, u(0)= u0, u′(0)= u1
}
where φ :H → [0,+∞] is a convex, lower semi-continuous positive function with
int dom(φ) = ∅, H is a Hilbert space, essentially of finite dimension, the techniques used
do not giving sufficiently uniform estimates, to allow us to perform all limiting processes
in the infinite-dimensional case.
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(a) A precise meaning to the concept of solution for the problem Pφ in the case where f is
a bounded vector measure on [0, T ] is given, and a related existence result is proved.
This is done in two ways:
(i) The first is a classical and more direct one. It uses the sequence of regularized
problems {u′′λ + ∂φλ(u) = fλ, u(0)= u0, u′(0)= u1} and allows to pass to the
limit using compactness arguments derived from a priori estimates. This results in
Theorem 4.
(ii) The second one, more original, uses epi-convergence techniques (see [1]) and
gives us Corollary 2.
(b) There exists a variational principle verified by the solutions of problem Pφ . Indeed,
they all minimize the same functional on a subspace of continuous functions, and
conversely (Theorem 5), any minimizer of that functional is a solution of our problem.
(c) If the data (fn,u0n,u1n) converge to (f,u0, u1), we can extract a subsequence unk of
energy conserving solutions, which converges to a solution u of the problem with data
(f,u0, u1).
(d) Every solution of Pφ is the -limit of solutions of regular problems (Corollary 4).
The problem considered here takes its origin from the mechanics of rigid bodies
submitted to unilateral constraints and impacts. These problems are of crucial importance
in engineering and especially in robotics. This field of research, stimulated to a large part
by the works of J.J. Moreau [11–13], are today a very active one and much remains to do,
both from the theoretical (existence of solutions, uniqueness, control and stability) as from
the practical (numerical schemes, experimental modelling) point of view. A wide survey
of the motivations, problems and perspectives in this field are given in the books [4,10]
of Bernard Brogliato and M.D.P. Monteiro Marques, where one can find a comprehensive
bibliography.
A more related work however is the pioneering work of M. Schatzman [15] which
should be reminded here. In that work, Schatzman consider the same evolution equation
and study the existence and uniqueness of the initial value problem. This is made for f
in L2(0, T ;Rd) and int dom(φ) = ∅. To show the existence, she uses the approximation
technique mentioned above (a)(i). Then, she made a very interesting and deep study of the
uniqueness problem, showing essentially that there is no hope to get uniqueness in general.
Let us stress however the fact that Schatzman considers only energy preserving solutions,
in the sense that for a.e. t in (0, T ), we have
1
2
∣∣u′(t)∣∣2 + φ(u(t))= 1
2
|u1|2 + φ(u0)+
t∫
0
f (τ)u′(τ )dτ.
Thus the present work can be thought as a continuation of the one of Schatzman. More
precisely, the three following points have to be underlined:
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the same approach as Schatzman, but with some modifications and additions. This
existence result (Theorem 4), thought being interesting, is in fact not our primary
objective. It is merely a technical step for our major question: is then any variational
principle underlying the problem at hand?
(2) We answer the above asked question. This is done in two cases:
• For regular f (i.e. f ∈ L2(0, T ;H)), we show the existence of a variational
principle for all solutions (energy preserving or not) of the problem. In fact, we
show that this problem is equivalent to a minimization of a functionalψ on a convex
subset K ⊂ L2(0, T ;H), as soon as we have proved the existence of one single
solution of the initial value problem. This original result is the content of Theorem 1
and can be compared to the well-known Brezis–Ekeland principle for initial value
problems of the first order [3]. It should be noticed that this result holds when H is
an infinite-dimensional Hilbert space and φ may depend on the time variable t .
• When f is a bounded measure, we show too the existence of a variational principle,
but this time with a much more complicated functional on the space C(0, T ;H)
involving functionals of measure. Here however, we are obliged to restrict ourself to
the case where dim(H) <+∞ and φ is independent of time, thought some partial
results remain true in the more general case.
(3) Since the work of Schatzman, it is well recognized that there is in general no hope to
get uniqueness without strong additional assumptions (φ is three-time differentiable
for example), even if we restrict ourself to the case of energy conserving solutions.
Thus we have tried to study some substitutes of it, for example: is there some stability
of the solutions with respect to perturbation of the data of the problem, namely
ϕ,f,u0, u1? Can any solution be approximated by more regular ones? We succeed
to give some answers to these questions in Corollaries 3 and 4.
As concerns the infinite-dimensional case, let us mention the very interesting paper
[9] of K. Maruo, where the author studies the same problem u′′ + ∂ψ(u)  f , u(0)= a,
u′(0) = b with ∂ψ = ∂φ + ∂IK . Here φ is a lower semi-continuous proper function,
coercive in a dense subspace V such that V ⊂H ⊂ V ∗, and K is a closed convex subset
which is contained in a closed subspace L of finite codimension and has interior points
in the relative topology of L. Assuming that the imbedding V → H is compact and ∂φ
is single valued, continuous in some weak sense, the author shows the existence and
uniqueness of a “ti -energy conserving” solution [9, Theorem 4]. To our knowledge, the
results of Maruo are the deepest one in the infinite-dimensional case, which remains until
now largely open.
Our paper is then organized as follows:
1.1. Functional background
It is today well recognized, from elementary examples (the bounce of a ball against
a rigid wall for example), that the velocities u′ can suffer discontinuities even at the
initial instant. To take care of this fact, we introduce a suitable space for the motion u,
namely the space HB = {u ∈ C([0, T ];H): u′′ ∈ Mb(0, T ;H)} and outline rapidly its
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used by Schatzmann, but there is no explicit mention of it, nor any study of its properties.
But this proves to be necessary if we aim to write things properly. In particular, if we
have to use results of Rockafellar [14] concerning the subdifferentials of functionals on
C([0, T ]), which is precisely the case here, we are irremediably faced with the problem of
defining precisely the duality used and to extend the solutions outside of [0, T ]. Indeed,
the acceleration appears naturally as a measure on the closed interval [0, T ] and must be
defined in some way at 0. We cannot avoid this rigor, which is the price to be payed for
the right to use the results of Rockafellar (see Proposition 6). Therefore, this paragraph
is not due to pure aesthetical considerations, but merely by a true practical necessity.
Curiously enough, the same kind of necessity, but in a very different context, has been
encountered by people which had worked boundary values problems in perfect plasticity
in a domain Ω , and are led naturally (from mathematical as well from mechanical reasons)
to consider displacements in the space BV(Ω) and to take into account the internal and
external boundary values of the displacements (for us the left and right velocity at t = 0).
1.2. The evolution problems
1.2.1. Preliminaries
We bring us back to the standard situation φ  0, int dom(φ) = ∅ and show the useful
minoration φ∗(w) c1|w|H − c2, where φ∗ is the Young–Fenchel conjugate of φ.
1.2.2. Variational principle for regular solutions
If f ∈ L1(0, T ;H), we say that u is a regular solution of Pφ if u ∈W 2,1(0, T ;H) and
verifies u′′(t)+ ∂φ(t, u(t))  f (t) a.e., u(0)= u0, u′(0)= u1. We show (Theorem 2) that,
if Pφ admits one regular solution, then every regular solution is at the same time solution of
a minimization problem and conversely. This result is not limited to the finite-dimensional
case.
In the sequel however, we restrict ourself to the finite-dimensional case and to φ
independent of t .
1.2.3. Regularized problems
We consider the problems
Pλ :=
{
v′′ + ∂φλ(v)= fλ, u(0)= u0, u′(0)= u1
}
,
where φλ is the Yoshida approximate of φ and fλ
σ−→ f , fλ ∈ L1(0, T ;H). We show
that Pλ admits a unique conservative solution uλ which is at the same time the solution of
a minimization problem on a convex set K ′λ ⊂W 2,1(0, T ;H). This gives us the uniform
estimates
sup
λ
{‖uλ‖HB; ∥∥u′λ∥∥BV(0,T ;H); ∥∥φλ(uλ)∥∥W 1,1(0,T )}<+∞.
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Using the above estimates, we show that uλ (at least a subsequence) converges to a
solution u, which means precisely: u ∈ HB, u(0)= u0 and f − u¯′′ ∈ ∂Φ(u), where Φ is
the mapping from C([0, T ];H) to R given by:
Φ(u)=

T∫
0
φ
(
u(t)
)
dt if φ(u) ∈ L1(0, T ),
+∞ otherwise,
and ∂Φ(u)⊂Mb([0, T ];H) is the subdifferential in the duality σ of Φ at the point u, and
u¯ is an appropriate extension of u outside [0, T ]. The initial condition is taken in the sense
u¯′−(0)= u1, where u¯′− is the left derivative of u¯.
1.2.5. General variational principle
We study the behaviour, when λ ↓ 0, of the sequence of variational problems Vλ :=
Min{ψλ(v): v ∈ Kλ} (cf. Theorem 3 for the definitions). This is done by computing the
epi-limit ψ , for the weak topology of HB, of the sequence ψλ (Proposition 7) and enables
us to show an essential result of this work:
u is a generalized solution ⇔ u is a solution of Min{ψ(v): v ∈ K˜},
where K˜ is some well characterized convex subset of HB.
Corollary 4 follows then immediately and asserts that every solution can be approxi-
mated in the weak topology of HB by an -solution of a perturbed regular problem. Using
the same tools, we investigate the stability of this approach relatively to a perturbation of
the data (Corollary 3 and Theorem 6).
Let us underline that our results concern mostly subsequences and may appear therefore
to be relatively weak. Nevertheless this should not be surprising at all, if we keep in mind
the high degree of nonuniqueness of our problem. For example, even if we seek only
solutions that are energy conserving, we cannot secure at all their uniqueness!
The existence of a variational principle can appear to the first insight as a pure
theoretical satisfaction. We believe however, that it goes beyond this feeling, and can
be used for example, in conjunction with the convergence of energy of Corollary 3, as
a convergence criterium to an eventual numerical scheme.
1.3. Conclusion
We give a straightforward application to the one-dimensional bounce problem, which
permits to recover some results of [5]. Then we mention some questions which are not
addressed here, and some open problems currently under investigation.
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• H is a Hilbert space, of finite dimension (Rd ) at most time.
• If u is a function from (0, T ) to H , we note u′ and u′′ its first and second derivatives
with respect to the variable t .
• C([0, T ];H), D′, Lp(0, T ;H), BV([0, T ];H), Wp,q(0, T ;H) are the usual spaces.
• Mb([0, T ];H) is the space of bounded vector measures on [0, T ].
• The symbol H will be omitted if there is no confusion.
• By σ , we note the weak-star topology of the space of measures or the associated duality
〈Mb,C0〉.
• If φ :Rd →R is a convex lower semi-continuous function (abridged into lsc), we note
dom(φ) its effective domain {x ∈ Rd : φ(x) < +∞}, int dom(φ) the interior of this
domain, φ∗ the conjugate, φλ the Yoshida regularized function, ∂φ the subdifferential
of φ, and by JAλ = (I + λA)−1 the resolvent of any (multi-valued) operator A. If
Fn : (X, τ)→ R is a sequence of functionals defined on the topological metrizable
space (X, τ), then τ -leFn (respectively τ -liFn and τ -lsFn) is the epi-graphical limit
(respectively the lower epi-graphical limit and the upper epi-graphical limit) of the
sequence Fn for the topology τ . We recall that, for every x ∈X:
τ -liFn(x)= min
{
lim infFn(xn): xn
τ−→ x},
τ -lsFn(x)= min
{
lim supFn(xn): xn
τ−→ x}
and
τ -leFn(x)= τ -liFn(x)= τ -lsFn(x)
if the two limits coincide.
• supp(f ) is the support of the function or the measure f .
• Arg minF is the set of minimizers of the functional F and -Arg minF is the set of its
-minimizers.
• If A⊂Rd , IA is the indicator function in the sense of convex analysis, i.e., IA(x)= 0
if x ∈A and =+∞ otherwise.
• Let F : (X, τ)→R. Then clτF is the l.s.c closure of F in the topology τ .
3. Functional background
3.1. Differential measures and functions with locally bounded variation
Most of the material used in this subsection is adapted from the expository paper [12]
of J.J. Moreau.
Let I be an interval of R, X a Banach space, and f : I →X. We say that f is locally of
bounded variation on I and note f ∈ lbv(I) iff Var(f ; [a, b)]) < +∞ for every compact
subinterval [a, b] ⊂ I , where Var(f,A) is the variation of f on the set A.
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compact. Then the map φ → ∫ φ df fromK(I) toX is a vector measure, called differential
(or Stieltjes) measure associated to f .
Recall that if f ∈ lbv(I ;X), there exists the right and left limits f+, f− at every point
of I with the usual restrictions at the eventual endpoints.
Let J a nonempty subinterval of I . If f ∈ lbv(I ;X), its restriction fJ to J belongs
to lbv(J ;X) and defines consequently a vector measure d(fJ ) on J . The following
proposition enlightens the link with df .
Proposition 1. The measure (df )J , restriction of the measure df to J , is equal to the sum
of d(fJ ) and
(i) the measure (f (a)− f−(a))δa if J possesses a left endpoint a ∈ J ;
(ii) the measure (f+(b)− f (b))δb if J possesses a right endpoint b ∈ J .
(df )J is defined as (df )J (φ)= df (φ˜) where φ˜ is the extension by 0 to I of φ ∈K(J ).
In particular, if I and J are open, we have (df )J = d(fJ )= f ′|J where f ′ is the distribu-
tional derivative of f .
3.2. The space HB
3.2.1. Definition and first properties
Definition 1. We define the space of functions of bounded Hessian on [0, T ] as
HB(0, T ;H)= {u ∈AC(0, T ;H): u′ ∈ ess BV((0, T );H )},
where AC(0, T ;H) is the space of absolutely continuous functions on (0, T ) with values
in H , and ess BV(0, T ) is the space of (class of) functions with essential bounded variation
on (0, T ).
To simplify notations, we shall often drop the mentionH , and write HB(0, T ),D′(0, T ),
or even more simply HB,D′, . . . , if there is no ambiguity.
Proposition 2. Let u ∈HB. Then:
(i) u is in W 1,∞(0, T ;H), hence Lipschitzian.
(ii) There exists a unique v ∈ BV([0, T ];H), s.t. u′ = v a.e., v is left-continuous on ]0, T ]
and v(0)= v0 fixed. We call this v the (left) velocity of u.
(iii) u has a right and a left derivative at every point of (0, T ), a right derivative at 0 and a
left derivative at T , with u′−(t)= v−(t)= v(t) ∀t ∈ ]0, T ], u′+(t)= v+(t) ∀t ∈ [0, T [.
Thus u is derivable everywhere except on a countable subset.
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of the space ess BV(0, T ;H) and the fact that, being absolutely continuous, u is given by
u(t)= u(0)+
t∫
0
u′(s)ds = u(0)+
t∫
0
v±(s)ds, ∀t ∈ [0, T ],
and v is of bounded variation on [0, T ]. ✷
Extension Principle for the velocities. Let r > 0 fixed and Iˆ = (−r, T + r) containing
strictly the interval I . Following an idea of J.J. Moreau [12, Convention 3.5], we extend
every function v ∈ BV([0, T ]) to a function v¯ ∈ BV(Iˆ ) in the following way:
v¯ = v(0) on ]−r,0[, v¯ = v on [0, T ], and v¯ = v(T ) on ]T ,T + r[.
This enables us to define the right and left regularized functions v¯+, v¯− of v¯ and induces
in a natural way an extension of the functions belonging to HB. More precisely, if u ∈HB,
its extension u¯ is given by u¯(t)= u(0)+ ∫ t0 v¯(s)ds or, more precisely:
u¯(t)= u(t) if t ∈ [0, T ],
u¯(t)= u(0)+ v(0)t = u(t)+ v¯−(0)t if t ∈ ]−r,0[,
u¯(t)= u(T )+ (t − T )v(T )= u(T )+ (t − T )v¯+(T ) on ]T ,T + r[.
Remark 1. It is noteworthy that v¯± should not be confused with v¯± which are not
completely defined because v± are not defined on the whole of [0, T ]. Let us note also
that u¯ has right and left derivatives everywhere on Iˆ with u¯′± = v¯±.
Then, we have the following.
Proposition 3. For every u ∈HB, u¯ is a continuous extension of u to Iˆ such that:
(i) supp(u¯′′)⊂ [0, T ];
(ii) u¯′′|[0,T ] = dv, where v is the left velocity of u.
This extension depends only on the values v(0), v(T ) and, for given v(0) and v(T ), it is the
unique continuous extension possessing these two properties. Moreover, we have, denoting
the total variation of measures by | · |T ,
|u¯′′|T =
∣∣u¯′′|[0,T ]∣∣= |dv|T = Var(v; [0, T ]).
Proof. u¯ is absolutely continuous and u¯′ = v a.e. on Iˆ . Hence, as elements of D′(Iˆ ),
u¯′′ = v¯′ = dv¯, since Iˆ is open. By Proposition 1, one gets:
396 M. Mabrouk / Advances in Applied Mathematics 31 (2003) 388–419u¯′′|[0,T ] = (dv¯)|[0,T ] = d(v¯|[0,T ])+
(
v¯(0)− v¯−(0)
)
δ0 +
(
v¯+(T )− v¯(T )
)
δT
= d(v¯|[0,T ])= dv.
Let then w be an other extension possessing the two above properties. By the first one,
supp(w′′)⊂ [0, T ], hence w is an affine function on Iˆ \ [0, T ] and there exist two constants
a, b such that w(t) = u(0) + at on the interval ]−r,0], w(t) = u(T ) + b(t − T ) on
[T ,T + r[, w(t)= u(t) on [0, T ]. By the second property, at t = 0, we have from on side
w′′({0})= w′+(0)−w′−(0)= u′+(0)− a = v+(0)− a, and from an other side w′′({0})=
dv({0})= v+(0)− v−(0). Thus a = v−(0)= v(0) and similarly b = v+(T )= v(T ). ✷
Thanks to this proposition, we shall identify in the sequel u¯′′, element of Mb(Iˆ ;H)
and u¯′′|[0,T ] element of Mb([0, T ];H), and we are able to give other useful alternative
definitions of the space HB.
Corollary 1. Let us define the following spaces:
X := {u ∈D′(0, T ;H): uˆ′′|[0,T ] ∈Mb([0, T ];H )},
uˆ being an arbitrary affine continuous extension of u to Iˆ .
Y := {u ∈D′(0, T ;H): u′′ ∈Mb(0, T ;H)},
Z := {u ∈W 1,1(0, T ;H): u′′ ∈Mb(0, T ;H)}.
Then, we have X = Y =Z = HB.
Proof. The equalities Y = Z = HB are obvious. Let then u ∈ Y . There exists two reals a
and b such that uˆ′′ = u′′ + aδ0 + bδT , thus is in Mb(Iˆ ), hence u ∈X. Conversely, if u ∈X,
uˆ′′ ∈Mb(Iˆ ), then u¯′′ ∈Mb(Iˆ ), hence u′′ ∈Mb(0, T ), that is u ∈ Y . ✷
3.2.2. Topological properties
The above defined space Z is exactly the space HB(Ω;H) of functions having bounded
Hessian builded by Demengel and Temam [7] for Ω open connected set in Rn (here
Ω = (0, T ), n = 1) in their studies of the mathematical problems arising from the theory
of perfect plasticity. It is a Banach space endowed with the norm ‖u‖ = ‖u‖W 1,1(0,T ;H) +
|u′′|T .
Nevertheless, for duality arguments which will be clearer later (Section 4), the second
derivatives appear in a natural way as measures on the compact set [0, T ], and we have
then to introduce some changes in the definition of the norm and of the weak topology of
HB, to take account of the measure of the set {0}. This is the purpose of the two following
propositions.
Proposition 4. The map u ∈HB →‖u‖HB = ‖u‖W 1,1(0,T ;H) + |u¯′′|T is a norm on HB and
HB endowed with it is a Banach space.
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(ii) To prove the completeness, let un be a Cauchy sequence for this norm. Then un is
a Cauchy sequence in W 1,1(0, T ) and u¯′′n is a Cauchy sequence in Mb(Iˆ ). Thus, there
exist u ∈ W 1,1(0, T ), µ ∈ Mb(Iˆ ) s.t. un → u in W 1,1 strong and u¯′′n → µ norm-wise
(total variation). Consequently, un converges towards u uniformly on [0, T ], hence u is
continuous, un → u in D′(0, T ) and u′′n → u′′ in D′(0, T ). But u′′n = u¯′′n|(0,T ) and thus
u′′n →µ|(0,T ), whence u′′ = µ|(0,T ) and consequently u′′ ∈Mb(0, T ), that is u ∈Z = HB.
On the other side, since u¯n = u¯ on ]−r,0[ and un converges towards u uniformly
on [0, T ], u¯n converges towards u¯ uniformly on ]−r, T ]. In particular, u¯′′n → u¯′′ in
D′(]−r, T [), hence u¯′′|(−r,T ) = µ|(−r,T ). Let then ρ ∈ (−r, T ) fixed. For all t ∈ [0, T ],
we have then
u¯′−(t)= u¯′−(ρ)+
∫
[ρ,t [
du¯′− = v(ρ)+
∫
[ρ,t [
du¯′ = v(ρ)+ u¯′′([ρ,T [).
In the same way, u¯′n−(t)= v(ρ)+ u¯′′n([ρ,T [). Thus u¯′n−(t)→ v(ρ)+µ([ρ,T [)= v(ρ)+
u¯′′([ρ, t[) = u¯′−(t). But then, u¯n(t) = u¯n(T ) + (t − T )u¯′n−(T ) and u¯′n−(T ) → u¯′−(T ),
hence u¯n converges to u¯ uniformly on Iˆ , thus u¯′′n → u¯′′ in D′(Iˆ ), which gives us
u¯′′ = µ, u¯′′′n → u¯′′ norm-wise, and by summing up un → u in HB. ✷
Now, we introduce a weak topology on HB, which will be the mostly used in the sequel.
Definition 2. We call weak topology of HB, and denote by τ , the topology associated with
the distances:
ev(u1, u2)= ‖u1 − u2‖W 1,1(0,T ;H) +
∣∣〈u¯′′1 − u¯′′2, v〉σ ∣∣, for any v ∈C([0, T ];H ).
Thus, σ being the weak-star topology of Mb([0, T ]), we have:
un
τ−→ u ⇔ {un → u in W 1,1(0, T ) strong and u¯′′n σ−→ u¯′′}.
Then, we have the following compactness result.
Theorem 1. Let un be a bounded sequence in HB. We can extract a subsequence unk such
that:
(i) unk converges weakly in HB and strongly in Lp(0, T ), 1 p <+∞.
(ii) v′nk = (u¯nk )′− converges everywhere on [0, T ] towards a function v ∈ BV([0, T ]) (the
same is true for the right derivatives, the two limits being distinct in general).
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The imbedding W 1,1 → Lp(0, T ) being compact for 1  p < +∞, there exists a subse-
quence unk , there exist u ∈Lp(0, T ),µ ∈Mb(Iˆ ) such that
unk
Lp(0,T )−−−−→ u, u¯′′nk
σ−→ µ, u¯nk bounded in C(Iˆ ), u¯′nk bounded in L∞(Iˆ ).
Thus u¯nk is bounded in W 1,∞(Iˆ ), hence relatively compact in C(Iˆ ). There exists x ∈C(Iˆ )
such that u¯nk → x uniformly on Iˆ , hence in D′(Iˆ ). Thus x|(0,T ) = u in D′(0, T ), which
gives x ′|(0,T ) = u′ and x ′′|(0,T ) = u′′ = µ|(0,T ). By Corollary 1, u belongs to HB.
On the other side, if ρ ∈ (−r, T ) on has u¯′nk (ρ) = v(0). Thus |u¯′′nk |T bounded implies
that u¯′nk is bounded in ess BV(Iˆ ;H), hence u¯′nk is relatively compact in Lp(Iˆ ), 1 
p <+∞. Thus there exists a subsequence, still noted u¯′nk , and y ∈ Lp(Iˆ ) s.t. u¯′nk
Lp(Iˆ )−−−−→ y .
By the uniqueness of the limit in D′(Iˆ ) we have y = x ′ = u¯′.
Thus, u¯nk → u¯ in W 1,p(Iˆ ),1  p < +∞ and u¯′′nk
σ−→ u¯′′, which means exactly that
unk converges weakly in HB towards u.
(ii) The sequence u¯′nk is bounded and with bounded variation. By the theorem of
Helly, valid if H is a Hilbert space, there exists a function v ∈ BV(Iˆ ) such that u¯′nk → v
everywhere. It should be remarked that v has not to be left continuous in general. ✷
4. Second order evolution problems
4.1. Preliminaries
Let H be a Hilbert space and ϕ :H →[0,+∞] a proper convex, lower semi-continuous
function. We are interested in the following evolution problem:
Pϕ :
{
u′′(t)+ ∂ϕ(u(t))  f (t), u(0)= u0 ∈ dom(ϕ), u′(0)= u1 ∈H}
whose exact meaning will be explained later. This kind of equations arises in some
unilateral problems of the mechanics of rigid bodies, for instance in frictionless motions
involving shocks (see [11] for a detailed modelization).
First, we shall go back to a standard situation.
Lemma 1. Let ϕ :H → [0,+∞] a lower semi-continuous function with int dom(ϕ) = ∅
and ϕ∗ its conjugate. Let φ(·)= ϕ(x0 + ·)− ϕ(x0), where x0 ∈ int dom(ϕ). Then
(i) 0 ∈ int dom(φ), φ(0)= 0, dom(φ)=−x0 + dom(ϕ), φ(·)−ϕ(x0) >−∞, and, for
all w ∈ dom(φ∗), we have:
φ∗(w) c1|w|H − c2,
where c1, c2 are two positive constants;
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Pφ :
{
u′′ + ∂φ(u)  f on (0, T ), u(0)=−x0 + u0, u′(0)= u1
}
.
Proof. It is obvious that 0 ∈ int dom(φ). Then, there exists a ρ > 0 s.t. φ is continuous on
the closed ball Bρ(0) of H and is then majorized by a constant Cρ . For all w ∈ dom(φ∗),
w = 0, we have thus:
φ∗(w)= sup(〈x,w〉H − φ(x): x ∈ dom(φ))−Cρ + ρ|w|H ,
by taking x = ρv, v = w|w|H .
If w = 0 or w /∈ dom(φ∗), the inequality is obvious.
Replacing φ by φ +C if necessary, we can assume without loss of generality that:
φ  0, 0 ∈ int dom(φ)
and we consider the problem
Pφ :
{
u′′ + ∂φ(u)  f on (0, T ), u(0)= u0 ∈ dom(φ), u′(0)= u1 ∈H
}
. ✷
4.2. Variational principle for regular solutions
Definition 3. Let φ(t, ·) :H → [0,+∞], with 0 ∈ dom(φ(t, ·)), convex, lower semi-
continuous, defined for all t ∈ [0, T ] and f ∈ L1(0, T ;H). A function u : [0, T ] → H is
said to be a regular solution of Pφ iff:
(i) u,u′, u′′ ∈ L1(0, T ;H), u(0)= u0, u′(0)= u1;
(ii) u′′(t)+∂φ(t, u(t))  f (t) a.e., t ∈ (0, T ) in the sense that there exists h ∈L1(0, T ;H)
such that
h(t) ∈ ∂φ(t, u(t)) a.e., and u′′ + h(t)= f (t) a.e.
Remark 2. u,u′, u′′ ∈ L1(0, T ;H) implies that u ∈ C1([0, T ];H), whence the existence
of traces u(0), u′(0) at t = 0.
Let then K be the convex set:
K = {v ∈W 2,1(0, T ;H): φ(· , v(·)) ∈ L1(0, T ), φ∗(t, f − v′′) ∈ L1(0, T ),
v(0)= u0, v′(0)= u1
}
and ψ the functional
ψ :L1(0, T )  v →ψ(v)=
{
Φ(v)+Φ∗(f − v′′)−G(v) if v ∈K,
+∞ otherwise,
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Φ(v)=
T∫
0
φ
(
t, v(t)
)
dt, Φ∗(w)=
T∫
0
φ∗
(
t,w(t)
)
dt,
and
G(v)=
T∫
0
∣∣v′(t)∣∣2
H
dt +
T∫
0
〈f, v〉H dt −
〈
v(T ), v′(T )
〉
H
.
Then we can formulate our first original variational principle.
Theorem 2 (Variational principle for regular solutions).
(i) If u is a regular solution of Pφ , then u is a solution of the variational problem
(V ): Min
{
ψ(v): v ∈K}.
(ii) If Pφ admits one regular solution, then any solution of the variational problem (V ) is
a regular solution of Pφ , and conversely by (i).
Proof. (i) Let u a regular solution of Pφ . Then f (t)−u′′(t) ∈ ∂φ(t, u(t)) a.e., and we have
for almost every t : φ(t, u(t)) 〈u(t), f (t)− u′′(t)〉H + φ(t,0). Integrating on (0, T ), we
get
0
T∫
0
φ
(
t, u(t)
)
dt  C + ‖f − u′′‖L1(0,T ;H)‖u‖L∞(0,T ;H) <+∞,
thus φ(t, u(t)) ∈ L1(0, T ). But then, φ∗(t, f (t) − u′′(t)) = 〈u,f − u′′〉H − φ(t, u(t)) ∈
L1(0, T ) too, and since u(0) = u0, u′(0) = u1, u ∈ L1(0, T ;H), u′′ ∈ L1(0, T ;H) we
have u ∈K . Furthermore, for all v ∈K , we have
φ
(
t, v(t)
)+ φ∗(t, f − v′′) 〈v,f − v′′〉H a.e.
Integrating on (0, T ), we obtain ψ(v)  〈u0, u1〉H . By the same computations, we have
for any regular solution u of Pφ : ψ(u) = 〈u0, u1〉H , from which it follows that for all v
in K , ψ(v)ψ(u), which means u is a solution of (V ).
(ii) Conversely, let u a regular solution of Pφ and z a solution of (V ). Then, ∀v ∈ K:
ψ(v)  ψ(z) = ψ(u) = 〈u0, u1〉H by (i), hence ψ(z)− 〈u0, u1〉H = 0. Since z ∈ K , this
is equivalent to φ(t, z(t))+ φ∗(t, f − z′′)− 〈z, f − z′′〉H = 0, that is f − z′′ ∈ ∂φ(t, z(t))
a.e. and z is a regular solution of Pφ . ✷
From now on, we shall suppose that φ is independent of t .
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Theorem 3. Let φ :H →[0,+∞] convex, lover semi-continuous, such that 0 ∈ int dom(φ),
and let φλ its Yoshida regularization. Then, for any u0 ∈ dom(φ), u1 ∈ H , fλ ∈
L1(0, T ;H), λ > 0, the equation
Pλ: v
′′ + ∂φλ(v)= fλ
admits an unique solution uλ such that:
(i) uλ ∈W 2,1(0, T ;H), uλ(0)= u0; u′λ(0)= u1, u′′λ(t)+ ∂φλ(u(t))= fλ(t) a.e.;
(ii) for every t ∈ [0, T ], on has (conservation of energy):
1
2
∣∣u′λ(t)∣∣2H + φλ(uλ(t))= 12 |u1|2H + φλ(u0)+
t∫
0
〈
fλ
(
τ,u′λ
)〉
H
dτ ;
(iii) under the assumption supλ ‖fλ‖L1(0,T ) M , we have the a priori estimates:
sup
λ
{‖u‖HB; ∥∥u′λ∥∥BV(0,T ;H); ∥∥φλ(uλ)∥∥W 1,1(0,T )}<+∞;
(iv) uλ solves the variational problem
Vλ: Min
{
ψλ(v): v ∈Kλ
}
,
where
Kλ =
{
v ∈W 2,1(0, T ): φ(v) ∈ L1(0, T ), φ∗(fλ − v′′) ∈ L1(0, T ),
v(0)= u0, v′(0)= u1
}
,
Φλ(v)=
T∫
0
φλ
(
v(t)
)
dt, Φ∗λ(w)=
T∫
0
φ∗λ
(
w(t)
)
dt,
Gλ(v)=
T∫
0
∣∣v′(t)∣∣2
H
dt +
T∫
0
〈fλ, v〉H dt −
〈
v(T ), v′(T )
〉
H
,
ψλ(v)=
{
Φλ(v)+Φ∗λ(fλ − v′′)−Gλ(v) if v ∈Kλ,
+∞ otherwise.
Proof. (i) Consider the product space H ×H equipped with the usual norm. Then Pλ can
be written as an evolution equation of the first order in H :
dU + 1 [I − Jλ]SU = Fλ,dt λ
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U =
(
u1
u2
)
, u1 = v, u2 = v′,
Jλ =
(
j1λ 0
0 j2λ
)
, j1λ = (1+ λ)Id , j2λ = j∂φλ ,
Fλ =
(
0
fλ
)
,
and S is the isometry:
U → SU =
(
0 1
1 0
)(
u1
u2
)
=
(
u2
u1
)
.
Then we apply a classical results of H. Brézis [2, Corollary 1.1], by considering the convex
set C =H ×H and remarking that the right-hand side is in C almost everywhere.
(ii) It suffices to multiply the equation Pλ by v′λ and to integrate between 0 and t .
(iii) From the energy equality established in (ii), we obtain
1
2
∣∣u′λ(t)∣∣2H  φλ(u0)+ 12 |u1|2H + ‖fλ‖L1(0,T ;H).∥∥u′λ∥∥L∞(0,T )
 φ(u0)+ 12 |u1|
2
H + ‖fλ‖L1(0,T ;H).
∥∥u′λ∥∥L∞(0,T ),
which gives easily supλ ‖u′λ‖L∞(0,T ;H)  C(u0, u1, T ,M), a positive constant which
depends only on the data of the problem. On deduces immediately that φλ(uλ), ‖uλ‖H
are bounded uniformly with respect to λ.
But uλ minimizes ψλ over Kλ (see below in (iv)) and ψλ(uλ)=+〈u0, u1〉H , thus this
quantity is independent from λ. We have therefore
ψλ(uλ)= 〈u0, u1〉H =Φλ(uλ)+Φ∗λ
(
f − u′′λ
)−Gλ(uλ) (1)
Φλ(uλ)−Gλ(uλ)+ ρ
T∫
0
∣∣fλ − u′′λ∣∣H dt −CρT , (2)
and
ρ
T∫
0
∣∣fλ − u′′λ∣∣H dt  ∣∣〈u0, u1〉H ∣∣+ ∣∣φλ(uλ)∣∣+ ∣∣Gλ(uλ)∣∣+CρT  C <+∞,
from which the estimate follows.
M. Mabrouk / Advances in Applied Mathematics 31 (2003) 388–419 403Furthermore, we remark that ddt φλ(uλ)= φ′λ(uλ)u′λ = 〈fλ − u′′λ,u′λ〉H a.e., hence
T∫
0
∣∣∣∣ ddt φλ(uλ(t))
∣∣∣∣dt  ∥∥fλ − u′′λ∥∥L1(0,T ;H).∥∥u′λ∥∥L∞(0,T ;H)  C.
Thus φλ(uλ) ∈W 1,1(0, T ) and supλ ‖φλ(uλ)‖W 1,1(0,T ) <+∞.
By the energy equality, we deduces that ddt |u′λ(t)|2H is bounded in L1(0, T ) and |u′λ(t)|2H
is bounded in W 1,1(0, T ). Likewise, we have ‖u′′λ‖L1(0,T )  ‖fλ‖L1(0,T ;H) + ‖fλ −
u′′λ‖L1(0,T ;H) from which it follows
sup
λ
(∥∥u′′λ∥∥L1(0,T );H), ∥∥u′λ∥∥BV(0,T ;H) = ∥∥u′λ∥∥W 1,1(0,T ;H))<+∞.
(iv) We know that Pλ is equivalent to the variational problem V λ = Min{ψλ(v), v ∈K ′λ}
where
K ′λ =
{
v ∈W 2,1(0, T ;H): φλ(v) ∈L1(0, T ), φ∗λ(fλ − v′′) ∈L1(0, T ),
v(0)= u0, v′(0)= u1
}
.
But φ∗λ(fλ−v′′)= φ∗(fλ−v′′)+2λ|fλ−v′′|2H . Thus, for v ∈Kλ, we have the equivalence
φ∗λ(fλ − v′′) ∈L1(0, T ) ⇔ φ∗(fλ − v′′) ∈ L1(0, T ).
On the other side, φλ(v)= φ(Jλv)+ 12λ |v − Jλv|2H , Jλv
H−→ v, and φ l.s.c. give us
T∫
0
φ(v)
T∫
0
lim inf
λ
φ(Jλv) lim inf
λ
T∫
0
φ(Jλv) lim inf
λ
T∫
0
φλ(v).
By (iii), we know that φλ(uλ) is bounded. We can thus restrict ourself to those functions
v such that
∫ T
0 φλ(v) is bounded, and by the above inequalities to those with φ(v) ∈
L1(0, T ). Thus we have proved that
V λ ⇔ Vλ: Min
{
ψλ(v): v ∈Kλ
}
. ✷
We shall suppose from now on that dim(H) <+∞.
4.4. Convergence of the regularized equations, generalized solutions
Convention: In all the sequel, we extend the functions of HB by taking v0 = u1.
We can then define a notion of generalized solution to the problem Pφ . To do this, we
define first an extension Φ˜ of the functional Φ:
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{
C
([−r, T ])→R,
h → Φ˜(h)=Φ(ρh),
where ρ is the restriction operator:
ρ =
{
C
([−r, T ])→ C([0, T ]),
h → ρh= h|[0,T ].
Let z ∈Mb([0, T ]). Its (left) extension by zero z¯ is the measure on [−r, T ] defined by
〈z¯, h〉σ¯ = 〈z,ρh〉σ ∀h ∈C
([−r, T ]),
where σ¯ means the duality 〈C([−r, T ]),Mb([−r, T ])〉. This will be alternatively written as
z¯= ρ∗z, ρ∗ being the transpose map of ρ. The restriction to [0, T ] is defined for a measure
Z ∈Mb([−r, T ] by
〈Z|[0,T ], φ〉σ = 〈Z,eφ〉σ¯ ,
where eφ is the extension by zero of φ to [−r, T ]. Thus Z|[0,T ] = e∗Z. Applying the chain
rule ∂(Φ ◦ρ)(x)= ρ∗∂φ(ρx) for the subdifferentials, we obtain the following proposition,
for which we shall give however an alternative direct proof.
Proposition 5. Let u ∈HB. Then Z ∈ ∂Φ˜(u¯)⇔Z = ρ∗∂Φ(u).
Proof. (i) Let h ∈ C([−r, T ]) and Z ∈ ∂Φ˜(h). Let φ ∈ C([−r, T ]) with supp(φ) ⊂
(−r,0). There exists gφ ∈ C([−r, T ]) such that φ = gφ − h. Then ρgφ = ρh and 0 =
Φ(ρgφ)−Φ(ρh)= Φ˜(gφ)− Φ˜(h) 〈Z,φ〉σ¯ . Thus
h ∈ C([−r, T ]) ⇒ supp(∂Φ˜(h))⊂ [0, T ].
(ii) Let now u ∈HB and Z ∈ ∂Φ˜(u¯).
(α) Let v ∈ C([0, T ]), φ = v − u, and vˆ any continuous extension of v to [−r, T ]. Since
supp(Z) is contained in [0, T ], we have
〈Z,f 〉σ¯ = 〈Z,χ[0,T ]f 〉σ¯ = 〈Z|[0,T ], ρf 〉σ ∀f ∈ C
([0, T ]).
Noticing that φ = ρ(vˆ − u¯), we have:
〈Z|[0,T ], φ〉σ = 〈Z, vˆ − u¯〉σ¯ (3)
 Φ˜(vˆ)− Φ˜(u¯)=Φ(v)−Φ(u). (4)
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v ∈ C([−r, T ]):
Φ˜(v)− Φ˜(u¯)=Φ(ρv)−Φ(ρu¯) 〈z,ρv − ρu¯〉σ = 〈Z,v − u¯〉σ¯ ,
which means exactly Z ∈ ∂Φ˜(u¯). ✷
Remark 3. Due to this proposition, we shall not distinguish between ∂Φ˜(u¯) and ∂Φ(u).
Definition 4. Let f ∈ Mb([0, T ];H), u0 ∈ dom(φ), u1 ∈ H . Then u ∈ HB is said a
generalized solution of problem Pφ iff its extension u¯ is solution of the measure differential
inclusion (MDI)
P˜φ : f¯ − u¯′′ ∈ ∂Φ˜(u¯), u¯(0)= u0, u¯′−(0)= u1.
For simplicity, however, we shall often write problem P˜φ as
P˜φ : f − u¯′′ ∈ ∂Φ(u¯), u(0)= u0, u¯′−(0)= u1.
Remark 4. The above relation P˜φ is well a generalized formulation of the evolution
problem. Indeed, let Nx(dom(φ)) the normal cone at x to dom(φ) defined by
Nx
(
dom(φ)
)= {x∗ ∈H : 〈v − x, x∗〉H  0 ∀v ∈ dom(φ)}
and let u¯′′ = u¯′′a + u¯′′s (respectively f = fa + fs ) be the Lebesgue decomposition of the
measure u¯′′ (respectively f ). Then
Proposition 6 (see [14, Corollary 5.A]). f − u¯′′ ∈ ∂Φ(u) iff
(i) u(t) ∈ domφ ∀t ∈ [0, T ],
(ii) (f − u¯′′)a = g dt where g ∈ L1(0, T ;H) and g(t) ∈ ∂φ(u(t)) a.e. on (0, T ),
(iii) (f − u¯′′)s = hθ , h ∈ L1θ ([0, T ];H), where θ is a positive measure on [0, T ], with
respect to which (f − u¯′′)s is absolutely continuous (on can take in particular
θ = |(f − u¯′′)s |). Moreover, h(t) ∈Nu(t)(domφ) except on a θ -negligible set.
Let µ ∈ ∂Φ(u) the so defined measure. In mechanics, it corresponds to the generalized
forces and percussions involved by the realization of the constraints. Let µ˜ = µ|(0,T ) its
restriction to the open interval (0, T ). Then we have in the distributional sense: u′′ = f˜ − µ˜
with f˜ = f |(0,T ).
But u being in HB(0, T ), the support of u¯′′s is at most countable, hence supp(fs − µs)
is countable. In particular, let J ⊂ I a subinterval such that, for every t ∈ J , the normal
cone Nu(t)(domφ) reduces to the null vector (for example if u(t) ∈ int(domφ)). Then u′′
belongs to L1loc(J ) and if J ∩ supp(fs)= ∅, we have the equation of regular motion
u′′(t)+ ∂φ(u(t))  f a.e.
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(i) u(0)= u0 in a classical (strong) sense, u being continuous.
(ii) The condition u′(0)= u1 is understood in the sense u¯′−(0)= u1, that is we impose the
left velocity at t = 0.
This is quite meaningful in mechanics for example, and says that we have some knowledge
of the evolution of the system before the initial instant. Notably, we do not exclude a shock
at the initial instant.
At every point t of [0, T ], we have
u′−(t)= u1 + (f −µ)
([0, t[), u′+(t)= u1 + (f −µ)([0, t])
and the jump relation
fs(t)−
(
u′+ − u′−
)
(t)= (µ)s
({t})= h(t)θ({t}) ∈Nu(t)(dom(φ)).
For t = 0, we have in particular:
fs{0} −
(
u′+(0)− u1
)= h(0)θ({0}) ∈Nu0(domφ),
that is, 〈v − u0, fs{0} − (u′+(0)− u1)〉 0 ∀v ∈ domφ. We have then
u(t)= u0 +
t∫
0
u′±(τ )dτ = u0 + u1t +
t∫
0
(f −µ)([0, τ ])dτ (5)
= u0 + u1t + F(t)−
t∫
0
µ
([0, τ ])dτ. (6)
Remark 5. (i) It should be noticed that the above formula do not permits anyway to
compute u(t). Indeed, µ is an unknown of the problem and is related to u. This formula
must be thought as a kind of nonlinear multivalued integral equation for u, which can
replace the “differential” version f − u¯′′ ∈ ∂Φ(u).
(ii) Every regular solution is obviously also a generalized solution.
We can state now the following existence theorem.
Theorem 4. (i) Under the hypothesis (H), the problem P˜φ admits always a generalized
solution. This ( particular) solution is the weak limit in HB of a sequence of solutions
(regular and energy conserving) of the problems Pλ. It depends in general on the
approximating sequence fλ.
(ii)(a) This solution is conservative on the interior of every interval J ⊂ [0, T ] where
f ∈L1.
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a right-continuous BV([0, T ]) function E, the energy of u, equal to the usual energy if f
is a function, such that E(t)=E−(0).
Proof. (i) Let f ∈Mb([0, T ];H). There exists a sequence of functions fλ ∈ L1(0, T ;H)
such that fλ
σ−→ f and that supλ ‖fλ‖L1(0,T ;H) < +∞. By the preceding theorem, the
sequence uλ of the corresponding solutions of the problems Pλ is bounded in HB and the
sequence φλ(uλ) is bounded in W 1,1(0, T ). Thus uλ is relatively compact for the weak
topology of HB and φλ(uλ) is relatively compact in Lp(0, T ), 1 p <+∞. Hence, there
exists a subsequence, still noted uλ, a function u ∈ HB and a function w ∈ Lp(0, T ) such
that:
(i) uλ → u in W 1,1(0, T ;H), hence u¯λ → u¯ uniformly on Iˆ = (−r, T + r).
(ii) u¯′′λ
σ−→ u¯′′.
(iii) u¯′λ → u¯′ in Lp(0, T ;H), 1 p <+∞.
(iv) φλ(uλ)→w in Lp(0, T ), 1 p <+∞ and σ(L∞,L1).
In fact, by Helly’s theorem, we have , since u′λ and φλ(uλ) are bounded in W 1,1:
(a) φλ(uλ)→w everywhere on [0, T ] with w =w a.e., and w ∈ BV([0, T ]).
(b) ∃v ∈ BV([0, T ];H), v = u′ a.e., and u¯′λ → v¯ everywhere on Ir .
Then
C  φλ(uλ)= φ(Jλuλ)+ 12λ |uλ − Jλuλ|
2
H ,
hence |uλ − Jλuλ|2H  2Cλ and Jλuλ
H−→ u. Likewise, C  φ(Jλuλ) gives to us immedi-
ately φ(u)  lim infλ φ(Jλuλ)  limλ φλ(uλ) = w. Therefore u(t) ∈ dom(φ) ∀t ∈ (0, T ),
φ(u) ∈ L∞(0, T ), and we get φ(u)w a.e. Let us now identify w.
We start from the inequality φλ(u(t))− φλ(uλ(t)) 〈fλ − u′′λ,u− uλ〉H a.e. Then,
lim inf
λ
T∫
0
(
φλ
(
u(t)
)− φλ(uλ(t)))dt  lim inf
λ
T∫
0
〈
fλ − u′′λ,u− uλ
〉
H
dt
= lim inf
λ
〈
fλ − u′′λ,u− uλ
〉
σ
.
But fλ− u¯′′λ
σ−→ f − u¯′′ and uλ C([0,T ];H)−−−−−−→ u, hence 〈fλ− u¯′′λ,u−uλ〉σ →〈f − u¯′′, u− u〉= 0 and we obtain
lim inf
λ
T∫
φλ
(
u(t)
)
dt  lim sup
λ
T∫
φλ
(
uλ(t)
)
dt .0 0
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∫ T
0 φλ(uλ(t)dt 
∫ T
0 φ(u(t))dt because the sequence
∫ T
0 φλ epi-con-
verges to
∫ T
0 φ (since φλ ↑ φ) and
∫ T
0 φ(u(t))dt = lim
∫ T
0 φλ(u(t))dt by monotone con-
vergence. In brief
lim inf
λ
T∫
0
φλ
(
uλ(t)
)
dt 
T∫
0
φ
(
u(t)
)
dt = lim inf
λ
T∫
0
φλ
(
u(t)
)
dt  lim sup
λ
T∫
0
φλ
(
uλ(t)
)
dt,
that is lim
∫ T
0 φλ(uλ(t))dt exists and is equal to
∫ T
0 φ(u(t))dt , hence
∫ T
0 w(t)dt =∫ T
0 φ(u(t))dt , and since 0w− φ(u) a.e., we obtain w = φ(u) a.e.
Let us find what is the problem verified by u. Let v ∈ C([0, T ];H), with φ(v) ∈
L1(0, T ). Then
T∫
0
(
φλ
(
v(t)
)− φλ(uλ(t)))dt  T∫
0
〈
∂φλ(uλ), v(t)− uλ(t)
〉
H
dt = 〈f − u¯′′λ, v − uλ〉σ .
But we have 0 φλ(v(t)) ↑ φ(v(t)) a.e., hence,
lim sup
λ
T∫
0
(
φλ(v)− φλ(uλ)
)
dt 
T∫
0
φ
(
v(t)
)
dt − lim inf
λ
T∫
0
φλ(uλ)

T∫
0
φ
(
v(t)
)− T∫
0
φ
(
u(t)
)= T∫
0
[
φ(v)− φ(u)]dt
since w = φ(u) a.e. and w ∈ Lp(0, T ). Therefore,
lim sup
λ
〈
fλ − u¯′′λ, v − uλ
〉
σ
= 〈f − u¯′′, v − u〉
T∫
0
(
φ(v)− φ(u))dt
which means exactly f¯ − u¯′′ ∈ ∂Φ˜(u¯).
Thus u is in HB and verifies f − u¯′′ ∈ ∂Φ(u), u(0)= u0.
(ii) Conservation of the energy:
(a) For every t ∈ [0, T ], we have
1
2
∣∣u′λ(t)∣∣2H + φλ(uλ(t))= φλ(u0)+ 12 |u1|2H +
t∫ 〈
fλ(τ ), u
′
λ(τ )
〉
H
dτ.
0
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t1, t2 ∈ J :
1
2
∣∣u′λ(t2)∣∣2H − 12 ∣∣u′λ(t1)∣∣2H =
t2∫
t1
〈
f (τ), u′λ(τ )
〉
H
dτ + φλ
(
uλ(t1)
)− φλ(uλ(t2))
hence, if λ→ 0, we have for almost every t1, t2 ∈ J (by dominated convergence):
1
2
∣∣u′(t2)∣∣2H + φ(u(t2))= 12 ∣∣u′(t1)∣∣2H + φ(u(t1))+
t2∫
t1
〈
f (τ), u′(τ )
〉
H
dτ
and for every t1, t2 ∈ J :
1
2
∣∣v(t2)∣∣2H +w(t2)= 12 ∣∣v(t1)∣∣2H +w(t1)+
t2∫
t1
〈
f (τ), u′(τ )
〉
H
dτ.
If we define the energy of u at time t as
E(t)= 1
2
∣∣v(t)∣∣2
H
+w(t)−
t∫
0
〈
f (τ), u′(τ )
〉
H
dτ,
we obtain that E(t)=E(0)= Cte.
(b) If f is not L1, there is no straightforward way to define the energy of the solution
u as the following considerations show.
Let us start from the formula ddt (
1
2 |u′λ(t)|2 + φλ(uλ(t))) = fλ(t)v′λ(t)dt and rewrite it
as an equality between bounded measures on [0, T ]:
d
(
1
2
∣∣u′λ∣∣2 + φλ(uλ))= fλu′λ dt .
By Helly’s theorem, the sequence 12 |u′λ|2 + φλ(uλ) converges point-wise to the BV[0, T ]
function 12 |v|2 +w and we have the weak convergence of the associated Stieltjes measures
d
(
1
2
∣∣u′λ∣∣2 + φλ(uλ)) σ−→ d(12 |v|2 +w
)
.
From the other side, the sequence fλu′λ being bounded in L1 converges weakly to a
bounded measure dPf ∈ Mb[0, T ] which is not equal to vf in general but can be seen
however as expressing the “power” of the force f in the motion u with velocity v. Thus we
have d( 12 |v|2 +w)[0, t] = dPf [0, t], that is 12 |v+(t)|2 +w+(t)− ( 12 |v−(0)|2 +w−(0))=
dPf [0, T ].
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obtain
1
2
∣∣v+(t)∣∣2 +w+(t)− dPf [0, t] = 12 |u1|2 + φ(u0).
It seems thus natural to define the energy of u at time t as the right continuous function of
bounded variation
E(t)=E+(t)= 12
∣∣v+(t)∣∣2 +w+(t)− dPf [0, t]. (7)
Hence E−(t) exists for every t ∈ [0, T [ and the conservation of energy can be expressed as
E(t)= E−(0). For any time t there may be a jump in energy E+(t)− E−(t) = dPf ({t})
due to the action of f . ✷
Thought this definition of the energy is sufficient for our purpose, it should be noticed
that we have not defined the energy of any solution, but only of the particular solution
constructed via the above approximations!
4.5. Variational principle for the generalized solutions
Now, we shall study the behaviour, when λ → 0, of the sequence of minimization
problems
Vλ: Min
{
ψλ(v): v ∈Kλ
}
.
Let us notice that, for v ∈ HB, we have the integration formula
∫
[0,T ]
v dv¯′′ = −
T∫
0
∣∣v′(t)∣∣2
H
dt + 〈v(T ), v′−(T )〉H − 〈v(0), v¯′−(0)〉H .
Thus, we can define by continuity an extension Gλ which is continuous and defined
everywhere on HB:
Gλ(v)=
∫
[0,T ]
v d(fλ − v¯′′)− 〈u0, u1〉H = 〈fλ − v¯′′, v〉σ − 〈u0, u1〉H .
Let now Φ∗σ be the lover semi-continuous regularization of Φ∗ for the topology σ .
Due to the hypothesis on φ, this functional is proper, and still of integral type (see
[16]). More precisely, if µ = dµdt dt + µs is the canonical decomposition of the measure
µ ∈Mb([0, T ];H) with respect to the Lebesgue measure dt , then
Φ∗σ (µ)=
T∫
φ∗
(
dµ
dt
)
dt +
∫
φ∗∞
(
dµs
dθ
)
dθ0 [0,T ]
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example θ = |µs |, the modulus measure of µs ), φ∗∞ is the recession (or asymptotic)
function of φ∗, a positively homogeneous sublinear function with φ∗∞(0) = 0. If µ is
absolutely continuous with respect to dt , there exists a L1loc function h such thatµ= h(t)dt
and we retrieve the fact that Φ∗σ (µ)= ∫ T0 φ∗(h(t))dt =Φ∗(h).
From the other side, let Φ⊕ be the Young–Fenchel conjugate of Φ in the duality σ .
Then it holds Φ∗σ =Φ⊕. We are then able to define the convex set K˜ ⊂ HB,
K˜ = {v ∈ HB: Φ(v) <+∞, Φ⊕(f − v¯′′) <+∞, v(0)= u0},
and the functional
ψ =

HB →[0,+∞]
v → ψ(v)=
{
Φ(v)+Φ⊕(f − v¯′′)−G(v) if v ∈ K˜,
+∞ otherwise
with G(v)= 〈f − v¯′′, v〉σ − 〈u0, u1〉H .
For all the sequel, we take the following qualification assumption:
Q: u0 ∈ int dom(φ) and f ∈ dom
(
Φ⊕
)
.
We prove then the central result.
Proposition 7. Let τ be the weak topology of HB. Then, the sequence ψλ + IKλ admits a
subsequence which τ -epi-converges to ψ when λ→ 0.
Proof. To find the epi-limit of the sequence ψλ + IKλ , we shall replace it first by its
lover semi-continuous regularization for the topology τ . Since the functionals Φλ,Gλ
are τ -continuous, and since Gλ is the restriction of Gλ to W 2,1(0, T ;H), the regularized
functional is easily seen to be
ψλ + IKλτ (u)=Φλ(u)+Gλ(u)+Φ⊕λ (fλ − u¯′′)+ IK˜λ(u)
where we have set
K˜λ =
{
u ∈ HB: Φλ(u) <+∞, Φ⊕(fλ − u¯′′) <+∞, u(0)= u0
}
,
Φ⊕λ (fλ − u¯′′)=Φ⊕(fλ − u¯′′)+
λ
2
‖fλ − u¯′′‖Mb([0,T ];H).
(i) Let us show first: τ -liψλ + IKλτ ψ.
For this, let u ∈ HB and uλ τ−→ u with lim infλ ψλ + IKλ(uλ) <+∞. Then uλ is in K˜λ,
uλ
W 1,1−→ u, and u¯′′λ
σ−→ u¯′′. Moreover, Φλ ↑Φ , thus
τ -lmeΦλ = sup(clτΦλ)= sup(Φλ)=Φ,λ λ
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Likewise, we have
σ -lmeΦ⊕λ = clσ
(
inf
λ
Φ⊕λ
)
= clσ
(
Φ⊕
)=Φ⊕.
Thus
lim inf
λ
Φ⊕λ
(
fλ − u¯′′λ
)
Φ⊕(f − u¯′′).
Now, uλ
τ−→ u implies uλ(0)= u0 → u(0), hence u(0)= u0. Thus
u ∈ K˜ and 0= IK˜ (u) lim inf
λ
IK˜λ(uλ).
Moreover, uλ
τ−→ u gives
Gλ(uλ)=
〈
fλ − u¯′′λ,uλ
〉
σ
− 〈u0, u1〉H →〈f − u¯′′, u〉σ − 〈u0, u1〉H =G(u).
In conclusion, we have proved: lim infλ(ψλ + IKλτ )(uλ)ψ(u).
(ii) We prove now that τ -lsψλ + IKλτ ψ :
Let u ∈ HB with ψ(u) < +∞. We shall show that there exists a sequence uλ, with
uλ
τ−→ u and lim supλ ψλ + IKλτ (uλ)ψ(u).
For every λ > 0, the equation fλ − v¯′′ ∈ ∂Φλ(v), v(0)= u0 admits at least one regular
solution vλ ∈W 2,1(0, T ;H) which verifies the following properties (see Theorems 3, 4):
(i) fλ(t)− v′′λ(t) ∈ ∂φλ(vλ(t)) a.e. on ]0, T [, vλ(0)= u0, v′λ(0)= u1.
(ii) There exists a subsequence, still noted vλ such that
(α) vλ τ−→ v, solution of the equation f − v¯′′ ∈ ∂Φ(v), v(0)= v0,
(β) Φλ(vλ)→Φ(v).
Thus we have Φλ(vλ)+Φ⊕λ (fλ − v′′λ)− 〈fλ − v′′λ, vλ〉σ = 0, hence
Φ⊕λ
(
fλ − v′′λ
)→〈f − v¯′′, v〉σ −Φ(v)=Φ⊕(f − v¯′′).
Let then 0 < η < 1 and consider the doubly indexed (sub-)sequence:
uλ,η = 1
(1+ η)2u+
2η
(1+ η)2 vλ +
η2
(1+ η)2 gλ,η
where
gλ,η(t)= u0 − 1+ η
2
η2
t∫ [ ∫
d(fλ − f )
]
dτ,0 [0,τ [
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u0 at t = 0, hence uλ,η ∈HB and uλ,η(0)= u0. Then we have
u¯λ,η = 1
(1+ η)2 u¯+
2η
(1+ η)2 v¯λ +
η2
(1+ η)2 g¯λ,η, (8)
u¯′′λ,η =
1
(1+ η)2 u¯
′′ + 2η
(1+ η)2 v¯
′′
λ +
η2
(1+ η)2 g¯
′′
λ,η, (9)
where g¯′′λ,η = ((1+ η2)/η2)(f − fλ), hence
fλ − u¯′′λ =
1
(1+ η)2 (f − u¯
′′)+ 2η
(1+ η)2
(
fλ − v¯′′λ
)+ η2
(1+ η)2 f
a convex sum of three bounded measures, with the same weights as uλ,η. When λ→ 0, we
have
uλ,η
τ−→ uη = 1
(1+ η2)u+
2η
(1+ η2)v +
η2
(1+ η)2u0, (10)
fλ − u¯′′λ,η σ−→ hη =
1
(1+ η)2 (f − u¯
′′)+ 2η
(1+ η)2 (f − v¯
′′)+ η
2
(1+ η)2 f. (11)
For η→ 0, we have: uη τ−→ u, and hη σ−→ f − u¯′′. Thus
lim sup
η→0
lim sup
λ→0
‖uλ,η − u‖HB  0.
Since u0 ∈ int dom(φ), gλ,η belongs to int dom(φ) for λ sufficiently small, as gλ,η → u0
uniformly when λ→ 0. On the other side, u ∈ K˜ , hence fλ − u¯′′λ,η ∈ domΦ⊕ (and to
domΦ⊕λ too). Thus uλ,η ∈ K˜λ if λ is sufficiently small. Then, we have
Φλ(uλ,η)
1
(1+ η)2Φλ(u)+
2η
(1+ η)2Φλ(vλ)+
η2
(1+ η)2Φλ(gλ,η)
 1
(1+ η)2Φ(u)+
2η
(1+ η)2Φλ(vλ)+
η2
(1+ η)2Φ(gλ,η)
 1
(1+ η)2Φ(u)+
2η
(1+ η)2Φλ(vλ)+
η2
(1+ η)2M,
where M = sup{Φ(u0 + v),‖v‖∞ < }, with  such that u0 + B(0)⊂ domΦ , B being
as usually the ball of radius  centered at the origin. From this, we deduce the two
majorizations:
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λ
Φλ(uλ,η)
1
(1+ η)2Φ(u)+
2η
(1+ η)2Φ(v)+
η2
(1+ η)2M,
lim sup
η
lim sup
λ
Φλ(uλ,η)Φ(u)+ 0+ 0.
Likewise, one sees easily that
lim sup
η
lim sup
λ
Gλ(uλ,η)=G(u).
In the same way, we have
Φ⊕λ
(
fλ − u¯′′λ,η
)
 1
(1+ η)2Φ
⊕
λ (f − u¯′′)+
2η
(1+ η)2Φ
⊕
λ
(
fλ − v¯′′λ
)+ η2
(1+ η)2Φ
⊕
λ (f )
and
lim sup
λ
Φ⊕λ
(
fλ − u¯′′λ,η
)
 1
(1+ η)2Φ
⊕(f − u¯′′)+ 2η
(1+ η)2Φ
⊕(f − v¯′′)
+ η
2
(1+ η)2Φ
⊕(f ),
lim sup
η
lim sup
λ
Φ⊕λ
(
fλ − u¯′′λ,η
)
Φ⊕(f − u¯′′).
Summarizing, we have
lim sup
η
lim sup
λ
ψλ + IKλτ (uλ,η)ψ(u), (12)
lim sup
η
lim sup
λ
‖uλ,η − u‖HB  0. (13)
By a diagonal argument (see [1, Corollary 1.16, p. 33]), there exists a strictly increasing
map λ → η(λ) such that, putting uλ = uλ,η(λ), we have
uλ
τ−→ u and lim sup
λ
ψλ + IKλτ (uλ)ψ(u). ✷
As a consequence of the preceding proposition, we deduce the following corollary.
Corollary 2. The problem Inf{ψ(v), v ∈ K˜} admits a solution u ∈HB, which is at the same
time the solution to the problem Pφ obtained in Theorem 4. This solution is the limit, when
λ→ 0, of a sequence of solutions of the regularized variational problems Vλ. Moreover,
we have ψ(u)=+〈u0, u1〉 and the convergence of the minimas ψλ → ψ(u)= 〈u0, u1〉.
Having thus secured the existence of one solution, we can now show very easily the
following essential result.
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(i) u is a solution of problem P˜φ;
(ii) u is a solution of the (non convex) minimization problem
V : Min
{
ψ(v): v ∈ K˜}.
Proof. (i) ⇒ (ii). Let m ∈ Mb([0, T ];H). Then m ∈ ∂Φ(u) ⇔ Φ(u) + Φ⊕(m) −
〈m,u〉σ = 0, hence the sequence of equivalences
f − u¯′′ ∈ ∂Φ(u) ⇔ Φ(u)+Φ⊕(f − u¯′′)− 〈f − u¯′′, u〉σ = 0
⇔ {u ∈ K˜ and ψ(u)=+〈u0, u1〉H }
⇔ {u ∈ K˜ and ψ(u)= Min(ψ(v), v ∈ K˜)}.
(ii)⇒ (i). Let u ∈ K˜ with ψ(u) = Min(ψ(v), v ∈ K˜) = 〈u0, u1〉H = 〈u0, u¯′−(0)〉H .
Then
0 =ψ(u)− 〈u0, u¯′−(0)〉H ⇔ Φ(u)+Φ⊕(f − u¯′′)− 〈f − u¯′′, u〉σ = 0 (14)
⇔ f − u¯′′ ∈ ∂Φ(u) (15)
and, since u ∈ K˜ , one has u(0)= u0 (and u¯′−(0)= u1). ✷
We pass now to the study of the stability of our problem with respect to perturbations
of the given data φ,u0, u1, and f . To do this, let u0n,u1n, with (u0n,u1n)→ (u0, u1),
fn ∈ L1(0, T ;H), fn σ−→ f , and λn ↓ 0. Let φλn = φn the associated sequence of Yoshida
approximations of φ, and let ψn the associated functionals.
Consider the problems
Vn: Inf
{
ψn(v): v ∈Kn
}
where
ψn(v)=Φn(v)+Φ∗n(fn − v¯′′)+Gn(v),
Kn =
{
v ∈W 2,1(0, T ;H): Φn(v) <+∞, Φ∗n(fn − v¯′′) <+∞,
v(0)= u0n, v′(0)= u1n
}
.
Let un be the solution of the problem Vn and vn = un − n, where n(t) = u0n − u0 +
(u1n−u1)t. Then vn(0)= u0, v′n(0)= u1, v′′n = u′′n on Iˆr . Therefore vn ∈W 2,1(0, T ;H)⊂
HB and is a solution of the problem
Pn: fn − v¯′′ ∈ ∂φn
(
v + n(t)
)
, v(0)= u0, v′(0)= u1.
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Pn: fn − v¯′′ ∈ ∂gn(v), v(0)= u0, v′(0)= u1.
Hence, it is equivalent to the variational problem
V˜n := Min
{
Hn(v): v ∈ C˜n
}
, where Hn(v)=ψn(v + n), (16)
C˜n :=
{
v ∈W 2,1(0, T ;H): Φn(v + n) <+∞, Φ⊕n (fn − v¯′′) <+∞,
v(0)= u0
}
. (17)
We then obtain easily the following (weak) stability result.
Theorem 6 (stability). From any sequence (u0n,u1n, fn) ∈ Rd × Rd × L1(0, T ), s.t.
(u0n,u1n)→ (u0, u1), fn σ−→ f, we can extract a subsequence, noted (u0k, u1k, fk), such
that
τ -lme
(
Hk + IC˜k
)=ψ + IK˜ .
Proof. We argue exactly as in the preceding theorem, but noticing now that Hn(·) =
ψn(· + n) and that un τ−→ u⇔ un + n τ−→ u. ✷
Corollary 3 (approximation). From any sequence un of (regular) solutions of the problems
u′′ + ∂φn(u)= fn, u(0)= u0n, u′(0)= u1n
we can extract a subsequence unk which converges to a generalized solution of the
problem Pφ .
Proof. As in the proof of Theorem 4, we show that un is then bounded in HB, hence is τ
relatively compact, and we use the epi-convergence result of Proposition 9. ✷
Corollary 4. Let u ∈ HB be a generalized solution of problem Pφ . Then, there exist two
sequences uk and k,0 < k ↓ 0, such that:
(i) uk ∈ k -Arg minHk;
(ii) uk τ→ u.
Proof. This is a straightforward consequence [1, Theorem 2.12] of the epi-convergence
result of Proposition 9.
This result says more precisely, that all solutions (and not only the one exhibited by
Theorem 4) can be realized as limits of approximate solutions of regularized problems. In
this sense, it constitutes a partial converse to the stability result, and can be thought as a
substitute to an uniqueness result, which is lacking in general. We recover in this way part
of the results of Buttazzo and Percivale [5,6] for the bounce problem, which was obtained
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of a convex set in Rd . ✷
5. Conclusions
As a matter of conclusion, we shall first give a straightforward application to the one-
dimensional bounce problem (the n-dimensional case being studied in the same way)
addressed by G. Buttazzo and D. Percivale in [5] with right-hand side in L1(0, T ). We
start from the problem Pφ with φ = IR+ , which we shall call problem P+1 :
P+1 :
{
u¯′′ + ∂IR+
(
u(t)
)  f, u(0)= u0, u′(0)= u1}
with f ∈ M+b [0, T ] the space of nonnegative Borel measures on [0, T ]. The preceding
results give us immediately
Corollary 5. (1) The problem P+1 admits at least one generalized solution which is energy
preserving on each subinterval where f is L1. This particular solution can be obtained as
a limit of solutions of Yoshida regularized problems.
(2) A function u is a generalized solution of P+1 if and only if it verifies the followingfour conditions:
R+1 : (i) u ∈ HB(0, T ),
(ii) u 0, u¯′′ − f ∈M+b ([0, T ]),
(iii) u(0)= u0 > 0, u¯′−(0)= u1,
(iv) supp(f − u¯′′)⊂ {t ∈ [0, T ]: u(t)= 0}.
Proof. (1) This results trivially from the general variational principle of Theorem 5.
(2) With the adopted notations, we have here ϕ = IR+ and φ(x)= ϕ(x0 + x)− ϕ(x0),
where x0 ∈ int dom(φ), that is x0 > 0, arbitrary. Then
φ∗(w)=
{−x0.w if w  0,
+∞ otherwise.
The function φ∗ is linear, hence positively homogeneous, thus φ∞ = φ∗. For every v ∈HB,
on has
Φ⊕(f − v¯′′)=

−x0
∫
[0,T ]
d(f − v¯′′) if v¯′′ − f ∈Mb
([0, T ]),
+∞ otherwise,
ψ(v)=−
∫
[0,T ]
x0 d(f − v¯′′)−
∫
[0,T ]
v d(f − v¯′′)− u0.u1 if v ∈ K˜,
K˜ = {v ∈HB: v −x0, v(0)= u0 − x0, f − v¯′′ ∈M+(0, T )}.b
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−
∫
[0,T ]
x0 d(f − v¯′′)−
∫
[0,T ]
v d(f − v¯′′)= 0.
Coming back to the unknown u= v + x0, we have
0 =−
∫
[0,T ]
ud(f − u¯′′)
and therefore supp(f − u¯′′) ⊂ {u(t) = 0}. Thus v verifies the four conditions above. The
converse is obvious. ✷
Throughout this work, we have tried to answer the question of the existence of a
variational principle for evolution equations of the second order. The answer is positive in
the finite-dimensional case. Thought our principle can be applied to the periodic case, we
left to a forthcoming work a deeper study of that case, involving in particular a comparison
with other existing principles such as the principle of least action and the dual principle of
Clarke–Ekeland.
We do not have also considered the uniqueness problems, which remains yet not
completely well understood, even if we restrict ourself to energy preserving solutions and
to very smooth data. A very important related question is the existence of criteria allowing
to discriminate eventual multiple solutions. We have said also nothing about the numerical
problems.
The infinite-dimensional case is much more involved, and we have only very weak and
partial results for the special case of semi-linear problems of the type
utt −Ju+ ∂φ(u)  f, u(0)= u0, u′(0)= u1
and where the subdifferential ∂φ :R→R is defined everywhere.
The principal results of this work has been announced in the short note [8].
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