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Analytically computable symmetric quantum correlations
Li-qiang Zhang, Si-ren Yang, and Chang-shui Yu∗
School of Physics, Dalian University of Technology, Dalian 116024, China
One of the greatest challenges in developing the resource theory of a quantum feature is to es-
tablish an analytically computable quantifier, which directly limits the practicability of such quan-
tifiers. Here, analytic quantifiers of both the symmetric quantum discord (SQD) and the symmetric
measurement-induced nonlocality (SMIN) in a bipartite system of qubits are studied on the basis of
the quantum skew information. It is shown that the SMIN of any two-qubit system and the SQD of
bipartite ”X”-type states and block-diagonal states can be analytically determined. In addition, the
SQD and the SMIN are invariant with an attached quantum state. The validity of our analytical
expressions is further illustrated numerically on the basis of several randomly generated density
matrices.
PACS numbers: 03.67.Mn, 03.65.Ud, 03.65.Ta
I. INTRODUCTION
Quantum mechanical features are not only a funda-
mental aspect that distinguishes the quantum from the
classical world but also an important physical resource
for quantum information processing tasks (QIPTs). In
recent years, the resource theory of quantum features
has been attracting increasing interest ([1–3] and refer-
ences therein); however, only limited progress has been
made toward the most essential goal, i.e., the develop-
ment of a good quantifier for a general quantum system.
Quantum entanglement is the most remarkable example;
for this quantum feature, the analytical quantifiers for
a general quantum state are still restricted to those for
bipartite pure states [4, 5] and mixed states in six dimen-
sions (concurrence for qubit-qubit states[6] and negativ-
ity for qubit-qutrit states [7–9]), which were well estab-
lished approximately two decades ago. Needless to say,
multipartite quantum states include many inequivalent
classes of entanglement [10, 11], and the quantification
of a bipartite high-dimensional state is usually related
to some complex optimization; consequently, it is diffi-
cult to formulate an analytical or even an economic and
effective numerical way to quantify the entanglement of
a general state. Therefore, the most fruitful approach
is to focus on effective quantification only for states in
certain specific classes [12–23]. In addition, as a quan-
tum correlation that extends beyond entanglement, the
quantum discord (QD) [24, 25], which quantifies the dis-
crepancy between the quantum versions of two classi-
cally equivalent pieces of mutual information, can only
be analytically calculated for a general state in 2⊗ n di-
mensions [26–39]. The same is true for its counterpart
quantity [40–42], that is, the measurement-induced non-
locality (MIN) which characterizes the global disturbance
in a composite state caused by a local nondisturbing mea-
surement on one subsystem [40]. Recently, some progress
has been made in regard to analytical expressions for cer-
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tain classes of states or effective numerical methods [42–
49]. However, neither the QD nor the MIN of a bipartite
system is symmetric in the sense that different results
will be obtained (especially for some zero-discord states)
if the two subsystems are swapped, which implies that
the QD and MIN cannot completely quantify all of the
quantum correlations present in a state. To overcome this
shortcoming, symmetric versions of the QD and the MIN
are defined, i.e., the symmetric quantum discord (SQD)
[50–52] and the symmetric measurement-induced nonlo-
cality (SMIN). In particular, with the development of
the resource theory of quantum coherence [53–70], it was
shown that the coherence of a system could be converted
through incoherent operations into the SQD, instead of
the asymmetric QD, of a composite system [54, 65, 66].
By considering different bases, the coherence can also be
related to the SMIN. This finding suggests that these
symmetric quantum correlations could have fundamen-
tal meaning and potentially useful applications. Outside
of the context of the resource theory mentioned above,
much less progress has been made with regard to sym-
metric quantum correlations, although it has been shown
that the geometric SQDs of some types of systems can
be analytically calculated [51]. However, the geometric
SQD seems not to be a good measure because forming
a composite state by taking the product with another
mixed state will reduce the SQD of the state of interest
[67].
In this paper, we study the analytical expressions for
the SQD and SMIN of a bipartite system of qubits. We
define the SQD and SMIN in terms of the quantum skew
information [71–74] with regard to the state of interest
and projective measurements. It is obvious that neither
the SQD nor the SMIN will change if we take the product
of another state with the considered state based on the
quantum skew information. Most importantly, we find
the analytical expression for the SMIN of any bipartite
state of qubits and find that the SQD can be analyt-
ically calculated for any bipartite ”X”-type states and
block-diagonal states. As application examples, we cal-
culate both the SQD and the SMIN for several randomly
generated states. The numerical results are completely
2consistent with our analytical expressions. The remain-
der of this paper is organized as follows. In Sec. II, we
introduce the definitions of the SQD and SMIN based on
the quantum skew information. In Sec. III, we present
the analytical expressions for both the SQD and SMIN
as our main theorems. In Sec. IV, we consider several
randomly generated examples to test our analytical ex-
pressions. Sec. V presents a discussion of our results and
our conclusions.
II. DEFINITIONS OF THE SQD AND SMIN
BASED ON THE SKEW INFORMATION
Before presenting the definitions of both the SQD and
the SMIN, we would like to introduce the definitions of
the QD and MIN which will be given based on the l2
norm for the sake of intuitive understanding despite the
noncontractive nature of the l2 norm. For a bipartite
density matrix ρAB, the (geometric) QD is defined as the
minimal distance away from the state that is disturbed
by local projective measurements [26] as follows:
D˜ (ρAB) = min
ΠA
∥∥ρ−ΠA(ρAB)∥∥22 , (1)
where
{
ΠA
}
, defined as
∑
k(Π
A
k ⊗IB)ρAB(ΠAk ⊗IB), de-
notes the projective measurements on subsystem A and
‖·‖
2
denotes the l2 norm of a matrix. Similarly, the MIN
is defined as the maximal distance away from the state
that is disturbed by local and subsystem-immune projec-
tive measurements [40] as follows:
N˜(ρAB) = max
Π′A
∥∥ρ−Π′A(ρAB)∥∥22 , (2)
where
{
Π′A
}
is defined similarly to
{
ΠA
}
but requires∑
k Π
′A
k ρAΠ
′A
k = ρA to guarantee that the reduced den-
sity matrix ρA = TrBρAB is not disturbed. It is ap-
parent that the QD and MIN are not symmetric since
the projective measurements are performed on only one
subsystem. The two definitions above have a common
drawback, namely, they will changed if we take the prod-
uct of an additional mixed state with the state of interest;
this change is directly induced by the properties of the l2
norm. This drawback would naturally be inherited if we
were to define the SQD and SMIN based on the l2 norm.
Therefore, in what follows, we will present our definitions
of the SQD and SMIN in terms of the quantum skew in-
formation.
Definition 1.- For a bipartite (m⊗ n)-dimensional
quantum state ρAB, the symmetric quantum discord
(SQD) based on the skew information is defined as
D(ρAB) = min{|kA〉},{|kB〉}
m−1∑
kA=0
n−1∑
kB=0
I(ρAB,KkAkB ), (3)
where
I(ρAB,KkAkB ) = −
1
2
Tr[
√
ρAB,KkAkB ]
2
= 〈kAkB | ρAB |kAkB〉 − |〈kAkB | √ρAB |kAkB〉|2 (4)
is the quantum skew information and KkAkB =
|kA〉A 〈kA| ⊗ |kB〉B 〈kB | denotes the projective measure-
ments on both subsystems.
Definition 2.-The symmetric measurement-induced
nonlocality (SMIN) based on the skew information of the
above quantum state ρAB, is defined as
N(ρAB) = max{|kA〉},{|kB〉}
m−1∑
kA=0
n−1∑
kB=0
I(ρAB,KkAkB ), (5)
where [KkAkB , ρA ⊗ ρB] = 0 with ρA\B = TrB\AρAB de-
noting the reduced density matrix.
It is obvious that both D (ρAB) and N (ρAB) are sym-
metric if the two subsystems A and B are swapped. In
addition, both are invariant under local unitary trans-
formations. One can also see that both D (ρAB) and
N (ρAB) vanish if ρAB =
∑
kA
∑
kB
PkA,kB |kA〉 〈kA| ⊗
|kB〉 〈kB|, where {|kA〉} and {|kB〉} are each some or-
thonormal (not necessarily complete) basis set. These
are the fundamental requirements for the symmetric ver-
sions of the QD and MIN. Thus, based on the above def-
initions, we can present our main theorems in the next
section.
III. ANALYTICAL EXPRESSIONS FOR THE
SQD AND SMIN FOR TWO-QUBIT SYSTEMS
Theorem 1.- Let ρA and ρB be the reduced density
matrices of the 2 ⊗ 2-dimensional quantum state ρAB.
Then, the SMIN of ρAB is directly given by
N(ρAB) =
1∑
kA,kB=0
I (ρAB,KkA,kB ) , (6)
if neither ρA nor ρB is degenerate (has the same nonzero
eigenvalues), or by
N(ρAB) = 1− 1
4
(Tr
√
ρAB)
2 (7)
if both ρA and ρB are degenerate, or by
N(ρAB) = 1− 1
2
1∑
k=0
(Tr (〈k|X
√
ρAB |k〉X))2 (8)
if only one of ρA and ρB is degenerate with {|k〉X} (X =
A or B), where {|k〉X} denotes the orthonormal basis of
the nondegenerate subsystem.
Proof. If neither ρA nor ρB is degenerate, namely, all
eigenvalues of ρA and ρB are different from each other,
then their eigenvectors are uniquely determined. Thus,
the only projective measurement that does not disturb
ρA and ρB is K = {KkAkB = |i〉 〈i| ⊗ |j〉 〈j|}, where {|i〉}
and {|j〉} denote the eigenvectors of ρA and ρB, respec-
tively. That is, the optimization in Equation (5) is not
necessary, namely, Equation (6) holds.
3If ρA and ρB are both degenerate, then the SMIN of
ρAB in Equation (5) can be rewritten as
N(ρAB) = max{|kA〉},{|kB〉}
1∑
kA,kB=0
〈kA| 〈kB | ρAB |kA〉 |kB〉
− |〈kA| 〈kB| √ρAB |kA〉 |kB〉|2
= 1− min
{|kA〉},{|kB〉}
1∑
kA,kB=0
|〈kA| 〈kB| √ρAB |kA〉 |kB〉|2
= 1−min
U
4∑
k=1
∣∣∣UA ⊗ UB√ρABU †A ⊗ U †B∣∣∣2
kk
≤ 1− 1
4
(Tr
√
ρAB)
2, (9)
where we have used the Cauchy-Schwarz inequality∑4
k=1
∣∣∣UA ⊗ UB√ρABU †A ⊗ U †B∣∣∣2
kk
≥ 1
4
(Tr
√
ρAB)
2. This
inequality is saturated iff UA⊗UB√ρABU †A⊗U †B has iden-
tical diagonal entries. This can be easily found based on
the lemma presented in the Appendix; one can first find
a proper UA such that R11 = R33 and R22 = R44 with
R = UA ⊗ I√ρABU †A ⊗ I, and then find another matrix
UB such that
[
I⊗ UBRI⊗ U †B
]
11
=
[
I⊗ UBRI⊗ U †B
]
22
and
[
I⊗ UBRI⊗ U †B
]
33
=
[
I⊗ UBRI⊗ U †B
]
44
.
If ρA is degenerate but ρB is not degenerate with spec-
tral decomposition ρB =
∑1
kB=0
λkB |kB〉 〈kB |, then the
projective measurement that does not disturb ρA and
ρB is K = {KkAkB = |kA〉 〈kA| ⊗ |kB〉 〈kB|}; thus, only
the basis vectors of subsystem A need to be optimized.
Therefore, we can write N(ρAB) as
N(ρAB) = max{|kA〉},{|kB〉}
1∑
kA,kB=0
I(ρAB,KkAkB )
= 1− min
{|kA〉}
1∑
kA,kB=0
|〈kA| 〈kB| √ρAB |kA〉 |kB〉|2
= 1− min
{|kA〉}
1∑
kA,kB=0
∣∣∣UA 〈kB | √ρAB |kB〉U †A∣∣∣2
kAkA
≤ 1− 1
2
1∑
kB=0
(Tr (〈k|B
√
ρAB |k〉B))2, (10)
where we use the Cauchy-Schwarz inequality for each
|k〉B. Again, the inequality can be saturated as seen
from the lemma given in the Appendix. A similar proof
can also be achieved if ρA is not degenerate but ρB is
degenerate. Thus, the proof is complete. 
Theorem 2.- For a bipartite ”X”-type density matrix
ρAB =


ρ11 0 0 ρ14
0 ρ22 ρ23 0
0 ρ∗23 ρ33 0
ρ∗14 0 0 ρ44

 , (11)
the SQD of ρAB is given by
D(ρAB) = 1− 1
4
[(Tr
√
|ρAB|)2
+max{a20z + a2z0 + a2zz, a2xx, a2yy}], (12)
where
aij = Tr
{
(σi ⊗ σj)
√
|ρAB|
}
, i, j = 0, x, y, z (13)
with σ0 and σx\y\z, denoting the identity matrix and the
corresponding Pauli matrices, respectively, and |·| repre-
senting the absolute values of the matrix entries.
Proof. First, ρAB can be rewritten as
ρAB =


ρ11 0 0 |ρ14| eiθ
0 ρ22 |ρ23| eiϕ 0
0 |ρ23| e−iϕ ρ33 0
|ρ14| e−iθ 0 0 ρ44

 ;
(14)
hence, one can easily find local unitary transformations
UA = diag(e
− iθ
2 ; e
iϕ
2 ) and UB = diag(e
− iθ
2 ; e−
iϕ
2 ) such
that
|ρAB| = (UA ⊗ UB) ρAB (UA ⊗ UB)† . (15)
Thus, an ”X”-type state ρAB with 7 free real parameters
has been converted into an ”X”-type state |ρAB| in real
space with only 5 free parameters, but the SQDs of both
are the same due to the invariance under local unitary
transformations. In this sense, calculating the SQD of
ρAB is equivalent to evaluating the SQD of |ρAB|.
By substituting |ρAB| into Definition 1, one obtains
D(|ρAB|)
= 1− max
{|kA〉},{|kB〉}
1∑
kA,kB=0
∣∣∣〈kA| 〈kB|√|ρAB| |kA〉 |kB〉∣∣∣2
= 1− max
UA,UB
4∑
k=1
∣∣∣UA ⊗ UB√|ρAB|U †A ⊗ U †B∣∣∣2
kk
. (16)
Obviously, the remaining task is to find an
optimal U = UA(θ1, ϕ1) ⊗ UB(θ2, ϕ2) with
UA(θ1, ϕ1) =
(
cos θ1 e
iϕ1 sin θ1
−e−iϕ1 sin θ1 cos θ1
)
and
UB(θ2, ϕ2) =
(
cos θ2 e
iϕ2 sin θ2
−e−iϕ2 sin θ2 cos θ2
)
such that the
objective function
J˜(U) =
4∑
k=1
∣∣∣U√|ρAB|U †∣∣∣2
kk
(17)
is maximized. For convenience, let G =
√
|ρAB|. Since
|ρAB| is an ”X”-type state in real space,
√
|ρAB| is also
an ”X”-type matrix in real space. Then, let us suppose
that the unitary transformation U for updating the ma-
trix
√
|ρAB| satisfiesG′ = U
√
|ρAB|U †, where the entries
4of G
′
are denoted by G′ij , i, j = 1, 2, 3, 4; then, the opti-
mization problem on J˜(U) in Equation (17) is equivalent
to the problem
max
{θ1,ϕ1,θ2,ϕ2}
J˜(θ1, ϕ1, θ2, ϕ2)
= max
{θ1,ϕ1,θ2,ϕ2}
{|G′11|2 + |G′22|2 + |G′33|2 + |G′44|2}
= max
{θ1,ϕ1,θ2,ϕ2}
1
4
[|G′11 +G′22 −G′33 −G′44|2
+ |G′11 −G′22 +G′33 −G′44|2
+ |G′11 −G′22 −G′33 +G′44|2
+ |G′11 +G′22 +G′33 +G′44|2]. (18)
Since the trace of a matrix is preserved under a unitary
transformation, we have
∑
iG
′
ii =
∑
iGii = Tr
√
|ρAB|.
Thus,
D(ρAB) = 1− 1
4
[(Tr
√
|ρAB|)2
+ max
{θ1,ϕ1,θ2,ϕ2}
J(θ1, ϕ1, θ2, ϕ2)], (19)
where
J(θ1, ϕ1, θ2, ϕ2)
=
{
|G′11 +G′22 −G′33 −G′44|2
+ |G′11 −G′22 +G′33 −G′44|2
+ |G′11 −G′22 −G′33 +G′44|2
}
. (20)
In addition, the optimization in Equation (19) can be
rewritten as
max
{θ1,ϕ1,θ2,ϕ2}
J(θ1, ϕ1, θ2, ϕ2)
= max
x,y
{
x⊺
(
AA† + Cyy⊺C†
)
x+ y⊺BB†y
}
, (21)
where A = ( a 0 0 )⊺, B =
( b 0 0 )⊺, C =

 c 0 00 d 0
0 0 e

, x =
( cos 2θ1 − sin 2θ1 cosϕ1 − sin 2θ1 sinϕ1 )⊺, and
y = ( cos 2θ2 − sin 2θ2 cosϕ2 − sin 2θ2 sinϕ2 )⊺.
Notably, the real parameters a = az0, b = a0z , c = azz,
d = axx and e = ayy are defined by Equation (13). The
one-to-one correspondence between Equation (20) and
Equation (21) is as follows:
|G′11 +G′22 −G′33 −G′44|2 = x⊺AA†x,
|G′11 −G′22 +G′33 −G′44|2 = y⊺BB†y,
|G′11 −G′22 −G′33 +G′44|2 = x⊺Cyy⊺C†x. (22)
The first term in Equation (21) is the well-known
Rayleigh quotient; [75] thus, it can be maximized by the
maximal eigenvalue λmax of the rank-2 matrix AA
† +
Cyy⊺C†, which can be found through a simple algebraic
derivation as follows:
λmax(θ2, ϕ2) =
1
2
{a2 + c2 cos2 2θ2 + d2 sin2 2θ2 cos2 ϕ2
+[(a2 + d2 sin2 2θ2 cos
2 ϕ2
+c2 cos2 2θ2 + e
2 sin2 2θ2 sin
2 ϕ2)
2
−4a2 sin2 2θ2(d2 cos2 ϕ2 + e2 sin2 ϕ2)] 12
+e2 sin2 2θ2 sin
2 ϕ2}. (23)
Correspondingly, the optimization defined in Equation
(21) can be converted into
max
{θ2,ϕ2}
J(θ2, ϕ2) = λmax(θ2, ϕ2) + 2b
2 cos2 2θ2. (24)
Let r = cos2 2θ2, s = sin
2 2θ2 cos
2 ϕ2, t = sin
2 2θ2 sin
2 ϕ2,
M = a2+ c2r+ d2s+ e2t, and N = 4a2(d2s+ e2t); then,
Equation (24) can be simplified to
max
{r,s,t}
J(r, s, t) =
1
2
[a2 + (2b2 + c2)r
+d2s+ e2t+
√
M2 −N ]
s.t. r, s, t ≥ 0, r + s+ t = 1. (25)
Case 1: a = 0.
In this case, the optimized function J(r, s, t) in Equa-
tion (25) becomes
J(r, s, t) = (b2 + c2)r + d2s+ e2t. (26)
It is obvious that max J = max{b2 + c2, d2, e2}; which
can be found from Equation (12).
Case 2: c = 0.
In this case, J(r, s, t) in Equation (25) becomes a piece-
wise function as follwos:
J(r, s, t) =
{
b2r + a2 d2s+ e2t ≤ a2
b2r + d2s+ e2t d2s+ e2t > a2
. (27)
If d2s + e2t ≤ a2, then the maximum value of b2r + a2
is a2 + b2 . If d2s + e2t > a2, then the maximum value
of b2r + d2s + e2t is max{b2, d2, e2}. Combining these
two results, one can immediately find that the maximum
value of J(r, s, t) throughout the whole range is given by
maxJ = max{a2 + b2, d2, e2}, which again corresponds
to Equation (12).
Case 3: a 6= 0, c 6= 0, d2 = e2.
In this case, we can rewrite J(r, s, t) as
J(r) =
1
2
{a2 + d2 + (2b2 + c2 − d2)r
+[(a2 + d2 + c2r − d2r)2
−4a2d2(1− r)] 12 }. (28)
Only one parameter, r, remains. Let us solve for it in the
following two cases.
5Case 3.1: d2 ≤ b2 + c2. We can easily find that
J ≤ max 1
2
[a2 + d2 + (2b2 + c2 − d2)r
+
√
(a2 + d2 + c2r − d2r)2]
= max{a2 + d2 + (b2 + c2 − d2)r}
= a2 + b2 + c2. (29)
Equation (29) will be saturated if r = 1; this case is
included in Equation (12).
Case 3.2: d2 > b2 + c2. In this case, we would like to
rewrite J(r) in Equation (28) as
J(X) =
1
2
{K +QX +
√
X2 −D}, (30)
where K = a2+ d2−Q(a2+ d2+ 2a2d2
c2−d2 ), Q =
2b2+c2−d2
c2−d2 ,
X = a2+ d2+ 2a
2d2
c2−d2 +(c
2− d2)r and D = 4a2d2
c2−d2 (
a2d2
c2−d2 +
a2 + c2).
First, we would like to consider the equation X2−D =
0, which implies the sufficient and necessary conditions
r = 0 and a2 = d2. One can find that J(r = 0) =
max{a2, d2} ≤ max{J(r = 1), J(s = 1), J(t = 1)}, which
is given by Equation (12).
Now, let us consider the case of r 6= 0, which implies
that X2 − D 6= 0. Based on the Lagrangian multiplier
method, the vanishing derivative of J(X) with respect to
the variable X reads
∂J
∂X
=
1
2
{Q+ X√
X2 −D} = 0, (31)
or
(Q2 − 1)X2 = Q2D. (32)
Case 3.2.1: b = 0. We have Q = 1. In this case,
Equation (32) is valid iff D = 0. The equation D = 0
implies that
a2d2
c2 − d2 + a
2 + c2 = 0, (33)
which further leads to d2 = a2 + c2. That is, if d2 6=
a2+ c2, then the derivative of J(X) in Equation (31) can
not be zero. This means that the function J(X) has no
extreme point, and consequently, its maximum value lies
at the boundary; this situation, corresponds to Equation
(12). If d2 = a2+ c2, then the function J(r) in Equation
(28) can be rewritten as J(r) = d2 = a2 + b2 + c2, which
obviously includes the endpoints of X (i.e., r).
Case 3.2.2: b 6= 0. We have Q2 6= 1. Thus, from
Equation (32), we arrive at
X2 =
Q2D
(Q2 − 1) . (34)
Taking the second derivative of J(X) with respect to X
leads to
∂2J
∂X2
=
−D√
(X2 −D)3 . (35)
In order to find a local maximum value of J(X) as de-
fined in Equation (30), we would expect the existence
of a point at which ∂
2J
∂X2
< 0, i.e., D > 0. Considering
the validity of Equation (34) for D > 0, one can obtain
Q2 > 1, which implies that d2 < b2+c2. This contradicts
d2 > b2 + c2, as claimed in Case 3.2. Thus, J(X) has no
local maximum value subject to Equation (34). In other
words, the maximum value must lie at the endpoints of
X . This shows that maxJ(X) = max{a2 + b2 + c2, d2},
which is included in Equation (12).
Case 4: a 6= 0, c 6= 0, d2 6= e2.
Consider the Lagrangian function for J(r, s, t) in Equa-
tion (25), i.e.,
L(r, s, t, λ) =
1
2
[a2 + c2r + d2s+ e2t+
√
M2 −N ]
+b2r + λ(r + s+ t− 1) (36)
where λ is the Lagrangian multiplier. First, one can eas-
ily find that the derivative of L(r, s, t, λ) tends toward
infinity at the point T (r = 0, s = a
2−e2
d2−e2 , t =
d2−a2
d2−e2 ),
where M2 = N . Since r, s, and t are not negative,
one can find that the point T makes sense only for
min{d2, e2} < a2 < max{d2, e2} and M = 2a2, from
which we can find that J(T ) = a2. It is obvious that
J(T ) < J(1, 0, 0). Therefore, J(T ) is not the maximum
value of J(r, s, t), and the point T can be safely neglected.
Now, let us consider the function L(r, s, t, λ) excluding
the point T (that is, M2 6= N or M 6= 2a2). Based on
the Lagrangian multiplier method, the derivatives with
respect to the parameters of L(r, s, t, λ) are given by

∂L
∂r
= 1
2
c2 + b2 + λ+ Mc
2
2
√
M2−N = 0
∂L
∂s
= 1
2
d2 + λ+ M−2a
2
2
√
M2−N d
2 = 0
∂L
∂t
= 1
2
e2 + λ+ M−2a
2
2
√
M2−N e
2 = 0
. (37)
From this equation array, one can directly arrive at{
c2 + 2b2 − d2 = Md2−Mc2−2a2d2√
M2−N
c2 + 2b2 − e2 = Me2−Mc2−2a2e2√
M2−N
(38)
which further leads to
d2 − e2 = (d
2 − e2)(2a2 −M)√
M2 −N . (39)
Since d2 6= e2, Equation (39) implies that
N = 4a2(M − a2), (40)
M < 2a2. (41)
By substituting Equation (40) into Equation (38), one
can obtain
b2M2 − a2(c2 + 4b2)M + 2a4(c2 + 2b2) = 0. (42)
Case 4.1: b 6= 0. One solution to Equation (42) is
M = 2a2, which lies just at the excluded point T , and
6the other solution is M = 2a2 + a
2c2
b2
, which obviously
contradicts Equation (41). Consequently, no valid solu-
tion is obtained, namely, no extreme value exists in this
case.
Case 4.2: b = 0. The unique solution to Equation
(42) is M = 2a2, which is again invalid. Therefore, in
this case, the maximum value of J(r, s, t) can only be
attained at the boundary.
Now, we will check the maximum value at the bound-
ary. For r = 0, one can easily find that maxJ(r, s, t) =
max{a2, d2, e2} ≤ max{a2+b2+c2, d2, e2}, which is given
by Equation (12). For s = 0 or t = 0, the objective func-
tion in the optimization question becomes the same as
that in Equation (28), up to the possible replacement of
d2 with e2. Following the same procedures in Case 3.1
and Case 3.2, one can again find that the maximum val-
ues are always obtained by Equation (12). Finally, one
can note that Equation (12) simply gives the values of
the boundary points with r = 1, or s = 1 or t = 1.
In summary, we have shown that in any arbitrary case,
the maximum value is given by Equation (12), which
completes the proof. 
Theorem 3.- If a bipartite quantum state ρAB is
block diagonal, i.e., ρAB =
(
ρ11 ρ12
ρ∗12 ρ22
)
⊕
(
ρ33 ρ34
ρ∗34 ρ44
)
,
or equivalently, ρ′AB = UswapρABU
†
swap where Uswap de-
notes the bipartite swapping operation, then the SQD of
ρAB (ρ
′
AB) is given by
D(ρAB) = 1− 1
4
[(Tr
√
ρAB)
2
+a2z0 + λmax(BB
† +CC†)], (43)
where B = ( a0x a0y a0z )⊺ and C =( azx azy azz )⊺,
with |·| and aij defined in the same way as in Theorem
2.
Proof. Based on the definition of the SQD given in
Equation (3), we have
D(ρAB) = 1− max
UA,UB
4∑
k=1
∣∣∣UAB√ρABU †AB∣∣∣2
kk
(44)
where UAB = UA(θ1, ϕ1) ⊗ UB(θ2, ϕ2). Following the
same procedure applied to proceed from Equation (16)
to Equation (18), one can rewrite Equation (44) as
D(ρAB) = 1−
1
4
[
(Tr
√
ρAB)
2 + max
θ1,ϕ1,θ2,ϕ2
J(θ1, ϕ1, θ2, ϕ2)
]
. (45)
Here,
max
θ1,ϕ1,θ2,ϕ2
J(θ1, ϕ1, θ2, ϕ2)
= max
x,y
{
x⊺
(
AA† + Cyy⊺C†
)
x+ y⊺B′B′†y
}
,(46)
where A = ( az0 0 0 )⊺, B′ =
( a0z a0x −a0y )⊺, C =

 azz azx azy0 0 0
0 0 0

,
x = ( cos 2θ1 − sin 2θ1 cosϕ1 − sin 2θ1 sinϕ1 )⊺, and
y = ( cos 2θ2 − sin 2θ2 cosϕ2 − sin 2θ2 sinϕ2 )⊺ with
aij = Tr
{
(σi ⊗ σj)
√
|ρAB|
}
. It is obvious that the
rank of the matrix AA† + Cyy⊺C† is 1; therefore, the
maximal eigenvalue of AA† + Cyy⊺C† is achieved with
the optimal x0 = ( 1 0 0 )
⊺. Thus, the optimization
problem presented in Equation (46) becomes
max
θ2,ϕ2
J(θ2, ϕ2) = a
2
z0 +max
y
y⊺(B′B′† + C⊺x0x
⊺
0C)y.
(47)
The maximum value can be obtained with the maximal
eigenvalue of the matrix B′B′† + C⊺x0x
⊺
0C. Thus, one
can easily find that the maximum value of J is given by
max
θ1,ϕ1,θ2,ϕ2
J(θ1, ϕ1, θ2, ϕ2) = a
2
z0 + λmax(BB
† +CC†)
(48)
whereB = ( a0x −a0y a0z )⊺ andC =( azx azy azz )⊺.
Thus the proof is complete. 
IV. APPLICATIONS
To further demonstrate the validity of our three theo-
rems, we will compare our analytical expressions for the
quantum correlations with the results obtained numeri-
cally.
Example 1.- The SMIN of (2⊗ 2)-dimensional general
quantum states.
To demonstrate the validity of our Theorem 1, we con-
sider a state ρG formed by mixing a maximally mixed
state and a randomly generated (2 ⊗ 2)-dimensional
mixed state, expressed as G = G1 + iG2, where
G1 =


0.2409 0.1612 −0.0787 0.1945
0.1612 0.3006 −0.1008 0.1707
−0.0787 −0.1008 0.1899 −0.0732
0.1945 0.1707 −0.0732 0.2686

 , (49)
G2 =


0 −0.0551 −0.0779 0.0362
0.0551 0 −0.1395 0.0742
0.0779 0.1395 0 0.1295
−0.0362 −0.0742 −0.1295 0

 , (50)
with
ρG =
1− x
4
I4 + xG, x ∈ [0, 1]. (51)
The SMIN results are plotted versus x in Figure 1. The
solid line corresponds to the analytical results given by
Theorem 1 and the points marked with ”+” symbols de-
note the numerical results. It is obvious that the analyt-
ical and numerical results are consistent with each other.
Example 2.- The SQD of (2 ⊗ 2)-dimensional Werner
states.
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FIG. 1: (color online) SMIN results for randomly generated
states ρG vs. x. The solid line corresponds to the strictly
analytical expressions of Equation (6), (7) and (8), while the
numerical solutions are marked with ”+” symbols.
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FIG. 2: (color online) SQD results for Werner states vs. x.
The solid line and the ”+” symbols correspond to the strictly
analytical expression of Equation (53) and the numerical re-
sults, respectively.
To demonstrate the validity of Theorem 2, we consider
the Werner states. Werner states are the ”X”-type states
expressed as
ρW =
2− x
6
I4 +
2x− 1
6
V, x ∈ [−1, 1], (52)
where V =
∑
kl |kl〉 〈lk| denotes the swap operator. On
the basis of our definition, the SQD D(ρW ) can be cal-
culated as
D(ρAB) =
1
6
(2− x−
√
3(1− x2)). (53)
For comparison, we plot both the analytical expression
given in Equation (53) and the numerical results in Fig-
ure 2. Again, the analytical and numerical results show
complete consistency.
Example 3.- The SQD of (2 ⊗ 2)-dimensional general
quantum states
To further demonstrate the validity of our Theorem
2, we consider a general state, denoted by ρR, that has
the same form as the state ρG in Equation (51) but the
matrix G replaced by R, where the matrix R = R1+iR2,
0 20 40 60 80 100
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0.006
0.009
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0.015
D
(
R
)
FIG. 3: (color online) SQD results for ”X”-type states ρR
vs. x. The solid line corresponds to the strictly analytical
expression of Equation (12), while the numerical solutions
are marked with ”+” symbols.
with
R1 =


0.2481 0 0 0.0103
0 0.2083 0.0285 0
0 0.0285 0.4657 0
0.0103 0 0 0.0779

 , (54)
R2 =


0 0 0 −0.0141
0 0 0.0877 0
0 −0.0877 0 0
0.0141 0 0 0

 , (55)
is a randomly generated ”X”-type state. We compare
our analytical results for the SQD of such states with the
numerical results in Figure 3 which again shows perfect
consistency.
Example 4.-The SQD of (2 ⊗ 2)-dimensional general
block-diagonal states
To demonstrate the validity of our Theorem 3, we con-
sider a state ρM generated in the same way as that shown
in Equation (51) but with G replaced by M , where the
matrix M is constructed as the direct sum of two ran-
domly generated 2 × 2 matrices, i.e., M = M1 ⊕ M2,
with
M1 =
(
0.3093 0.2321 + 0.0039i
0.2321− 0.0039i 0.1885
)
, (56)
and
M2 =
(
0.1972 0.2075 + 0.1204i
0.2075− 0.1204i 0.3050
)
. (57)
We plot the SQD results for such states ρM as determined
both numerically and analytically. The results are com-
pletely consistent with each other.
V. CONCLUSIONS AND DISCUSSION
We have studied the symmetric quantum discord
(SQD) and the symmetric measurement-induced nonlo-
cality (SMIN) as defined in terms of the quantum skew
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)
FIG. 4: (color online) SQD results for block-diagonal states
ρM vs. x. The solid line corresponds to the strictly analytical
expression of Equation (43), while the numerical solutions are
marked with ”+” symbols.
information. It is shown that these two quantum cor-
relations do not change when an additional state is at-
tached to the state of interest. In particular, we find that
the SMIN can be analytically calculated for any bipar-
tite qubit states and that the SQD can be analytically
calculated for two-qubit states of the ”X” type and of
the block-diagonal form. Numerical tests are presented
to demonstrate that our analytical expressions are valid.
Since the derivation of analytical expressions for quanti-
fiers of quantum resources is generally the main challenge
in resource theory, we believe that our results could have
broad applications in related studies.
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Appendix A: A useful lemma
Lemma: Let A and B be two nonnormalized qubit
density matrices. There always exists a unitary operation
U such that
[
UAU †
]
11
=
[
UAU †
]
22
and
[
UBU †
]
11
=[
UBU †
]
22
hold simultaneously.
Proof. Let the unitary matrix U =(
cos θ eiϕ sin θ
−e−iϕ sin θ cos θ
)
, and let A′ = UAU † and
B′ = UBU †. Then, the diagonal entries of A′ and B′
read
A′11 = A11 cos
2 θ +A22 sin
2 θ
+(A12e
−iϕ +A21eiϕ) cos θ sin θ,
A′22 = A11 sin
2 θ +A22 cos
2 θ
−(A12e−iϕ +A21eiϕ) cos θ sin θ,
B′11 = B11 cos
2 θ +B22 sin
2 θ
+(B12e
−iϕ +B21eiϕ) cos θ sin θ,
B′22 = B11 sin
2 θ +B22 cos
2 θ
−(B12e−iϕ +B21eiϕ) cos θ sin θ, (A1)
with Aij and Bij , i, j = 1, 2, denoting the entries of the
corresponding matrices. A′11 = A
′
22 and B
′
11 = B
′
22 imply
that
(A11 −A22) cos 2θ
= −(A12e−iϕ +A21eiϕ) sin 2θ, (A2)
and
(B11 −B22) cos 2θ
= −(B12e−iϕ +B21eiϕ) sin 2θ. (A3)
From these two equations, one can easily find that
p cosϕ+ q sinϕ = 0, where p = (B11−B22)(A12+A21)−
(A11−A22)(B12+B21) and q = (B11−B22)(A21−A12)i−
(A11 −A22)(B21 −B12)i. Thus, we have
tanϕ = −p
q
. (A4)
By substituting Equation (A4) into Equation (A2), one
can obtain
tan 2θ =
A11 −A22
A12e−iϕ2 +A21eiϕ2
. (A5)
Thus, the proof is complete. 
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