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RECOGNIZABLE CLASSIFICATION OF LORENTZIAN
DISTANCE-SQUARED MAPPINGS
SHUNSUKE ICHIKI AND TAKASHI NISHIMURA
Abstract. The Lorentzian length, which is one of the most significant func-
tions in Lorentzian geometry, is a complex-valued function. Its square gives a
real-valued non-degenerate quadratic function. In this paper, we define nat-
urally extended mappings of Lorentzian distance-squared functions, wherein
each component is a Lorentzian distance-squared function; and classify these
mappings completely by the likeness of recognition subspaces.
1. Introduction
Let n be a positive integer. For the (n+ 1)-dimensional vector space Rn+1, the
following quadratic form is called the Lorentzian inner product:
〈x, y〉 = −x0y0 + x1y1 + · · ·+ xnyn,
where x = (x0, x1, . . . , xn), y = (y0, y1, . . . , yn) are elements of R
n+1. The (n+ 1)-
dimensional vector space Rn+1 is called Lorentzian (n+1)-space and is denoted by
R
1,n if the role of the Euclidean inner product x · y =
∑n
i=0 xiyi is replaced by the
Lorentzian inner product. For a vector x of Lorentzian (n+1)-space R1,n,
√
〈x, x〉
is called the Lorentzian length of x. Note that the Lorentzian length may take
a pure imaginary value and thus it does not give a real-valued function. On the
other hand, its square gives a real-valued quadratic function x 7→ 〈x, x〉. A non-zero
vector x ∈ R1,n is said to be space-like, light-like or time-like if its Lorentzian length
is positive, zero or pure imaginary respectively. The likeness of the vector subspace
is defined as following (see Figure 1).
Definition 1 ([1]). Let V be a vector subspace of R1,n. Then V is said to be
(1) time-like if and only if V has a time-like vector,
(2) space-like if and only if every nonzero vector in V is space-like, or
(3) light-like otherwise.
The light cone of Lorentzian (n+1)-spaceR1,n, denoted by LC, is the set of x ∈ R1,n
such that 〈x, x〉 = 0. For more details on Lorentzian space, refer to [1]. Recently,
geometry of submanifolds in Lorentzian space has been actively studied from the
viewpoint of Singularity Theory (for instance, see [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14]). In this paper, we give a different application of Singularity Theory to the
study of Lorentzian space from these researches.
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Figure 1. Figure of Definition 1
For any point p of R1,n, the following function ℓ2p : R
1,n → R is called the
Lorentzian distance-squared function([2]):
ℓ2p(x) = 〈x− p, x− p〉.
For finitely many points p0, . . . , pk ∈ R1,n (1 ≤ k), the Lorentzian distance-squared
mapping, denoted by L(p0,...,pk) : R
1,n → Rk+1, is defined as follows:
L(p0,...,pk)(x) =
(
ℓ2p0(x), . . . , ℓ
2
pk
(x)
)
.
Define the vector subspace V (p0, . . . , pk) of R
1,n, called the recognition subspace,
by
V (p0, . . . , pk) =
k∑
i=1
R
−−→p0pi.
The (k + 1) points p0, . . . , pk are said to be in general position if the dimension of
V (p0, . . . , pk) is k. For (k + 1) points q0, . . . , qk ∈ R1,n in general position (k ≤ n),
the singular set of L(q0,...,qk) : R
1,n → Rk+1 is the k-dimensional affine subspace
spanned by these points.
Two mappings f, g : R1,n → Rk+1 are said to be A-equivalent if there exist C∞
diffeomorphisms h : R1,n → R1,n and H : Rk+1 → Rk+1 such that g = H ◦ f ◦ h.
For any two positive integers k, n satisfying k ≤ n, the normal form of definite fold
mapping is the following Φk : R
1,n → Rk+1:
Φk (x0, x1, . . . , xn) =
(
x1, . . . , xk, x
2
0 +
n∑
i=k+1
x2i
)
.
For any two positive integers k, n satisfying k < n, the normal form of Lorentzian
indefinite fold mapping is the following Ψk : R
1,n → Rk+1:
Ψk (x0, x1, . . . , xn) =
(
x1, . . . , xk,−x
2
0 +
n∑
i=k+1
x2i
)
.
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Theorem 1. (1) Let k, n be two positive integers satisfying k < n and let
p0, . . . , pk belonging to R
1,n be (k+1) points in general position. Then, the
following hold:
(a) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1 is
A-equivalent to the normal form of definite fold mapping Φk if and
only if the recognition subspace V (p0, . . . , pk) is time-like.
(b) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1 is
A-equivalent to the normal form of Lorentzian indefinite fold mapping
Ψk if and only if the recognition subspace V (p0, . . . , pk) is space-like.
(c) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1 is
A-equivalent to the mapping
(x0, . . . , xn) 7→
(
x1, . . . , xk, x0x1 +
n∑
i=k+1
x2i
)
if and only if the recognition subspace V (p0, . . . , pk) is light-like.
(2) Let n be a positive integer and let p0, . . . , pn ∈ R1,n be (n + 1) points in
general position. Then, the following hold:
(a) The Lorentzian distance-squared mapping L(p0,...,pn) : R
1,n → Rn+1
is A-equivalent to the normal form of definite fold mapping Φn if and
only if the recognition subspace V (p0, . . . , pn) is time-like or space-like.
(b) The Lorentzian distance-squared mapping L(p0,...,pn) : R
1,n → Rn+1 is
A-equivalent to the mapping (x0, . . . , xn) 7→ (x1, . . . , xn, x0x1) if and
only if the recognition subspace V (p0, . . . , pn) is light-like.
(3) Let k, n be two positive integers satisfying n < k and let p0, . . . , pk ∈ R1,n be
(k+1) points such that the (n+2) points p0, . . . , pn+1 are in general position.
Then, the Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1 is
always A-equivalent to the inclusion (x0, . . . , xn) 7→ (x0, . . . , xn, 0, . . . , 0).
Example 1.1. Let f, g, h : R3 → R2 be polynomial mappings defined as follows:
f(x, y, z) =
(
−x2 + y2 + z2,−(x− 1)2 + (y − 1)2 + z2
)
,
g(x, y, z) =
(
−x2 + y2 + z2,−(x− 1)2 + (y − 2)2 + z2
)
,
h(x, y, z) =
(
−x2 + y2 + z2,−(x− 2)2 + (y − 1)2 + z2
)
.
Since 〈(1, 1, 0), (1, 1, 0)〉 = 0, 〈(1, 2, 0), (1, 2, 0)〉 > 0 and 〈(2, 1, 0), (2, 1, 0)〉 < 0, the
mapping f is A-equivalent to the mapping (x, y, z) 7→ (y, xy + z2), the mapping g
is A-equivalent to the normal form of Lorentzian indefinite fold mapping Ψ1 and
the mapping h is A-equivalent to the normal form of definite fold mapping Φ1
respectively.
Any non-singular fiber of Φn−1 is a circle. Any non-singular fiber of Ψn−1 is an
equilateral hyperbola. Any non-singular fiber of (x0, . . . , xn) 7→ (x1, . . . , xn−1, x0x1+
x2n) is a parabola (possibly at infinity). Therefore, as a corollary of Theorem 1, we
have the following:
Corollary 1. Let n be a positive integer such that 2 ≤ n and let p0, . . . , pn−1
belonging to R1,n be n points in general position. Then, the following hold:
(1) There exists a C∞ diffeomorphism h : R1,n → R1,n by which any non-
singular fiber L−1(p0,...,pn−1)(y) is mapped to a circle if and only if the recog-
nition subspace V (p0, . . . , pn−1) is time-like.
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(2) There exists a C∞ diffeomorphism h : R1,n → R1,n by which any non-
singular fiber L−1(p0,...,pn−1)(y) is mapped to an equilateral hyperbola if and
only if the recognition subspace V (p0, . . . , pn−1) is space-like.
(3) There exists a C∞ diffeomorphism h : R1,n → R1,n by which any non-
singular fiber L−1(p0,...,pn−1)(y) is mapped to a parabola if and only if the
recognition subspace V (p0, . . . , pn−1) is light-like.
It turns out that an affine diffeomorphism can be chosen as the diffeomorphism
h : R1,n → R1,n in Corollary 1 (see Remark 3.1).
Our motivation to classify Lorentzian distance-squared mappings is the following
Proposition 1. It is natural to ask how Proposition 1 changes if distance-squared
functions are replaced with Lorentzian distance-squared functions. For any point
p of Rn+1, the following function d2p : R
n+1 → R is called the distance-squared
function([15]):
d2p(x) = (x − p) · (x− p),
where the dot in the center stands for the Euclidean inner product of two vectors.
For any finitely many points p0, . . . , pk ∈ R
n+1 (1 ≤ k), the following mapping
D(p0,...,pk) : R
n+1 → Rk+1 has been introduced in [16] and is called the distance-
squared mapping:
D(p0,...,pk)(x) =
(
d2p0(x), . . . , d
2
pk
(x)
)
.
The following characterization has been known for distance-squared mappings.
Proposition 1 ([16]). (1) Let k, n be two positive integers satisfying k ≤ n
and let p0, . . . , pk ∈ R1,n be (k + 1) points in general position. Then, the
distance-squared mapping D(p0,...,pk) is A-equivalent to the normal form of
definite fold mapping Φk.
(2) Let k, n be two positive integers satisfying n < k and let p0, . . . , pk ∈ R1,n
be (k + 1) points such that the (n + 2) points p0, . . . , pn+1 are in general
position. Then, the distance-squared mapping D(p0,...,pk) is A-equivalent to
the inclusion (x0, . . . , xn) 7→ (x0, . . . , xn, 0, . . . , 0).
Combining Theorem 1 and Proposition 1 yields the following:
Corollary 2. (1) Let k, n be two positive integers satisfying k < n and let
p0, . . . , pk belonging to R
1,n be (k + 1) points in general position. Then,
the Lorentzian distance-squared mapping L(p0,...,pk) is A-equivalent to the
distance-squared mapping D(p0,...,pk) if and only if the recognition subspace
V (p0, . . . , pk) is time-like.
(2) Let n be a positive integer and let p0, . . . , pn ∈ R1,n be (n + 1) points in
general position. Then, the Lorentzian distance-squared mapping L(p0,...,pn)
is A-equivalent to the distance-squared mapping D(p0,...,pn) if and only if the
recognition subspace V (p0, . . . , pn) is time-like or space-like.
(3) Let k, n be two positive integers satisfying n < k and let p0, . . . , pk ∈ R1,n
be (k+1) points such that the (n+2) points p0, . . . , pn+1 are in general po-
sition. Then, the Lorentzian distance-squared mapping L(p0,...,pk) is always
A-equivalent to the distance-squared mapping D(p0,...,pk).
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Example 1.2. Let φ, φ˜, ψ : R3 → R2 be polynomial mappings defined as follows:
φ(x, y, z) =
(
−x2 + y2 + z2,−(x+ 1)2 + (y + 2)2 + (z + 1)2
)
,
φ˜(x, y, z) =
(
x2 + y2 + z2, (x+ 1)2 + (y + 2)2 + (z + 1)2
)
,
ψ(x, y, z) =
(
−x2 + y2 + z2,−(x+ 2)2 + (y + 1)2 + (z + 1)2
)
.
By Corollary 2, φ is not A-equivalent to φ˜, while ψ is A-equivalent to φ˜.
In Section 2, preliminaries for the proof of Theorem 1 are given. Theorem 1
is proved in Section 3. Finally, as an appendix, a recognizable classification of
degenerate Lorentzian distance-squared mappings is given in Section 4.
2. Preliminaries
Lemma 2.1. The likeness of a vector subspace of R1,n is invariant under Lorentz
transformations.
Lemma 2.1 clearly holds.
Lemma 2.2. Let v1, . . . ,vn be the vectors of R
1,n defined as follows:
v1 = (α1, 1, 0, . . . , 0),
v2 = (α2, 0, 1, 0, . . . , 0),
...
vk = (αk, 0, . . . , 0︸ ︷︷ ︸
(k−1)−tuples
, 1, 0, . . . , 0),
vk+1 = ( 0, . . . , 0︸ ︷︷ ︸
(k+1)−tuples
, 1, 0, . . . , 0),
...
vn = (0, . . . , 0, 1),
where 1 ≤ k < n. Let V be the k-dimensional vector subspace of R1,n defined by
V =
∑k
i=1 Rvi, and let V˜ be the n-dimensional vector subspace of R
1,n defined by
V˜ =
∑n
i=1 Rvi. Then, the following hold:
(1) V˜ is time-like if and only if V is time-like.
(2) V˜ is space-like if and only if V is space-like.
(3) V˜ is light-like if and only if V is light-like.
Proof. By definition, V is either time-like or space-like or light-like. Thus, in order
to prove Lemma 2.2, it is sufficient to show only the “if parts”of (1), (2), and (3).
Suppose that V is time-like. Then, since V ⊂ V˜ , V˜ is also time-like by Definition
1.
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For any vector
∑k
i=1 rivi ∈ V and
∑n
i=1 rivi ∈ V˜ , we have the following:〈
k∑
i=1
rivi,
k∑
i=1
rivi
〉
= −
(
k∑
i=1
riαi
)2
+
k∑
i=1
r2i(1) 〈
n∑
i=1
rivi,
n∑
i=1
rivi
〉
= −
(
k∑
i=1
riαi
)2
+
n∑
i=1
r2i
= −
(
k∑
i=1
riαi
)2
+
k∑
i=1
r2i +
n∑
i=k+1
r2i .(2)
Suppose that V is space-like. Then, by Definition 1, any nonzero vector in V is
space-like. Thus, by (1) and (2), every nonzero vector in V˜ is also space-like.
Suppose that V is light-like. Then, by Definition 1, V has a nonzero light-like
vector v. The vector v is also in V˜ . Since V has no time-like vectors, by (1) and
(2), it follows that V˜ has no time-like vectors. ✷
Lemma 2.3. Given (α1, . . . , αn) ∈ Rn, let V be the n-dimensional vector subspace
of R1,n defined by −x0 + α1x1 + · · ·+ αnxn = 0. Then, the following hold:
(1)
∑n
i=1 α
2
i > 1 if and only if V is time-like.
(2)
∑n
i=1 α
2
i < 1 if and only if V is space-like.
(3)
∑n
i=1 α
2
i = 1 if and only if V is light-like.
Proof. Let H be the horizontal hyperplane {(1, x1, . . . , xn) | xi ∈ R}. Set V1 =
H ∩ V . Suppose that V1 = ∅. Then, the defining equation of V is −x0 = 0. Thus,∑n
i=1 α
2
i = 0 and V is space-like.
Next, suppose that V1 6= ∅. Then,
∑n
i=1 α
2
i 6= 0. Let q be the point (1, 0, . . . , 0)
and let Sn−1+ be the light cone hypersurface H ∩ LC. Then, it is clear that the
Euclidean distance between q and any point x ∈ Sn−1+ is 1. In order to complete the
proof, it is sufficient to show that 1/
√∑n
i=1 α
2
i is the Euclidean distance between q
and V1. Since −x0+α1x1+ · · ·+αnxn = 0 is a defining equation of V , V1 is defined
by −1+α1x1+ · · ·+αnxn = 0 in H . Hence, the Euclidean distance between q and
V1 is 1/
√∑n
i=1 α
2
i . ✷
3. Proof of Theorem 1
The proof needs more elaborated and more careful constructions of affine trans-
formations of the source space and quadratic transformations of the target space
than ones for the proof of Proposition 1 given in [16]. Let (X0, X1, . . . , Xk) be the
standard coordinate of Rk+1.
3.1. Proof of (1) of Theorem 1. It is easily seen that any two among Φk,Ψk
and (x0, . . . , xn) 7→ (x1, . . . , xk, x0x1+
∑n
i=k+1 x
2
i ) are not A-equivalent. Moreover,
by definition, V (p0, . . . , pk) is either time-like or space-like or light-like. Thus, in
order to prove (1) of Theorem 1, it is sufficient to show only the “if parts ”of (1) of
Theorem 1. Set pi = (pi0, pi1, . . . , pin) (0 ≤ i ≤ k).
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3.1.1. The generic case. We first show the “if parts”of (1) of Theorem 1 in the
case that V (p0, . . . , pk)∩T = {0}, where T is the time axis {(x0, 0, . . . , 0) | x0 ∈ R}.
There are four steps.
STEP 1. The purpose of Step 1 is to remove the redundant quadratic terms
in k components. In order to do so, we require the affine transformation of the
target space H1 : R
k+1 → Rk+1 defined by
H1(X0, X1, . . . , Xk)
=
(
1
2
(
X0 −X1 − (p00 − p10)
2 +
n∑
i=1
(p0i − p1i)
2
)
, . . . ,
1
2
(
X0 −Xk − (p00 − pk0)
2 +
n∑
i=1
(p0i − pki)
2
)
, X0
)
.
The composition of L(p0,...,pk) and H1 has the following form:
(H1 ◦ L(p0,...,pk))(x0, x1, . . . , xn)
=
(
− (p10 − p00) (x0 − p00) +
n∑
i=1
(p1i − p0i)(xi − p0i), . . . ,
− (x0 − p00)
2
+
n∑
i=1
(xi − p0i)
2
)
.
STEP 2. The purpose of Step 2 is to reduce the first k components to linear
functions. In order to do so, we require the affine transformation of the source
space H2 : R
1,n → R1,n defined by
H2(x0, x1, . . . , xn) = (−x0 + p00, x1 + p01, . . . , xn + p0n).
The composition of H1 ◦ L(p0,...,pk) and H2 has the following form:
(H1 ◦ L(p0,...,pk) ◦H2)(x0, x1, . . . , xn)
=
(
n∑
i=0
(p1i − p0i)xi, . . . ,
n∑
i=0
(pki − p0i)xi, −x
2
0 +
n∑
i=1
x2i
)
=
(
x0, x1, · · · xn
)

p10 − p00 · · · pk0 − p00 −x0
p11 − p01 · · · pk1 − p01 x1
...
...
...
...
...
...
p1n − p0n · · · pkn − p0n xn
 .
Set
A =

p10 − p00 · · · pk0 − p00
p11 − p01 · · · pk1 − p01
...
...
...
...
p1n − p0n · · · pkn − p0n
 =

p10 − p00 · · · pk0 − p00
A˜
 .
Since (k + 1)-points p0, . . . , pk are in general position, it is clear that the rank of
(n+1)×k matrix A is k. Moreover, since V (p0, . . . , pk)∩T = {0}, the n×k matrix
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A˜ has the same rank k. There exists a k × k regular matrix B such that the set of
column vectors of A˜B is the subset of an orthonormal basis of Rn. Set
A˜B =
α1,1 · · · α1,k... . . . ...
αn,1 · · · αn,k
 .
STEP 3. The purpose of this step is to reduce the first k components, which
are linear functions, to coordinate functions x1, . . . , xk, preserving the Lorentzian
distance-squared function−x20+
∑n
i=1 x
2
i having the form ξ(x0, x1, . . . , xk)+
∑n
i=k+1 x
2
i .
In order to do so, we construct the linear transformation of the target space
H3 : R
k+1 → Rk+1 below and the linear transformations of the source space
H4, H5 : R
1,n → R1,n below.
Firstly, the construction of H3 is given. Let H3 : R
k+1 → Rk+1 be the linear
transformation of Rk+1 defined by
H3(X0, X1, . . . , Xk) = (X0, X1, . . . , Xk)

0
B
...
0
0 · · · 0 1
 .
The composition of H1 ◦ L(p0,...,pk) ◦H2 and H3 is given by(
H3 ◦H1 ◦ L(p0,...,pk) ◦H2
)
(x0, x1, . . . , xn)
= (x0, x1, . . . , xn)

−x0
x1
A
...
...
xn


0
B
...
0
0 · · · 0 1

= (x0, x1, . . . , xn)

α0,1 · · · α0,k −x0
α1,1 · · · α1,k x1
...
. . .
...
...
αn,1 · · · αn.k xn
 .
Set ai = (α0,i, α1,i, . . . , αn,i), a˜i = (α1,i, . . . , αn,i) (1 ≤ i ≤ k). Note that
V (p0, . . . , pk) =
∑k
i=1 Rai. We can choose column vectors a˜k+1, . . . , a˜n such that
the set {a˜1, . . . , a˜n} is an orthonormal basis of Rn. Put C = (ta˜1, . . . , ta˜n). Note
that the matrix C is an n × n orthogonal matrix. Let H4 : R1,n → R1,n be the
linear isomorphism defined by
H4(x0, x1, . . . , xn) = (x0, x1, . . . , xn)

1 0 · · · 0
0
... C
0
 .
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Note that H4 and H
−1
4 are Lorentz transformations. The composition of H3 ◦H1 ◦
L(p0,...,pk) ◦H2 and H4 is as follows:
(H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4)(x0, x1, . . . , xn)
=
(
α0,1x0 + x1, . . . , α0,kx0 + xk,−x
2
0 +
n∑
i=1
x2i
)
.
Then, we have
(x0, α0,1x0 + x1, . . . , α0,kx0 + xk, xk+1, . . . , xn)
= (x0, x1, . . . , xn)

1 α0,1 · · · · · · α0,k
1 0 · · · 0
. . .
. . .
... 0
. . . 0
0 1
. . .
1

.
Let D denote the last (n + 1) × (n + 1) matrix. For any i (2 ≤ i ≤ n + 1), let
bi denote the i-th column vector of D. Since H
−1
4 is a Lorentz transformation, by
Lemma 2.1, the likeness of
∑k
i=1 R
tbi is the same as the likeness of V (p0, . . . , pk).
Moreover, by Lemma 2.2, the likeness of
∑k
i=1 R
tbi is the same as the likeness
of
∑n
i=1 R
tbi. Thus, the likeness of V (p0, . . . , pk) is the same as the likeness of∑n
i=1 R
tbi. Note that the n-dimensional vector subspace
∑n
i=1 R
tbi ⊂ R1,n is
defined by −x0 +α0,1x1 + · · ·+α0,kxk = 0. Therefore, by Lemma 2.3, we have the
following:
Lemma 3.1. (1)
∑k
i=1 α
2
0,i > 1 if and only if V (p0, . . . , pk) is time-like.
(2)
∑k
i=1 α
2
0,i < 1 if and only if V (p0, . . . , pk) is space-like.
(3)
∑k
i=1 α
2
0,i = 1 if and only if V (p0, . . . , pk) is light-like.
Since D is a regular matrix, we get
D−1 =

1 −α0,1 · · · · · · −α0,k
1 0 · · · 0
. . .
. . .
... 0
. . . 0
0 1
. . .
1

.
Let H5 : R
1,n → R1,n be the linear isomorphism defined by
H5(x) = xD
−1.
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The composition of H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 and H5 is as follows:
(H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5)(x0, x1, . . . , xn)
=
(
x1, x2, . . . , xk,−x
2
0 +
k∑
i=1
(−α0,ix0 + xi)
2 +
n∑
i=k+1
x2i
)
.
STEP 4. This is the last step. By transforming the last component of the
mapping H3 ◦H1 ◦L(p0,...,pk) ◦H2 ◦H4 ◦H5 with respect to the variable x0, we have
the following:
−x20 +
k∑
i=1
(−α0,ix0 + xi)
2 +
n∑
i=k+1
x2i
=
(
−1 +
k∑
i=1
α20,i
)
x20 − 2x0
k∑
i=1
α0,ixi +
n∑
i=1
x2i .
Firstly, the cases (a) and (b) of (1) of Theorem 1 are proved. By Lemma 3.1, it
follows that −1 +
∑k
i=1 α
2
0,i 6= 0. Thus, by completing the square with respect to
the variable x0, we have the following:(
−1 +
k∑
i=1
α20,i
)
x20 − 2x0
k∑
i=1
α0,ixi +
n∑
i=1
x2i
=
(
−1 +
k∑
i=1
α20,i
)(
x0 −
∑k
i=1 α0,ixi
−1 +
∑k
i=1 α
2
0,i
)2
−
(∑k
i=1 α0,ixi
)2
−1 +
∑k
i=1 α
2
0,i
+
n∑
i=1
x2i .
Let H6 : R
k+1 → Rk+1 be the diffeomorphism defined by
H6(X0, X1, . . . , Xk)
=
X0, X1, . . . , Xk−1, Xk +
(∑k
i=1 α0,iXi−1
)2
−1 +
∑k
i=1 α
2
0,i
−
k∑
i=1
X2i−1
 .
The composition of H6 and H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5 is as follows:
(H6 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5)(x0, x1, . . . , xn)
=
x1, . . . , xk,
(
−1 +
k∑
i=1
α20,i
)(
x0 −
∑k
i=1 α0,ixi
−1 +
∑k
i=1 α
2
0,i
)2
+
n∑
i=k+1
x2i
 .
Let H7 : R
1,n → R1,n be the linear isomorphism defined by
H7(x0, x1, . . . , xn)
=
 x0√
| −1 +
∑k
i=1 α
2
0,i |
+
∑k
i=1 α0,ixi
−1 +
∑k
i=1 α
2
0,i
, x1, . . . , xn
 .
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By Lemma 3.1, if V (p0, . . . , pk) is time-like, the composition of H6 ◦ H3 ◦ H1 ◦
L(p0,...,pk) ◦H2 ◦H4 ◦H5 and H7 is as follows:
(H6 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5 ◦H7)(x0, x1, . . . , xn)
=
(
x1, . . . , xk, x
2
0 +
n∑
i=k+1
x2i
)
,
and if V (p0, . . . , pk) is space-like, the composition of them is as follows:
(H6 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5 ◦H7)(x0, x1, . . . , xn)
=
(
x1, . . . , xk,−x
2
0 +
n∑
i=k+1
x2i
)
.
Next, the case (c) of (1) of Theorem 1 is proved. By Lemma 3.1, we have the
following:
(H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5)(x0, x1, . . . , xn)
=
(
x1, . . . , xk,−2x0
k∑
i=1
α0,ixi +
n∑
i=1
x2i
)
.
Let H ′6 : R
k+1 → Rk+1 be the diffeomorphism defined by
H ′6(X0, X1, . . . , Xk)
=
(
X0, X1, . . . , Xk−1, Xk −
k∑
i=1
X2i−1
)
.
The composition of H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5 and H
′
6 is as follows:
(H ′6 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5)(x0, x1, . . . , xn)
=
(
x1, . . . , xk,−2x0
k∑
i=1
α0,ixi +
n∑
i=k+1
x2i
)
.
Since −1 +
∑k
i=1 α
2
0,i = 0, there must exist a j (1 ≤ j ≤ k) such that α0,j 6= 0.
By taking a linear transformation of the source space if necessary, without loss of
generality, we may assume that α0,1 6= 0. Then, we have(
x0,−2
k∑
i=1
α0,ixi, x2, . . . , xn
)
= (x0, x1, . . . , xn)

1 0 · · · · · · · · · · · · · · · 0
0 −2α0,1
...
... 1 0
...
...
. . .
... −2α0,k
. . .
... 0 0
. . .
...
...
. . .
0 0 1

.
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Let M denote the last (n+ 1)× (n+ 1) matrix. Then, we have the following:
M−1 =

1 0 · · · · · · · · · · · · · · · 0
0 − 12α0,1
... −α0,2
α0,1
1 0
...
...
. . .
... −
α0,k
α0,1
. . .
... 0 0
. . .
...
...
. . .
0 0 1

.
Let H ′7 : R
1,n → R1,n be the linear isomorphism defined by
H ′7(x) = xM
−1.
The composition of H ′6 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5 and H
′
7 is as follows:
(H ′6 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5 ◦H
′
7)(x0, x1, . . . , xn)
=
(
−
x1
2α0,1
−
∑k
i=2 α0,ixi
α0,1
, x2, . . . , xk, x0x1 +
n∑
i=k+1
x2i
)
.
Let H ′8 : R
k+1 → Rk+1 be the linear isomorphism defined by
H ′8(X0, X1, . . . , Xk) =
(
−2
(
α0,1X0 +
k−1∑
i=1
α0,i+1Xi
)
, X1, . . . , Xk
)
.
The composition of H ′6 ◦H3 ◦H1 ◦L(p0,...,pk) ◦H2 ◦H4 ◦H5 ◦H
′
7 and H
′
8 is as follows:
(H ′8 ◦H
′
6 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦H5 ◦H
′
7)(x0, x1, . . . , xn)
=
(
x1, . . . , xk, x0x1 +
n∑
i=k+1
x2i
)
.
✷
3.1.2. The case V (p0, . . . , pk) ∩ T = T . The strategy of the proof in this case
is the same as the one given in 3.1.1. In this case also, there are four steps.
STEP 1. Step 1 is completely the same as Step 1 of 3.1.1. Thus, by the same
diffeomorphism H1 : R
k+1 → Rk+1, we have the following:
(H1 ◦ L(p0,...,pk))(x0, x1, . . . , xn)
=
− (p10 − p00) (x0 − p00) + n∑
j=1
(p1j − p0j)(xj − p0j), . . . ,
− (x0 − p00)
2
+
n∑
j=1
(xj − p0j)
2
 .
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STEP 2. By the same diffeomorphism H2 : R
1,n → R1,n, we have the follow-
ing:
(H1 ◦ L(p0,...,pk) ◦H2)(x0, x1, . . . , xn)
=
 n∑
j=0
(p1j − p0j)xj , . . . ,
n∑
j=0
(pkj − p0j)xj , −x
2
0 +
n∑
j=1
x2j

=
(
x0, x1, · · · xn
)

p10 − p00 · · · pk0 − p00 −x0
p11 − p01 · · · pk1 − p01 x1
...
...
...
...
...
...
p1n − p0n · · · pkn − p0n xn
 .
Set
A =

p10 − p00 · · · pk0 − p00
p11 − p01 · · · pk1 − p01
...
...
...
...
p1n − p0n · · · pkn − p0n
 .
Since (k + 1)-points p0, . . . , pk are in general position, it is clear that the rank of
(n + 1) × k matrix A is k. Moreover, since V (p0, . . . , pk) ∩ T = T , there exists a
k × k regular matrix B such that the set of column vectors of AB is the subset of
an orthonormal basis of Rn+1 and the matrix AB has the following form:
AB =

1 0 · · · 0
0 α1,2 · · · α1,k
...
...
. . .
...
0 αn,2 · · · αn,k
 .
STEP 3. By the same diffeomorphism H3 : R
k+1 → Rk+1 as in the Step 3 of
the proof of (1) of Theorem 1, we have the following:(
H3 ◦H1 ◦ L(p0,...,pk) ◦H2
)
(x0, x1, . . . , xn)
= (x0, x1, . . . , xn)

−x0
x1
A
...
...
xn


0
B
...
0
0 · · · 0 1

= (x0, x1, . . . , xn)

1 0 · · · 0 −x0
0 α1,2 · · · α1,k x1
...
...
. . .
...
...
0 αn,2 · · · αn,k xn
 .
For natural numbers i (1 ≤ i ≤ k − 1), set a˜i = (α1,i+1, . . . , αn,i+1), and we
see the set {a˜1, . . . , a˜k−1} is a subset of an orthonormal basis of R
n. We can
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choose a˜k, . . . , a˜n so that the set {a˜1, . . . , a˜n} is an orthonormal basis of Rn. Put
C = (ta˜1, . . . ,
ta˜n). Note that the matrix C is an n× n orthogonal matrix. By the
same linear isomorphism
H4(x0, x1, . . . , xn) = (x0, x1, . . . , xn)

1 0 · · · 0
0
... C
0

appeared in the Step 3 of the proof of (1) of Theorem 1, we have the following:
(H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4)(x0, x1, . . . , xn)
=
(
x0, x1, . . . , xk−1,−x
2
0 +
n∑
i=1
x2i
)
.
STEP 4. This is the last step. Firstly, in order to remove x20, . . . , x
2
k−1 of the
last component, we construct the diffeomorphism of the target space H˜5 : R
k+1 →
R
k+1 below:
H˜5(X0, X1, . . . , Xk) =
(
X0, X1, . . . , Xk−1, Xk +X
2
0 −
k−1∑
i=1
X2i
)
.
The composition of H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 and H˜5 is as follows:
(H˜5 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4)(x0, x1, . . . , xn)
=
(
x0, x1, . . . , xk−1,
n∑
i=k
x2i
)
.
Let H˜6 : R
1,n → R1,n be the linear isomorphism defined by
H˜6(x0, x1, . . . , xn) = (x1, x2, . . . , xk, x0, xk+1, . . . , xn) .
The composition of H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦ H˜5 and H˜6 is as follows:
(H˜5 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4 ◦ H˜6)(x0, x1, . . . , xn)
=
(
x1, . . . , xk, x
2
0 +
n∑
i=k+1
x2i
)
.
✷
Remark 3.1. (1) Let fp0pi : R
1,n → R be the linear function defined by
fp0pi(x) =
−−→p0pi · (x − pi) for any i (1 ≤ i ≤ n − 1). Then, Step 1 and
Step 2 of the proof of (1) of Theorem 1 imply the following for any y ∈ Rn.
L−1(p0,...,pn−1)(y) = H2
((
fp0p1 , . . . , fp0pn−1 , ℓ
2
p0
)−1
(H1(y))
)
.
(2) Since the proof of (1) of Theorem 1 requires only affine diffeomorphisms for
diffeomorphisms of the source space, we can choose an affine diffeomorphism
as the diffeomorphism h : R1,n → R1,n in Corollary 1.
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3.2. Proof of (2) of Theorem 1. The strategy of the proof of (2) of Theorem
1 is the same as the strategy of the proof of (1) of Theorem 1. In the case that
V (p0, . . . , pn) is space-like, compose the mapping H6◦H3◦H1◦L(p0,...,pn)◦H2◦H4◦
H5 ◦H7 and the linear coordinate transformation of the target (X0, X1, . . . , Xn) 7→
(X0, X1, . . . ,−Xn). ✷
3.3. Proof of (3) of Theorem 1. The strategy of the proof of (3) of Theorem 1
is the same as the strategy of the proof of (1) of Theorem 1. In this case, since the
rank of the (n+1)× k matrix A appeared in Step 2 of the proof of (1) of Theorem
1 is n+ 1, there exists a k × k regular matrix B such that the following holds:
AB =
1 0 0 · · · 0. . . ... ...
0 1 0 · · · 0
 .
By the same method as the proof of (1) of Theorem 1, we have(
H3 ◦H1 ◦ L(p0,...,pk) ◦H2
)
(x0, x1, . . . , xn)
= (x0, x1, . . . , xn)

−x0
x1
A
...
...
xn


0
B
...
0
0 · · · 0 1

= (x0, x1, . . . , xn)
1 0 0 · · · 0 −x0. . . ... ... ...
0 1 0 · · · 0 xn

=
(
x0, x1, . . . , xn, 0, . . . , 0,−x
2
0 +
n∑
i=1
x2i
)
.
Finally, by composing H3 ◦ H1 ◦ L(p0,...,pk) ◦H2 and H˜5 appeared in the proof of
(1) of Theorem 1, we have the following:
(H˜5 ◦H3 ◦H1 ◦ L(p0,...,pk) ◦H2)(x0, x1, . . . , xn) = (x0, x1, . . . , xn, 0, . . . , 0) .
✷
4. Appendix
By the similar proof as in Section 3, we can obtain a recognizable classification
of Lorentzian distance-squared mappings when the given (k + 1)-points are not in
general position as follows.
Theorem 2. Let j, k be two positive integers satisfying j < k and let τ : Rj+1 →
R
k+1 be the inclusion:
τ(X0, X1, . . . , Xj) = (X0, X1, . . . , Xj , 0, . . . , 0).
(1) Let j, k, n be three positive integers satisfying j < n, j < k, and let p0, . . . , pk∈
R
1,n be (k+1) points such that dimV (p0, . . . , pj) = dimV (p0, . . . , pk) = j.
Then, the following hold:
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(a) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1
is A-equivalent to the mapping τ ◦ Φj if and only if the recognition
subspace V (p0, . . . , pk) is time-like.
(b) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1
is A-equivalent to the mapping τ ◦ Ψj if and only if the recognition
subspace V (p0, . . . , pk) is space-like.
(c) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1 is
A-equivalent to the mapping
(x0, . . . , xn) 7→
x1, . . . , xj , x0x1 + n∑
i=j+1
x2i , 0, . . . , 0

if and only if the recognition subspace V (p0, . . . , pk) is light-like.
(2) Let k, n be two positive integers satisfying n < k and let p0, . . . , pk∈ R1,n be
(k + 1) points such that dimV (p0, . . . , pn) = dimV (p0, . . . , pk) = n Then,
the following hold:
(a) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1 is
A-equivalent to the normal form of definite fold mapping τ ◦Φn if and
only if V (p0, . . . , pk) is time-like or space-like.
(b) The Lorentzian distance-squared mapping L(p0,...,pk) : R
1,n → Rk+1 is
A-equivalent to the mapping (x0, . . . , xn) 7→ (x1, . . . , xn, x0x1, 0 . . . , 0)
if and only if the recognition subspace V (p0, . . . , pk) is light-like.
(3) Let k, n be two positive integers and let p0, . . . , pk ∈ Rn,1 be the same point.
Then, the Lorentzian distance-squared mapping L(p0,...,pk) : R
n,1 → Rk+1 is
A-equivalent to the mapping
(x0, . . . , xn) 7→
(
−x20 +
n∑
i=1
x2i , 0, . . . , 0
)
.
Proof. Firstly, the generic case of (1) of Theorem 2 is proved. The strategy of the
proof in this case is the same as the proof of the generic case of (1) of Theorem 1.
We have the following:
(H1 ◦ L(p0,...,pk) ◦H2)(x0, x1, . . . , xn)
=
(
x0, x1, · · · xn
)

p10 − p00 · · · pk0 − p00 −x0
p11 − p01 · · · pk1 − p01 x1
...
...
...
...
...
...
p1n − p0n · · · pkn − p0n xn
 .
Set
A =

p10 − p00 · · · pj0 − p00
p11 − p01 · · · pj1 − p01
...
...
...
...
p1n − p0n · · · pjn − p0n
 =

p10 − p00 · · · pj0 − p00
A˜
 .
Since (j + 1)-points p0, . . . , pj are in general position, it is clear that the rank of
(n+1)× j matrix A is j. Moreover, since V (p0, . . . , pj)∩T = {0}, the n× j matrix
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A˜ has the same rank j. There exists a j × j regular matrix B such that the set of
column vectors of A˜B is the subset of an orthonormal basis of Rn. Set
A˜B =
α1,1 · · · α1,j... . . . ...
αn,1 · · · αn,j
 .
Let H3 : R
k+1 → Rk+1 be the linear isomorphism defined by
H3(X0, X1, . . . , Xk) = (X0, X1, . . . , Xk)

B 0
0 Ek−j+1
 ,
where Ek−j+1 is a (k − j + 1)× (k − j + 1) unit matrix. Thus, we obtain(
H3 ◦H1 ◦ L(p0,...,pk) ◦H2
)
(x0, x1, . . . , xn)
= (x0, x1, . . . , xn)

α0,1 · · · α0,j pj+1,0 − p00 · · · pk,0 − p00 −x0
α1,1 · · · α1,j pj+1,1 − p01 · · · pk,1 − p01 x1
...
. . .
...
...
...
...
αn,1 · · · αn.j pj+1,n − p0n · · · pk,n − p0n xn
 .
Set ai = (α0,i, α1,i, . . . , αn,i) (1 ≤ i ≤ j). Since V (p0, . . . , pk) =
∑j
i=1 Rai, there
exists a k × k regular matrix B˜ such that
α0,1 · · · α0,j pj+1,0 − p00 · · · pk,0 − p00
α1,1 · · · α1,j pj+1,1 − p01 · · · pk,1 − p01
...
. . .
...
...
...
αn,1 · · · αn.j pj+1,n − p0n · · · pk,n − p0n
 B˜
=

α0,1 · · · α0,j 0 · · · 0
α1,1 · · · α1,j
...
...
...
. . .
...
...
...
αn,1 · · · αn.j 0 · · · 0
 .
By composing H3 ◦ H1 ◦ L(p0,...,pk) ◦H2 and the linear isomorphism of the target
defined by
(X0, X1, . . . , Xk) 7→ (X0, X1, . . . , Xk)

0
B˜
...
0
0 · · · 0 1
 ,
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we may assume that(
H3 ◦H1 ◦ L(p0,...,pk) ◦H2
)
(x0, x1, . . . , xn)
= (x0, x1, . . . , xn)

α0,1 · · · α0,j 0 · · · 0 −x0
α1,1 · · · α1,j
...
... x1
...
. . .
...
...
...
...
αn,1 · · · αn.j 0 · · · 0 x0
 .
Set a˜i = (α1,i, . . . , αn,i) (1 ≤ i ≤ j). We can choose a˜j+1, . . . , a˜n so that the
set {a˜1, . . . , a˜n} is an orthonormal basis of Rn. Put C = (ta˜1, . . . , ta˜n). By H4
appeared in the proof of (1) of Theorem 1, we obtain
(H3 ◦H1 ◦ L(p0,...,pk) ◦H2 ◦H4)(x0, x1, . . . , xn)
=
(
α0,1x0 + x1, . . . , α0,jx0 + xj , 0, . . . , 0,−x
2
0 +
n∑
i=1
x2i
)
.
The rest of this proof is the same as the strategy of (1) of Theorem 1.
Next, the case that V (p0, . . . , pk) ∩ T = T is proved. For the (n+ 1)× j matrix
A appeared in the proof of the generic case (1) of Theorem 2, since the rank of A
is j and V (p0, . . . , pj) ∩ T = T , there exists a j × j regular matrix B such that the
set of column vectors of AB is the subset of an orthonormal basis of Rn+1 and the
matrix AB has the following form:
AB =

1 0 · · · 0
0 α1,2 · · · α1,j
...
...
. . .
...
0 αn,2 · · · αn,j
 .
The rest of this proof is clear by seeing the proof of the generic case of (1) of
Theorem 2 and the proof of 3.1.2 of (1) of Theorem 1.
The proof of (2) of Theorem 2 is the same as the proof of (1) of Theorem 2.
Finally, the case (3) is proved. By composing L(p0,...,pk), the linear isomorphism
of the target defined by (X0, X1, . . . , Xk) 7→ (X0, X1 −X0, . . . , Xk −X0) and the
linear isomorphism of the source defined by (x0, x1, . . . , xn) 7→ (x0 + p00, x1 +
p01, . . . , xn + p0n), the desired mapping is obtained. ✷
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