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BO Bayesian optimization Bayesovka optimizacija
RS random search naključno iskanje
GS grid search iskanje v mreži
GP Gaussian process Gaussov proces
EI expected improvement pričakovana izboljšava
PI probability of improvement verjetnost izboljšave
LCB lower confidence bounds spodnja meja zaupanja
CA classification accuracy klasifikacijska natančnost
CE classification error klasifikacijska napaka
MAE mean absolute error srednja absolutna napaka
NN neural network nevronska mreža
CNN convolutional neural network konvolucijska nevronska mreža
SVC support vector classifier klasifikator podpornih vektor-
jev
RF random forests naključni gozdovi
GB gradient boosting gradientni boosting
XGB extreme gradient boosting ekstremni gradientni boosting
ML machine learning strojno učenje
autoML automated machine learning avtomatizirano strojno učenje

Povzetek
Naslov: Bayesovska optimizacija hiperparametrov v strojnem učenju
Avtor: David Ocepek
Cilj naše diplomske naloge je bil analizirati Bayesovsko optimizacijo na
problemu optimizacije hiperparametrov. Podlaga za analizo sta pogosto upo-
rabljani orodji za optimizacijo hiperparametrov: naključno iskanje in iskanje
v mreži. Predstavimo Bayesovsko optimizacijo, s poudarkom na Gaussovih
procesih in odločilnih funkcijah: EI, PI in LCB.
Izvedemo deset eksperimentov, pri katerih optimiziramo hiperparametre
petih različnih modelov. Pri eksperimentih analiziramo dve zelo pomembni
metriki: hitrost optimizacije in rezultate, ki jih doseže optimizirani model.
Modeli optimizirani z Bayesovsko optimizacijo so v povprečju v primerlji-
vem času dosegli boljše rezultate kot tisti, ki so bili optimizirani z naključnim
iskanjem in iskanjem v mreži.




Title: Bayesian Optimization of Hyperparameters in Machine Learning
Author: David Ocepek
The goal of our thesis was to analyze Bayesian optimization on the prob-
lem of hyperparameter optimization. The basis for the analysis is the com-
monly used tools for hyperparameter optimization: random search and grid
search. We introduce Bayesian optimization with an emphasis on Gaussian
processes and acquisition functions: EI, PI, LCB.
We perform ten experiments in which we optimize the hyperparameters
of five different models. In experiments, we analyze two really important
metrics: speed of optimization and results that the optimized model achieved.
Models optimized with Bayesian optimization in comparable time achieved
better results on average than those that were optimized with random search
and grid search.





Strojno učenje je bilo v zadnjih desetletjih priča številnim napredkom, v
smislu bolj zmogljivih in hkrati bolj kompleksnih modelov. Posledica bolj
kompleksnih modelov je bila rast števila hiperparametrov. Hiperparametri
so parametri modela, ki določajo lastnostni modela in se jih nastavlja pred
učenjem modela. Optimalne vrednosti hiperparametrov se razlikujejo od
problema do problema; posledično je problem ročnega nastavljanja hiperpa-
rametrov časovno zahteven problem, ki zahteva veliko strokovnega znanja in
preizkušanja.
Optimizacija hiperparametrov je meta-optimizacijska naloga, kar pomeni,
da vsaka evaluacija hiperparametrov vključuje učenje modela znotraj vsake
iteracije optimizacijske zanke. To ima več posledic. Prva posledica je omeji-
tev števila iteracij optimizacijske zanke, saj so iteracije zaradi učenja modelov
časovno drage. V praksi je število iteracij omejeno na nekaj sto. Nasle-
dnja slabost optimizacije je, da pogosto nimamo gradienta za optimizirano
funkcijo, kar nam onemogoča uporabo hitrejših optimizacijskih metod, ki
uporabljajo gradient(npr. Newtonova metoda).
Zgodnje metode, ki so se soočale s tem problemom so bile tako imeno-
vane “model-free” metode, ki niso uporabljale predhodno pridobljenega zna-
nja. Primera teh metod sta iskanje v mreži ali GridSearch(GS), ki iz mreže
možnih kombinacij izbere kombinacijo, pri kateri model doseže maksimum
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glede na metrike uspešnosti. Metoda potrebuje določeno mero strokovnega
znanja za izbiro vrednosti za vsak hiperparameter; prav tako omejuje po-
novljivost eksperimentov ter je nepraktična, ko je število hiperparametrov
veliko. V primeru, ko model vsebuje veliko hiperparametrov, je boljša me-
toda naključnega iskanja ali RandomSearch(RS) [35], ki naključno izbira
točke v omejenem prostoru ter tako omogoča večjo pokritost posameznih
dimenzij pri omejenem številu iteracij. Ta metoda sicer nima zagotovil, da
najde optimalne hiperparametre, vendar konvergira k optimalnim hiperpara-
metrom mnogo hitreje kot GS in ima dokazano konvergenco pod določenimi
pogoji [78]. Metode RS se uporablja kot izhodišče za primerjavo optimiza-
cijskih metod ter za podajanje konteksta rezultatom.
Z obzirom na omejitve števila iteracij se pogosteje uporabljajo bolj efek-
tivne metode na podlagi modelov, ki pri izbiri točk za evaluacijo uporabljajo
predhodno pridobljeno znanje iz predhodno evalviranih točk. Ena izmed naj-
boljših metod na tem področju je Bayesovska optimizacija(BO) [77], ki po
vsaki evaluaciji točke posodobi model hiperravnine hiperparametrov in na
podlagi tega izbere naslednjo točko. Metoda hitreje konvergira kot zgoraj
navedene metode in najde bolj optimalne hiperparametre kot RS in GS pri
omejenem številu iteracij. V zadnjih nekaj letih je BO podrla veliko ben-
chmarkov [59], saj se je izkazalo, da ima razen tega, da strojno nastavljanje
odstrani potrebo po ročnem nastavljanju hiperparametrov, še druge predno-
sti kot sta pridobivanje boljših rezultatov in večja reproduktivnost raziskav
in rezultatov [59].
Cilj diplomske naloge je eksperimentalno ovrednotiti delovanje BO na
območju optimizacije hiperparametrov, torej ali se splača uporabiti BO, v
kakšnih primerih, kakšne so prednosti in slabosti. V primerjavi z izhodi-
ščema RS in GS želimo ugotoviti, ali BO konsistentno dosega boljše rezul-
tate na standardnih metrikah. Izvedeni eksperimenti obsegajo regresijo in
klasifikacijo, tabelarične in slikovne podatke in popularne modele, kot so
konvolucijske nevronske mreže (CNN), metoda podpornih vektorjev (SVM),
naključne gozdove (RF), gradientni boosting (GB) in ekstremni gradientni
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boosting (XGB).
Delo je sestavljeno iz 7 poglavij. V 2. poglavju formalno predstavimo op-
timizacijo hiperparametrov, podamo probleme, s katerimi se na splošno soo-
čajo metode za optimizacijo hiperparametrov, ter predstavimo GS, RS in BO
in jih med sabo primerjamo. V 3. poglavju podrobneje predstavimo sestavne
dele BO, in sicer verjetnostni model Gaussovi procesi (GP) in odločilne funk-
cije verjetnost izboljšave (PI), pričakovana izboljšava (EI) in spodnja meja
zaupanja (LCB) ter predstavimo, kako rešujejo izzive podane v 2. poglavju.
V 4. poglavju predstavimo modele in njihove ključne hiperparametre ter nji-
hovo implementacijo. V 5. poglavju predstavimo posamične eksperimente, in
sicer modele in podatke, ki smo jih uporabili pri posameznih eksperimentih
ter eksperimente ocenimo glede na dve metrike uspešnosti: trajanje optimi-
zacije in stopnjo optimizacije modela. V 6. poglavju povzamemo rezultate,
predstavljene v 5. poglavju. Na podlagi povzetka podamo empirično prido-
bljene ugotovitve za uporabo BO in jih utemeljimo. V zadnjem poglavju sta




V tem poglavju formalno podamo problem optimizacije hiperparametrov.
Izpostavimo praktične probleme, s katerimi se področje sooča ter na kratko
podamo rešitve na te probleme. Potem podamo pogoje, pri katerih je upo-
raba RS, GS ali BO optimalna ter predstavimo in primerjamo metode RS in
GS; slednje podajajo našim eksperimentom izhodišce in kontekst ter BO.
2.1 Formalizacija optimizacije hiperparame-
trov
Učni modeli imajo množico parametrov Θ, ki jih ni možno ali ni smiselno
optimizirati med učnim procesom modela. Take parametre imenujemo hi-
perparametri. Dva glavna razloga za uporabo hiperparametrov sta [24]: V
nekaterih primerih je zaželeno fiksiranje nekaterih parametrov za povečanje
generalizacije in zmanjšanje verjetnosti overfittinga. Najpogostejši razlog pa
je, da nimamo analitične funkcije, ki bi smiselno povezovala parameter z
izgubo modela med učenjem modela.
V naši diplomski smo se osredotočili na nadzorovano učenje. Cilj nalog
na tem področju je naučiti tak model M(θ;Xtrain) na učni množici Xtrain,
ki minimizira neko vnaprej definirano funkcijo izgube L(M(θ;Xtrain);Xtest)
na podanih testnih podatkih Xtest. θ predstavlja hiperparametre modela.
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F (θ;M,L,Xtrain, Xtest). (2.1)
Optimizirana funkcija F je ciljna funkcija in kot vstop vzame hiperpara-
metre θ ter na podlagi vnaprej podanega modela M , množice podatkov
X = {Xtrain, Xtest} in funkcije izgube L vrne napako, ki jo je model na-
redil.
V naših eksperimentih smo za funkcijo izgube L pri klasifikaciji uporabili
klasifikacijsko napako, pri regresiji srednjo absolutno napako ali mean abso-
lute error (MAE). Pri izbiri modelov in metod za ocenjevanje rezultatov smo
se trudili držati člankov, ki so že obdelovali podane množice podatkov, kjer
je bilo to le možno. Razlog je lažja interpretacija dobljenih rezultatov.
V večini eksperimentov je uporabljena generalizirana funkcija izgube, ki
uporablja k-prečno preverjanje [13]. Slabost k-prečnega preverjanja je, da se
ga mora ponoviti k-krat, zato ni uporabljeno pri eksperimentih CIFAR-10
(razdelek 5.13) in DMUL (razdelek 5.11), saj so podatkovne množice precej
obsežne in modeli porabijo veliko časa za učenje. Pri ostalih eksperimentih
je bil uporabljen k = 3, k = 5 ali k = 10, odvisno od časovne zahtevnosti
problema.
2.2 Predpostavke
Uporabljene so bile metode RS, GS in BO. Podajmo osnovne predpostavke, ki
morajo veljati za optimiziran problem, da je uporaba teh metod smiselna [51]:
• Iščemo globalen optimum.
• Ciljna funkcija F je “črna škatla”, torej nima vnaprej znane posebne
oblike, kot sta npr. konveksnost ali linearnost, zaradi katere bi bilo smi-
selno uporabiti druge optimizacijske metode, ki uporabljajo to znanje
za povečanje zmogljivosti.
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• Ko evalviramo F , imamo dostop samo do F (θ) in nimamo na voljo gra-
dientov prve in druge stopnje, ki bi omogočali uporabo metod kot je
gradientni spust, Newtonova metoda in kvazi-Newtonova metoda. Od-
ločilna funkcija KG [84] omogoča uporabo gradientnih podatkov, če so
prisotni, vendar je komputacijsko zahtevna in težka za implementirati
v primerjavi z ostalimi funkcijami [8].
• Število hiperparametrov θ ∈ Rd ne sme biti preveliko. V uspešnih
aplikacijah BO in RS je d ≤ 20, medtem ko pri GS mora biti d ≤ 4.
• V primeru RS in BO je Θ preprosta množica, ki omogoča enostavno
naključno generiranje elementov. V primeru zveznih števil predsta-
vlja Θ hiper-kvadrat θ ∈ Rd : a(i) ≤ θ(i) ≤ b(i); v primeru celih števil
predstavlja Θ hiper-kvadrat θ ∈ Zd : a(i) ≤ θ(i) ≤ b(i) v diskretnem pro-
storu, v primeru kategoričnih parametrov pa d-dimenzionalen simpleks
θ ∈ Rd : ∑i θ(i) = 1 [55] [9]. Pri GS nismo omejeni na enostavne pro-
store, saj mi ročno nastavljamo sprejemljive parametre.
• Predpostavljamo, da je šum neodvisen od evaluacij in ima normalno
porazdelitev s konstantno varianco.
• Pri RS in BO predpostavljamo, da je število evaluacij omejeno in
majhno v primerjavi s kardinalnostjo |Θ|, medtem ko pri GS pred-
postavljamo, da je število iteracij veliko glede na kardinalnost |Θ|.
2.3 Izzivi
Optimizacija hiperparametrov se sooča z več praktičnimi izzivi [44] [59]:
Drage evaluacije funkcij
Evaluacija ciljne funkcije je zelo draga, saj optimizacija zahteva učenje in
evaluacijo modela v vsaki iteraciji, zato so stroški lahko zelo veliki, še posebej,
če se modeli učijo na večjih podatkovnih množicah. Načeloma so stroški
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časovni, imajo pa tudi denarno komponento, ki jo je enostavno kvantizirati
z uporabo storitev računanja v oblakih.
Stroški pri analizah, kjer je potrebno večkratno učenje modela, kot na
primer pri generalizaciji rezultatov, so pogosto večji za vsaj en red velikosti.
Podajmo enostaven primer, predpostavimo, da treniranje in evaluacija
modela traja 10min in da je število evaluacij 100 ter da moramo optimizacijo
ponoviti vsaj 5-krat za generalizacijo rezultatov. V takem primeru celoten
proces traja:
10min× 100× 5 = 5000min = 83h = 3, 5 dni (2.2)
Kakor je iz razvidno zgornjega primera, že analiza optimizacije hiperparame-
trov enostavnega modela hitro postane časovno predraga. Pogoste metode
za pohitritev takih problemov so učenje modela M na podmnožici podat-
kov X ′ ⊂ Xtrain, učenje modela M za manjše število iteracij, učenje modela
M na podmnožici atributov, uporaba manjšega števila prerezov pri prečnem
preverjanju in na področju računalniškega vida učenje modela M na slikah
z zmanjšano ločljivostjo.
Stroški, potrebni za učenje modela, se spreminjajo glede na to, katere hi-
perparametre optimiziramo. Čas evaluacije modela je na primer neposredno
odvisen od hiperparametrov, ki podajajo arhitekturo nevronskih mrež, kot
so število plasti, število nevronov na vsaki plasti, ali od števila in globine
dreves pri ansambelskih metodah. Prav tako obstajajo hiperparametri, kot
sta regularizacija in hitrost učenja, ki neposredno vplivajo na čas optimiza-
cije, torej modelu ne povečajo nujno čas izvajanja, vendar spreminjajo čas,
ki je potreben za učenje modela M , da doseže optimalne rezultate.
Stohastičnost ciljnih funkcij
Vse uporabljene ciljne funkcije F so stohastične. Stohastičnost je lahko po-
sledica naključne delitve pri prečnem preverjanju ali neposredna posledica
stohastičnosti učnih modelov M . Posledica tega je to, da ciljna funkcija F v
svojih evaluacijah vsebuje šum.
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Šum lahko odstranimo z nastavitvijo naključnega semena tako, da so vse
evaluacije izvedene pod istimi pogoji. Slabost tega je, da obstaja majhen
riziko izbire slabega semena, ki vrne rezultate, ki niso reprezentativni za naš
problem [1]. Pri BO je šum upoštevan v metodi; bolj natančen opis je v
sekciji 3.1.1.
Pri eksperimentih smo pri prečnem preverjanju znotraj eksperimentov
vedno uporabljali iste delitve, saj smo poskrbeli za reprezentativno delitev
podatkovne množice X, na učno množico Xtrain in testno množico Xtest, z
uporabo stratificiranega k-prečnega preverjanja. Modelu M nismo nastavili
semena, da bi se izognili riziku izbire slabega semena.
Stohastičnost optimizacijske metode
RS in BO so stohastične metode. V naših eksperimentih smo uporabili pov-
prečenje, vendar je to v praksi pogosto časovno prezahtevno.
Če je prostor okoli empiričnega optimuma dovolj gosto vzorčen, lahko
določimo, ali je optimum resničen z uporabo Lipschitz kontinuitete [44].
Kompleksnost hiperparametrov
Hiperparametri so najpogosteje v obliki zveznih, diskretnih ali kategoričnih
vrednosti. Lahko pa so mnogo bolj kompleksni. Podajmo dva najpogostejša
problema, s katerimi se področje ML sooča.
Različna oblika iskalnih prostorov. Sprememba hitrosti učenja ima na
primer eksponencialen vpliv na model M , torej je sprememba od 0,001 do
0,01 podobna spremembi od 0,1 do 1. Ta problem se rešuje s transformacijo
hiperparametrov θ′ = T (θ).
V učnih modelih pogosto nastopajo pogojni hiperparametri. Na primer
pri SVM je stopnja polinoma uporabna samo v primeru, ko je jedro poli-
nomsko. RS in GS v času pisanja te diplomske naloge nimajo rešitve za ta
problem. Hiter pregled rešitve tega problema za BO je dostopen v sekciji 3.5.
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Večkriterijska optimizacija
V praktičnih aplikacijah je pogosto potrebno optimizirati po več kriterijih
naenkrat. Pogosti primeri so časovne in prostorske omejitve. Obstajata
dve rešitvi. Prva in enostavnejša je uporabiti večkriterijsko ciljno funkcijo
F (θ, T, S), ki upošteva te metrike. Popularen primer takih večkriterijskih
ciljnih funkcij F je družina funkcij, ki vračajo izboljšavo modela M na enoto
časa. Druga bolj splošna rešitev je uporaba prave večkriterijske optimizacije
za iskanje Paretovega optimuma, torej množico konfiguracij, ki predstavljajo
optimalno ravnovesje med kriteriji [54].
2.4 Preiskovanje v mreži
Preiskovanje v mreži ali GS je najenostavnejša metoda za optimizacijo hi-
perparametrov. Formalno za vsak hiperparameter θ(i) določimo diskretno
množico vrednosti θ(i) = {θ(i)0 , θ
(i)
1 , ..., θ
(i)





θ(i) = θ(0) × θ(1) × ...× θ(n), (2.3)
kjer je n število vseh hiperparametrov. Metoda GS evalvira ciljno funkcijo
na vsakem elementu iz definicijskega območja Θ in vrne element θ∗, kjer je




Prednost GS je, da je enostavno razumljiva in jo je zelo enostavno paraleli-
zirati. Največja slabost GS je, da ima GS eksponencialno časovno zahtevnost
O(mn), kjer je m število evalviranih vrednosti hiperparametra in n število
hiperparametrov. Posledica te slabosti je, da je GS omejena na nizko dimen-
zionalne množice hiperparametrov Θ. Druga slabost GS je, da je povprečna
oddaljenost optimuma hiperparametra θ∗(i) od dejanskega optimuma v zve-
znem prostoru enaka a4m , kjer je a velikost iskalnega prostora za posamezen
hiperparameter.
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Pri eksperimentih je bila ravno GS tista, ki nas je najbolj omejevala v
izbiri iskalnih prostorov zaradi zgoraj omenjenih omejitev.
2.5 Naključno preiskovanje
Naključno preiskovanje ali RS je šele pred kratkim postalo splošno upo-
rabljano kot izhodišče za primerjavo metod optimizacije hiperparametrov.
Metoda RS evalvira ciljno funkcijo na n naključnih točkah iz prostora hi-
perparametrov Θ in vrne hiperparametre θ∗, pri katerih je ciljna funkcija F
vrnila najmanjšo vrednost.
RS je tako kot GS enostavna za razumevanje, implementacijo in paraleli-
zacijo. Prednost RS pred GS je hitrejša konvergenca k minimumu in poljubno
število iteracij, ki ne raste kubično z dimenzionalnostjo iskalnega prostora.
Trditev: Predpostavimo, da je verjetnost p evaluacije ciljne funkcije F ,
ki je sprejemljivo blizu minimumu F ∗, enaka p = p(F < F ∗ + ξ), kjer nam
parameter ξ poda še sprejemljivo oddaljenost od minimuma F ∗, in da je
število naključno evalviranih točk enako n. Iz tega sledi, da je verjetnost, da
nobena točka ne bo v tem intervalu enaka (1− p)n. Posledično je verjetnost,
da bo vsaj ena točka znotraj intervala enaka p∗, kjer je:
p∗ = 1− (1− p)n. (2.5)
Na primer: če predpostavimo, da je delež vrednosti oddaljen manj kot ξ
od minimuma enak 5 % in da je zaželena verjetnost, da bo vsaj ena evalvirana
točka blizu minimuma ciljne funkcije F večja ali enaka 95 %, potem je dovolj
60 iteracij RS [11].
RS ima še eno izrazito prednost nad GS. Empirično je bilo pokazano,
da je zmogljivost modela na različnih podatkovnih množicah bolj občutljiva
na spremembe določenih hiperparametrov [35]. Ta pojav se imenuje nizka
efektivna dimenzionalnost. Hkrati je bilo pokazano, da se hiperparametri, za-
obseženi v efektivni množici, razlikujejo za različne podatkovne množice [35].
RS v istem številu iteracij pokrije več distinktnih točk kot GS v prostorih z
nizko efektivno dimenzionalnostjo.
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Slika 2.1: Slika prikazuje optimizacijo funkcije z nizko efektivno dimenzional-
nostjo. Nad vsako točko, ki predstavlja preizkus, je pokazan razpon pomembnih
parametrov in levo od vsake točke razpon nepomembnih parametrov. Kljub deve-
tim točkam GS evalvira samo tri distinktne točke v efektivnem prostoru, medtem
ko jih RS devet. Ta lastnost GS je pravilo in ne izjema v visoko dimenzionalnih
prostorih [35].
2.6 Bayesovska optimizacija
Čeprav metoda RS v primerjavi z GS hitreje doseže minimum ciljne funk-
cije F , je metoda še vedno relativno počasna. Izboljšava je tako imenovana
Bayesovska optimizacija ali BO [77].
BO je zaporeden iterativen algoritem za iskanje globalnega optimuma θ∗




V primerjavi z RS je BO sestavljena iz dveh faz: inicializacijske faze, v kateri
metoda evalvira naključne ali prednastavljene točke [50] in optimizacijske
faze, v kateri na podlagi verjetnostnega modela metoda izbira naslednje točke
za evaluacijo.
Osnovna prednost BO pred RS ali GS je, da hitreje konvergira k mini-
mumu ciljne funkcije F , saj je v primerjavi z RS in GS bolj fokusirana na
izboljšavo ciljne funkcije kot na preiskovanje prostora hiperparametrov Θ.
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Vsaka iteracija optimizacijske faze je sestavljena iz: posodobitve verje-
tnostnega modela V , izbire naslednje točke za evaluacijo na podlagi modela
V in evaluacijo modela v tej točki.
Podajmo množico do zdaj evalviranih kombinacij hiperparametrov D
D = {(θ0, F0), (θ1, F1), ..., (θn, Fn)}, (2.7)
pri čemer je Fi ciljna funkcija F evalvirana v točki θi:
Fi = F (θi). (2.8)
Uporabljena ciljna funkcija F v naši diplomski nalogi je kar funkcija izgube
modela L, lahko pa je tudi bolj kompleksna. Množico zaradi praktičnih
razlogov razdelimo na množico evalviranih točk Dθ in množico evaluacij DL
Dθ = [θ0, θ1, ..., θn]T
DL = [L0, L1, ..., Ln]T
(2.9)
Verjetnostni model V vzame za vhod točko interesa θ in vrne predposta-
vljeno verjetnostno porazdelitev ciljne funkcije F (θ):
F (θ) ∼ V (θ;D,w∗). (2.10)
w∗ je množica hiperparametrov modela V , pri kateri je razlika med vre-
dnostmi D′L, ki jih napove verjetnostni model V , in dejanskimi vrednostmi
DL najmanjša. Model V mora dobro aproksimirati ciljno funkcijo F in biti
več redov velikosti cenejši za evalvirati kot ciljna funkcija, da lahko služi kot
podlaga za izbiro naslednje točke.
Želimo maksimirati verjetnost p(w|D), da je naš verjetnostni model V , ki




Porazdelitev p(D) je apriorna verjetnost. p(D) je pogosto računsko ne-
rešljiva, vendar ima na srečo vlogo samo kot normalizacijska konstanta pri
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Pogosto uporabljamo verjetnostne modele, ki imajo konjugirane pare [4]
p(D|w) in p(w), ki nam omogočajo analitično izračunati posteriorno in apri-
orno verjetnost [74].












Dobljen verjetnostni model V 2.12 uporabimo v odločilni funkciji α. Od-
ločilna funcija α kot vhod upošteva porazdelitev F v točki θ in vrne oceno
optimalnosti te točke. Odločilno funkcijo α optimiziramo, da dobimo nasle-




Na splošno je verjetnostni model V zvezen in v splošnem nimamo za-
gotovil, da ima analitično rešitev [22]. Posledično bi optimizacija odločilne
funkcije α zahtevala neskončno evaluacij, kar seveda ni računsko možno. Zato
moramo pogosto enačbo aproksimirati z Monte Carlo vzorčenjem [74] ali iz-
brati, model kot so Gaussovi procesi, ki ima analitično rešitev. Gaussovi
procesi ali GP so natančneje obdelani v podpoglavju 3.1.1.
2.6.1 Osnovni algoritem BO
Spodaj je povzet osnoven algoritem BO. Verjetnostni model V je v vsaki
iteraciji posodobljen s podatki, pridobljenimi v prejšnji iteraciji z uporabo
Bayesovske regresije. Ni nujno da se verjetnostni model posodablja v vsaki
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iteraciji, vendar pa BO deluje pod predpostavko, da je evalvacija učnega
modela M , katerega hiperparametre optimiziramo, mnogo bolj časovno in
računsko zahtevna kot posodabljanje verjetnostnega modela V , zato se eval-
vacija v vsaki iteraciji splača.
Algorithm 1 Bayesian optimization
1: D = {}
2: for m = 1,2,... do . Inicializiraj D s m naključno
vzorčenimi točkami θ.
3: D = {D, (θm, F (θm))}
4: end for
5: for n = 1,2,... do
6: w∗ = argmaxw p(w|D) . posodobi verjetnostni model
7: θn+1 = argmaxθ α(θ;V ∗) . izberi naslednjo točko za
evaluacijo θn+1
8: Fn+1 = F (θn+1) . izračunaj vrednost ciljne funkcije F (θi+1)
v izbrani točki
9: D = {D, (θn+1, Fn+1)} . posodobi množico D
10: end for
11: Vrni D
Zgoraj je opisan algoritem BO iz scikit-optimize knjižnice [70], ki je bil






V tem poglavju predstavimo sestavne dele BO, splošno predstavljene v pod-
poglavju 2.6, kako so implementirani in kako rešujejo izzive predstavljene
v podpoglavju 2.3. Za verjetnostni model predstavimo najpogosteje upo-
rabljan model Gaussov proces ali GP [71]. Predstavimo in izpeljemo tudi
najbolj popularne odločilne funkcije: pričakovano izboljšavo ali EI, verje-
tnost izboljšave ali PI in spodnjo mejo zaupanja ali LCB. Za oba sestavna
dela podamo prednosti in slabosti ter kako te vplivajo na praktične probleme.
Najprej podajmo končne cilje implementacije BO, ki dajejo posamičnim
detajlom tega poglavja potreben kontekst za boljše razumevanje. Naš glavni
cilj je implementirati tak verjetnostni model in odločilne funkcije, da bo
evalvacija in optimizacija odločilne funkcije hitra. V nadaljnjem bomo poka-
zali, da ima vsaka od navedenih odločilnih funkcij na GP modelu analitično
obliko in analitičen gradient. Ti dve lastnosti nam omogočata uporabo hi-
trejših gradietnih optimizacijskih metod, kot so na primer kvazi-Newtonova




Pri izbiri verjetnostnih modelov lahko izbiramo iz dveh skupin modelov, in
sicer parametričnih in ne-parametričnih. Najbolj prepoznavni predstavniki
parametričnih modelov so nevronske mreže, linearna regresija in logistična
regresija, medtem ko so za neparametrične modele SVM, RF, DT; sem sodijo
tudi GP.
Parametrični modeli dosegajo pogosto višje stopnje natančnosti, vendar
so mnogo bolj togi. Zahtevajo določeno količino podatkov, imajo večjo ver-
jetnost prenasičenja in so bolj občutljivi na redundantne atribute problema.
Ker že iz predpostavk problema optimizacije hiperparametrov sledi, da je
točk malo in da bi želeli model posodabljati v vsaki iteraciji, uporabimo ne-
parametrične modele, prednost katerih je, da potrebujejo manj predpostavk
o podatkih za pravilno delovanje [16, 23].
3.1.1 Gaussovi procesi
Gaussov proces ali GP [71] si v grobem lahko predstavljamo kot verjetnostno
porazdelitev po funkcijah f .
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Slika 3.1: Primer prikazuje pet funkcij, vzorčenih iz apriornega GP. Osenčeno
območje je 2σ, kjer je σ varianca. Polna črna črta je enaka funkciji povprečja µ;
specifično je v tem primeru µ = 0.
Definicija 1. Gaussov proces je množica naključno porazdeljenih spremen-
ljivk X. Za vsako končno podmnožico x ⊂ X velja, da ima multivariantno
normalno porazdelitev.
V primeru optimizacije hiperparametrov je množica X enaka množici
hiperparametrov Θ ciljne funkcije F .
Trditev:
F ∼ GP (m, k). (3.1)
Zgornja izjava nam pove, da je ciljna funkcija F porazdeljena kot GP s funk-
cijo povprečja m in kovariančno funkcijo k. m in k predstavljata predhodno
znanje o problemu in za vhod vzameta množico lastnih hiperparametrov w.
Funkciji m in k sta bolj natančno opisani v razdelku 3.1.1.
Iz definicije 1 sledi, da lahko za končno množico hiperparametrov Dθ =
{θ0, ..., θn}, prevedemo GP na multivariantno normalno porazdelitev
F (θ;D,w) ∼ N(µ,Σ), (3.2)
kjer sta µ in Σ enaka
µi = m(θi;w), (3.3)
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Σij = k(θi, θj;w), (3.4)
kjer sta i 6= j in i, j ∈ 1, ..., n.
Napovedovanje vrednosti v množici podatkov brez šuma
Zgoraj prikazana porazdelitev po funkcijah predstavlja apriorno verjetnost.
Apriorna verjetnost ni odvisna od učnih podatkov, vendar samo podaja naše
predhodno znanje ali predpostavke o učnem problemu.
Iz apriorne verjetnosti želimo dobiti posteriorno, na podlagi katere bomo
lahko napovedovali še neevalvirane vrednosti θ∗. Predpostavimo množico že
evalviranih točk D = {i = 1, ..., n : (θi, Li)}, kjer θi predstavlja točko in Li
predstavlja vrnjeno vrednost v tej točki. Prav tako predpostavimo množico
še neevalviranih točk D∗ = {i = 1, ...,m : (θi, Li)}, kjer so θi točke, v katerih
želimo vrednosti Li napovedati. Iz definicije GP sledi, da je skupna verjetnost









normalno porazdeljena. V zgornji enačbi sta µ = m(θ) in µ∗ = m(θ∗) in Σ∗ =
k(θ, θ∗) in Σ∗∗ = k(θ∗, θ∗). Z uporabo standardnih pravil za izračun pogojne
verjetnostni normalne distribucije dobimo formulo za napoved verjetnostne
porazdelitve v točkah D∗:





Ker je D fiksen in D∗θ prednastavljen, je skupna verjetnost enaka pogojni









 =⇒ x|y ∼ N(a+CB−1(y−b), A−CB−1CT ),
(3.7)
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iz katere dobimo enačbo za pogojno verjetnost GP
D∗L|D,D∗θ ∼ N(µ∗ + ΣT∗Σ−1(DL − µ),Σ∗∗ − ΣT∗Σ−1Σ∗). (3.8)
Slika 3.2: Slika prikazuje pet funkcij, vzorčenih iz posteriornega GP brez šuma.
Varianca v evalviranih točkah je enaka nič; z oddaljevanjem od točk se varianca
povečuje. Čeprav je funkcija povprečja enaka nič, GP še vedno lahko natančno
modelira podatke.
Podajmo še nekaj lastnosti posteriorne verjetnosti. Izračun člena Σ−1
ima kubično časovno zahtevnost O(n3) glede na število že evalviranih točk
n, kar omeji uporabnost GP na nekaj 100. Varianca pogojne porazdelitve
je enaka apriorni varianci Σ∗∗ minus pozitivnemu členu, ki je odvisen od
že evalviranih podatkov. Posledično je posteriorna varianca vedno manjša
kot apriorna. Zgornja enačba je za podatke brez šuma, kar omogoča GP
natančno modeliranje podatkov. To je ena prednost neparametričnih mo-
delov - večina parametričnih modelov pogosto ne more modelirati podatkov
natančno.
Napovedovanje vrednosti množici podatkov s šumom
V praksi imamo pogosto opravka s šumom v naših opazovanjih. Šum je lahko
posledica napak pri zbiranju ali predprocesiranju podatkov; lahko je tudi po-
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sledica stohastične narave različnih učnih metod (npr. naključne inicializacije
uteži pri nevronskih mrežah). Da bi bila BO praktična je potrebno te pojave
zajeti v napovedni funkciji. Šum je podan s popravljeno objektivno funkcijo
F
′ = F + ε, kjer predpostavljamo, da je ε ∼ N(0, σ2I) in neodvisno dodan
vsaki naši evaluaciji. V praksi je šum podlaga za varianco v vsaki točki, saj
varianca ne more biti nižja od šuma. Iz tega sledi posodobljena posteriorna
verjetnost:
F
′ = F (θ) + ε, ε ∼ N(0, σ2n),
F ∼ GP (m, k), F ′ ∼ GP (m, k + σ2nδii‘),
(3.9)
kjer je δii′ = 1 iff i = i
′ (Kroneckerjeva delta).
Slika 3.3: Slika prikazuje pet funkcij vzorčenih iz posteriornega GP z aditivnim
Gaussovim šumom σ = 0.7. Osenčeno območje je enako 2σ, torej zajema 95 %
verjetnostnega prostora. Šum deluje kot osnova za varianco točk GP.
Jedra
Za GP potrebujemo funkcijo m(θ) in kovariančno funkcijo podobnosti točk
k(θi, θj).
Pogosto se uporablja konstantna funkcija povprečja m(θ) = 0 [72], saj
uporaba konstantne funkcije povprečja ne zmanjša ekspresivne moči GP.
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Kljub temu pa nikakor ni nujna uporaba m(θ) = 0 in uporaba linearnih
in nelinearnih funkcij povprečja je možna in ima praktične prednosti, kot sta
npr. interpretabilnost in podajanje apriornih verjetnosti [27]. Ker so pred-
postavke za BO, da o ciljni funkciji in posledično apriorni verjetnosti vemo
zelo malo privzamemo, da je m(θ) = 0. Bolj detajlno je uporaba linearnih in
nelinearnih funkcij povprečja opisana v poglavju 2.7 od [72].
Slika 3.4: Slika prikazuje pet funkcij vzorčenih iz apriornega GP s funkcijo pov-
prečja m(θ) = 0.25θ2.
Za funkcijo k(θ, θ′) mora veljati, da je pozitivno definitna. Pogosto velja,
da imajo točke, ki so si v prostoru blizu, podobne vrednosti. Predstavljeni
jedri imata to lastnost.
Ena od najpogosteje uporabljanih kovariančnih jeder je “radial basis func-
tion” ali RBF, ki ima naslednjo obliko:





k(θ, θ′) = e−
d2
2l2 , d = ||θ − θ′ ||
(3.10)
l je prost parameter in omogoča spreminjanje skale vhodov v funkcijo k. Če
je l vektor, je možno za vsak hiperparameter posebej nastaviti skalo. To je
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uporabno, saj imajo hiperparametri pogosto različna definicijska območja,
kar je potrebno upoštevati.
RBF jedro je neskončno-krat odvedljivo in stacionarno, kar pomeni, da
funkcija RBF ni odvisna od vrednosti θ, in θ′ , ampak je odvisna le od razda-
lje med njima. Odvedljivost jedra RBF je potrebna za pridobitev gradienta
odločilnih funkcij, medtem ko stacionarnost RBF povzroči, da je GP invari-
anten na translacijo.
Slika 3.5: Slika prikazuje RBF jedra s parametri l = 10, l = 1 in l = 0.1. Iz slike
je razvidno, kako se z večanjem parametra l veča razdalja, na kateri so si točke
še podobne. Funkcija je omejena samo na pozitivne vrednosti, saj je parameter d
vedno večji od 0.
Slabost jedra RBF je, da je preveč gladko, zato je vprašljivo kako na-
tančno lahko modelira resnične procese, ki načeloma niso tako gladki kot je
jedro RBF [25, 81].
Posplošitev jedra RBF je družina pogosto uporabljanih stacionarnih jeder















kjer je Γ gamma funkcija, Kv je modificirana Besslova funkcija. ρ in ν sta
hiperparametra funkcij K in Γ. Hiperparameter ν podaja gladkost Matern
jedra.
Gaussov proces, ki uporablja Matern jedro Cν , lahko odvajamo dνe − 1
krat. V primeru, da je v = 1 je Matern jedro ekvivalentno eksponentnemu
jedru, medtem ko je v limv→∞ jedro ekvivalentno jedru RBF. Matern jedro je
najpogosteje uporabljana funkcija kovariance za GP. V praksi se uporabljajo
Matern jedra oblike v = p + 1/2, kjer je p pozitivno celo število. Za to
podmnožico Matern jeder je značilno, da imajo poenostavljeno analitično
obliko. Kot primer podamo najpogosteje uporabljano jedro Matern5/2.











Matern5/2 je uporabljena v BO metodi od knjižnice uporabljene v tej di-
plomski nalogi. Na sliki 3.6 je prikazan graf funkcije Matern5/2:
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Slika 3.6: Slika prikazuje RBF jedro s parametrom l = 1, l = 0, 5 in l = 0, 35.
Iz slike je razvidno, da se z večanjem parametra l večja predpostavljana razdalja
počasneje kot pri RBF ter da predpostavljana točka z največjo podobnostjo ni
točka na razdalji nič. Funkcija je omejena samo na pozitivne vrednosti, saj je
parameter d vedno večji od 0.
Optimizacija hiperparametrov od GP
Pri opisu jeder smo omenili, da imajo jedra svoje lastne hiperparametre; prav
tako imamo še šum σn. Hiperparametre lahko ročno nastavimo, če imamo
dovolj podatkov predhodni porazdelitvi. Pogosto teh podatkov nimamo, zato
uporabimo hierarhično apriorno verjetnost, kjer sta funkcije povprečja in
kovariance parametrizirane s svojimi hiperparametri. Hiperparametre GP
združimo v vektor hiperaparametrov w in dobimo posodobljeno vrednost
funkcije V (θ) ∼ N(m(θ), K(w, θ, θ′)). Da dobimo optimalne hiperparametre
w maksimiramo po logaritmu verjetnosti evalviranih podatkov D glede na
množico hiperparametrov w:
M = log p(DL|Dθ, w) = −
1








To količino imenujemo marginalna verjetnost. Zdaj lahko najdemo optimalne
hiperparametre na podlagi delnih odvodov marginalne verjetnosti
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kjer so wkj in wmi posamezni hiperparametri jedra in povprečja. Za op-
timizacijo te enačbe lahko uporabimo množico numeričnih optimizacijskih
iterativnih metod, kot so na primer Broyden–Fletcher–Goldfarb–Shanno al-
goritem ali BFGS [3] in stohastičen gradientni spust ali SGD [20].
Glede na to, da je funkcija hiperparametrov pogosto nekonveksna z več
lokalnimi optimumi, ki so mnogo slabši od glabalnega optimuma, se pogosto
uporablja tehnika naključnega ponavljanja za povečanje verjetnosti, da bo
algoritem konvergiral v globalni optimum.
Dodajmo še, da je potrebno izračunati inverz in determinanto kovari-
ančne matrike Σ; oba od teh izračunov imata kubično časovno zahtevnost
v odvisnosti od števila točk že evalviranih. Prav tako zgornja enačba trpi z
numerično nestabilnostjo [83].
3.2 Odločilne funkcije
V zadnjem podpoglavju smo predstavili najpogosteje uporabljani nadomestni
model GP. V tem podpoglavju predstavimo uporabljene odločilne funkcije EI,
PI in LCB in obrazložimo ključne prednosti in slabosti le-teh.
3.2.1 PI
Verjetnost izboljšave ali PI je bila prva odločilna funkcija uporabljena na
BO. Je ena izmed odločilnih funkcij, ki se osredotočajo na izboljševanje re-
zultatov [74]. Predpostavimo, da je Fmin do zdaj minimalna dosežena vre-
dnost ciljne funkcije F in da je posteriorna verjetnost nadomestnega modela
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za točko θ enaka N(µn, σn). Iz tega sledi, da se da PI analitično izraču-
nati [74] [39]:
αPI(θ;Dn) = P (F (θ) < Fmin − ξ|Dn) = Φ
(




kjer je Φ kumulativna gostota normalne porazdelitve in ξ minimalna zaželena
izboljšava.
Slabost funkcije PI je, da je preveč eksploitacijska, torej se pogosto ustavi
v lokalnih minimumih. Razlog je, da je funkcija odvisna samo od verjetnosti
izboljšave, ne pa tudi od količine izboljšave. Na primer: če imamo izboljšavo
θ1, ki nudi 99 % verjetno izboljšavo za 1 % in izboljšavo θ2, ki nudi 90 %
verjetno izboljšavo za 90 % bo funkcija izbrala točko θ1.
Parameter minimalne zaželene izboljšave ξ zmanjša eksploitacijsko kom-
ponento PI, saj GP točkam θ, ki so si blizu na hiperravnini Θ, napove po-
dobne vrednosti. Slabost tega pristopa je, da je funkcija močno odvisna od
pravilne izbire parametra ξ [39].
3.2.2 EI
Pričakovana izboljšava ali EI je prav tako odločilna funkcija, ki se osredo-
toča na izboljšavo. Funkcija EI optimizira pričakovano izboljšavo. Funkcija
izboljšave je definirana kot:
I(θ) = max(0, Fmin − ξ − F (θ)), (3.16)
iz česar sledi analitična oblika EI:
αEI = σn
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Prednost EI pred PI je, da je manj nagnjena k požrešnemu iskanju, saj
je večja verjetnost, da bo EI izbrala točko bolj oddaljeno od minimuma kot
PI, ker upošteva tudi izboljšavo, ki je blizu znanih točk zaradi rigidnosti
modela majhna. Pri EI se tudi pogosto uporablja parameter za usklajevanje
eksploracije in eksploitacije ξ, vendar EI ni tako občutljiva na spremembe
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parametra ξ. V empiričnih rezultatih je vrednost ξ = 0, 01 skoraj vedno
vrnila dobre rezultate [67]. EI ima dokazano hitrost konvergiranja [42].
3.2.3 LCB
Spodnja meja zaupanja ali LCB je pogosto uporabljana optimistična odlo-
čilna funkcija [74]. Optimistična v smislu pozitivnega pogleda na nedolo-
čenost. Funkcija LCB vzame najnižjo vrednost v mejah zaupanja. Meje
zaupanja v točki θ so definirane s povprečjem v točki µn in varianco v točki
σn
αLCB = µn(θ)− κσn, (3.18)
kjer je κ parameter zaupanja funkcije LCB, ki določa koliko optimistična
je odločilna funkcija LCB. Obstajajo teoretične smernice kakšno vrednost κ
nastaviti [79].
LCB ima največjo komponento eksploracije izmed vseh treh predstavlje-
nih odločilnih funkcij, zato je primerna za iskanje v višje-dimenzionalnih
prostorih, kjer je veliko prostora ne-eksploriranega. LCB ima dokazane meje
kumulativne izgube [74].
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Slika 3.7: Slika prikazuje funkcije PI, EI in UCB v odvisnosti od posteriornega
GP ter lastnih parametrov. Maksimum vsake funkcije je prikazan z rdečim triko-
tnikom [39].
3.2.4 Portfelji odločilnih funkcij
Empirično raziskave kažejo na to, da je optimalna odločilna funkcija odvi-
sna od problema in samotne iteracije optimizacije, zato se odločilne funkcije
pogosto združi v portfelje funkcij. BO v vsaki iteraciji izbere najbolj opti-
malno odločilno funkcijo iz portfelja. Za izbor optimalnih funkcij obstaja več
strategij ali funkcij, ki ocenijo predpostavljano uspešnost funkcije.
GP-Hedge je eden od takih portfeljev. Uporablja Hedge algoritem [31], ki
na podlagi pretekle uspešnosti oceni ustreznost funkcije v določeni iteraciji.
Slabost algoritma je, da ne upošteva, koliko informacije smo pridobili z izbiro
določene točke.
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ESP ali entropy search portfelj izbira med odločitvami na podlagi infor-
macijskega pribitka o minimumu [75]:
αESP (θ;Dn) = Ey|Dn,θ[H[θ∗|Dn ∪ (θ, L)]]. (3.19)
Torej vsaka odločilna funkcija v portfelju poda svojo predlog, katero nasle-
dnjo točko naj se evalvira. Iz predlaganih točk funkcija αESP izbere tisto, ki
najbolj zmanjša nedoločenost minimuma v posteriornem GP.
3.3 Paralelizacija
BO je v osnovi zaporeden algoritem, saj se mora ena evaluacija končati za iz-
vedbo druge. Paralelizacija naj bi nudila znatno zmanjšanje časa potrebnega
za optimizacijo [60, 77].
Ginsbourger et al. [56] je predlagal več načinov paralelizacije na podlagi
imputacije rezultatov trenutno izvajanih paralelnih evaluacij. Predposta-
vimo, da imamo množico Dn = {θn, Ln} že evalviranih rezultatov in mno-
žico še neevalviranih točk Dp = {θp}; potem imputirajmo Dp = {θp,
∼
Lp}.
Enostavna strategija je konstanten lažnivec, kjer
∼
Lp = a in a je konstanta.
Druga možnost je Krigin believer, kjer uporabimo GP funkcijo povprečja
∼
Lp = µn(θp). Pristop v [77] je uporabil uteženo vsoto S fantazij vzorčenih


















3.4 Diskretni in kategorični parametri
BO na podlagi GP je v osnovi namenjen optimizaciji zveznih realnih hiper-
parametrov, vendar veliko standardnih učnih modelov uporablja numerične
in kategorične hiperparametre. Pristop uporabljen v knjižnici skopt upora-
blja transformacijo iz kategoričnih in numeričnih prostorov v zvezen prostor.
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Transformacija je izvedena pred vnosom v originalno jedro in povprečje:
m
′(θ) = m(T (θ)),
k
′(θ, θ′) = k(T (θ), T (θ′)).
(3.21)
Za numerične parametre transformacija zaokroži vrednosti k najbližjemu
celemu številu. Kategorični parametri so pred optimizacijo avtomatično one-
hot kodirani. Kategoričnemu vhodnemu vektorju se zaokroži največjo kom-
ponento na 1 in ostale na 0.
Intuitivno funkcija k′ numeričnih vrednosti preslika v zvezen prostor, kjer
je ohranjena ordinalnost in razdalja med vrednostmi, medtem ko kategorične
vrednosti razdeli na več dimenzij, saj bi preslikava v zvezen prostor dodala
spremenljivkam lastnosti, kot so ordinalnost in razdalja, ki jih kategorične
spremenljivke nimajo [55].
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Slika 3.8: Slika prikazuje povprečje in kovarianco za posterioren GP za numerično
spremenljivko, primerjano s posterionim GP za realno spremenljivko. Dodajmo še,
da je slika za eno dimenzijo one-hot kodiranega vektorja kategorične spremenljivke
ista; edina razlika je, da proster vsebuje dve numerični spremenljivki nič in ena,
ne pa pet [55].
Opazimo da se pri kategoričnih vhodih dimenzionalnost problema močno
poveča. Predpostavljamo, da ima to negativen vpliv na BO in stvar preve-
rimo pri eksperimentu 5.11.
3.5 Pogojni parametri
Pogojni hiperparametri so prisotni pri mnogih učnih modelih. Predlagana je
uporaba jeder, ki upoštevajo pogojnost teh parametrov [68].
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Imputacija neizpolnjenih pogojnih hiperparametrov pred vstopom v jedro
s konstantno vrednostjo nastavi doprinos neizpolnjenih pogojnih k varianci
na 0. Pristop je hiter in enostaven za implementirati.
Če predpostavljamo, da razlika v pogojnih hiperparametrih vodi do po-
polnoma drugačnega modela, lahko uporabimo hierarhična jedra, ki imajo to
lastnost, da so vse kovariance med točkami, ki nimajo iste vrednosti pogojnih
parametrov, nastavljene na 0.
Predlagana je bila tudi uporaba jeder, ki imajo podobne lastnosti kot
RF in lahko dobro modelirajo kompleksne prostore. Primeri takih jeder so
Lapraceovo jedro in Mondrianovo jedro.
Ker v dokumentaciji skopt nismo našli omenjene rešitve za ta problem,
smo se uporabi pogojnih spremenljivk izogibali; edina uporaba je bila pri
eksperimentu na učni množici MNIST(razdelek 5.4), ki kaže na to, da BO
še vedno deluje pod temi pogoji, vendar predpostavljamo, da je delovanje
slabše, saj GP ne uporablja podatka, da optimizirani model ni odvisen od
stopnje polinoma, če jedro ni polinomično in mora to lastnost modelirati.
Slika 3.9: Slika prikazuje kovariančne matrike za jedra laplace in mondrian za
tri pogojne spremenljivke(a, b, c) [68].
Poglavje 4
Uporabljeni učni modeli
V tem poglavju predstavimo pet učnih modelov, ki so bili uporabljeni v
naših eksperimentih. Vsak model povzamemo in predstavimo hiperparametre
modela, ki smo jih optimizirali.
4.1 SVM
SVM [46] je ML algoritem, ki deli podatke z uporabo visoko ali neskončno
dimenzionalnih hiperravnin. Uporablja se za klasifikacijo, regresijo in gruče-
nje.
Intuitivno želimo maksimirati razdaljo med različnimi razredi. To dose-
žemo tako, da maksimiramo razdaljo med najbližimi točkami, imenovanimi









yi(wTφ(xi)− b) ≥ 1− ζi ∧ ∀i : ζi ≥ 1,
(4.1)
kjer je ζi = max(0, 1−yi(wTφ(xi)−b)) in φ je jedro uporabljeno za preslikavo
točk dataseta iz linearnega prostora v nelinearne višje dimenzionalne pro-
store. Intuitivno želimo maksimirati oddaljenost točk od hiperavnine, tako
da minimiziramo wTw; hkrati kaznujemo algoritem za napačno klasificirane




• C: obratna regularizacija. Regularizacija se veča obratno sorazmerno
s C.
• γ: obratna vrednost polmera podobnosti. Z večanjem γ se veča med-
sebojna oddaljenost točk v preslikavi; pri velikih vrednostih pride do
overfittinga, pri majhnih pa do underfittinga.
• stopnja polinoma se uporablja samo za polinomično jedro.
• jedro: transformacija v višje dimenzionalne prostore. Za jedro φ se
uporabljamo naslednje jedrne funkcije:
– linearna: 〈 x, x′〉,
– polinomska: (γ〈 x, x′〉+ r),
– rbf: eγ||x−x
′ ||,
– sigmoidna: tanh(γ〈 x, x′〉).
4.2 Naključni gozdovi
Naključni gozdovi ali RF [38] [37] je ansamblska bootstrap metoda za kla-
sifikacijo in regresijo. Uporablja ansamble odločilnih dreves ali decision
trees(DT). V primeru klasifikacije vrne modus napovedanih vrednosti DT; v
primeru regresije vrne povprečje.
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Algorithm 2 Random Forests
1: Imamo podan dataset X.
2: for n = 1, 2, ..., n_estimators do
3: Generiraj bootstrap vzorec velikosti max_samples iz
originalnih dat.
4: Zgradi odločilno drevo iz bootstrap vzorca
5: for Za vsako delitev do
6: Naključno izberi vzorec značilk velikosti
max_features.
7: Izberi delitev iz vzorca značilk, ki optimizira
informacijski pribitek.





13: Vrni ansambel dreves
Hiperparametri
• št. dreves: poda število dreves, uporabljenih v RF modelu. Večja
števila zmanjšajo varianco in povečajo čas, potreben za učenje.
• velikost vzorca: poda velikost naključnega vzorca, uporabljenega za
učenje DT. Prevelike vrednosti vodijo v overfitting.
• št. značilk: poda velikost naključnega vzorca značilk, upoštevanega
pri vsaki delitvi vozlišča DT.
• globina dreves: poda maksimalno globino dreves. Premajhne vredno-
sti parametra povečajo pristranskost DT, medtem ko prevelike vodijo
v overfitting.




Gradient Boosting [53] je algoritem strojnega učenja, uporabljan za regresijo
in klasifikacijo. Algoritem uporablja skupino šibkih napovednih modelov, ki








Model se začne s konstantnim klasifikatorjem γ. Izbran je takšen γ, ki mi-
nimizira napako modela. Pri regresiji je γ najpogosteje povprečje vrednosti
y; pri klasifikaciji je γ najpogosteje modus vrednosti y. V vsaki naslednji
iteraciji uči model hm iz množice implementiranh modelov H, ki minimizira











L(yi, Fm−1(xi) + hm(xi))
] (4.3)
Najpogostejše uporabljani napovedni modeli so odločilna drevesa, zato
podamo še implementacijo z odločilnimi drevesi. Predpostavimo naučen mo-
del DT v iteraciji m. Naj bo jm število listov. DT razbije učno množico






kjer je bjm napovedana vrednost in 1Rjm vektor, ki ima vrednost ena v regiji
Rjm. Model DT se uteži tako, da minimizira izgubo in se prišteje končnemu
modelu:





Friedman [53] je predlagal uporabo ločenih uteži γ za vsako regijo.
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Hiperparametri
• št. dreves: premajhno število dreves underfita dataset, medtem ko
preveliko overfita, (parameter se lahko nastavi tudi s predčasnim usta-
vljanjem).
• vzorec: delež primerov uporabljen za učenje vsakega drevesa. Vzorče-
nje je naključno.
Tipične vrednosti: [0.3, 1.0].
• hitrost učenja: uteži doprinos vsakega napovednega modela k XGBo-
ost. Manjše vrednosti povečujejo robustnost modela in hkrati poveču-
jejo čas, potreben za učenje modela.
Tipične vrednosti: [0.01, 0.2].
• max. globina dreves: večja globina drevesa omogoča modelu, da
se nauči relacije specifične vzorcu in hkrati povečuje čas in spomin,
potreben za učenje modela.
Tipične vrednosti: [3, 10].
Model ima tudi druge hiperparametre [70]. Število hiperparametrov je močno
omejeval GS, saj ta metoda raste eksponencialno s številom parametrov.
4.4 Extreme Gradient Boosting
Zelo popularna verzija GBoosta je ExtremeGradientBoosting ali XGBoost,
ki namesto funkcije izgube L uporablja aproksimiran drugi odvod funkcije
izgube [43].
Hiperparametri
• Hitrost učenja: uteži doprinos vsakega napovednega modela k XGBo-
ost. Manjše vrednosti povečujejo robustnost modela in hkrati poveču-
jejo čas, potreben za učenje modela.
Tipične vrednosti: [0.01, 0.2].
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• Maksimalna globina drevesa: večja globina drevesa omogoča mo-
delu, da se nauči relacije specifične vzorcu in hkrati povečuje čas in
spomin, potreben za učenje modela.
Tipične vrednosti: [3, 10].
• Gamma: Vozlišče se razcepi samo, če je rezultat cepitve zmanjšanje
izgube. Gamma podaja minimalno zmanjšanje, potrebno za cepitev.
Večje vrednosti Gamma povečajo regularizacijo. Tipične vrednosti:
[0.0,∞].
• Vzorec: poda delež naključno vzorčenega dataseta, ki naj se uporabi
pri učenju napovednega modela. Manjše vrednosti so sorazmerne z
večjo regularizacijo.
Tipične vrednosti: [0.3, 1.0].
• Delež značilk na vsako drevo je eno od možnih vzorčenji, ki omo-
goča vzorčenje za vsak posamični napovedni model. Manjše vrednosti
so sorazmerne z regularizacijo.
Tipične vrednosti: [0.3, 1.0].
• Minimalna teža potomca poda minimalno vsoto uteži v vsakem
potomcu. Večje vrednosti onemogočajo napovednemu modelu učenje
vrednosti, ki so specifične izbranemu vzorcu.
Tipične vrednosti: [0.0,∞].
XGBoost model ima tudi druge parametre; navedeni so samo optimizirani
parametri [28].
4.5 CNN
Konvolucijske nevronske mreže ali CNN [5] so specializirana vrsta nevronskih
mrež, ki uporabljajo konvolucijo namesto matričnega množenja na vsaj enem
sloju. CNN so bolj regularizirana vrsta večplastnega perceptrona. Upora-
bljena nevronska mreža [41] uporablja dva Visual Geometric Group (VGG)
bloka. VGG arhitekturni principi so natančneje opisani v članku [76].
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Slika 4.1: Slika kaže programsko kodo uporabljenega CNN modela. Model je
sestavljen iz dveh modificiranih VGG blokov in enega aktivacijskega sloja in soft-
max sloja. Vsak VGG blok vsebuje dva konvolucijska sloja, en združevalni sloj in
en osipni sloj. Sloji so v istem zaporedju, kot so bili našteti.
Model je bil implementiran s knjižnico Keras. Za GPU pospeševanje je bil
uporabljen tensor prevajalnik PlaidML [17]. Uporabljen je bil lasten osebni
računalnik. Želeli smo uporabiti še batch normalizacijo, vendar je isti model
s paketno normalizacijo med učenjem vrnil točnost 0 in izgubo NaN. Hrošč
je najverjetneje tvegano stanje, skrito nekje v prevajalniku PlaidML. Našli
smo naslednje podobne hrošče: PlaidML#Issue26, PlaidML#Issue168.
Hiperparametri
• hitrost učenja nam pove, koliko se model spremeni pri vzvratnem
učenju;
• aktivacijska funkcija: RELU in ELU sta popularni aktivacijski funk-
ciji, uporabljeni v NN z vzvratnim učenjem. Obe sta nelinearni funkciji,
ki se v območju x > 0 obnaša kot linearna. RELU je na območju x < 0
enaka 0. ELU se na območju x < 0 gladko približuje -1;
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• dropout [40] [80]: regularizacijska metoda, pri kateri se vhodne enote
naključno nastavijo na 0 z verjetnostjo p. Tipične vrednosti: [0.2,0.5];
• L2: regularizacija, znotraj slojev;
• razpad: regularizacija, uporabljena v optimizatorju;
• batch size [61] [26]: velikost učne podmnožice nam pove, kolikšen
delež dat se uporabijo za treniranje modela v vsaki iteraciji. Manjše
učne množice imajo regularizacijski vpliv, zmanjšajo prostor, potreben
za učenje, in čas, potreben za učenje določene iteracije, vendar posle-
dično povečajo število iteracij, potrebno za učenje. Tipične vrednosti:
{32, 64, 128, 256, 512}.
Poglavje 5
Eksperimenti
V tem poglavju najprej z različnimi BO odločilnimi funkcijami optimiziramo
funkcijo RastrigIN. Potem z BO optimiziramo 5 modelov: SVM, RF, GBo-
ost, XGBoost in CNN. Učni modeli so bili trenirani na 10 različnih datasetih:
MNIST(SVM), UCI Adult(RF), UCI Thyroid(RF), UCI Wine Quality(RF),
UCI Wine(GB), UCI Parkinsons(GBoost), DiseaseBIN(XGBoost), Disease-
MUL(XGBoost), GroupsMUL(XGBoost), CIFAR-10(CNN). Dobljene rezul-
tate smo analiziramo na podlagi konvergence minimuma optimizirane ciljne
funkcije in hitrosti izvajanja in primerjali z rezultati iz literature. Pri analizi
sta podlaga RS in GS.
Pri vseh funkcijah je bilo uporabljeno enako število iteracij. V primeru
predčasnega ustavljanja je točka zaustavitve jasno razvidna iz grafa.
GS zaradi eksponencialno rastoče časovne zahtevnosti ni bil uporabljen
pri eksperimentih, kjer je uporabljena časovno zahtevna objektivna funkcija
in je bilo število parametrov večje od 4.
Eksperimenti so bili poganjani na dveh računalnikih, našem osebnem ra-
čunalniku: Windows 10 OS, AMD FX-8320 CPU, 8 GB RAM, AMD Radeon





Eksperimenti so implementirani v programskem jeziku Python. Za metode
BO, RS in GS smo uporabljali implementacije iz knjižnice scikit-optimize [70].
Knjižnica ima dve implementacij metode BO, in sicer BayesSearchCV in
gp_minimize. Uporabili smo gp_minimize, saj ima manj restriktivno ogrodje,
kar je prednost pri analizi BO. Za metodo RS je bila uporabljena dummy_minimize,
medtem ko je bil za GS uporabljen ali GridSearchCV ali lastnoročno im-
plementirana verzija, ki je omogočala predčasno ustavljanje. Za BO obstaja
še veliko drugih knjižnic [69, 32, 33, 49, 29, 63, 70, 36].
Za merjenje trajanja vsake iteracije smo uporabljali python knjižnico
time; za izrisovanje grafov pa smo uporabljali knjižnico matplotlib.
5.2 Okvir
Implementirali smo okvir za izvajanje eksperimentov za BO in analizo le-te.
V vsaki iteraciji se shranijo evalvirana točka, dosežena vrednost in čas od
začetka izvajanja optimizacije. Tako delovanje je izključno praktične narave,
saj nekaj eksperimentov traja več dni in bi bili v primeru nepredvidanih
napak vsi podatki izgubljeni. Hkrati nam shranjene točke omogočajo tudi
druge morebitno nepredvidene analize, ne da bi eksperimente morali ponovno






Točke se med eksperimentom shranjujejo v experiments/<id>/<opt>_<ponovitev>
.csv datoteko. V descriptions/ se hranijo generirani opisi eksperimentov,
ki vsebujejo ime objektivne funkcije, št.iteracij, iskalni prostor in št. inicial-
nih točk. Po izvedbi eksperimenta se ustvari graf konvergence, ki se shrani v
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direktorij images/. Okvir lahko uporablja predčasno ustavljanje. Implemen-
tirana je podpora za EI, PI in LCB. Id se avtomatično posodablja v vsaki
iteraciji. Eksperiment je možno tudi med izvajanjem ustaviti in ponovno
pognati.
Za naključno inicializacijo BO se uporablja prvih n točk RS, saj nam to
omogoča primerjavo optimizacijskega dela BO z RS, torej lahko trdimo z
gotovostjo, da pridobljene razlike med BO in RS niso posledica slabih ali do-
brih naključno pridobljenih inicializacijskih točk, ki jih uporablja BO. Število
inicializacijskih točk n je lahko poljubno, vendar smo se glede na empirične
rezultate, pridobljene v razdelku 5.3, odločili uporabiti n = 10. Inicializacija
z uporabo istih naključnih točk je bila empirično overjena in izkazalo se je,
da zmanjša variacijo rezultatov BO relativno na RS. Posledica zmanjšane
variacije je boljša reproducibilnost in zmanjšano število potrebnih evaluacij
modela BO.
Eksperimenti so bili pognani m-krat za zmanjšanje optimizacijske vari-
ance. GS je zaradi eksponencialne časovne rasti pognan samo enkrat in
potem so rezultati naključno premešani, da se odstrani vpliv zaporedja pa-
rametrov in zaporedja vrednosti parametrov.
Primerjanje GS z RS in BO je bilo težavno. Za razliko od BO in RS je
GS požrešna metoda, ki raste eksponencialno s številom parametrov, kar nas
omejuje na nizkodimenzionalne iskalne prostore.
RS in BO sta pogosto uporabljali predčasno ustavljanje. V primeru, ko
se je ena od m optimizacij predčasno končala, se je pri povprečenju privzela
njena najnižja vrednosti. Če bi ena odm instanc eksperimenta trajala mnogo
dlje od drugih, bi lahko dobili zavajajoče rezultate. Pridobljene podatke smo
ročno pregledali. Instance so imele podobno število iteracij.
GS je bil pognan samo enkrat; potem smo premešali točke in njihove
evaluacije, da bi odstranili vpliv zaporedja točk. Povprečili smo toliko pre-
mešanih GS rezultatov, da smo odstranili vpliv zaporedja točk na izvajanje.
Empirično smo ugotovili, da povprečenje vsaj dvesto premešanih instanc GS
rezultatov nudi zadovoljive rešitve. Ker pa premešanje in povprečenje nista
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bila časovno zahtevna, smo uporabili tisoč premešanih instanc GS rezulta-
tov. Pri eksperimentu 5.11 je bil uporabljen ročno implementiran GS, ki je
premešal zaporedje parametrov in vrednosti in evalviral samo prvih m točk,
saj je imel eksperiment več kot 4 dimenzije in bi bilo potrebnih zelo veliko
iteracij GS, ki ne bi bile uporabljene v analizi.
Čas se je računal samo za BO in RS, saj smo predpostavljali, da ima GS
podobno paralelizabilnost kot RS.
5.3 RastrigIn




(x2i + Acos2πxi) (5.1)
Enostavna optimizacijska funkcija nam omogoča pregledati več odločilnih
funkcij in jih med sabo primerjati, saj jo je možno hitro evalvirati.
Funkcija ima samo en globalen minimum v točki f(0, 0, ..., 0) = 0. Znan
minimum nam omogoča določiti ali je funkcija resnično konvergirala v glo-
balen minimum ali ne.
RastrigIn specifično ima par prednosti nad ostalimi optimizacijskimi funk-
cijami. RastrigIn je posplošen na poljubno mnogo dimenzij, kar omogoča
analizo vpliva dimenzionalnosti na optimizacijo; hkrati služi kot bolj rea-
lističen primer optimizacije, saj ima večina optimiziranih primerov več hi-
perparametrov kot 2 ali 3. Druga prednost je poljubna težavnost podana s
parametrom A, ki omogoča analizo optimizacije različno težavnih funkcij.
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Slika 5.1: Slika prikazuje RastrigIn funkcijo s parametroma A = 1, 10, 100. V
primeru A = 1 je funkcija podobna krogli.
Izvedli smo 27 eksperimentov, kjer smo testirali vpliv števila inicialnih
točk, števila dimenzij in težavnosti ter primerjali odločilne funkcije med sabo.
Vsi eksperimenti so bili izvedeni na šolskem strežniku. Uporabljene odločilne
funkcije so bile EI, PI, LCB. Podlaga za BO je bil RS. Kot vrednost funkcije
smo vzeli horizontalno razliko do globalnega minimuma. Uporabljeno je bilo
predčasno ustavljanje po 20 iteracijah brez izboljšave.
Optimizacijam smo izračunali uteženo umestitev (1-4). Najboljši pov-
prečni rezultat je imela LCB (1.74), potem PI (2.03), EI (2.22), RS (4).
RS je bila vedno najslabša: je najpočasneje konvergirala in je bila pogosto
predčasno ustavljena ter je konvergirala najdlje od optimuma.
Izračunali smo kovariance dosežene optimizacije v odvisnosti od različ-
nih metrik. Ugotovili smo, da sta težavnost in dimenzionalnost pozitivno
korelirana z razdaljo od globalnega minimuma, saj so bile vse kovariance
pozitivne.
Najmanj vpliva je imela dimenzionalnost na LCB, potem PI, EI in RS.
Največ vpliva je imela težavnost na RS, potem na LCB, EI, PI. Število ini-
cialnih točk je bilo slabo korelirano z optimizacijo. Korelacije so bile na
splošno majhne v primerjavi s korelacijami za težavnost in dimenzionalnost.
Pri težavnosti 1 je bila koreliranost majhna. Pri težavnosti 1 in 10 je bila je
bila vidna antikoreliranost EI in PI s številom inicialnih točk in kooreliranost
LCB s številom inicialnih točk. Pri težavnosti 100 so bile vse koorelacije
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pozitivne, zato lahko predpostavljamo, da ima dodajanje naključnih točk
negativen vpliv v visoko šumnih prostorih.
Slika 5.2: Slika prikazuje grafe ciljne funkcije RastrigIn v odvisnosti od dimen-
zionalnosti. Različne barve predstavljajo različne stopnje zahtevnosti: rdeča 1,
modra 10, zelena 100. Vrstice predstavljajo število inicialnih točk, naraščajoče od
zgoraj navzdol. Stolpci predstavljajo odločilne funkcije od leve: RS, EI, PI, LCB.
Iz grafov 5.2 je razvidno, da je napaka optimizacije sorazmerna z dimen-
zionalnostjo in težavnostjo. Hkrati vidimo da sta obe odvisnosti nelinearni.
Optimizacija kot funkcija dimenzionalnosti in/ali težavnosti ima lastnosti ek-
sponencialne rasti. Za natančnejšo obdelavo lastnosti rasti glede na metrike
bi bilo potrebnih več točk. Ker ena točka predstavlja en celoten eksperiment,
tega nismo opravili.
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Slika 5.3: Slika prikazuje konvergenco optimizacijskih metod na RastrigIn z upo-
rabo 10 inicialnih točk. Težavnost od leve proti desni je: 1, 10, 100. Dimenzional-
nost od zgoraj navzdol je: 2, 4, 8.
5.4 MNIST
MNIST dataset [65] je dataset ročno napisanih števk. Dataset vsebuje 60.000
primerov za učenje in 10.000 primerov za testiranje. Učili smo model SVM.
Za učenje modela SVM smo uporabili podmnožico 10.000 primerov iz MNIST
učnega dataseta. Manjšo podmnožico za učenje smo uporabili za pohitritev
učenja, saj SVM raste kubično s številom primerov v datasetu. Uporabili smo
stratifirano prečno preverjanje s tremi prerezi. Eksperiment je bil poganjan
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na lastnem osebnem računalniku.
Optimizirali smo naslednje parametre:
parametri prostor iskanja oblika prostora
C [1e−6, 100] ∈ R log-uniformna
jedro {linear, polynomial, rbf, sigmoid} uniformna
stopnja polinoma [1, 5] ∈ N uniformna
kazen(γ) [1e−6, 100] ∈ R log-uniformna
Slika 5.4: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na
prečnem preverjanju s tremi prerezi v odvisnosti od iteracije. Polne črte pred-
stavljajo povprečno vrednost klasifikacijske napake v vsaki iteraciji, medtem ko
osenčena območja predstavljajo standardni odklon klasifikacijske napake v vsaki
iteraciji.
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Slika 5.5: Slika prikazuje porazdelitev pridobljenih vrednosti pri različnih optimi-
zacijskih metodah. Najmanjšo povprečno napako ima PI(0,075); sledijo EI(0,098),
LCB(0,14), RS(0,554).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 66± 32 1, 00± 0, 48
BO-EI 19± 15 0, 29± 0, 23
BO-PI 17± 8 0, 26± 0, 12
BO-LCB 23± 21 0, 35± 0, 32
Zgoraj doseženi časi so presenetljivi, še posebej glede na ostale dosežene re-
zultate, v katerih je RS v povprečju trajala manj časa. Ob natančnejšem
pregledu podatkov pa se izkaže, da so obstajale določene kombinacije para-
metrov, ki so imele zelo slabe čase in hkrati slabe rezultate. Posledica tega
je, da so metode BO v poznejših iteracijah zelo redko evalvirali te slabe točke




UCI Adult [48] dataset deli osebe v ZDA na tiste, ki zaslužijo več in manj
kot 50K letno. Dataset ima 48.842 primerov in 14 značilk. Dataset vsebuje
manjkajoče podatke. Definicijska območja atributov so diskretna katego-
rična in zvezna numerična. Optimiziral se je model RF na strežniku FRI.
Optimizirani so bili naslednji parametri:
parametri prostor iskanja prostor iskanja oblika prostora
RS & BO GS
št. dreves [10, 500] ∈ N {10, 50, 100, 500} log-uniformna
vzorec [0, 1; 0, 95] ∈ R {0,3; 0,6; 0,9} uniformna
št. značilk [4, 16] ∈ N {4,8,10,12,16} log-uniformna
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Slika 5.6: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na preč-
nem preverjanju s petimi prerezi brez ponovitev v odvisnosti od iteracije. Polne
črte predstavljajo povprečno vrednost klasifikacijske napake v vsaki iteraciji, med-
tem ko osenčena območja predstavljajo standardni odklon klasifikacijske napake v
vsaki iteraciji.
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Slika 5.7: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz mno-
žice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najmanjšo pov-
prečno napako ima EI(0.141), potem GS(0.145) in potem RS(0.144).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 16± 19 1, 0± 1, 2
GS 18± 23 1, 1± 1, 4
BO 32± 31 2, 0± 1, 9
5.6 UCI Thyroid
UCI Thyroid [48] dataset opisuje paciente in ali so imeli zmanjšan ali povečan
vezavni protein v ščitnici ali so bili zdravi. Dataset ima 2800 primerov in
21 značilk. Prisotne so manjkajoče vrednosti. Definicijsko območje značilk
zavzema kategorične in zvezno-numerične podatke. Optimiziral se je model
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RF na stežniku FRI. Optimizirani so naslednji hiperparametri:
parametri prostor iskanja prostor iskanja oblika prostora
RS & BO GS
št. dreves [10, 500] ∈ N {10, 50, 100, 500} log-uniformna
vzorec [0, 1; 0, 95] ∈ R {0,3; 0,6; 0,9} uniformna
št. značilk [4, 16] ∈ N {4,8,10,12,16} log-uniformna
Slika 5.8: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na preč-
nem preverjanju z desetimi prerezi in tremi ponovitvami v odvisnosti od iteracije.
Polne črte predstavljajo povprečno vrednost klasifikacijske napake v vsaki itera-
ciji, medtem ko osenčena območja predstavljajo standardni odklon klasifikacijske
napake v vsaki iteraciji.
56 David Ocepek
Slika 5.9: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz mno-
žice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najmanjšo pov-
prečno napako ima GS(0,0291), potem EI(0,0293) in potem RS(0,0295).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 1, 27± 1, 10 1, 0± 0, 87
GS 1, 63± 1, 96 1, 28± 1, 54
BO 3, 06± 1, 52 2, 41± 1, 20
5.7 UCI Wine Quality
UCI Wine Quality [47] [48] dataset ima 11 značilk, ki opisujejo lastnosti vina.
Ciljna skupina je kakovost, ki podaja oceno od 0 do 10. Dataset ima 4898
primerov. Ker je naloga kvantitativna, je uporabljena regresija. Učil se je
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model RF na osebnem računalniku. Optimizirani so naslednji parametri:
parametri prostor iskanja prostor iskanja oblika prostora
RS & BO GS
št. dreves [10, 500] ∈ N {10, 50, 100, 500} log-uniformna
vzorec [0, 7; 0, 95] ∈ R {0,7; 0,825; 0,95} uniformna
št. značilk [0, 7; 0, 95] ∈ R {0,7; 0,825; 0,95} uniformna
maks. globina dreves [3, 8] ∈ N {3,5,7} uniformna
Slika 5.10: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na
prečnem preverjanju s petimi prerezi v odvisnosti od iteracije. Polne črte pred-
stavljajo povprečno vrednost klasifikacijske napake v vsaki iteraciji, medtem ko
osenčena območja predstavljajo standardni odklon klasifikacijske napake v vsaki
iteraciji.
MAE je bil v povprečju izboljšan za 0,09 od tistega opisanega v [47].
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Slika 5.11: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz
množice točk, ki jih je evaluirala posamezna optimizacijska metoda. Najmanjšo
povprečno napako ima EI(0,396), potem RS(0,419) in potem GS(0,421).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 0, 71± 0, 57 1, 0± 0, 80
GS 0, 69± 0, 84 0, 97± 1, 14
BO 2, 44± 0, 99 3, 44± 1, 39
5.8 UCI Wine
UCI Wine [48] dataset ima 13 atributov, ki podajajo kemijske lastnosti
grozdja, kultiviranega v isti regiji Italije, pripadajoče trem različnim kul-
tivatorjev. Dataset predstavlja enostaven klasifikacijski problem in nima
manjkajočih vrednosti. Definicijsko območje vseh značilk je zvezno in re-
alno. Učil se je model GB na strežniku FRI.
Optimizirani so naslednji parametri:
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parametri prostor iskanja prostor iskanja oblika prostora
RS & BO GS
št. dreves [10, 5000] ∈ N {10, 50, 100, 500} log-uniformna
vzorec [0, 1; 1, 0] ∈ R {0,5; 0,7; 1,0} uniformna
hitrost učenja [0, 0001; 1, 0] ∈ R {0,0001; 0,001; log-uniformna
0,01; 0,1; 1}
max. globina dreves [1, 10] ∈ N {3, 7, 9} uniformna
V tem eksperimentu smo uporabili v primeru GS hiperparametre, ki so po-
kazale dobre rezultate v študijah [52]. Za BO in RS smo pa uporabili večji
prostor, česar GS ne omogoča.
Slika 5.12: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na
prečnem preverjanju z desetimi prerezi in tremi ponovitvami v odvisnosti od ite-
racije. Polne črte predstavljajo povprečno vrednost klasifikacijske napake v vsaki
iteraciji, medtem ko osenčena območja predstavljajo standardni odklon klasifika-
cijske napake v vsaki iteraciji.
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Slika 5.13: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz
množice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najmanjšo
povprečno napako ima EI(0,04), potem RS(0,17) in potem GS(0,24).
Eksperiment je uporabljal GB brez paralelizacije in ni uporabljal predča-
snega ustavljanja.
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 12, 9± 36, 39 1, 0± 1, 8
GS 25, 0± 37, 10 1, 94± 2, 88
BO 37, 6± 30, 35 2, 91± 2, 35
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5.9 UCI Parkinsons
UCI Parkinsons učna množica [48, 82] ima 24 značilk; ciljni razred je razred
motor UPDRS, ki je zvezna ocena poteka bolezni. Ima 197 primerov. Data-
set ima manjkajoče podatke in mešanico kategoričnih in zveznih numeričnih
podatkovnih značilk. Napoved je kvantitativna, torej se uporablja regresija.
Učil se je model GB na osebnem računalniku.
Optimizirani so bili naslednji hiperparametri:
parametri prostor iskanja prostor iskanja oblika prostora
RS & BO GS
št. dreves [10, 500] ∈ N {10, 50, 100, 500} log-uniformna
vzorec [0, 7; 0, 95] ∈ R {0,7; 0,825; 0,9} uniformna
št. značilk [0, 7; 0, 95] ∈ R {0,7; 0,825; 0,9} uniformna
hitrost učenja [0, 0001; 1, 0] ∈ R {0,0001; 0,001; log-uniformna
0,01; 0,1; 1,0}
max. globina dreves [3, 8] ∈ N {3, 5, 7} uniformna
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Slika 5.14: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na
prečnem preverjanju s petimi prerezi brez ponovitve v odvisnosti od iteracije.
Polne črte predstavljajo povprečno vrednost klasifikacijske napake v vsaki itera-
ciji, medtem ko osenčena območja predstavljajo standardni odklon klasifikacijske
napake v vsaki iteraciji.
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Slika 5.15: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz
množice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najmanjšo
povprečno napako ima EI(6,3), potem RS(6,8) in potem GS(7,2).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 8, 90± 5, 70 1, 00± 0, 64
GS 6, 62± 8, 65 0, 74± 0, 97
BO 9, 21± 4, 69 1, 03± 0, 53
5.10 DiseaseBIN
DiseaseBIN uporablja učno množico Disease. Učna množica vsebuje zakrite
zdravstvene podatke o bolnikih z različnimi boleznimi in ima 14.014 prime-
rov, ki vsebujejo 278 značilk. Definicijsko območje vseh značilk je zvezno.
V učnih množicah je velika količina manjkajočih podatkov. Učil se je model
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XGB na strežniku FRI.
Slika 5.16: Slika prikazuje delež podatkov prisotnih v vsaki značilki. Iz slike je
razvidno, da ima manj kot 20 % značilk zapolnjeno več kot 20 % podatkov.
Skupaj je prisotnih samo 20 % vseh podatkov v datasetu.
Naloga je binarna klasifikacija z dvema razredoma {ClassN,ClassP}.
Razreda predstavljata paciente brez bolezni in z boleznijo. Optimizirali smo
naslednje hiperparametre:
parametri prostor iskanja prostor iskanja oblika prostora
RS & BO GS
learning_rate [0, 01; 0, 2] ∈ R {0,01; 0,1; 0,2} log-uniformna
max_depth [3, 8] ∈ N {3, 4, 5, 6, 8} uniformna
min_child_weight [1, 9] ∈ N {1, 3, 6, 9} uniformna
gamma [0, 1; 1, 0] ∈ R {0,1; 0,5; 1,0} uniformna
colsample_bytree [0, 3; 0, 9] ∈ R {0,3; 0.6; 0,9} uniformna
Uporabljeno je bilo predčasno ustavljanje po 50 iteracijah brez izboljšave.
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Slika 5.17: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na
prečnem preverjanju z tremi prerezi v odvisnosti od iteracije. Polne črte pred-
stavljajo povprečno vrednost klasifikacijske napake v vsaki iteraciji, medtem ko
osenčena območja predstavljajo standardni odklon klasifikacijske napake v vsaki
iteraciji.
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Slika 5.18: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz
množice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najmanjšo
povprečno napako ima EI(0,0352), potem GS(0,0354) in potem RS(0,0356).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 3, 80± 0, 76 1, 00± 0, 20
GS 5, 55± 1, 87 1, 46± 0, 49
BO 4, 17± 1, 18 1, 10± 0, 01
5.11 DiseaseMUL
DiseaseMUL uporablja učno množico Disease. Naloga je večrazredna klasifi-
kacija s 73 ciljnimi razredi. Učil se je model XGB na strežniku FRI.
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Slika 5.19: Slika prikazuje histogram deleža primerov dataseta, ki pripada dolo-
čeni ciljni skupini. Večinski razred predstavlja 36 % vseh primerov.
Optimizirali smo naslednje hiperparametre:
parametri prostor iskanja prostor iskanja oblika prostora
RS & BO GS
learning_rate [0, 01; 0, 2] ∈ R {0,01; 0,05; log-uniformna
0,1; 0,2}
max_depth [3, 15] ∈ N {3,6,9,12,15} uniformna
min_child_weight [1, 9] ∈ N {1,5,9} uniformna
gamma [0, 3] ∈ R {0; 1,5; 3} uniformna
colsample_bytree [0, 3; 1, 0] ∈ R {0,33;0,66;1,0} uniformna
subsample [0, 3; 1, 0] ∈ R {0,33; 0,66; 1,0} uniformna
imputacije {none,mean,
median, constant, −||− /
knn3,5,9,31,51,121}
Uporabljeno je bilo 80 iteracij brez predčasnega ustavljanja optimizacije brez
prečnega preverjanja, torej samo s validacijsko množico. Eksperiment je bil
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ponovljen petkrat. GS ni bilo možno izračunati celoten, zato je bil uporabljen
drugi pristop, kjer je bil vrstni red parametrov in vrednosti permutiran in
potem je GS tekel za samo 80 iteracij. (V primeru standardnega postopka
bi bilo treba izvesti 4096 evaluacij in ne samo 300.)
Slika 5.20: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na
prečnem preverjanju brez prerezov v odvisnosti od iteracije. Izrazite črte predsta-
vljajo povprečno vrednost v vsaki iteraciji, medtem ko osenčena območja predsta-
vljajo standardni odklon v vsaki iteraciji.
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Slika 5.21: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz
množice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najboljše
povprečje ima EI(0,474), potem RS(0,487) in potem GS(0,504).
Iz grafa je razvidno, da GS pod istimi pogoji kot BO in RS ne more
delovati in doseže v povprečju mnogo slabše rezultate .
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
BO 397± 145 1, 0± 0, 36
RS 394± 28 1, 0± 0, 07
GS 292± 106 0, 74± 0, 27
Poudarimo, da ročno implementirana GS ni paralelizirana. Z bolj natančnega
pregleda golih podatkov ugotovimo, da ima veliko slabših točk nižjo časovno
zahtevnost kot boljših zaradi predčasnega ustavljanja optimiziranega modela,
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ker je takih točk v kartezičnem produktu prostorov GS veliko je v povprečju
čas majhen v primerjavi z RS.
5.12 GroupsMUL
GroupsMUL uporablja učno množico Groups z zakritimi podatki. Dataset
ima 214.073 primerov, ki vsebujejo 317 značilk. Definicijsko območje vseh
značilk je zvezno. Dataset vsebuje manjkajoče podatke. Učil se je model
XGB na fakultetnem strežniku.
(a) Slika prikazuje delež podatkov, priso-
tnih v vsaki značilki. Iz slike je razvidno, da
ima manj kot 20 % značilk zapolnjeno več
kot 20 % podatkov.
(b) Slika prikazuje histogram deleža prime-
rov dataseta, ki pripada določeni ciljni sku-
pini. Dataset ima devetih ciljnih skupin. Ve-
činski razred predstavlja 31 % vseh prime-
rov.
Model je bil treniran s 100 drevesi s prečnim preverjanjem s tremi prerezi
s predčasnim ustavljanjem po 50 iteracijah. Optimizacija je tekla za 130
iteracij s petimi ponovitvami. Optimizirani so bili naslednji parametri:
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parametri prostor iskanja oblika prostora
learning_rate [0, 01; 0, 2] ∈ R log-uniformna
max_depth [3, 8] ∈ N uniformna
min_child_weight [1, 9] ∈ N uniformna
gamma [0, 1] ∈ R uniformna
colsample_bytree [0, 3; 0, 9] ∈ R uniformna
Slika 5.23: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na
prečnem preverjanju brez prerezov v odvisnosti od iteracije. Polne črte predsta-
vljajo povprečno vrednost v vsaki iteraciji, medtem ko osenčena območja predsta-
vljajo standardni odklon v vsaki iteraciji.
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Slika 5.24: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz
množice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najmanjšo
povprečno napako ima EI(0,197), potem GS(0,208) in potem RS(0,209).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
BO 569± 24 1, 15± 0, 04
RS 494± 26 1, 0± 0, 05
GS 660± 427 1, 34± 0, 86
5.13 CIFAR-10
CIFAR-10 učna množica [64]. Funkcija uporablja za izhod napako na va-
lidacijski množici. Učil se je model CNN na našem osebnem računalniku.
CNN se trenira 30 iteracij na podmnožici 30.000 učnih primerov. Preostalih
20.000 primerov je uporabljeno za validacijsko množico. Za izhod modela je
uporabljena klasifikacijska napaka na testni množici z 10.000 primeri. Po-
datki so bili pred uporabo normalizirani. Uporabljena je bila augmentacija
slik, in sicer rotacija do 15 stopinj, blagi horizontalni in vertikalni premiki
ter obračanje slike.
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Optimizirali smo naslednje hiperparametre:
parametri prostor iskanja oblika prostora
learning_rate [1e−4, 1e−2] ∈ R log-uniformna
aktivacijskafunkcija {relu, elu} uniformna
dropout [0, 1; 0, 6] ∈ R uniformna
L2 [1e−6, 1e−2] ∈ R uniformna
razpad [1e−6, 1e−4] ∈ R uniformna
batch_size {32, 64, 128, 256} uniformna
Slika 5.25: Slika prikazuje minimalno doslej vrnjeno klasifikacijsko napako na te-
stni množici v odvisnosti od iteracije. Polne črte predstavljajo povprečno vrednost
v vsaki iteraciji.
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Slika 5.26: Slika prikazuje porazdelitev pridobljenih klasifikacijskih napak iz
množice točk, ki jih je evalvirala posamezna optimizacijska metoda. Najmanjšo
povprečno napako ima EI(0,24), potem RS(0,40).
optimizacijske metoda povprečen čas na iteracijo[sek] kot delež RS
RS 763± 5 1, 0± 0, 01
BO 1022± 55 1, 34± 0, 07
Poglavje 6
Rezultati
Izvedli smo 11 eksperimentov, kjer smo primerjali BO, RS in GS na različnih
modelih in datasetih. Eksperimenti so trajali približno en računski mesec,
pri čemer nismo šteli izgubljenega časa zaradi nepredvidenih napak.
Na RastrigIN smo analizirali vpliv dimenzionalnosti, težavnosti in šte-
vila inicialnih točk na optimizacijo. V eksperimentih RastrigIN in MNIST
smo primerjali različne odločilne funkcije BO. Pri ostalih eksperimentih smo
primerjali samo EI, RS in GS v smislu optimizacije modela in trajanja op-
timizacije. Izmed odločilnih funkcij smo si izbrali EI, ker je najpogosteje
uporabljena odločilna funkcija v literaturi, kar nam omogoča enostavnejšo
primerjavo rezultatov z literaturo.
V razdelku 6.1 povzamemo vpliv dimenzionalnosti, težavnosti in števila
inicialnih točk na optimizacijo; v razdelku 6.2 primerjamo različne odločilne
funkcije med sabo; v razdelku 6.3 povzamemo pridobljene rezultate glede
na doseženo optimizacijo; v razdelku 6.4 povzamemo pridobljene rezultate
glede na čas izvajanja.
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6.1 Analiza vpliva števila inicializacijskih točk,
števila dimenzij in težavnosti
Grafi 6.1, 6.2, 6.3 in 6.4 prikazujejo povezavo med optimizacijo in številom
dimenzij in težavnostjo. Vpliv števila inicialnih točk ni prikazan, saj smo
v razdelku 5.3 podrobneje obravnavali vpliv inicialnih točk in ugotovili, da
je vpliv zelo majhen in ni konsistenten, torej v nekaterih primerih izboljša
optimizacijo in jo v nekaterih zmanjša, vendar za zelo majhno količino v
primerjavi z dimenzionalnostjo in težavnostjo. BO je vedno dosegla boljše
rezultate kot RS.
Slika 6.1: Slika prikazuje povprečje končnih napak EI, LCB in PI na funkciji
RastrigIn iz slike 5.2 v odvisnosti od dimenzionalnosti. Različne barve predsta-
vljajo različne stopnje zahtevnosti, predstavljene v razdelku 5.3, in sicer rdeča 1,
modra 10 in zelena 100. Oddaljenost končnih napak raste nelinearno pospešeno z
dimenzionalnostjo iskalnega prostora.
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Slika 6.2: Slika prikazuje povprečje končnih napak EI, LCB in PI na funkciji
RastrigIn iz slike 5.2 v odvisnosti od težavnosti. Različne barve predstavljajo
različno število dimenzij, in sicer rdeča 2, modra 4 in zelena 8. Oddaljenost končnih
napak raste nelinearno pojemajoče s težavnostjo.
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Slika 6.3: Slika prikazuje povprečje končnih napak RS na funkciji RastrigIn
v odvisnosti od dimenzionalnosti. Različne barve predstavljajo različne stopnje
zahtevnosti, predstavljene v razdelku 5.3, in sicer rdeča 1, modra 10 in zelena 100.
Oddaljenost končnih napak raste linearno z dimenzionalnostjo iskalnega prostora.
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Slika 6.4: Slika prikazuje povprečje končnih napak RS na funkciji RastrigIn v
odvisnosti od težavnosti. Različne barve predstavljajo različno število dimenzij,
in sicer rdeča 2, modra 4 in zelena 8. Oddaljenost končnih napak raste nelinearno
pojemajoče s težavnostjo.
Iz grafov 6.1, 6.2, 6.3 in 6.4 je razvidno, da je rast napake pojemajoča
v odvisnosti od težavnosti, medtem ko je rast napake linearna v odvisnosti
od dimenzionalnosti za RS in pospešena za BO. To pomeni, da lahko v vi-
soko dimenzionalnih prostorih predpostavljamo, da RS deluje bolje kot BO.
Omenimo, da ima LCB najmanjšo eksponencialno rast, potem PI in potem
EI.
Druga stvar, ki jo je potrebno omeniti, je, da BO vidno ne doseže mini-
muma pri šumnih pogojih v osmih dimenzijah, kar kaže na to, da je možno,
da se BO ujame v lokalnem minimumu ne glede na odločilno funkcijo. Za
bolj natančne rezultate bi bilo treba BO in RS analizirati na več točkah:
specifično na območjih težavnosti med 1 in 10 in višjih dimenzionalnostih.
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Potrebno je še pripomniti, da je vsaka točka v grafih povprečje 60 ponovi-
tev optimizacije, ki konsistentno vračajo isti tip spremembe naklona funkcije
oddaljenosti od minimuma v odvisnosti od težavnosti in dimenzionalnosti
(razdelek 5.3), zato predpostavljamo, da je odvisnost res nelinearna in ne
samo rezultat naključnosti pri izvajanju eksperimentov.
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6.2 Primerjava odločilnih funkcij
Slika 6.5: Slika prikazuje povprečje napak odločilnih funkcij EI, PI in LCB v
odvisnosti od dimenzionalnosti. Pri vseh odločilnih funkcijah raste oddaljenost
od minimuma pospešeno. LCB v večini primerov dosega boljše rezultate v višjih
dimenzijah in ima najpočasnejšo pospešeno rast v odvisnosti od dimenzionalnosti
z izjemo pri težavnosti ena.
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Slika 6.6: Slika prikazuje povprečje napak odločilnih funkcij EI, PI in LCB v
odvisnosti od težavnosti. Pri vseh odločilnih funkcijah raste oddaljenost od mini-
muma pojemajoče. Pojemek EI in PI se manjša v odvisnosti na dimenzionalnost.
Iz slik 6.5 in 6.6 je razvidno, da imajo LCB, EI in PI enake lastnosti, in
sicer rastejo pospešeno v odvisnosti od dimenzionalnosti in pojemajoče v
odvisnosti od težavnosti. Najmanjšo pospešeno rast in najboljše rezultate
v višjih dimenzijah ima LCB. Vpliv težavnosti je odvisen od dimenzije. Pri
majhnem številu dimenzij je najboljša PI; pri srednjem številu dimenzij sta
si EI in PI podobne in dosegata boljše rezultate kot LCB; pri večjem številu
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dimenzij dosega LCB najboljše rezultate ne glede na težavnost.
6.3 Analiza optimizacije učnih modelov
Končne minimalne povprečne napake in variance, ki so jih optimizacijski
algoritmi BO, RS in GS dosegli na različnih modelih in datesetih, so povzeti
v tabeli 6.1:
dataset model GS RS BO
MNIST SVM 0, 0375± 0, 0032 0, 0372± 0, 0038
UCI Adult RF 0, 1365 0, 1366± 0, 0002 0, 1361± 0, 0002
UCI Thyroid RF 0, 0251 0, 0251± 0, 0009 0, 0245± 0, 0003
UCI Wine RF 0, 3834 0, 3774± 0, 0017 0, 3692± 0, 002
Quality
UCI Wine GB 0, 0206 0, 0187± 0, 0017 0, 01± 0, 0019
UCI Parkinsons GB 5, 8336 5, 8015± 0, 1583 5, 8642± 0, 0971
DiseaseBIN XGB 0, 03327 0, 03338± 0, 0003 0, 03325± 0, 0003
DiseaseMUL XGB 0, 4831 ± 0, 4585± 0, 0009 0, 4578± 0, 0031
0, 0184
GroupsMUL XGB 0, 17581 0, 18± 0, 0007 0, 1792± 0, 0002
CIFAR-10 CNN 0, 2032± 0, 0084 0, 1867± 0, 0108
Tabela 6.1: Tabela prikazuje končne povprečne napake in variance, ki so jih dose-
gle GS, RS in BO v odvisnosti od dataseta in modela. GS za MNIST in CIFAR-10
ni bil izveden, saj bi bil časovno prezahteven. Pri GS ni končne variance, saj je
bil izveden samo enkrat in potem permutiran, da je bila odstranjena odvisnost od
zaporedja hiperparametrov in posamičnih vrednosti hiperparametrov .
Končne povprečne napake GS in BO v tabeli 6.1 smo normalizirani glede
na RS. Normalizacija je potrebna za primerjavo pridobljenih končnih pov-
prečnih napak med sabo, saj so pridobljene iz različnih eksperimentov, kjer
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so uporabljeni različni modeli za reševanje različnih tipov problemov: regre-
sija in klasifikacija in modeli so učeni na različnih podatkovnih množicah.
Posledica razlik med eksperimenti je, da se končne povprečne napake med
sabo razlikujejo. Na primer: pri nekaterih eksperimentih je končna napaka
manjša od 0,04, medtem ko je pri drugih napaka enaka 0,46. Prav tako se
doprinosi optimizacij razlikujejo, saj lahko optimizacije optimizirajo model
za nekaj procentov ali nekaj promilov. Normalizirani rezultati so v tabeli 6.3.
dataset model GS BO
MNIST SVM -0,093
UCI Adult RF 0,941 -2,943
UCI Thyroid RF 0,739 -0,602
UCI Wine Quality RF 3,444 -4,671
UCI Wine GB 1,117 -5,244
UCI Parkinsons GB 1,145 0,396
DiseaseBIN XGB -0,417 -0,492
DiseaseMUL XGB 27,290 -0,778
GroupsMUL XGB -6,110 -1,221
CIFAR-10 CNN -1,970
Tabela 6.2: Tabela prikazuje normalizirane povprečne končne napake za GS in
BO v odvisnosti od dataseta in modela. Optimizacijski rezultati GS in BO so
normalizirani glede na RS: vsakemu optimizacijskemu rezultatu je odšteto končno
povprečje RS. Pridobljena razlika je deljena s končno varianco RS.
Iz slike 6.7 je razvidno, da je BO v povprečju boljši od RS in GS za različne
modele. BO je bil slabši od RS samo enkrat. Lahko predpostavljamo, da
je bila to posledica velikega števila eksperimentov in naključne narave RS,
zaradi katere bi pri dovolj velikem številu eksperimentov morala RS doseči
vsaj občasno boljše rezultate kot BO. Preizkusimo ničelno hipotezo, da je
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Slika 6.7: Slika prikazuje dosežene minimume, ki sta jih dosegli GS (rdeča) in
BO (modra) relativno na RS. Vsi rezultati eksperimentov so normalizirani; torej
jim je odšteta povprečna vrednost RS iz istega eksperimenta in razlika je deljena z
varianco RS. Polna vodoravna črna črta predstavlja RS; rdeča črtkana črta pred-
stavlja GS; modra črtkana črta predstavlja BO. Iz slike je jasno razvidno, da je
BO v primerjavi z RS in GS dosegel nižjo povprečno končno napako. V nekate-
rih primerih ni GS, saj bi bila uporaba GS v teh primerih časovno prezahtevna.
DiseaseMUL GS rezultat ni bil upoštevan, saj je imel preveliko odstopanje.
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= −3, 0355779058313734, (6.1)
kjer je X = −1, 7618002919779692 povprečna razdalja med točkami BO in
RS in σ̂ = 1, 8353347790210022 standardna napaka povprečne razdalje med
BO in RS. Iz enačbe 6.1 izhaja, da lahko trdimo z 99 % gotovostjo, da
v povprečju modeli optimizirani z BO dosežejo boljše rezultate kot modeli
optimizirani z RS.
GS je dosegel samo en boljši rezultat, in sicer pri modelu XGB. Iz narave
GS sledi, da je funkcija mnogo bolj odvisna od izbranih diskretnih parametrov
za optimizacijo kot BO ali RS. V primeru, ko je število vrednosti, ki jih
lahko evalviramo za vsak parameter, majhno, je GS zelo odvisna od izbranih
parametrov. Če izberemo dobre hiperparametre, je lahko GS boljša od BO
in RS, a če izberemo slabe parametre, dobimo rezultate mnogo slabše od
BO in GS. GS je bila v povprečju slabša od BO in približno enaka RS,
imela pa je največ variance med rezultati. Preizkusimo ničelno hipotezo,
da je povprečna razlika BO z GS enaka nič. Ne upoštevamo rezultata iz
DiseaseMUL, saj je pridobljen z drugo omejeno GS, ki ne evalvira vseh točk






= −1, 8426562893939753, (6.2)
kjer je X = −2, 2337809240116746 povprečna razdalja med točkami BO in
GS in σ̂ = 3, 428792766497523 standardna napaka povprečne razdalje med
BO in GS. Iz enačbe 6.2 izhaja, da lahko samo z 90 % gotovostjo trdimo,
da v povprečju modeli, optimizirani z BO dosežejo boljše rezultate kot mo-
deli optimizirani z BO, zato ničelne hipoteze ne moremo zavreči na stopnji
značilnosti α = 0, 05.
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Slika 6.8: Slika prikazuje povprečje evalviranih točk GS (rdeča) in BO (modra)
relativno na RS. Pri BO vzamemo samo drugo polovico točk, da bi ostranili vpliv
šumnih začetnih pozicij. Vsi rezultati eksperimentov so normalizirani; torej jim je
odšteta povprečna vrednost RS iz istega eksperimenta in razlika je deljena s stan-
dardnim odklonom RS. Polna vodoravna črna črta predstavlja RS; rdeča črtkana
črta predstavlja povprečje vrednosti GS; modra črtkana črta predstavlja povprečje
vrednosti BO. Iz slike je jasno razvidno, da je BO v povprečju evalvira točke, ki
so bližje minimumov. V nekaterih primerih nimamo vrednosti od GS, saj bi bilo
izračunanje GS v teh primerih časovno prezahtevno.
Iz slike 6.8 je jasno razvidno, da je BO v povprečju evalvira točke, ki so
bližje povprečju vrednosti prostora, medtem ko GS evalvira točke, ki so dalje
od povprečja vrednosti prostora, kar je posledica preiskovanja malega števila
vrednosti v efektivnem prostoru, ki so pogosto zelo oddaljene od sebe.
Izvedemo student test za overitev ničelnih hipotez, da BO v povprečju
evalvira točke bližje minimumu kot RS in GS. Za ničelno hipotezo, da je BO v
povprečju evalvira točke enake RS, dobimo rezultat t = −3, 7851093949229386,
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zato lahko zavržemo ničelno hipotezo in lahko z verjetnostjo 99, 5 % skle-
pamo, da BO v povprečju evalvira točke bližje minimumu. Za ničelno hi-
potezo, da je BO v povprečju evalvira točke enake GS, dobimo rezultat
t = −2, 791056694038495, zato lahko zavržemo ničelno hipotezo in lahko
z verjetnostjo 97, 5 % sklepamo, da BO v povprečju evalvira točke bližje
minimumu.
6.4 Časovna analiza optimizacijskih metod
Pri eksperimentih smo beležili trajanje vsake iteracije. Na podlagi trajanja
smo izračunali povprečen čas trajanja za posamezno metodo. Izkazalo se je,
da povprečno trajanje ni primerno za primerjavo časovne zahtevnosti med
metodami, saj je trajanje močno odvisno od optimiziranih hiperparametrov,
kar je bil posebej problem pri metodi GS, saj lahko metodi GS povečamo ali
zmanjšamo časovno zahtevnost z uporabo ustreznih parametrov. Razlike v
trajanju iteracij prav tako vplivajo tudi na BO in RS, saj varianca v naboru
evalviranih točk vpliva na povprečno trajanje. Želeli smo evalvirati časovno
zahtevnost metod RS, GS in BO na istih točkah, kar zaradi lastnosti metod ni
bilo možno, zato smo na točkah, ki jih je evalviral RS, učili XGB model, ki je z
regresijo napovedal trajanje evaluacije modela v posameznih točkah. Modele
BO in GS smo normalizirali glede na RS. Tabela 6.3 podaja normalizirane
vrednosti BO in RS ter koeficient determinance R2 [19] za model uporabljen
za napovedovanje vrednosti v RS v točkah BO in GS. Koeficient determinance











dataset model R2(RS) GS BO
MNIST SVM 0,94 -0,1336
UCI Adult RF 0,98 -0,1374 0,0840
UCI Throid RF 0,98 -0,0440 0,1871
UCI Wine Quality RF 0,96 -0,17 0,3831
UCI Wine GBoost 0,9404 0,2118 0,0749
UCI Parkinsons GBoost 0,96 -0,1186 0,1464
DiseaseBIN XGBoost 0,89 0,4350 0,1938
DiseaseMUL XGBoost 0,50 -0,0497 -0,1497
GroupsMUL XGBoost 0,95 0,5055 0,3071
CIFAR-10 CNN 0,64 0,1355
Tabela 6.3: Tabela prikazuje normalizirane povprečne končne napake za GS in
BO odvisnosti od dataseta in modela. Optimizacijski rezultati GS in BO so nor-
malizirani glede na napovedan RS z modelom s podano R2. Idealen model ima R2
enak ena; konstanten model ima vrednost R2 enako nič; model ima lahko vrednost
R2 nižjo od nič v primeru, če je model manj natančen od konstantne napovedi.
Vsem časom je odšteto napovedano trajanje optimizacije RS v istih točkah. Razlike
so povprečene in pridobljena povprečna razlika je deljena s povprečnim trajanjem
napovedanih evaluacij RS.
90 David Ocepek
Slika 6.9: Slika prikazuje povprečno trajanje iteracije GS ali BO za posamične
modele, GS (rdeča) in BO (modra) relativno na RS. Vsi časi so normalizirani
tako, da jim je odštet povprečen napovedan čas RS iz istega eksperimenta in
razlika je deljena s povprečjem napovedanih časov RS. Polna vodoravna črna črta
predstavlja čase RS; rdeča črtkana črta predstavlja povprečno trajanje iteracije
GS; modra črtkana črta predstavlja povprečno trajanje iteracije BO.
Iz slike 6.9 je razvidno, da je BO počasnejši od RS za 11 %, medtem ko
je GS hitrejši od RS za 2 %.
Iz primerjave algoritmov GS in RS sledi, da bi morala algoritma imeti
skoraj enake čase, saj sta oba paralelizirana in edina razlika med RS in GS je,
da ima GS vnaprej definirane točke za evalvirati, medtem ko jih RS naključno
generira v vsaki iteraciji. V primerjavi z evaluacijami modelov je naključna
generacija parametrov zanemarljivo kratka.
BO je počasnejši kot RS in GS, kar izhaja že iz primerjave algoritmov.
BO vsebuje dve optimizacijski zanki in več matričnih operacij v vsaki itera-
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ciji. Opazili smo, da je deset procentna razlika mnogo manjša kot razlike,
prikazane v [77], kjer so nekatere razlike med neparaleliziranimi in pet- ali tri-
krat paraleliziranimi algoritmi večje od 100 %. To je najverjetneje posledica
prezasičenosti omejenega števila paralelnih procesov. V našem primeru smo
imeli na voljo štiri ali osem paralelnih procesov in ker imajo pogosto že ciljne
funkcije visoko stopnjo paralelnosti kot posledico paraleliziranosti učnih mo-
delov ali zaradi uporabe prečnega preverjanje. Na primer: če imamo model,
ki v povprečju uporablja 1, 5 paralelnih procesov in uporabljamo prečno pre-
verjanje s petimi prerezi, lahko predpostavljamo, da ciljna funkcija porabi
večino paralelnih procesov, kar je skladno z našimi rezultati. Ta pojav smo
opazovali pri GS, kjer smo opazovali povprečno trajanje iteracije optimiza-
cije učnega modela s preverjanjem z desetimi prerezi in tremi ponovitvami
na osem jedrnem strežniku. Ko smo sešteli vse povprečne čase, se je izkazalo,
da so približno štirikrat manjši kot trajanje celotne optimizacije, kar bi bilo
skladno z grobo predpostavko
dejansko trajanje iteracije = (število potrebnih procesov)÷ (število jeder)
× (trajanje iteracije) = 30÷ 8× (trajanje iteracije) ≈
3, 75× (trajanje iteracije)
(6.4)
V literaturi [71] je pogosto poudarjena kubična časovna rast BO, ki je
posledica matričnih operacij, kot je inverzija. Uporabili smo model XGB za
modeliranje trajanja iteracije v odvisnosti od iteracije in evalviranih hiperpa-
rametrov. Informacijski prispevek iteracije za posamezen model je prikazan v
tabeli 6.4. Predpostavljamo, da bi bile ob uporabi CPU-jev z večjim številom
paralelnih procesov razlike znatno večje.
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dataset model R2(BO) informacijski prispevek iteracije
MNIST SVM 0.69 0.0756
UCI Adult RF 0,97 0,0012
UCI Throid RF 0,99 0,0311
UCI Wine Quality RF 0,95 0,0184
UCI Wine GBoost 0,97 0,0017
UCI Parkinsons GBoost 0,97 0,0285
DiseaseBIN XGBoost 0,95 0,0932
DiseaseMUL XGBoost 0,50 0,0874
GroupsMUL XGBoost 0,89 0,1048
CIFAR-10 CNN 0,31 0,1726
povprečje 0,0596
Tabela 6.4: Tabela prikazuje koeficient determiniranosti R2 modelov XGB učenih
na BO in povprečni informacijski prispevek podatka, v kateri iteraciji smo, k
napovedi modela. Idealen model ima R2 enak ena; konstanten model ima vrednost
R2 enako nič; model ima lahko vrednost R2 nižjo od nič v primeru, če je model
manj natančen od konstantne napovedi.
Iz tabele 6.4 je razvidno, da je vpliv iteracije in tranzitivno števila točk
ter kubičnega člena BO manjhen v primerjavi s ostalimi parametri.
Analizirali smo povprečno trajanje iteracij za posamezne funkcije in po-
sledično tudi trajanje optimizacij, a kar nas v resnici zanima je, kako hitro
konvergira optimizacija. V številnih primerih optimizacije namreč niso uspele
konvergirati, zato analiziramo relativen čas, potreben, da metodi BO in GS
dosežeta končno povprečno vrednost RS.
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Slika 6.10: Slika prikazuje hitrost konvergence za GS ali BO za posamične mo-
dele, GS (rdeča) in BO (modra) relativno na RS. Konvergenca je izračunana kot
iteracija, v kateri je metoda dosegla nižjo napako, kot je končna minimalna napaka
RS, deljena s številom iteracij, ki jih je RS porabila. Če metoda ni dosegla boljših
rezultatov kot RS, je dobila oceno konvergence na dvakratno trajanje RS. Polna
vodoravna črna črta predstavlja RS in rdeča črtkana črta predstavlja povprečno
relativno število iteracij do konvergence GS; modra črtkana črta predstavlja pov-
prečno relativno število iteracij do konvergence BO.
Iz slike 6.10 je razvidno, da BO hitreje konvergira kot RS v povprečju za
približno 50 % in za 75 % za GS. Uporabimo Studentov test za izračun stopnje
gotovosti, da je povprečen čas potreben za optimizacijo z BO manjši kot po-
treben čas za optimizacijo z RS ali GS, torej da je zmnožek povprečnega tra-
janja iteracije in hitrosti konvergence od BO manjši od RS in GS. Za RS nam
test vrne t = −1, 7072359007163513 in za GS pa t = −0, 992544824657583.
Torej lahko z 90 % gotovostjo trdimo, da je BO hitrejša od RS, medtem ko
za GS ne moremo z zadovoljivo stopnjo gotovosti trditi, da je hitrejša.
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Nezanesljivost GS bi lahko zmanjšali tako, da bi opravili več eksperi-
mentov na GS, vendar predpostavljamo, da bi bila varianca GS še vedno
največja, saj je število distinktnih točk evalviranih v efektivnih dimenzijah
mnogo manjše kot pri RS in BO.
Poglavje 7
Zaključek
Cilj naše diplomske naloge je bil ovrednotiti BO na več algoritmih s področja
ML in več praktičnih problemov. Implementirali smo ogrodje, ki nam je
omogočalo enostavno in hitro testiranje BO.
BO smo ovrednotili v 10 praktičnih eksperimentih, ki so vključevali klasifi-
kacijo in regresijo. Iz analize rezultatov optimizacij (razdelek 6.3) je razvidno,
da BO v povprečju optimizira model bolje kot RS in GS. BO je konsistentno
boljša od RS, medtem ko so rezultati v primeru GS močno odvisni od izbire
inicialnih parametrov, zato pri nekaterih dobrih nastavitvah GS doseže boljše
rezultate.
Treba je omeniti, da smo zaradi časovnih omejitev testirali na večini ek-
sperimentov samo EI, ki ni nujno najboljši za primerjavo z GS. Zaradi svoje
raziskovalne narave bi bilo mnogo bolje primerjati LCB in GS, saj je LCB
mnogo bolj eksplorativen kot EI, kar kažejo eksperimenti na RastrigIn (raz-
delek 6.1), ki kažejo prednosti in slabosti različnih funkcij. Odločilni funkciji
EI in PI optimizirata model bolje v nižjih dimenzijah, medtem ko v višjih
dimenzijah (≥ 4) LCB najbolje optimizira modele (razdelek 6.1).
Iz naših časovnih analiz eksperimentov (razdelek 6.4) je razvidno, da sta
RS in GS hitrejša od BO, kar je v skladu s pričakovanji, saj BO vsebuje več
optimizacijskih zank, ki jih GS in RS ne vsebujeta; posledično je počasnejši;
bolj pomembna ugotovitev je, da je BO počasnejši od RS samo za približno
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10 % in od GS za 15 %, pričakovali bi da je ta razlika večja, saj je BO
sekvenčen algoritem, medtem ko sta RS in GS vzporedna, kar bi pomenilo,
da BO porabi manj CPU časa, saj teče le na enem jedru. Iz analize podatkov
sklepamo, da je pravi vzrok za majhno razliko med trajanjem GS, RS in BO
prenasičenosti procesov, saj je poganjanje n paralelnih procesov RS ali GS
ekvivalentno poganjanju n že paraleliziranih učnih modelov, kot so na primer
nevronske mreže ali naključni gozdovi.
Pregledali smo vpliv števila inicialnih točk, dimenzionalnosti problema
in težavnosti problema na konvergenco na primeru RastrigIn (razdelek 6.1)
pri znanem izhodu. Vpliv števila naključno izbranih inicializacijskih točk ne
vpliva na optimizacijo (razdelek 5.3), medtem ko se odstopanje doseženega
minimuma od dejanskega minimuma eksponencialno povečuje v odvisnosti
težavnost in dimenzionalnost. Videli smo, da je že v primeru 4 dimenzij in
zmerne težavnosti samo LCB našla globalni optimum.
Iz analize točk, ki jih je posamičen algoritem izbral za evaluacijo je raz-
vidno, da je distribucija točk, ki jih je BO izbiral, imela središče bližje mi-
nimumu v primerjavi s tistimi, ki sta jih izbirala GS in RS, kar povečuje
verjetnost, da bo EI hitreje našel minimum.
Na podlagi opravljene analize in eksperimentov smo prišli do zaključka,
da BO v povprečju najde boljše hiperparametre kot GS in RS.
Iz analize odločilnih funkcij (razdelek 6.2) sklepamo, da je optimalno
uporabiti portfelj odločilnih funkcij, ki za začetne faze optimizacije, pri kateri
je iskalni prostor še velik, uporablja LCB in za hitri spust v minimum v
poznejših fazah, ko je iskalni prostor majhen, uporablja EI ali PI.
Naši rezultati kažejo na to, da je BO optimalno uporabiti takrat, ko je
število iteracij omejeno zato, ker je učni model časovno zahteven za evalvirati
relativno na našo strojno opremo, medtem ko je v primeru, ko imamo na voljo
veliko iteracij, boljša GS, saj lahko evalviramo veliko število točk, potrebno
za efektivno eksploracijo prostora.
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7.1 Možno nadaljnje delo
V naši diplomski nalogi smo se pogosto omejili na manjše množice eksperi-
mentov ali odločilnih funkcij.
Že pri RastrigIn bi bilo potrebno za bolj natančno analizo potrebno pove-
čati število dimenzij in težavnost. Specifično bi bilo treba izvesti eksperiment
za vsako dimenzijo do vsaj deset in prav tako bi bilo verjetno bolje testirati
težavnost od ena do deset, saj verjetno večina ciljnih funkcij ne bo imela
toliko šuma kot RastrigIn pri težavnosti 100.
Pri dejanskih eksperimentih smo se omejili na EI, ki je najbolj pogo-
sto uporabljena funkcija v literaturi, vendar ima določene slabosti kot so
nizka stopnja eksploracije, zaradi česar se lahko optimizacija ujame v lokalni
minimum. Dobro bi bilo preizkusiti še LCB in portfelje odločilnih funkcij
(razdelek 3.2.4).
V literaturi smo zasledili še mnogo drugih popularnih optimizacijskih
algoritmov, ki bi jih bilo dobro primerjati in analizirati, kot so populacijski
CMA-ES [57, 59] uporabljen za nizko cenovne ciljne funkcije, kjer imamo na
voljo mnogo evaluacij, TPE [34, 59], ki je boljši za optimizacijo modelov z
velikim številom kategoričnim hiperparametrov.
Eno področje, za katero menimo, da je zelo pomembno, je pohitritev
optimizacije, saj ta traja zelo dolgo glede na optimiziran model, posebej
ker velikost potrebnih modelov pogosto raste z računsko močjo, ki jo imajo
institucije na razpolago. V knjigi [59] je omenjeno več metod za pohitri-
tev optimizacije, nekatere enostavnejše, kot npr. uporabo podmnožic učne
množice in zmanjšanje števila prečnih prerezov, smo uporabili tudi v naši
diplomski nalogi, vendar nismo analizirali, do kolikšne mere so bili rezultati
naših optimizacij slabši, kot bi bili v primeru, če optimizacije ne bi pohitrili.
98 David Ocepek
Literatura












[4] Conjugate prior. https://en.wikipedia.org/wiki/Conjugate_
prior. Dostopljeno: 2020-12-7.
[5] Convolutional neural network. https://en.wikipedia.org/wiki/
Convolutional_neural_network. Dostopljeno: 2020-12-7.
[6] Efficiently Sampling Functions from Gaussian Process Posteri-
ors. https://sml-group.cc/blog/2020-gp-sampling/. Dostopljeno:
2020-12-7.




[8] Gaussian Process for Integer and Categorical Dimensions? https://
botorch.org/tutorials/one_shot_kg. Dostopljeno: 2020-12-7.
[9] Gaussian Process for Integer and Categorical Dimensions? https:
//github.com/scikit-optimize/scikit-optimize/issues/580. Do-
stopljeno: 2020-12-6.
[10] Gaussian Processes. http://krasserm.github.io/2018/03/19/
gaussian-processes/. Dostopljeno: 2020-12-7.




[12] How to Implement Bayesian Optimization from Scratch in Python.
https://machinelearningmastery.com/what-is-bayesian-
optimization/. Dostopljeno: 2020-12-7.




[14] Matérn covariance function. https://en.wikipedia.org/wiki/Mat%
C3%A9rn_covariance_function. Dostopljeno: 2020-12-7.
[15] Multivariate normal distribution. https://en.wikipedia.org/wiki/
Multivariatenormaldistribution. Dostopljeno: 2020-12-7.
[16] Parametric and Non-Parametric Models in Machine Lear-
ning. https://sefiks.com/2020/05/02/parametric-and-non-
parametric-models-in-machine-learning/. Dostopljeno: 2020-12-7.
[17] PlaidML. https://github.com/plaidml/plaidml. Dostopljeno: 2020-
09-30.
Diplomska naloga 101






[20] Stochastic gradient descent. https://en.wikipedia.org/wiki/
Stochastic_gradient_descent. Dostopljeno: 2021-09-31.
[21] Test functions for optimization. https://en.wikipedia.org/wiki/
Test_functions_for_optimization. Dostopljeno: 2020-09-10.
[22] Understanding Gaussian processes. https://peterroelants.github.
io/posts/gaussian-process-tutorial/. Dostopljeno: 2020-12-6.
[23] What are Non-parametric Models? https://deepai.org/machine-
learning-glossary-and-terms/non-parametric-model. Dosto-
pljeno: 2020-12-11.
[24] What is the difference between parameter and hyperparame-
ters? https://quantdare.com/what-is-the-difference-between-
parameters-and-hyperparameters/. Dostopljeno: 2020-09-10.




[26] What is the trade-off between batch size and number of iterati-









[28] XGBoost Parameters. https://xgboost.readthedocs.io/en/
latest/parameter.html. Dostopljeno: 2020-30-12.
[29] Takuya Akiba, Shotaro Sano, Toshihiko Yanase, Takeru Ohta, and Ma-
sanori Koyama. Optuna: A Next-generation Hyperparameter Optimi-
zation Framework. CoRR, abs/1907.10902, 2019.
[30] Jakub Arnold. Bayesian Optimization of Hyperparameters Using Gaus-
sian Processes. Univerzita Karlova, Matematicko-fyzikální fakulta, 2019.
[31] P. Auer, N. Cesa-Bianchi, Y. Freund, and R. E. Schapire. Gambling
in a rigged casino: The adversarial multi-armed bandit problem. In
Proceedings of IEEE 36th Annual Foundations of Computer Science,
pages 322–331, 1995.
[32] The GPyOpt authors. GPyOpt: A Bayesian Optimization framework
in python. http://github.com/SheffieldML/GPyOpt, 2016.
[33] Maximilian Balandat, Brian Karrer, Daniel R. Jiang, Samuel Daul-
ton, Benjamin Letham, Andrew Gordon Wilson, and Eytan Bakshy.
BoTorch: Programmable Bayesian Optimization in PyTorch. CoRR,
abs/1910.06403, 2019.
[34] James Bergstra, R. Bardenet, Yoshua Bengio, and Balázs Kégl. Algori-
thms for Hyper-Parameter Optimization. In J. Shawe-Taylor, R.S. Ze-
mel, P. Bartlett, F. Pereira, and K.Q. Weinberger, editors, 25th Annual
Conference on Neural Information Processing Systems (NIPS 2011), vo-
lume 24 of Advances in Neural Information Processing Systems, Gra-
nada, Spain, December 2011. Neural Information Processing Systems
Foundation.
Diplomska naloga 103
[35] James Bergstra and Yoshua Bengio. Random Search for Hyper-
Parameter Optimization. J. Mach. Learn. Res., 13(null):281–305, Fe-
bruary 2012.
[36] James Bergstra, Brent Komer, Chris Eliasmith, Dan Yamins, and Da-
vid D Cox. Hyperopt: a Python library for model selection and hyperpa-
rameter optimization. Computational Science & Discovery, 8(1):014008,
2015.
[37] Brad Boehmke and Brandon M Greenwell. Hands-on machine learning
with R. CRC Press, 2019.
[38] Leo Breiman. Random forests, volume 45. Springer, 2001.
[39] Eric Brochu, Vlad M. Cora, and Nando de Freitas. A Tutorial on Ba-
yesian Optimization of Expensive Cost Functions, with Application to
Active User Modeling and Hierarchical Reinforcement Learning. CoRR,
abs/1012.2599, 2010.
[40] Jason Brownlee. A Gentle Introduction to Dropout for Regulari-
zing Deep Neural Networks. https://machinelearningmastery.com/
dropout-for-regularizing-deep-neural-networks/. Dostopljeno:
2020-09-21.




[42] Adam D. Bull. Convergence rates of efficient global optimization algo-
rithms, 2011.
[43] Tianqi Chen and Carlos Guestrin. XGBoost: A Scalable Tree Boo-
sting System. In Proceedings of the 22nd ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, KDD ’16, page
104 David Ocepek
785–794, New York, NY, USA, 2016. Association for Computing Machi-
nery.
[44] Marc Claesen and Bart De Moor. Hyperparameter Search in Machine
Learning, 2015.
[45] Marc Claesen, Jaak Simm, Dusan Popovic, Yves Moreau, and Bart De
Moor. Easy Hyperparameter Search Using Optunity, 2014.
[46] C. Cortes and V. Vapnik. Support Vector Networks. Machine Learning,
20:273–297, 1995.
[47] Paulo Cortez, António Cerdeira, Fernando Almeida, Telmo Matos, and
José Reis. Modeling Wine Preferences by Data Mining from Physicoche-
mical Properties. Decis. Support Syst., 47(4):547–553, November 2009.
[48] Casey Dua, Dheeru in Graff. UCI Machine Learning Repository, 2017.
[49] Stefan Falkner, Aaron Klein, and Frank Hutter. BOHB: Robust and
Efficient Hyperparameter Optimization at Scale. In Proceedings of the
35th International Conference on Machine Learning, pages 1436–1445,
2018.
[50] Matthias Feurer, Jost Tobias Springenberg, and Frank Hutter. Using
Meta-Learning to Initialize Bayesian Optimization of Hyperparameters.
[51] Peter I. Frazier. A Tutorial on Bayesian Optimization, 2018.
[52] Jerome H. Friedman. Greedy Function Approximation: A Gradient
Boosting Machine. Annals of Statistics, 29:1189–1232, 2000.
[53] Jerome H. Friedman. Stochastic gradient boosting. Computational Sta-
tistics & Data Analysis, 38(4):367 – 378, 2002. Nonlinear Methods and
Data Mining.
[54] Eduardo C. Garrido-Merchán and Daniel Hernández-Lobato. Predictive
Entropy Search for Multi-objective Bayesian Optimization with Con-
straints. Neurocomputing, 361:50 – 68, 2019.
Diplomska naloga 105
[55] Eduardo C. Garrido-Merchán and Daniel Hernández-Lobato. Dealing
with categorical and integer-valued variables in Bayesian Optimization
with Gaussian processes. Neurocomputing, 380:20–35, Mar 2020.
[56] David Ginsbourger, Rodolphe Le Riche, and Laurent Carraro. Kriging Is
Well-Suited to Parallelize Optimization, pages 131–162. Springer Berlin
Heidelberg, Berlin, Heidelberg, 2010.
[57] Nikolaus Hansen. The cma evolution strategy: A tutorial, 2016.
[58] Chih-Wei Hsu, Chih-Chung Chang, and Chih-Jen Lin. A practical gu-
ide to support vector classification. Technical report, Department of
Computer Science, National Taiwan University, 2003.
[59] F. Hutter, L. Kotthoff, and J. Vanschoren. Hyperparameter optimiza-
tion. In Automated Machine Learning: Methods, Systems, Challenges,
The Springer Series on Challenges in Machine Learning, chapter 1, pages
3–33. Springer International Publishing, 2019.
[60] Frank Hutter, Holger H. Hoos, and Kevin Leyton-Brown. Parallel algo-
rithm configuration. In Youssef Hamadi and Marc Schoenauer, editors,
Learning and Intelligent Optimization, pages 55–70, Berlin, Heidelberg,
2012. Springer Berlin Heidelberg.
[61] Nitish Shirish Keskar, Dheevatsa Mudigere, Jorge Nocedal, Mikhail
Smelyanskiy, and Ping Tak Peter Tang. On Large-Batch Training
for Deep Learning: Generalization Gap and Sharp Minima. CoRR,
abs/1609.04836, 2016.
[62] J. Kiefer and J. Wolfowitz. Stochastic estimation of the maximum of a
regression function. Ann. Math. Statist., 23(3):462–466, 09 1952.
[63] Nicolas Knudde, Joachim van der Herten, Tom Dhaene, and Ivo Co-
uckuyt. GPflowOpt: A Bayesian Optimization Library using Tensor-
Flow. arXiv preprint – arXiv:1711.03845, 2017.
106 David Ocepek
[64] Alex Krizhevsky. Learning multiple layers of features from tiny images.
Technical report, 2009.
[65] Yann LeCun and Corinna Cortes. MNIST handwritten digit database.
2010.
[66] Dong C. Liu and Jorge Nocedal. On the limited memory bfgs method
for large scale optimization. Math. Program., 45(1–3):503–528, August
1989.
[67] Daniel James Lizotte. Practical Bayesian Optimization. PhD thesis,
CAN, 2008. AAINR46365.
[68] J. Lévesque, A. Durand, C. Gagné, and R. Sabourin. Bayesian opti-
mization for conditional hyperparameter spaces. In 2017 International
Joint Conference on Neural Networks (IJCNN), pages 286–293, 2017.
[69] Fernando Nogueira. Bayesian Optimization: Open source constrained
global optimization tool for Python, 2014–.
[70] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,
O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Van-
derplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Du-
chesnay. Scikit-learn: Machine Learning in Python. Journal of Machine
Learning Research, 12:2825–2830, 2011.
[71] Carl Edward Rasmussen. Gaussian Processes in Machine Learning, pa-
ges 63–71. Springer Berlin Heidelberg, Berlin, Heidelberg, 2004.
[72] CE. Rasmussen and CKI. Williams. Gaussian Processes for Machine
Learning. Adaptive Computation and Machine Learning. MIT Press,
Cambridge, MA, USA, January 2006.
[73] Edward M. Rosen. A Review of Quasi-Newton Methods in Nonlinear
Equation Solving and Unconstrained Optimization. In Proceedings of
Diplomska naloga 107
the 1966 21st National Conference, ACM ’66, page 37–41, New York,
NY, USA, 1966. Association for Computing Machinery.
[74] B. Shahriari, K. Swersky, Z. Wang, R. P. Adams, and N. de Freitas. Ta-
king the Human Out of the Loop: A Review of Bayesian Optimization.
Proceedings of the IEEE, 104(1):148–175, 2016.
[75] Bobak Shahriari, Ziyu Wang, Matthew W. Hoffman, Alexandre
Bouchard-Côté, and Nando de Freitas. An Entropy Search Portfolio
for Bayesian Optimization, 2015.
[76] Karen Simonyan and Andrew Zisserman. Very deep convoluti-
onal networks for large-scale image recognition. arXiv preprint
arXiv:1409.1556, 2014.
[77] Jasper Snoek, Hugo Larochelle, and Ryan P Adams. Practical Bayesian
Optimization of Machine Learning Algorithms. In F. Pereira, C. J. C.
Burges, L. Bottou, and K. Q. Weinberger, editors, Advances in Neural
Information Processing Systems, volume 25, pages 2951–2959. Curran
Associates, Inc., 2012.
[78] Francisco J. Solis and Roger J. B. Wets. Minimization by Random
Search Techniques. Math. Oper. Res., 6(1):19–30, February 1981.
[79] Niranjan Srinivas, Andreas Krause, Sham M. Kakade, and Matthias W.
Seeger. Gaussian Process Bandits without Regret: An Experimental
Design Approach. CoRR, abs/0912.3995, 2009.
[80] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever,
and Ruslan Salakhutdinov. Dropout: A Simple Way to Prevent Ne-
ural Networks from Overfitting. Journal of Machine Learning Research,
15(56):1929–1958, 2014.
[81] M.L. Stein. Interpolation of Spatial Data: Some Theory for Kriging.
Springer Series in Statistics. Springer New York, 1999.
108 David Ocepek
[82] A. Tsanas, M. A. Little, P. E. McSharry, and L. O. Ramig. Accurate Te-
lemonitoring of Parkinson’s Disease Progression by Noninvasive Speech
Tests. IEEE Transactions on Biomedical Engineering, 57(4):884–893,
2010.
[83] Christopher KI Williams and Carl Edward Rasmussen. Gaussian pro-
cesses for machine learning, volume 2. MIT press Cambridge, MA,
2006.
[84] Jian Wu, Matthias Poloczek, Andrew G Wilson, and Peter Frazier. Ba-
yesian optimization with gradients. In I. Guyon, U. V. Luxburg, S. Ben-
gio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors,
Advances in Neural Information Processing Systems, volume 30, pages
5267–5278. Curran Associates, Inc., 2017.
