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1. INTRODUCTION 
The subject of this paper is the growth properties of the subdominant solution 
of the following two types of linear second-order equations 
w” = [A + G(x)] w, (1) 
w” = XG(x) w, (2) 
where G(x) is a real, continuous, and bounded function in [0, co) and 
X = p + iv. 
Using the Ricatti equation corresponding to (1) or (2) we prove the existence 
of the subdominant solution by what amounts to a fixed point method and at the 
same time obtain upper and lower growth bounds. 
The existence and properties of dominant and subdominant solutions of (2) 
have been investigated by Hille and discussed in his book [I]. To define the 
scope of the present work we summarize below a few results of Hille’s theory [l] 
concerning Eq. (2): 
(i) Real h, (V = 0). 
Without loss of generality we take h = 1. If  G(x) > 0 and xG(x) $L(O, co), 
(2) has a unique solution (within a multiplicative constant), W+(X) > 0, which 
is strictly decreasing and satisfies lim,,, W+(X) = 0. This is called the sub- 
dominant solution. Along with (2) we consider the equation 
w; = G,(x) w1 . (2’) 
I f  w+, wi+ are the normalized (w+(O) = 1, wit(O) = 1) solutions of (2) and 
(2’) then G1(x) < G(x) implies 
w+(x) -==l WI+@% o<x<co. 
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In particular if 0 < a2 .< G(x) < /3a < co, then 
e-Or < w+(x) < ecaz (0 .< x < co). (3) 
(ii) Complex X, (V # 0). 
Consider again the case of G(x) > 0, xG(x) $L(O, a). I f  p > 0 then (2) has a 
solution w+(x, h) = r+e i8+ such that Y+ is strictly decreasing and lim,,, Y+ = 0; 
0, is monotone, increasing for v  < 0, decreasing for v > 0 and becoming infinite 
with x. The modulus Y, satisfies the equation 
Y;(x, A) =zz [pG(x) i 0;2(x, A)] Y+(x, A); 
hence by the comparison theorem of paragraph (i) 
Y&G A) < Yt(X.7 P), o<x<co, 
where Y+(x, p) is the subdominant solution of w” = pG(x) w. Analogous results 
can be obtained for Eq. (1) by slight modifications of the method of Hille. 
The above comparison theorem provides only an upper bound for Y+ . The 
purpose of this paper is to obtain detailed results about the growth of r+(~, X) 
and 0+(x, h), somewhat akin to the comparison result given by Eq. (3). The 
method developed here is limited to the case of boundedG(x) but seems capable 
of extension to studying the properties of the subdominant solution of systems of 
differential equations. 
2. ANALYSIS FOR EQ. (1) 
The theory of Eq. (1) and (2) is almost identical; therefore details are provided 
for Eq. (1), and the slight changes necessary for Eq. (2) are given at the end. 
The function G(x) is assumed to be continuous and bounded, i.e., 
G,, ~2 G(x) < G, < co (0 < x < co), 
0 <G&P, 
where G, , GM are the greatest lower bound and least upper bound of G. 
The point of departure is the Ricatti equation, 
q’ = q2 - G - A, (4) 
obtained from (1) by the substitution 
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The Ricatti equation has been used by Hille [I] in connection with the sub- 
dominant solution for the real case (V = 0). The present analysis follows a 
different path. 
If w is a solution of (I), then the complex conjugate w satisfies 
w” = [X + G(x)] w; 
hence, without loss of generality we will limit the discussion to Y > 0. If a solu- 
tion q+ of (4) lies entirely in the first quadrant of the complex plane (fourth 
quadrant if v < 0), the corresponding function w+ has the properties listed in (ii) 
above; in particular 1 w+ 1 is strictly decreasing to zero. This, of course, is the 
subdominant solution of (I), and q+ may be called the subdominant solution 
of (4). 
Denoting by Q(x, A) the principal branch of (A + G)i/z, we have 
Q” = X + G(x), 
Q==Qr+iQi, 
where 
Q, = (' + ; f GI"~, 
Qj = (" - "; - G)"f, 
p = [(/L + G)" + v2]l'2. 
q, 
FIG. 1. Point set {Q} and surrounding curve C. 
In the q-plane, Fig. 1, we define the set of points 
{Q} = P I P = 8(x, X),0 < x < a>, 
which is an arc lying in the first quadrant with end points QVL = Qmr + iQmi 
and QM = QMr + iQ,i defined by 
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Qjr = (pj + ; + G,)l”, 
Qii = (pi - “2 - ,)l’,, 
pj = [(P + Gj)’ + v~]~‘~, j=m,M. 
We would like to find a simple closed curve C having the following properties: 
(i) it lies entirely in the first quadrant, 
(ii) it contains {Q} in its interior, 
(iii) for each p E C and 0 < x the vector 
b2 - h - GWlr 7 h2 - A - Wli) 
points towards the exterior of C. (In the Appendix, we give the construction of a 
curve possessing the above properties. This somewhat tedious construction is an 
essential step in the analysis.) 
To proceed further we denote by R the interior of C and by R the closure of 
R and consider the complete normed linear space of all continuous and bounded 
complex valued functions q(x), 0 ,< x < co, under the norm 
and define the sets of functions 
V = (4 I q(x) E R, 0 < 4 
Y = {q j q(x) E R, 0 < x}. 
While the uniqueness of the subdominant solution is established by Hille’s 
theory [I] we can easily prove the weaker result 
THEOREM 1. The Ricatti equation (4) has at most one solution in V. 
Proof. If q1 , q2 are two solutions in V, we obtain by subtraction 
which yields 
cl1 - 42)’ = (q1 + 42) (41 - q2), 
q1 - q2 = A exp oz (sl + 4 do, s 
where A is a constant. Since q1 , q2 lie in V, qll. , qSr > Qm,. - 6 > 0 (see Appen- 
dix), and we reach the contradiction ql - q2 -+ co unless A = 0, i.e., qI = q2 _ 
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We now proceed to show the existence of the subdominant solution. For this 
purpose we employ the “bridging” differential equation 
where 
q’=~(q2-Q2)+(1-13)(q2-Q202) (O<B<l), (5) 
Qo” = t(Qm2 + Q.w2). 
For p = 0 we obtain q’ = q2 - Q,,” with the subdominant solution q = Q0 . For 
/3 = 1, (5) reduces to (4). 
LEMMA 1. I f  Eq. (5) has a solution q,, E Vfor /3 = &, , & E [0, 1) then it has a 
solution q(x, j3) E V for all /3 > 0 sz@ciently close to p0 . 
Proof. This can be proved by a suitable application of the contraction 
mapping theorem. Setting /l = /3,, + y, CJ = q,, + u we write (5) as 
u’ = 2q,u + y[;(G, + G,) - G(x)] + u2. (6) 
Treating the last two terms in (6) as an inhomogeneous term, we obtain the 
integral equation 
* = -yf -L[u2], (7) 
where L is the linear operator 
and 
f(x) = L[B(Gm + GM) - G(4. 
By differentiation it is verified that if u is a solution of (7) then q = q,, + I( is a 
solution of (5) in V. 
In terms of the sup-norm, lifll # 0, and the operator L is bounded. To solve 
Eq. (7) by successive approximations we define a sequence u,, , u1 ,... by u0 = 
-yf and 
u n+1 = -rf - Lbn21. (8) 
We now specify 
y  = 4lif;:l!L,l 
(O<K<l) 
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and prove by induction that 11 u, /I < ~/2 11 L /; . This inequality holds for n = 0 
since 11 us 1~ = y  ‘if11 = ~/4 !/L 1’ . I f  /I u,-t /I < K/2 Jj L /j then 
We also have 
It follows that the series 
uo + f (%+1 - %J 
12=0 
converges uniformly to a function u satisfying i/ II /I < K/2 /j L // . Taking the 
limit of (8) as n ---f CO we find that u is a solution of (7). The function Q = q. -+ u 
is a solution of (5) and for sufficiently small K, q E V. 
We are now ready to prove the main result 
THEOREM 2. Equation (5) has a solution in V for all 0 ,< p < 1. 
Proof. For /3 = 0 the solution is q = 0, . In view of the preceding Lemma, 
(5) has a solution in V for /3 in a right neighborhood of 0. Let /3* be the least 
upper bound of /3 for which the solution of (5) exists in V. 
We will show by contradiction that /?* > 1. Suppose that 0 < p* < 1 and 
consider an increasing sequence /3r , & , . + /I*. The corresponding sequence of 
solutions ql , q2 ,... is uniformly bounded since it lies in V. It is also equicon- 
tinuous, 
where A is a constant independent of j. 
By Arzela’s theorem in each finite interval [0, a] there exists a subsequence 
qak (K = 1, 2,...) that converges uniformly to a function q$ E v. It is possible 
that the function qz depends on a. However, we will show that if a, < a2, 
qzl = qzz in the common domain [0, a,]. Indeed, let ~ qzl - qzz I = E > 0 for 
SOme x1 E [O, aI1 and let qu,k, I q+, be elements of the converging subsequences 
corresponding to ,&,., , Bk2 . Then we have 
1 qa,kl - qnzk, I 2 I 4: - q IT,  I - I qalk, - qn*, j  - I q<~&, - qn*, 1 . 
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We can choose a number N such that the last two terms are smaller than e/4 if 
k, , k, > N. Then 
1 %xlkl - qa,k, 1 > 42. 
Since /I, -+ /3* as k + co we can choose a number N’ such that k, , k, > N’ 
implies 
I iskl - A2 I < 2 11” I Q” - 802 I exp[-2(Qmr - 8) (5 - d] dll-‘, 
21 
where Qrnr , 6 have been defined in connection with the construction of the curve 
C (see Appendix). Let us now choose k, , k, > max(N, N’) and set 
u = qalkl - qa2k, > = %,k, + t&k2 , 
Since %,k, ? qnzkz satisfy Eq. (5) we have by subtraction 
zi = vu - y(Q2 - Qo2). 
On the other hand, qa,k, , qnzkz E V, therefore 
v’r 2 2(Qmr - 61, 
the subscript Y denoting real part. By integration 
As x--+ co, u + cc unless the quantity in the brackets vanishes. The latter 
possibility cannot obtain, however, in view of the definition of N’ and the 
inequalities YI,. 3 2(QmV - 
mon interval [0, ul]. 
6) 1 u(xJ > e/2. Therefore, &I = qz2 in the com- 
The function 
q*(x) = &4 
is defined for all x > 0 and satisfies q* E 7. For any given x we choose an 
arbitrary a > x and consider the subsequence {qak]. The subsequence {qak(x)) 
converges to {q*(x)} while the subsequence {qLk(x)} = {qak(x) - fikQ2(x) - 
(I - /&) Qo2} converges to q*2 - /.?*Q~(x) - (I - /3*) Q,,“. Therefore, the limit 
function q* is differentiable at x and satisfies 
9 *’ = /3*(q*2 - Q”) + (1 - b*) (q*2 - Qo2). 
We will now show that it is impossible that q*(x,) E C for some x0 > 0. 
Indeed, according to the properties of the curve C, the three vectors whose 
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components are the real and imaginary parts of Q*~(x,,) - Q2(x0), q*2(~o) - Qm2, 
cafe - QM~> respectively, all point towards the exterior of the curve C. 
Therefore, the vector corresponding to /3*(a*“(x,,) - Q*2(~,,)) + (1 - /3*) x 
(q*2(~,) - Qo2) which . is a linear combination of the other three also points 
towards the exterior of C. In this case, q*(x) would leave R and q* $ v. It 
follows that q*(x) E R for all X, so that q* E V. By Lemma 1 we can find j3 > /3* 
for which Eq. (5) has a solution in V. This contradicts the definition of /3* and 
implies /3* > 1, concluding the proof of the theorem. 
Having established that the subdominant solution p+(x, h) of the Ricatti 
equation (5) lies in V, we have immediate results concerning the growth pro- 
perties of the subdominant solution of (4) 
w+(x, A) = exp [- I 4+(fT 4 q * 
If we set w+ = Y+@+ we have 
Moreover, Y+ is strictly decreasing to zero and 6’+ is strictly increasing to infinity. 
The motion of w+ on the complex plane is a clockwise spiral. 
3. ANALYSIS FOR EQ. (2) 
Here we assume p > 0, 0 < G, < G(x) < GM and, without loss of gene- 
rality, v > 0. To simplify notation we take G, = 1, G,,,, = b2 > 1. The analysis 
is identical with that for Eq. (1). It is only necessary to establish a curve C and 
then Lemmas I, 2 and Theorem 2 apply without change. 
The principal branch of (hG)li2 is 
Q(x, A) = Q12(x) (I + An), 
where 
p = (p2 + vy. 
The detailed construction of the curve C is given in the Appendix. The growth 
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properties of the subdominant solution follow again from the property q+(x, A) 
E V. For example, setting w+(x, h) = exp(- ji q+(u, A) da) = r-e@+ we have 
the bounds 
e-(bl+s’)S < r+(x, ,j) < e-(ZbS’)S, 
(m - 6’) x < 0+(x, A) < (bm + 6”) x. 
APPENDIX 
The construction of a curve C for Eq. (1) is defined in the Fig. Al, where 
-%=Q,--6, 
B,=Q,+i4 
AL=QL+iS (QL = QM~ + iQ,,d, 
BL=QL+& 
AM=QM+& 
B&=QM-2, 
BM = QM + 6e+“, 
At=Q,-i8 (Qz = Q,, + iQd 
A, = Qt - 6ei”, 
where 
4= arc sin Qy4 6 , 
6 = 6, + E. 
q, 
- 
FIG. Al. Surrounding curve C for Eq. (1). 
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In these expressions E is a sufficiently and arbitrarily small positive number while 
6, is the smallest root of the equation 
where 
/,,GM-G~-(PM-P~) 
2 
It can be verified that /3 > 0 (unless G - constant) and hence 
The closed curve C consists of the straight line segments B,A, , B,A,, 
- - 
B,A, , BIA, and the circular arcs A2,,, , AWL, ARM, ATl with cen- 
ters at Q,,, , QL , QM , Q1 and radius 6. The points BM , A, are at the intersection 
of the circular arcs and the line ‘qi = u/2(QMT + 6). The number E is chosen 
sufficiently small to ensure that the curve C lies entirely in the first quadrant. 
The above elaborate construction ensures that at every point of C the deriva- 
tive vector points outwards. Indeed we can verify 
(q2 - h - G)i = Q-q, - v > 2Qmr(Qmi + 6) - v = 2SQmr > o. 
__- 
(ii) q E B,dt , 
(4” - X - G)i = 2q,.qi - v < ( (Q;; $+) _ 1) v < o. 
(iii) q E B,A, , 
(q2 - A - G)T = qT2 - qi2 - p - G(x) 2 (Qxw + S)2 - Q;i - p - GM 
= S2 + 2QM,.S - /3. 
Noting that the two roots of the quadratic are S+ = -QMr F (Qhr + 8)1/s we 
verify after some manipulation that S, > 6,; hence S = S, + E > 6, and the 
quadratic is positive. 
-- 
(iv) q E &B, , 
(q2 - h - G)r = qT2 - q; - p - G(x) < (Qm7 - S)2 - QLi - /L - G, 
= S2 - 2Q,,z,S + ,6 < 0 
since 6 = 6, + E, where 6, is the smallest root of this quadratic. 
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(v) q E AQ: q = Q + Seiw, 0 < w d q5. 
We need to evaluate the quantity 
(4’ - h - G)7 cos w - (q2 - h - G)i sin w. 
Using the definitions of the various quantities, we obtain 
(q2 - X - G),- = GM - G + ~S(COS wQMr + sin wQMi) + Ss(coss w - sins w) 
3 2S(cos wQMr + sin wQ,& + S2(cos2 w - sins W) 
(q2 - h - G)i = 2S( cos wQMi - sin wQMr) - 26s sin w cos W; 
therefore, 
(q2 - h - G)T cos w - (q2 - A - G)i sin w > S2 toss w + 2SQ,, > 0 
(vi) q E A>L: q = QL + Seiu, 0 < w < 7712. 
It can be likewise verified that 
(q2 - h - G)T cos w + (q2 - h - G)i sin w > 0. 
(vii) q E ATz , 
similar to (vi) except that 
(q2 - h - G)v cos w + (q2 - h - G)i sin w < 0. 
(viii) q E Azm , 
similar to (v) with 
(4” - h - G), cos w - (4” - h - G)i sin w < 0. 
We have now shown that curve C of Fig. Al satisfies the stated properties (i)- 
(iii). One can possibly improve on this construction and find a curve C, satisfying 
the same properties and lying entirely in the interior of C. However, the task 
would be very tedious. 
Figure A2 shows the construction of a curve C for the differential equation (2). 
The various points of the curve are defined as follows: 
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q, 
I 
FIG. A2. Surrounding curve C for Eq. (2). 
Qm = m f  in, 
QM = b(m + in>, 
Q& = QM + i(S” - a’), 
QL = bm + in, 
Qr = m + ibn, 
Ql = QI + i(6” - LY), 
where 
&b--l - % b 
6” = b(b - 1) 11. 
We also define 
A, =m - 6’ + i(bn + 6” - a’), 
B, = m + i(bn + S”), 
A, = bm + i(bn + a”), 
BM = bm + 8’ + i(bn + 6” - a’), 
A, = bm + 6’ + in, 
BL = bm + i(n - S’), 
A, = m + i(n. - 6’), 
B, = m - 6’ + in. 
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It can be verified in a straightforward fashion that at each point of this curve 
and for each x the derivative vector corresponding to Eq. (2) points outwards. 
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