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Abstract--This paper presents an efficient parallel implementation of matrix multiplication on three 
parallel architectures, namely a linear array, a binary tree, and a mesh-of-trees. 
1. INTRODUCTION 
The problem of developing fast algorithms for matrix multiplication on several models of parallel 
computation has been extensively studied in the literature [1-4]. Matrix multiplication is closely 
related to other numerical problems, among them, matrix inversion and linear systems olution are 
worth reporting. In fact, the fastest parallel algorithm for matrix inversion are based on the 
availability of fast parallel algorithms for matrix multiplication [5, 6]. It turns out that matrix 
multiplication is the crucial step of many parallel numerical algorithms. 
In the literature, two important results on performing matrix multiplication i  parallel have to 
be reported on. In Ref. [1], Gentleman showed that the time required for n x n matrix 
multiplication is f~(n2), provided that a computational model is used, which explicitly takes into 
account communication costs, and under the assumption that no two elements of the same matrix 
can be stored in the same processor. In Ref. [7], Varman and Ramakrishnan relaxed the assumption 
of constant storage per processor made in Ref. [1], and described an algorithm running in time 
O(n x/~) on a linear array formed by O(n x/~) processors, to perform n x n matrix multiplication. 
The computational model here considered is a slight modification of a theoretical model widely 
used in the literature [8]. Namely, we assume that: 
(i) each processor can perform one arithmetic operation in a unit of time; 
(ii) no penalties occur for accessing memory; 
(iii) one interprocessor communication (send or receive) takes one unit of time; 
(iv) the computation is carried out on a given network of processors. 
In this paper, we analyze the performance of parallel algorithms for n x n matrix multi- 
plication on a linear array, a binary tree, and a mesh of trees all formed by p processors, 
2 ~<p ~ 3n2-2n.  
The description of the parallel computations will be given in terms of algorithms expressed using 
a Pascal-like notation. A sequence of statements of the type "Command~ NEXT Command2" 
means that Command2 must be executed after the completion of Command~. A sequence of 
statements of the type "Command~, Command2" means that Command~ and Command2 can be 
executed simultaneously. The symbol Pi denotes the ith processors in any network (in the natural 
order), unless otherwise specified. A comment between brackets near each statement specifies the 
processors executing simultaneously the statement. The statement SEND (a, b) means that data 
a is sent to processor b. Similarly, the statementRECEIVE (a, b) means that data a is received from 
processor b. The statements send and receive of an n vector on an n x m matrix take n units of 
time and nm units of time, respectively. The procedure out-product (A, B r, C), where A is an n x k 
matrix, B and k x n matrix and C is an n x n matrix, computes the outer product AB r and puts 
the result in C. 
In the case of hierarchical structures ( uch as the binary tree and the mesh-of-trees) symbols p (i), 
d(i), and s(i) denote the father, the fight and the left son of node i, respectively. In the paper all 
logarithms are to the base two. 
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Fig. 1. A linear array. 
The rest of this paper is organized as follows. In Sections 2, 3 and 4 the performances of n x n 
matrix multiplication on the linear array, the binary tree, and the mesh-of-trees are studied, 
respectively. In Section 5, an analysis and a comparison of the results is presented. 
2. L INEAR ARRAY 
In this section, the performance of an algorithm for matrix multiplication on a linear array 
is studied. A linear array is formed by identical processors linearly connected (see Fig. 1). Assume 
the array to consist o fp  processors 2 ~< p ~< n, ordered with increasing indexes. The n x nmatrices 
A and B are allocated to the processors as follows. The ith processor stores columns of matrix A 
from index 1 + (i - 1)nip to in/p and rows of matrix B from index 1 + (i - 1)nip to in/p. 
Matrix multiplication can be computed on the linear array according to the following algorithm. 
Algorithm 1 
begin 
out-product (A1, B~, C1 ) 
SEND (C~, 2) 
end 
NEXT 
{P,} 
begin 
out-product (Aj, B T, C~) 
RECEIVE (Ci-~, i - 1 ) 
C,,=C,+C,_, 
SEND (Ci, i + l )  
end 
NEXT 
N EXT 
NEXT 
N EXT 
{P~, i = 2, 3 . . . . .  rp /2q-  1 } 
begin 
out- product T Arp/21, B rp/27, Crp/21) 
RECEIVE (Crp/27 _1, rp /2 - ]  - 1 ); 
RECEIVE (Crp/21+ 1, r-p~2-]+ 1 ) 
Crp/2]==Crp/2] + Crp/2] - 1 + Crp /2 - ]+ 1 
end 
N EXT 
N EXT 
{P,, i = rp /2 - ]}  
begin 
out-product (Ai, B T, Ci ) 
RECEIVE (Ci+l,i + 1) 
C,,=C,+ 
SEND (C~, i - 1 ) 
end 
N EXT 
N EXT 
N EXT 
N EXT 
{Pi, i=[ -p/2- ]+ l . . . . .  p -1}  
begin 
out-product (Ap, B 3, Cp) 
SEND (Cp, p - 1) 
end 
N EXT 
Note that the resulting matrix C = AB is available in the rp/2]th processor. 
One can see that the time-performance attained by the linear array of p processors according 
to Algorithm 1 is 
Tp(n ) = 2na/p + (3/2)n2p.  
Note that the value of p for which Tp(n) is minimum is p = [-(2/~/3)~/-n]. 
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3. BINARY TREE 
A similar algorithm can be implemented on a binary tree (see Fig. 2) of p = 2k - 1 processors, 
2 ~< k ~< n, where k processors (numbered from I to k) are dedicated to the computation of the outer 
products, and k - 1 processors forming the binary tree (numbered from k + 1 to 2k - 1) compute 
matrix additions. Matrices A and B are partitioned as in Algorithm 1. The data-flow proceeds from 
the leaves to the root in a regular fashion. 
Algorithm 2 
begin 
out-product (Ai, B [, Ci) 
SEND (C;, p (i)) 
end 
N EXT 
{Pj, i= I ,2  . . . . .  k} 
begin 
RECEIVE (Cs(i), s( i )) ;  
RECEIVE (C~¢;), d( i ) )  
C,,= C,(,) + 
SEND (C~,p(i)) 
end 
NEXT 
NEXT 
NEXT 
{Pi, i=k  + l , k  + 2 . . . . .  2k-2}  
begin 
RECEIVE (C,¢;), s (i)); 
RECEIVE (C¢<;), d( i ) )  NEXT 
Ci,= C,<i ~ + C¢(i) NEXT 
end 
{P,,/=2,-1} 
The time required by processors P~, i = 1 . . . . .  k, is 2n3/k - n 2 for the computation stage, and 
n 2 for the communication stage; it shows that the overall time is 2n3/k. The time elapsed in each 
processor P~, i = k + 1 , . . . ,  2k - 2, is n 2 for the "receive" stage, n 2 for the addition stage, and n 2 
for the "send" stage. The time elapsed in processors P2t-i (the root) is 2n 2. 
Since the tree has depth log k, the total time is 
Tz~-I (n) =2na/k +n=(3 log k -1 ). 
A substantial improvement over Algorithm 2 can be obtained by overlapping the outer products 
computation and the addition stage, according to Algorithm 3. 
] 
Fig. 3. A 4 x 2 mesh-of-trees. Fig. 2. A binary tree. 
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Algorithm 3 
{u# denotes the entry of matrix U in row i and column j;  the superscript (used only where 
necessary) denotes the processor to (from) which the clement is sent (received)} 
beg in  
fo r  t = 1 to  n 
beg in  
fo r  z = 1 to  n 
beg in  
c~ == a,ib~z 
fo r  v=i+l  to  i n /k  
beg in  
m == awbv, 
Ctz:= Ctz + m 
end 
SEND (c ,z ,p( i ) )  
end 
end 
end 
{Pt . i= l ,2  . . . . .  k - l}  
N EXT 
N EXT 
N EXT 
N EXT 
beg in  
fo r  t = 1 to n 
fo r  z = 1 to n 
beg in  
RECEIVE (c(~ (;)), s ( i ) ) ;  
RECEIVE ~ (¢(i)) =tz , d ( i ) )  
SEND (c}~z),p(i)), 
end 
end 
N EXT 
N EXT 
{P~, i = k + 1 . . . . .  2k - 2} 
A_- 
A. 
A2, 
A,2 A,~ A,, 
A.~ A2~ A2. 
B = 
E • 1 1  E~12 
B2, B=2 
B3, B3, 
B,, B,2 
Fig. 4. Partitioning of matrix A and its allocation in the 
processory of the mesh. 
Fig. 5. Partitioning of matrix B and corresponding 
allocation, 
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One can see that the time-cost of the above algorithm is 
Tz,_l(n ) = 2n3/k + 31og k -1 .  
4. THE MESH-OF-TREES 
A mesh-of-trees consists of a rectangular arrangement of processors, in which all processors 
belonging to the same row or column are connected by a tree (see Fig. 3). 
We assume the rectangular mesh to have k rows and n columns. Each column of the matrix A 
is partitioned into k blocks, each consisting of n/k contiguous elements. Each column is allocated 
to a column of the mesh, a block to each processor of this column (see Fig. 4). 
Matrix B is partitioned analogously by rows, and each block is fed into the mesh-of-trees through 
the tree connecting processors belonging to the same column (Fig. 5). 
The computation of AB on the mesh of trees can be performed according to the following 
algorithm. 
Algorithm 4 
{the pair (i, j )  identifies processors of the mesh; PR(i, j) and Pc(i, j) denote the father of node 
(i, j )  on the row-tree and on the column-tree, respectively.} 
begin {P,i} 
RECEIVE (B/, ,Pc(i , j ))  NEXT 
out-product (Aii, B~, C;1) NEXT 
fo r t=2tokdo  
begin 
SEND (C.-1, PR(i, j)),  
RECEIVE (Ba, Pc( i , j )  ) NEXT 
out-product (Aq, B~, Cjt) NEXT 
end 
SEND (C~k, PR(i, j))  
end 
Row-tree. (All processors except he root. The computation performed by the root can be easily 
derived.) 
begin 
RECEIVE (C~ (i), s( i )) ,  
RECEIVE (C d(i), d( i ) )  NEXT 
Sl== C~ (i) + C'1 (i) NEXT 
for r =2 to k do 
begin 
SEND (S,-1,p(i)), 
RECEIVE (C; (i), s (i)), 
RECEIVE (C d(0, d( i ) )  NEXT 
S,,= C d(° + C; (i) NEXT 
end 
SEND (Sk, P( i ) )  
end 
The description of the computation carried out by the column-tree is omitted, since it consists only 
of a sequence of SEND and RECEIVE statements. 
One can see that 
T3,,k-.-k (n ) = 2n =/k + (n =/k=) (3 log n - 1 ) + (re/k ) (2 log n + 1 ). 
with 
2<k<n.  
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5. CONCLUSIONS 
We can now present our main result. 
Proposition 
Let LAp, BTp, MTp denote the time to perform n x n matrix multiplication on the linear array 
o fp  processors, the binary tree o fp  processors and the mesh of trees o fp  processors, respectively. 
Then 
LA. <~ STp, MTp, 
BTp <~ LAp, MTp, 
UTp <~ LAp, BTp, 
for 2 ~<p <~ o(w/-n), 
for n (v fn )<p <O(n), 
for 5n - 2 ~< p ~< 3n2 - -  2n, 
and the corresponding time performances are 
LAp = 2n 3/p + (3/2)n 2p 
BTp = 4n3/(p .-t- 1) q-- 3n 2 log(p + 1) - n: - 1 
MTp = (n(3n - l)/(p + n)2)((p + n)(2n + 2 log((p + n)/(3n - 1)) + 1) 
+n(3n - 1)(3 logn - 1)). 
The proof follows from the results of previous sections. [] 
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