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Abstract
Surround sound is widely used in many real world applications to immerse the
listeners with a complete audio environment. Mobile devises are also experiencing a
rapid increasing in terms of both devise functionality and popularity. Mobile
applications such as mobile teleconferencing can take advantage of the surround
sound technology to enhance the audio quality for users. However, many technical
challenges still exist in this field.

Traditionally, surround sound is deployed in play back systems with a fixed set up. In
mobile surround, the location of both the handsets and the audiences may vary
during the play back. To address this issue, different multi-channel codec and virtual
source positioning techniques are studied in this thesis. A post-processer is built
based on Vector Base Amplitude Panning (VBAP) with Audience Targeted Vector.
This vector base approach allows us to move the loudspeakers and the audience
independent from each other.

Both MATLAB simulation and listening test were carried out to evaluate proposed
algorithm. The results show that this approach achieves a good listening quality with
stereo-like mobile phones playback system.
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1 Introduction
Traditionally, surround sound is used for the re-creation of an ambient audio scene
with the aim of immersing the listener in a complete audio environment [1]. This
technology is used in cinema, video game consoles, home theatre systems and
personal computers to enrich the sound reproduction quality and create spatial realism
sounds related to a visual scene.

It is clear that applications of surround sound in a mobile network are not the same as
traditional applications. The introduction of small, handheld entertainment platforms
(such as the iPod and other media player type devices) and the mass acceptance of
these devices in the market-place has led to the use of such devices as delivery
mechanisms for high fidelity entertainment content containing, in part, surround sound.
Audio system can achieve higher sound quality by taking advantage of surround
sound, since the spatial properties of a sound scene can be captured and reproduced,
at least partially. The success of these devices at a market level has led mobile handset
manufacturers to accelerate the trend of enabling handsets to act as entertainment
platforms [1].

Teleconferencing can take advantage of surround sound to create an ambient audio
environment to enhance the quality of conference. Sound sources can be distributed
such that a virtual conference room is created during playback. Therefore, speakers
can easily be distinguished. Combining mobility with conferencing is an attractive
1

application scenario (that is currently used) which compares poorly to fixed
conference environments. In most conference scenarios, the participants rely on a
fixed distribution of microphones and speakers to capture the audio scene and on a
conference bridge to mix the audio from multiple sources [2]. Sophisticated
compression paradigms may be used to enhance the ability of the fixed environment to
create a more useful audio scene, however the participants are expected to adapt to the
fixed environment rather than the scene capturing technology adapting to the
circumstances of the participants.

This thesis looks at mobile teleconferencing using local ad-hoc networking where the
whole system is composed of one gateway handset and several node handsets. This
concept is shown in Figure 1.1 The gateway handset receives and processes audio
signals from the cellular network, and distributes it among the node handset to form a
surround sound environment. Sophisticated smart phone may be selected as the gate
way handset because both the signal processing and the network synchronization task
rely on this central handset. During the conference, participant handsets may leave
the local network as they move away or join in as they move closer. The key
difference between this system and current surround sound system is that the
positions of both the audiences and the loudspeakers are not fixed and may move
during the conference. Therefore, audio processor for this system should reproduce
the sound image according to these position differences such that the listening
quality could be enhanced.
2
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Network
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Ad-hoc Networked
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network range
Conference participant external to
the surround sound environment.
As the handset is moved closer, it
joins the other handsets in creating
the surround environment

Figure 1.1 Mobile Teleconferencing application

There are a number of attractive features for the use of mobile handsets to create a
surround sound environment in teleconferencing. Firstly, conference participants may
remain partially mobile within the range of the network. Secondly, the handsets can be
3

allocated according to the physical distribution of participants. Thirdly, sound quality
can be enhanced by the surround sound environment created by the mobile handsets.

The key challenges of this application are: The networking technology must allow for
handsets leaving and joining conferences as well as providing the relative location
information of the handsets. The audio compression scheme must be capable of
handling multi-channel input from different sources. On the decoding side, the
decoded multi-channel output should be modified according to the position
information of both the audiences and the mobile handsets. Both the network and
audio compression technology must have low computational complexity in order to be
feasibly deployed on a battery powered and memory limited mobile handset.

This thesis will focus on the audio processing problem of the project. More
specifically, a post-processer is designed to modify audio according to a specific user
defined audience position so that the listening quality can be enhanced. In order to
achieve this, both a surround audio coding technique and virtual sound source
positioning approaches are extensively studied and reviewed.

This thesis has the following structure. Chapter 2 first introduces spatial hearing and
existing surround sound playback systems, then conventional perceptual audio
coding is reviewed. After that three state-of-the-art spatial coding approaches are
estimated in detail. Chapter 3 presents different virtual source positioning methods
and audience targeted vector. An extension to Vector Base Amplitude Panning, which
4

is the basic virtual source positioning approach used in the postprocessor is also
presented in this chapter. Chapter 4 highlights the simulation platform for
implementing the designed algorithm as well as the listening test facilities and
listening test set up. The anechoic chamber of the auditory laboratory in the
University of Wollongong is used as listening test room. Both the simulation results
and listening test results are presented and analyzed in Chapter 5. Chapter 6 presents
the conclusions extracted from this work.
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2 Background
2.1 Overview
As was pointed out in the previous chapter, this thesis will focus on the surround
audio rendering issue. Current surround audio codec [3] [4] [5] [6] assume a fixed
position in terms of both audiences location and loudspeakers set up. This is not ideal
for teleconferencing application since a listener may move during the conference or
there may be too many listeners for all of them to be in the best location. Therefore,
the aim of this thesis is to develop a location dependent function for the decoder to
modify the audio output according to user specify location information so that the
play back quality can be enhanced.

This chapter starts by briefly reviewing audio teleconference concept, spatial hearing
and existing surround sound playback system. Perceptual audio coding is discussed,
and three different surround audio coding techniques are described in detail. These
are MPEG (Moving Picture Experts Group) Surround [3], Spatial Audio Object
Coding (SAOC) [4] and Spatial Squeezing Surround Audio Coding (S3AC) [5] [6].

2.2 Audio Teleconference
Audio

conferencing

(also

known

as

speech

conferencing)

utilizes

telecommunications system to allow live information exchange among people in
different locations [7]. All participants can hear and speak simultaneously during the
6

audio conference. Compared to a traditional face-to-face conference, one major
advantages of audio conferencing is that it can reduce the travel, stay costs and other
additional expanses that come from gathering people for a meeting[8]. An audio
conference can also be set up quickly even though the participants are located in
different parts of the world. These features make audio conferencing appealing to
business users, especially large company with overseas departments.

Audio conferencing is not good at complex meeting scenarios such as negotiation or
group discussion [9]. These scenarios usually involve multiple participants speaking
at the same time and it is often difficult to distinguish different speakers with
audio-only communication. However, if we can take advantages of surround sound
technique and separate different sound sources to create a sound image with sources
come at different locations, then different speakers could be easily distinguished and
the listening experiences for audio conferencing could be enhanced.

2.3 Spatial Hearing
Human beings are primarily visually oriented; however, human auditory system also
has important purposed in daily life [10]. The hearing is a highly developed sense
with an enormously complex and interactive system with incredible powers of
perception. Visual system only has a front view. As shown in Figure 2.1, in contrast
to the visual system, the human auditory system is able to detect sound signals from
all directions in both the horizontal and vertical planes [11]. In addition, auditory
7

system is also able to estimate the distance of sound source. These remarkable
capabilities can provide means to communication as well as means to detect potential
danger [10].

Median
plane
Sound
source

Horizontal
plane

Figure 2.1 Spatial hearing in a 3-dimension coordinate system.

The human auditory system consists of three parts: outer ear, middle ear and inner
ear [12]. The simplified structure of the human auditory system is illustrated in
Figure 2.2. First a sound wave is transmitted through the auditory canal in the outer
ear to the eardrum. The eardrum consists of three small bones, named ossicles. The
ear drum changes air pressure caused by the sound wave into mechanical vibrations.
8

These vibrations are then transmitted via the ossicles to the inner ear. In the inner ear,
these vibrations are transformed into properly coded neural impulses by the cochlea.
More specifically, there is a membrane known as the Basilar Membrane. Different
parts of this Basilar Membrane have different frequency responses for the signal
transferred from the Ossicles. These responses are then detected by cochlea and then
transmit to the auditory nerves [11].

Sound
wave

Pinna

Ear Drum

Ossicles

Nerve
Basilar signals
Membrane

Figure 2.2 Simplified structure of human auditory system.

Sound signal processing is done in the ears and in the auditory nervous system. The
brain uses information from both ears to determine the position of the sound source.
For example, consider Figure 2.3, sound from the right side reaches the right ear
earlier than the left ear. In addition, because of the shadow effect of the head, sound
source at the right side has a higher level at the right ear than at the left ear. The
temporal difference is called inter-aural time difference (ITD) and the level
difference is called inter-aural level difference (ILD) [10]. Both inter-aural time
difference and the inter-aural level difference are essential for the hearing system to
capture the spatial image of certain auditory event.

9

Sound source

Figure 2.3 Propagation of audio to left and right ear drum

The human auditory system decodes these differences on a frequency based manner
[11]. For sound with a frequency lower than 800 Hz, the half wavelength of the
sound is larger than the dimensions of head. In this case the level difference between
two ears is very low since head shadow effect is small. It is very difficult to
determine the direction of the sound source based on the level difference. However,
the phase difference between both ears can be precisely determined as only one
period is involved. Therefore, phase difference is used at low frequency to determine
the direction of sound source [12]. For sound with a frequency higher than 1600 Hz,
the wavelength of the sound is smaller than the dimensions of head. For such sounds,
it is impossible to determine the sound direction base on phase delay since more than
one period is involved. On the other hand, the head shadow effect becomes stronger
and the level differences between to ears can then be evaluated [11].

In recent years, the field of spatial audio processing has developed rapidly. Multiple
10

channel audio are widely used in both recreation and business applications [2]. For
conference application, the use of multiple audio sources can make the spatial
property of a sound scene more realistic and help audience to distinguish different
speakers. However, the increase of audio channel will also dramatically increase the
transmission and storage cost. In addition, multiple channel audio processing also has
to meet the challenge of backward compatibility with existing stereo playback
system.

2.4 Surround Sound playback system
There are three most commonly used consumer spatial audio playback systems: stereo
loudspeaker playback, headphone playback and multichannel surround loudspeaker
playback [13]. The stereo loudspeaker set up is the most commonly used consumer
playback system among these three. It consists of two loudspeakers which are placed
in front on the left and right sides of the listener, each of which has an individual
signal fed into it [13]. There are two fundamental requirements for these two
loudspeakers. First is that they must be synchronized and the second is that they must
be matched in volume and frequency response, otherwise distortion may occur
during the sound play back [14]. As shown in Figure 2.4, for typical stereo playback
set up, the left (L) and right (R) loudspeakers are located at -30 ºand 30 ºrespectively.
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L

R
300

Figure 2.4 Loudspeakers layout for stereo playback.

Sound played out from a single (mono) loudspeaker would appear to come direct
from it. A stereo play back system, on the other hand, could create an auditory spatial
image between and behind the two loudspeakers [14]. For instance, two identical
audio signals evenly played out from a stereo system would create a sound image
that is perceived to be located in the middle of the two loudspeakers [14]. Stereo play
back can provide a significant improvement compared to mono play back in terms of
both sound quality and spatial reality. Sound quality includes, but is not limited to ,
intelligibility. However, two-channel stereo cannot present the audience with a full
12

surround audio scene. It is also limited in terms of the number of independent sound
sources it can present to the listener.

Headphone playback aims at presenting a listener with a sound scene with two
headphones located at the entrances of the ear. Headphone play back is similar to the
stereo play back. One single stereo signal can be played back over either stereo
loudspeakers or headphones. However, given that the dimension of headphone play
back system is limited by the dimension of head, such stereo signal play back over
headphones will only allow for spatial images inside of the listeners head [13].

With the help of binaural recording techniques, audiences using a headphone
playback system can also experience surround sound. As shown in Figure 2.5
binaural recording techniques uses two recording microphones placed at or close to
the entrances of a listener‘s dummy head. This dummy head generates a similar
distance difference between two recording microphones as well as the shadow effect
so that during the headphone play back process the listener is immersed in a sound
scene similar to that of where the recording was made. In this case, the spatial image
is not limited to being within the listener‘s head.

13

Sound
Source

Dummy
Head

Recording
Microphones
Figure 2.5 Binaural recording with a dummy head.

Compared to stereo playback system, headphones immerse the listener with a
broader spatial sound scene (spread to full 180 º) [14]. Additionally, headphones are
also convenient when people with different listening preferences are in the same
place, for example on a train; or where a quiet environment is required, for example
in a library. However, binaural recording only has its best effect when it has been
playing out using the headphones. Another drawback of this technique is that
different listeners‘ head may vary considerably in terms of both the shape of the head
and the left and right ear distances. Therefore, the spatial realism and the sound
14

quality remains when the same listener is conducted in the playback process, but
distortion might occur if a different audience listens to the same audio material [15].

Thanks to the rapid development of telecommunications networks, storage media,
and audio compression techniques, multi-channel audio playback systems have
become widely used in recent years. Such systems aim at enriching the sound image
with additional discrete loudspeakers. The most commonly used form of theses
systems is used with HDTV (as well as home entertainment systems) and consists of
5 surround loudspeakers and one low-frequency effects (LFE) channel, denoted as 5.1
surround [14]. Typical 5.1 surround layout is shown in Figure 2.6. The 5 surround
channels in a 5.1 system are: left (L), center (C) and right (R) at the front, left
surround (LS) and right surround (RS) at the rear. In addition to these surround
channels, a subwoofer (a loudspeaker dedicated to reproduce low pitched audio
frequencies) is also added to the system to carries low-frequency effects, denotes as
LFE.

15

C
R

L
300

LFE

1100

RS

LS

Figure 2.6 Loudspeakers layout for 5.1 surround

The left and the right loudspeakers in 5.1 surround have the same position as the
stereo set up for backward compatibility purpose. In addition to these two channels,
the left surround and right surround channel are placed at the rear sides of the
listeners to provide spatial sound image at the back. These two channels are normally
placed at an angle of ±110 ºfrom the center. A center channel is located at the center
to coincide with the screen for television, film or video. This channel is mostly used
to reproduce the dialogue part of a film or television shows [15]. The LFE shown in
Figure 2.6 denotes the low frequency effects channel, this channel is used to
16

reproduce bass sound. In contrast to the other five channels, this low frequency
effects channel has a bandwidth up to 120 Hz only, and it can provide sufficient
sound pressure for low frequency auditory event that the other five channels cannot,
such as an explosion in a movie.

2.5 Perceptual Audio Coding
Perceptual audio coding achieves a high coding gain by finding out the perceptual
redundancy and irrelevancy of the sound source. This is accomplished by taking
psycho-acoustical phenomena into consideration. The human auditory system has a
biological listening range in terms of sound frequency [16]. The listening range is
typically understood to be from 20 Hz to 20 kHz, and the upper limit of this range
decreases with the growth of age [15]. In addition, for each different frequency band
of incoming sound, the human auditory system has a different listening threshold. In
other words, any sound signal that has a level lower than this listening threshold will
typically not be detected by human auditory system.

The listening threshold curve varies for different listeners, however, common
auditory systems share a sensitive range of 1 kHz to 4 kHz [16], and the minimum
audible sound pressure level rises for both lower and higher frequency range out of
this sensitive range [15]. Both sound materials with a frequency out of the audible
range and those within the range but with a sound level under the listening threshold
17

curve cannot be perceived by human auditory system. Therefore, as has been shown
by the development of a number of perceptual audio coders [17] [18] [19], discarding
these inaudible components during the coding process will not cause any degradation
of the perceptual quality of the original sound materials.

Amplitude (log)

Audible
Masked
threshold
Inaudible
1
2

3
Frequency

Figure 2.7 Masking effect and masked threshold.

Another characteristic of the auditory system is that an audible sound may become
inaudible in the presence of another sound with the similar frequency and higher
sound level. This is known as masking effect [15].

As shown in Figure 2.7, the original listening threshold (the dash line) changes in the
presence of sound source 1. The masked threshold is considerably higher than the
original threshold at the frequency range near sound source 1, which renders sound
18

source 2 inaudible. Sound source 3 is not affected by sound source 1 and remains
audible since there are enough frequency differences between these two sound
sources [15].

L(dB)
50

Premasking

40
30
20

Postmasking

Masking
Tone

10
0

100

200

300

400

500

T(ms)

Figure 2.8 Masking effect in the time domain.

The masking effect does not only occur in the frequency domain but also in the time
domain [13], as presented in Figure 2.8, similar to the masking effect in the
frequency domain, a strong pulse raises the masking threshold both before and after
the pulse and renders some other sound pulse under the threshold curve inaudible.
The pre-masking effect in the time domain is coursed by the finite time resolution of
the human ear together with the time consumption in the transportation process from
the ear to the brain.
19

Masking effects together with the listening threshold are the basic psycho-acoustical
phenomena used in perceptual coding. Sound signals below the threshold curve
cannot be perceived by listeners and therefore need not be transmitted. As
demonstrated in Figure 2.9, typical perceptual audio encoder starts with analyzing
the temporal and spectral properties of each segment of incoming audio. The
frequency analyzer performs spectrum analysis by means of a fast Fourier transform
and determines the components of the audio signal with low time resolution and high
frequency resolution [17]. At the same time with frequency analysis, the audio
signals are separated into many frequency sub-bands by a set of filters. The
perceptual analysis block determines the masking threshold and transmits it to the
quantization block.

The quantization block uses the parameter from time/frequency analysis block and
perceptual information to explore the perceptual irrelevancy, based on the principles
of the psychoacoustic model, frequency components with irrelevant information can
be identified from the current signal. The entropy coding and bitstream packing
block encodes the quantized audio materials, packs them and then transmits them to
the output channel.

20
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Figure 2.9 Structure diagram for perceptual encoder.

Perceptual coding techniques are widely used for audio coding. Some perceptual
codec was also developed and standardized by the MPEG (Moving Picture Experts
Group) and other standardization group[18] [19] [20] [21].

Conventional perceptual audio codec aims at remove the ―perceptual irrelevant‖ part
of the audio material to achieve a high coding efficiency as well as maintaining the
audio quality. Spatial audio codec, on the other hand, explore the inter-channel
redundancy by representing multiple channel audio by one or two down-mix channel
along with spatial side information. The spatial side information can help the decoder
to reproduce full multi channel sound scene from the down-mix signal. These
achieve a much lower bit rate as the spatial parameters contain much less information
than a full audio channel [13]. Three different surround audio coding techniques
are discussed in detail in the next section.
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2.6 MPEG Surround
MPEG Surround is an ISO/IEC standard, developed by the Moving Pictures Expert
Group (MPEG) as a data rate efficient coding scheme for multi-channel audio
transmission [22]. MPEG Surround is a parametric coding technique that captures
and reconstructs the spatial image of multi-channel audio inputs by means of a
compact set of perceptual parameters and a mono or stereo downmix signal. Typically,
the downmix is a mono or a stereo signal, but more down-mix channels are also
supported. In addition to compressing the multi-channel audio signal into a downmix,
the downmix signal itself can also be coded with an existing compression technology
[3]. The down-mix bitstream is combined with the perceptual parameters by a
multiplexer to form the output bitstream. The complete set of parameters is stored in
the ancillary data portion of the downmix bitstream and is invisible to a conventional
stereo decoder on the decoding side to ensure backward compatibility [23].

The MPEG Surround coding process is composed of a set of elementary building
blocks, more specifically, two-to-one (TTO) and three-to-two (TTT) on the encoding
side; one-to-two (OTT) and two-to-three (TTT) on the decoding side. As the name
suggested, the TTO block has two audio channels as input; one down-mix channel
and spatial side information as output [24]. The corresponding OTT block generates
two output signals from using one input signal and the side information on the
decoding side. The Three-to-Two block is similar with Two-to-One block except for
having one more signal on both input and output. Two-to-Three block is the inverse
22

of the Three-to-Two block on the decoding side.

There are two other types of building blocks in MPEG surround [25]: converter and
analysis. A converter can modify the input signal according to side information to
generate an output channel with different spatial properties. An analysis block can
generate parameters from a signal stream without modifying the actual signal or
signal configuration. Using these blocks hierarchically, MPEG Surround forms a tree
structure to complete the down mix and up mix process on the encoding and decoding
side respectively [3]. Depending on the number of input and output channels, different
tree structures may be constructed. Figure 2.10 describes the structure of 5.1 surround
to stereo audio encoder. This encoder consists of a TTT element and a number of TTO
elements. The signals lf, lb, c, lfe, rf and rb denote the left from, left back, centre, low
frequency enhancement, right front and right back channels, respectively [21].
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OTT encoder
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lfe

TTT
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OTT encoder
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Spatial parameters

Figure 2.10 Structure of MPEG Surround 5.1 to stereo coder [3].

Three types of spatial parameters are collected during encoding process [25]:

1. Inter-channel level difference (ICLD) - this parameter represents the level
differences between two input channels. This parameter is quantized
non-uniformly on a logarithmic scale.
2. Inter-channel time difference (ICTD) – this parameter represents the time
differences between two input channels. This parameter is quantized
non-uniformly on a logarithmic scale.
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3. Inter-channel coherence (ICC) – this parameter represents the time and
frequency variant coherence or cross-correlation between two input channels.
The ICC parameters are quantized on a non-uniform scale.

These parameters are coded and transmitted in the ancillary data portion of the
down mix bit stream [26]. The OTT and TTT decoding blocks use the received
parameters in the upmix process to reproduce the surround sound scene.
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Figure 2.11 OTT decoding block.

The OTT decoding block diagram is shown in Figure 2.11. A down mix signal S is
first processed by a decorrelator D and an up-mix matrix W with spatial parameters P
to obtain two output signals X11 and X12:

= W(P)*

(2.1)

With
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W(P)=

(2.2)

The transmitted ICLD parameter is used to calculate the up-mix matrices W to
ensure the output pairs have the correct level difference. The correct coherence is
obtained by mixing the two input signals under the assumption that the output of
decorrelator is statistically independent from its input, while having the same
temporal and spectral signal envelopes [27]. Another constrain of this up-mix process
is that the sum of the energies of the output signals must be equal to the energy of the
input signal [28].

Instead of coding each of the multi-channel input audio signals independently, MPEG
Surround audio compression provide means to exploit cross-channel relations in an
extremely efficient manner. It is claimed that this approach enables the transmission
of multi-channel audio siganls at a data rate close to the rate used for the
represetation of two-channel or even monophonic audio [28]. In addition, MPEG
Surround can be used on top of legacy downmix codec with an additional spatial
parameter stream.

2.7 Spatial Squeezed Surround Audio Coding
Spatial Squeezed Surround Audio Coding (S3AC) achieves the compression of a
5-channel surround sound by representing it with a smaller sound field, which contains
every auditory event in the full surround sound scene with a corresponding position in
a ‗squeezed‘ space [5]. The fundamental concept of S3AC is that a full surrounding
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auditory panorama for perceptual listening purposes can be represented by a smaller
(squeezed) sound field for the purposes of transmission [6]. According to J. Blauert
[29], the human auditory system has limitation in determining the precise location of
a sound source, this is also known as localization blur [29]. S3AC utilize the ―sin law‖
pan-pot, which is the simplest pan-pot law that considers the angle between the
speakers to exploit this location redundancy in multichannel audio system [30].
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Figure 2.12 5-Channel Surround Speakers [6].

S3AC aims to represent the 5-channel surround input (Figure 2.12) using a small
stereo like sound field (Figure 2.13), by mapping the 360 º full surround sound field
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into a 60 ºstereo like sound field for backward compatibility for stereo playback
system. To perform this mapping, S3AC uses a linear mapping between the 360 º
sound field and the 60 ºsound field [6].
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Figure 2.13 S3AC Stereo Down mix with Squeezed Sound Field [6].

The 600 ―squeezed‖ sound fields are also split to several sub-regions matching with
the full surround sound field as presented in Figure 2.13. Sound source is analyzed
by S3AC encoder for position information and then rendered into the ―squeezed‖ 600
sound space using the mapping function and virtual sound source positioning
technique [6]. On the decoder side, the smaller sound-field can be re-rendered by
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analyzing the received stereo down mix to identify virtual sources and then re-panning
back to the original 5 channel representation.

MPEG aims at exploring the cross-channel cues by calculating and transmitting
spatial side information for the multi-channel surround audio. S3AC, on the other
hand, explores the localization redundancy by analyzing and rendering the sound
source position [5]. S3AC is less complicated compared to MPEG surround, as only
one azimuth parameter is collected and transferred. And as a result, some information
is lost during the down mix process. However, according to the listening test
conducted by Cheng B. et al. S3AC achieves a high-quality performance in terms of
maintaining the localization of audio sources with the sound field [6].

2.8 Spatial Audio Object Coding
2.8.1 Overview
Spatial Audio Object Coding (SAOC) is a parametric multiple object coding technique
[4]. Typically, audio objects consist of dry sources such as individual instruments and
mono speech. Traditional object-based audio coding technique like MPEG-4 encode
and transmit the audio objects separately [29]. These individual audio object bit
streams are decoded and rendered according to the scene description and/or the user
input at the receiving end. The disadvantage of this coding scheme is that both bitrate
and computational complexity will grow approximately proportionally with the
number of transmitted objects. The structural complexity of the decoder can also be an
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obstacle to implementation when the number of audio objects is large.

SAOC aims to achieve the functionality of object based coding in an efficient and
low-complexity fashion by augmenting the existing spatial audio coding concept. It is
designed to transmit N audio objects in an audio signal that comprises K down mix
channels. Typically, K is one or two channels. SAOC achieves high compression
efficiency due to the use of a down mix signal plus accompanying parametric side
information. This backward compatible down mix signal together with object meta
data is transmitted through a dedicated SAOC bit stream to the decoder side. The
conceptual structure of SAOC is shown in Figure 2.14.
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Channel 1

Object 2

Channel 2

Object 2
Object 3

...

Object
Encoder

Downmix
signal(s)

Object
Decoder

Object 3

Channel 3

Mixer/
Renderer
...

...

Object N

Channel M

Object N

Object meta data
Rendering infor

Figure 2.14 SAOC conceptual overview [25].

2.8.2 SAOC Architecture
As shown in Figure 2.14, SAOC convert N input audio objects into mono or stereo
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down mix signals along with a set of object meta data on the encoding side. The down
mix signal can be compressed and transmitted without the need to update existing
codec. The object parameters, or SAOC side information, are transmitted in a low bit
rate side channel, e.g. the ancillary data portion of the down mix bit stream.

SAOC focuses on audio objects instead of channels. The audio objects can have
various formats, including mono, stereo or a multi-channel format. SAOC extracts
several parameters to interpret the difference between different audio objects [25]:

1. Object level differences (OLD): this parameter shows the relative energy of
one object to the object with most energy for a certain time and frequency
band.
2. Inter-Object Cross Coherence (IOC): this parameter describes the cross
correlation of to objects in a certain time and frequency band.
3. Down mix Channel Level Difference (DCLD): this parameter is only
applicable for objects in a stereo down mix describing the down mix
processing of the input object signals derived from the gain factors applied to
each audio object.
4. Object Energies (NRG): this parameter specifies the absolute energy of the
object with the highest energy for a certain time and frequency band.

SAOC is able to work as a stand-alone decoder or as a transcoder from an SAOC to an
MPEG Surround bit stream, depending on the intended output channel configuration
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[28]. SAOC works at decoder mode if mono, stereo or binaural audio outputs are
required. The block diagram of SAOC decoder mode is shown in Figure 2.15. Audio
objects are extracted from the incoming down mix using the side information
contained in the SAOC bit stream.

SAOC decoder
Downmix

Downmix
processor

SAOC
bitstream

SAOC
parameter
processor

Output

Rendering
HRTF
matrix
parameters
Figure 2.15 Block diagram of SAOC decoder mode [26]

33

SAOC has also been defined such that it is possible to generate an MPEG Surround
bit-stream from an SAOC bit-stream through a transcoding mode. Figure 2.16
illustrates the structure of the SAOC transcoder mode. There are two basic elements
of SAOC transcoder: SAOC parameter processer and down mix processor. In this
mode, audio objects will be rendered to a standards compliant MPEG Surround bit
stream and down mix according to the SAOC parameters and rendering information
generated from the rendering engine or user input [29].

Downmix

Downmix
processor

MPS
downmix

MPS
decoder
SAOC
bitstream

SAOC
parameter
processor

Output

MPS
bitstream

Rendering
matrix
Figure 2.16 Block diagrams of the SAOC transcoder mode [26]

In order to perform the desired mapping, a rendering matrix is calculated by the
rendering matrix generation block exploiting information about the play back
configuration, i.e. the number of loudspeakers available for playback together with
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their spatial positioning and object positioning as well as amplification information
[30]. The rendering parameters can be retrieved interactively from a user interface.

2.9 Summary
The reviewed spatial audio coding techniques, which represent the state of the art,
aim to provid surround audio experiences with a fixed playback system. Spatial
Squeezing Surround Audio Coding has lower computational cost than MPEG
Surround and SAOC, however, some information is lost during the down mix. Spatial
Audio Object Coding, on the other hand, uses Object level differences (OLD),
Inter-Object Cross Coherence (IOC), down mix Channel Level Difference and Object
Energies along with the down mixed signal to interpret the multiple audio object
input-rather than focusing on recreating a scene, it is focused on the creation of a
scene by using available objects.

Clearly the systems reviewed are not intended for use with mobile handsets, which
are the target of the current work, however these systems do provide the basic
building blocks for extensions that could be used with mobile handsets. As shown in
Figure 1.1 in chapter 1, in a mobile teleconferencing application, the playback
system setup is not fixed and neither is the number of participant handsets.
Additionally, the audience may not locate at the center of playback system. To
address these issues, this thesis proposes a postprocessor that can be employed on top
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of existing surround audio decoders (regardless of which surround sound coding
system is used). This postprocessor uses position information of participant handsets
to modify the surround audio outputs. This thesis proposes the use of Vector Base
Amplitude Panning (VBAP) in our postprocessor; to address the audience location
issue an audience targeted vector is introduced in addition to the VBAP. VBAP and
its extension will be discussed in more detail in the next chapter. The flow chart of
this system is show in Figure 2.17 below.
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Figure 2.17 Proposed system layouts.

In this system, the incoming surround audio bit stream, which consist of both down
mix bit stream and spatial side information, is first decoded by existing surround
sound decoder. Then these decoded audio materials are transmitted to the
postprocessor. Using position information from the playback system, the
postprocessor calculate the gain factor for each participant handset. These gain
factors are applied to the audio materials. In addition, the time differences caused by
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the distance differences between loudspeakers and audience are also balanced in the
post processor. Then these modified audio materials will be played out in the mobile
surround playback system.

38

3 Virtual Source Positioning
3.1 Amplitude Panning
Amplitude panning, also known as intensity panning, is the most frequent virtual
source positioning method [31]. Amplitude panning works by simply manipulating
the gains of each channel, to create an impression that a sound source is located at a
given position away from the loudspeakers. As shown in Figure 3.1, two
loudspeakers are used to reproduce one sound source located between these two
speakers. According to Figure 3.1, the angle between the speaker and the forward
axis is φ0. The auditory event is located at φ. The gain factors applied to the speakers
are a1 and a2 respectively. Several approaches can be used to form a relation between
the virtual source position and the gain factors. The sine law panning methods and
the tangent law panning methods will be discussed. According to Bauer in [31], the
gain factor and the position of the auditory event follow the equation:

φ

(3.1)

φ

, where -φ0 < φ < φ0, 0 < φ0 < 90 and the inter-channel level difference is determined
by the gain factors a1 and a2. If φ0= 300, the layout shown in Figure 3.1 will be a
standard stereo set up.
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Figure 3.1 Scale factors and amplitudes panning methods.

3.2 Time panning
Time panning, also kwon as delay panning, is a virtual source positioning method
that reproduces a sound source at a desired position. As discussed in chapter 2, both
inter channel level differences (ICLD) and inter channel time differences (ICTD) can
influence the human auditory system in determining the position of certain auditory
events. Therefore similarly to amplitude panning, theoretically, we can place a virtual
sound source between two loudspeakers by adding a time delay to the corresponding
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loudspeaker. However, time panning is not frequently used in real world applications
[32]. One reason is that the implementation of delay panning is more difficult than
amplitude panning for an analog signal. However, when the audience is not located
at the listening sweet spot, delay panning tends to be more robust than amplitude
panning approach [33].

3.3 Vector Base Amplitude Panning
Vector Base Amplitude Panning is a generic virtual source positioning method which
can be used both for fixed and arbitrary loudspeaker setups [34]. This approach
reproduces a virtual sound source in a desired direction by calculating gain factors
for pair-wise or triplet-wise amplitude panning [34].

In two-dimensional amplitude panning, the gain factors of relative loudspeakers are
calculated by the azimuth angle of the virtual sound source and the pair-wise
loudspeakers are typically positioned at an angle of 30°. In the two-dimensional
VBAP, a multi-channel loudspeakers configuration is reformulated as a
two-dimensional vector base. The loudspeakers are defined by unit-length vectors
li=[li1 li2]T, which are pointing toward each loudspeaker. The virtual source is
represented by a unit length vector p= [p1 p2] T pointing toward it. This vector can be
treated as a linear combination of loudspeaker vectors [35].
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p=g1 l1 +g2 l2.

(3.2)

where g1 and g2 are gain factors, these gains can be treated as nonnegative scalar
variables, l1 and l2 are unit-length vectors for relative loudspeaker pairs for this sound
source. The matrix form of this equation is:

p=gL12

(3.3)

where g=[g1 g2] and L12=[l1 l2]T. according to V. Pulkki [34], “L12-1 does not exist if
the virtual source is located in the same direction as any of the loudspeakers,‖ in this
case the sound signal will be reproduced only from that particular loudspeaker,
otherwise we can solve for the gain factor matrix

g=pT L12-1=[p1 p2] T

-1

(3.4)

For multi-channel playback systems, loudspeaker pairs are formed from adjacent
loudspeakers [36]. And the Lnm-1 matrices are calculated for each pair and stored in
the memory of the panning system [36].

In VBAP, vector is introduced to represent loudspeakers. The use of vectors leads to
simple and straight forward equations [37]. As a result, the computation efficiency is
improved significantly. However, for mobile teleconferencing application, the issue
of arbitrary audience position still remains. This will be addressed in next section.

42

3.4 Audience targeted Vector
VBAP is base on the assumption that the listener is at the origin, however, in mobile
teleconferencing application, the audience may not be located at the centre of the
playback system. Therefore, this thesis extends VBAP, the listener away from the
origin to allow the movement of speakers or listeners independently of each other
and still have a model to create a sound image at where it is required- relative to the
listener. The extension is made by the use of a vector r= [r1 r2] to represent the two
dimensional position of the targeted recipients area. As shown in Figure 3.2, two
unit-length vectors l1=[l11 l12]T and l2=[l21 l22]T are pointing toward loudspeakers 1 and
2, respectively. The virtual sound source is defined as a unit length vector p= [p1 p2]
T

pointing towards it.

x
Source

l1’

P

l1

l2
l2’

y

r
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Figure 3.2 Stereophonic configuration formulated with vectors.

In order to redefine the playback model according to the position of the audience,
vector l1’ and l2’ are introduced, these two vector are pointing from the audience to
loudspeaker 1 and 2, respectively. We have:

l1’= l1-r = [ l11-r1, l12-r2]

(3.5)

l2’= l2-r = [ l21-r1, l22-r2]

(3.6)

The linear combination of these two vectors represents the vector point from the
audience to the virtual sound source:

p-r = g1‘ l1’+g2‘ l2’

(3.7)

The matrix form of this equation is:

p-r = g‘L’12

(3.8)

where g‘=[g1’ g2’] and L’12=[ l1’ l2’]T. The total power of the sound source is depend
on its volume and can be represented by a constant C. The gain factors should
follow:

g12 +g22= C

(3.9)
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Then equation (7) could be solved if L’12-1 exists,

g’ = (p-r)T L’12-1=[p1-r1 p2-r2]

-1

(3.10)

This gain factor g’ can be calculated from given loudspeaker and audience position
information. Assume the angle between audience targeted vector and the x axis is θ,
the angle between the audio object and the x axis is φ, and two loudspeakers are
located at φ0 and -φ0. Then we have:

θ,

(3.11)

θ,

(3.12)

l11 = l21 =

φ

(3.13)

l12 = - l22=

φ

(3.14)

p1=

φ

(3.15)

p2 =

φ

(3.16)

L’-1= [

]-1=

)[

]

(3.17)

Then equation (8) can be written as:

g’

=

((p2-r2)

(p-r)T

L’12-1=

-( p1-r1)

)[((

)]

p1-r1)

-

(p2-r2)

),
(3.18)
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Gain factor g1’ and g2’ can then be solved from equation (16):

g1’=

)( ( p1-r1)

= (
)(

g2’=

- (p2-r2)

))

)((

)(

)+(

)

(3.19)

) ((p2-r2)

=(

-( p1-r1)

)( (

)

)(

)

)
(3.20)

Equation (3.19) and (3.20) could not be solved if

. In this case, the

audio object is located at the same direction as one of the loudspeakers. When this
happens, the audio object will be played out from the loudspeaker pair with gain
factor of g = [1, 0].Although the calculations from equation (3.11) to (3.20) are based
on the assumption that the audience is located at a unit distance away from the origin
point, which is the same distance as the loudspeakers, by changing the scale of r1 and
r2, the gain factors for audience position with a different distance could still be
determined.

In an implementation of the above described method, the value of g’ would be stored
in the system memory. The output surround audio would be modified according to
these gain factors. And if the position of participant handsets changed, these gain
factors will be re-calculated according to new position information and then updated
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to the postprocessor.

In the described extension to VBAP, the audience is not located at the center of the
play back system. Therefore, the distances between each loudspeaker in a
loudspeaker pair and the audience are different. This distance differences means a
propagation time differences for sounds originating from different speakers, the
sound from the farther loudspeaker arrives at the audience‘s ears later than that from
the nearer one. If in the listening set up the distance between the loudspeakers and
the center of the play back system is in the order of meters, then this propagation
time differences will be in the order or milliseconds. The delay will be 1ms for every
34 centimeter in path length.

This delay will cause a distortion of the sound; this is known as the Haas effect [39].
This effect makes the auditory event appear to come from the direction of the nearest
loudspeaker that reproduces the audio signal. Haas effect has the strongest influence
for delays of 5-30 ms and becomes less with increasing delay. Sound signal with a
delay larger than 100 ms will be distinguished by the auditory system as an echo. In
the scenarios experimented with for this work, the loudspeakers are placed 1 meters
away from the center of the playback system with at different angles. The target
audience position is also two meters away from the origin. This will lead to a path
length difference from 0 to 1 meter and result in a delay from 0 to around 3 ms. Haas
effect increases rapidly for a delay between 0 and 5 ms. It could take up to 10 dB in
volume to enhance the farther loudspeaker to balance this distortion[39].
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In order to eliminate this time difference, it is proposed that a delay is added to the
nearer loudspeaker so that both signals can arrive at the audience at the same time. In
this process, the length of the audience targeted vector l1’ = [l11-r1, l12-r2] and l2’=
[l21-r1, l22-r2] will be calculated. Then the differences between the absolute value of
these two vectors can be found out and the time difference equals to path length
difference divided by the speed of sound. This difference will be converted into
samples according to the sampling frequency and then added to the audio sequence
that plays out at the nearer loudspeaker.
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4 Methodology of Spatial Sound Evaluation
This chapter describes the simulation platform used to study the proposed extension
to VBAP which was described in the previous chapter, the structure of the algorithm
implemented as well as the listening test procedure. The full source of the simulation
code can be found in Appendix A.

A listening test was performed to evaluate the simulation and listening test process as
shown in Figure 4.1. Test signals were processed in MATLAB in an off line fashion.
Both gain factors and the propagation time differences are considered in this process.
Test signal, once prepared are then downloaded a pair of to test handsets. The
listening test commenced after the test handsets synchronized their system clocks.
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Figure 4.1 Simulation and test process.

4.1 Simulation platform
The Vector Base Amplitude Panning algorithm and the extension proposed in
Chapter 3 have been implemented as MATLAB code. Three different playback set
ups were used to test the implemented algorithm. Test signals were first transformed
to matrix format. Gain factors were calculated according to these three set up
positions and then applied to modify the test signal material. The modified matrices
are then saved to file. As shown in Figure 4.2, the MATLAB function used to
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produce the test signals starts with capturing the participant handset position
information and audience position information. Then the required audio object
position information is read from the spatial side information. This is followed by
gain factor calculations for each handset following equation (3.19) and (3.20) in
Chapter 3. Then the propagation delay is computed and the test signals are modified
according to these gain factors and delay.
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Figure 4.2 Flow chart of implemented VBAP extension in MATLAB
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The test mobile handsets then download these processed test signals and synchronies
their system clocks. These handsets are then placed according to one of the required
experimental positions before playing out the test signals simultaneously.

For the experiments reported in this thesis, eclipse Version: 1.3.1 with Android
Development Tools (ADT) plugin was used as the simulation platform. Android is a
software stack for mobile devices that includes an operating system, middleware and
key applications. The Android SDK provides the tools and APIs necessary to begin
developing applications on the Android platform using the Java programming
language[40].

An android application was built in eclipse with the ADT plugin to test the audio
output processed by the postprocessor. The flow chart of this application is shown in
Figure 4.3. As can be seen in the flow chart, this application starts with checking
their connection with the computer. If the mobile handset is already connected to the
computer, this application will ask computer for the correct time and synchronize its
system time with the computer. Then mobile handsets download surround audio
materials from the computer. All test mobile handsets will set their playback at a
certain time and play out downloaded audio material simultaneously.
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Figure 4.3 Flow Chart of the Android Application
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4.2 Test set up and facilities
4.2.1 Test room
The listening test is conducted in the auditory laboratory of the University of
Wollongong. This audio lab is an anechoic chamber built by a team from the
University of Wollongong led by Christian Ritz, and was originally designed to
provide an ideal anechoic environment for Configurable Hemispheric Environment
for Specialized Sound (CHESS) system [42]. Conventional anechoic chamber uses
wedge-shaped panels to absorb audio energy to dissipate reflection as much as
possible. Anechoic chamber with wedge-shaped panels could achieve a great
performance in terms of absorption rate; however, the spatial and fanatical cost is
undesirable for our case.

According to Ritz [42], the team adopted flat-walled multi-layer technique as an
alternative to build the anechoic chamber. This approach was proposed by Jingfeng
Xu [43] to build an anechoic room with a maximum anechoic lining thickness
limited to 300 mm due to the size of room. With standard building insulation material
Jingfeng Xu et al. installed a multiple layers structure on the walls, ceiling and floor
and achieve an energy absorption rate higher than 99% for sound source with a
frequency of 250 Hz and above [43].

Compared to conventional wedge-shaped panels approach, flat-walled multi-layer
technique achieves a considerable saving in terms of both financial cost and spatial
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cost whilst having similar performance. These features make this approach ideal for
building the anechoic chamber for the auditory lab.

The auditory laboratory at the University of Wollongong has a dimension of 4.8 m in
length, 3.3 m in width, and 2.2 m in height. A three-layer lining system is used in this
auditory laboratory lab with an overall thickness of 300 mm. In addition to
employing the flat-walled multi-layered technique, a number of modifications are
deliberated by Christian R. et al [42]. These included the design and installation of a
raised floor, and design and installation of a damper system for the ducting and
outlets of the air-conditioning system to eliminate noise.

4.2.2 Test set up and procedure
In this experiment, the Motorola Milestone TM2 is used as the test phone. It has a
1GHz processor and 8GB internal memory with expandable memory up to 32GB
with microSD, which is sufficient for storing audio material in this test. It supports a
number of video\audio formats including H.263, MPEG-4, MP3, WMV and WAV.
For connectivity aspect, Milestone TM2 supports Bluetooth 2.1, USB 2.0 and
WLAN 802.11 b/g/n. These features are essential for forming local network, audio
material transmission and system time synchronization. Milestone TM2 has a
loudspeaker on the front side. The speakers of different phones are set to the same
volume during the test process.

These test phones use Android 2.2 operating system. The listening test set up is as
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follows:
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Figure 4.4 Horizontal listening test set up.

1) As shown in the Figure 4.4, the azimuths of the cell phones are 300 and -300.
Virtual sound sources are placed at -150, 150and 250 for the gain factor evaluation.
Subjects will be sitting at three different text points; each test point is 1 meter away
from the origin and with an angle of 1350, 1800 and 2250.

2) Test signals were modified according to these three audience positions. There will
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be four signals output for each input signal which has been processed by a
low-pass filter with a bandwidth limitation of 3.5 kHz at positions 1350, 1800
and 2250. During the test process, subjects were not

told which piece of the

test sample is currently playing out so that the test results are not affected by their
subjective judgement.

3) The reference audio output was played out first. For the purpose of comparison,
an output test signal processed by a low-pass filter with 3.5 kHz was played out
by one mobile phone is added to the listening test. For each test point, all five
pieces of the test sample were played out following the sequences of 1) test
sample for audience position 135, 2) test sample for audience position 180, 3) test
sample for audience position 225, 4) Reference audio, 5) audio processed by
low-pass filter. The test starts with audience position 1 then audience position 2
and end up at audience position 3 as shown in Figure 4.4.

In order to determine whether the quality of the audio is enhanced with our
extension, listening tests were also carried out between signal phone play back
set up and stereo-like mobile phone set up. In this scenario, audiences were asked
to sit in three different test positions and only the test signal that matches with
that position was played out by the stereo-like mobile phone set up to be
compared with single phone set up.

4) 10 listeners participated in this experiment. All listeners were students from the
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University of Wollongong and had diverse backgrounds. The perceptual quality
of the output sound was measured on a 100-point scale with five different labels:
Excellent, Good, Fair, Pool and Bad. A total of 5 audio excerpts were used for the
listening test, including four pieces of speech samples from both male and female
speakers as well as one piece of music excerpts. The results are pressnted and
analysed in Chapter 5.
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5 Results
5.1 Gain factors
In this section gain factors are calculated and analyzed for different scenarios. These
gain factors are computed under the assumption that the loudness of the sound source
remains the same. Therefore the results of the gain factors are normalized. The sound
power is set to a constant 1 and the gain factor for two loudspeakers follows
g12+g22=1.

5.1.1 Scenario 1
In the first scenario is under the assumption that the virtual sound source is located at
15 ºfrom the x axis and the two loudspeakers are placed at 30 ºand -30 ºrespectively.
Gain factors are computed for audience‘s position with a fixed distance of 2 meters
away from the origin and a continuously changing angle from 90 ºto 270 º.
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Figure 5.1 Gain factors (left) for sound source position -15 º.

As can be seen from Figure 5.1, the gain factor has its highest point when the
audience is located at 90 º. And as the audience moves towards the other side, the
gain factors decreases continuously. The gain factors for left loudspeakers have a
peak value of approximately 0.51 and the lowest value is around 0.2.
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Figure 5.2 Gain factor and audience position.

In amplitude panning the value of gain factors is determined by the angle between
the virtual sound source and relative the loudspeaker.. In this scenario, the angle
between the left loudspeaker and the virtual source increases as the audience moves
from 90 ºto 270 º, as demonstrated in Figure 5.2, the angle φ0 be calculated using the
rules of cosine as the lengths of all three sides are known for φ0. The results show
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that this φ0 increases as the audience moves from the left to right. This explains why
the gain factors for the left loudspeaker decreases as the audience changes position
from 90 ºto 270 º.

Figure 5.3 Gain factors (right) for sound source position -15 º.

Figure 5.3 presents the gain factors for the right loudspeaker for the first scenario.
Audience positions varies from 90 ºto 270 º.The gain factor has its lowest point when
the audience is located at the right hand side of the play back system and increases as
the audience position changes towards the left hand side.The gain factor peaks at the
audience position of 270 ºwith a value of approximately 0.98. In this scenario, gain
factors for the right loudspeakers are higher than those for the left loudspeakers
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because the sound source is placed at the right hand side of the play back system
with an angle of -15 º.

5.1.2 Scenario 2
In this scenario the virtual sound source is placed at the left hand side of the playback
system with an angle of 15º. The two loudspeakers are still placed with an angle of
30ºand -30º. The position of the audience varies from 90ºto 270º.

Figure 5.4 Gain factors (left) for sound source position 150.

In this second scenario, as demonstrated in Figure 5.4, the value of gain factors for
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the left hand side loudspeakers is higher than those in the first scenario. The reason is
that the virtual sound source is positioned at the left hand side and consequently
more energy is needed for the left loudspeaker to recapture the spatial image.
Meanwhile, the trend of the gain factors remains the same as that in the first scenario.
The gain factors decrease as the audience moves from 90º to 270 º and reaches its
lowest value of 0.86 at the position of 270º.

Figure 5.5 Gain factors (right) for sound source position 15 º.

As presents in Figure 5.5, the gain factors for the right loudspeaker in this scenario
are smaller than those in the first scenario. The gain factors increase from
approximately 0.2 to a peak value of 0.51. It is noticeable that the gain factors for the
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right loudspeakers in this scenario seem to be symmetrical to the gain factors for the
left loudspeakers in the first one, and the gain factors for left loudspeaker in this
scenario are symmetrical to the right loudspeaker in the first one. This is because the
virtual sound source position for this scenario is 15 º while the first scenario has a
virtual sound source placed at -15 º.

5.1.3 Scenario 3
In this scenario, the virtual sound source is repositioned to 25 ºand the other set up
are the same as formal scenarios.

Figure 5.6 Gain factors (left) for sound source position 25 º.
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As shown in Figure 5.6, gain factors for the left loudspeaker in scenario 3 is larger
than those in scenario 2. The reason is that the virtual sound source moves from 15 º
to 25 º, which becomes closer to the left loudspeaker. The peak value almost reaches
1 in this case and the minimum gain factor is also very large at approximately 0.986.
This is because the virtual sound source is only 5 degrees away from the left
loudspeaker. As discussed in chapter 3, when the sound source is coincide with the
loudspeaker, the gain factor for that loudspeaker will be set to 1. Therefore, the gain
factor will increase up to 1 as the sound source approaches the left loudspeaker.

Figure 5.7 Gain factors (right) for sound source position 25 º.

Figure 5.7 demonstrates the gain factors for the right loudspeakers in scenario 3.
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Because the results of gain factors are normalized, these parameters are fairly small
for the right loudspeaker given that the gain factors for the left loudspeaker
approaches 1 in this scenario. The results start at a minimum value of approximately
0.05 and increases continuously to 0.16 as the audience position changes from 90 ºto
270 º.

5.2 Time delay

Figure 5.8 Distance differences and time delay.

As discussed in chapter 3, the distance differences are determined by the audience‘s
position and relative position of loudspeakers, and the position change of virtual
sound sources will not affect this parameter. Therefore, the above mentioned three
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different scenarios have the same distance differences when the play back set up is
fixed. Figure 5.8 presents the distance differences, time differences and delay
(sample) between left and right loudspeaker for audience position from 90 ºto 270 º.
The minus value means that the measured parameters for the right audience target
vector are larger than those for the left one.

The maximum distance difference occurs when the audience is located at the right
hand side. The distance difference decreases as the audience moves toward the
middle and becomes zero when the audience is at the position with an angle of 180 º.
This distance differences increases in the other direction as the audience progress
toward the right hand side, The time difference and time difference (simple) have a
similar trend as the distance difference since these two parameters are derived from
the distance differences. The sampling frequency is 44.1 kHz in this case.
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5.3 Listening test results
The results of the listening test are presented in this section through Figure 5.9 to
Figure 5.12. The various excerpts are given along the abscissa. The ordinate shows
the average MUSHRA score across listeners. Different scenarios are represented by
different symbols. The hidden references are denoted by circle symbols. Original
audio inputs are modified according to three different audience positions: 135 º, 180 º
and 225 º, which are represented as square, upward triangle and downward triangle
symbols respectively. Finally the low-pass anchor is denoted as diamonds in the
result figures. The error bars denote the 95% confidence intervals of the means using
uniform distribution.
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Figure 5.9 Listening test results for audience sitting at test position 1.

Listening test results for test position 1 (audience sitting at 1350) are shown in Figure
5.9. The hidden reference has the highest scores among all excerpts. Scores for test
samples processed with the postprocessor vary between 50 and 80. The audio output
with a targeted position of 135 ºhas a higher score compared to the other two outputs
in terms of the mean, but there is no statistical difference between the results.
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Audience position 225 ºhas the lowest score among these three because for this case
the actual audience location in the listening test if 90

º

away from the targeted

location. Finally, the low pass anchor play out by single handset has the lowest
scores of around 20.

Figure 5.10 Listening test results for audience sitting at test position 2.

Figure 5.10 demonstrated the test results for audience position 2 (audience sitting at
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180 º). In this scenario the hidden reference still has the highest score. Test samples
processed by three different audience position inputs share similar score range as
those in the first test. However, in this scenario excerpts processed with a targeted
audience position of 180 ºhas the highest score among these three because it matches
with the actual test position. Meanwhile, the other two approaches have a similar
score of about 65 for the speeches and 55 for the music. Finally, the low pass anchor
play out by single handset has the lowest scores of around 20.
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Figure 5.11 Listening test results for audience sitting at test position 3.

The test results for audience position 225 ºare presented in Figure 5.11. The hidden
reference has the highest score. Test samples processed by three different audience
position inputs have scores between 55 and 77, which is similar to the first and the
second test. The samples processed with targeted position of 225 º have the second
highest score of around 70, which are about 5 points higher than 180 º-samples and
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(on average) 10 points higher than 135 º samples . This is because in this scenario,
audience is located at 225 º during the listening test. Finally, the low pass anchor
played out by a single handset has the lowest scores of around 20.

Figure 5.12 Overall mean scores

The mean across subjects and samples for each configuration is presented in Figure
5.12. The hidden references, as in all cases have the highest score. Test samples
processed with the user defined audience position 135 ºhave scores around 68 at test
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position 1, around 64 at test position 2 and have the lowest 60 points at test position
3. Samples processed with audience position 180 º have the highest score at test
position 2 at about 70, and have scores around 65 and 66 for test position 1 and test
position 3 respectively. Mode three scores at about 60 for test position 1, 63 for test
position 2 and has it highest mean score of about 70 at test position 3. The correlation
between perceived quality, the actual audience position matching the expected
audience position (used in the preparation of the samples) is statistically clear from
these results. The scores for these matched cases are around 70 points. And the
listening quality drops as the audience moves away from the predefined position.
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Figure 5.13 Comparison between single phone and stereo-like phone set up
In this last test, the performance of the extension proposed in this thesis implemented
using a stereo-like phone set up (i.e. using two handsets) is evaluated in comparison
to using a single phone for playback. As shown in Figure 5.13, the results for
stereo-like phone set up are denoted as circle. Single phone playback set up is
representing by square symbols. The test results for stereo-like phone set up are
similar to previous tests. All three test positions have scores around 70 for stereo-like
phone set up and around 55 for single phone play back set up. This results shows that
the listening experience is enhanced when two phones are used instead of single
phone to create the sound image, verifying one of the hypotheses of this work.
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6 Conclusion
This thesis presented an audio post-processer that modifies audio before playback in
accordance with the audience position so that the listening quality can be enhanced.
In order to achieve this, an audience targeted vector to an existing virtual source
positioning technique has been introduced. Both volume difference and temporal
difference are taken into consideration in this approach. The developed extension has
been mathematically described and verified through, MATLAB simulation and
listening tests.

The listening tests were carried out for three different audience positions. Mobile
phones were used instead of conventional loudspeakers to set up the play back
system. The results of the listening test show that on average the Vector Base
Amplitude Panning with Audience targeted vector achieves a good listening quality
when the used mobile phones are setup in a stereo-like configuration. This approach
has it best performance when the expected audience position, according to which the
played out audio has been modified, matches the actual position of the audience,
with the mean score dropping noticeably when the audience is not at the intended
position. In other words, this approach can be used to enhance the listening
experience of the audience without limiting the audience to be located in a
pre-assumed position (as current state of the art surround sound systems assume).
The listening test results also shows that using two phones to form a stereo-like
system achieves a much better performance than using a single phone.
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In this work both the post-process simulation and the listening test were carried out
in an off-line fashion. In order to build a real time mobile surround application, the
following are required:



A test-bed system that uses multiple mobile handsets to carry out further tests on
multi-channel audio processed with Vector Base Amplitude Panning with
Audience targeted Vector.



An ad-hoc networking technology with functionality including local network
time synchronization, participant handset location update and reliable data
transmission so that further tests could be carried out in a real time fashion.
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Appendix A: Full source of the simulation
platform
Source code for gain factor calculation
speaker_anlge=pi/6;
sound_source=-pi/12;
g=[0;0];
for n=1:1801
L1=0;
L2=0;
Audience_angle=(n/10+89.9)*pi/180;

l11=cos(speaker_anlge);
l12=sin(speaker_anlge)*i;
l21=cos(speaker_anlge);
l22=-sin(speaker_anlge)*i;
p1=cos(sound_source);
p2=sin(sound_source)*i;
r1=cos(Audience_angle);
r2=sin(Audience_angle)*i;
L1=[l11-r1+(l12-r2)];
L2=[l21-r1+(l22-r2)];
dd(n)=abs(L1)-abs(L2);
delay_1(n)=dd(n)/170;
delay_sample(n)=round(delay_1(n)*44100);
L=[l11-r1,l12-r2;l21-r1,l22-r2];

p=[p1-r1,p2-r2];
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L3=inv(L);
g=p*L3;
g=normr(g);
gl(n)=g(1,1);
gr(n)=g(1,2);

end
n=pi/2:(pi/1800):3*pi/2;
plot(n,gr)
set(gca,'XTick',pi/2:pi/4:3*pi/2)
set(gca,'XTickLabel',{'90','135','180','225','270'})
xlabel('Audience postion from 90 to 270 degree')
ylabel('Gain Factors')
title('Gain factors (left) for sound source position -15.');

plot(n,gl)
set(gca,'XTick',pi/2:pi/4:3*pi/2)
set(gca,'XTickLabel',{'90','135','180','225','270'})
xlabel('Audience postion from 90 to 270 degree')
ylabel('Gain Factors')
title('Gain factors (left) for sound source position -15.');

Source code for time delay calculation
speaker_anlge=pi/12;
sound_source=5*pi/72;
g=[0;0];
for n=1:1801
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L1=0;
L2=0;
Audience_angle=(n/10+89.9)*pi/360; %audience position anlge

l11=cos(speaker_anlge);
l12=sin(speaker_anlge)*i;
l21=cos(speaker_anlge);
l22=-sin(speaker_anlge)*i;
p1=cos(sound_source);
p2=sin(sound_source)*i;
r1=cos(Audience_angle);
r2=sin(Audience_angle)*i;
L1=[l11-r1+(l12-r2)];
L2=[l21-r1+(l22-r2)];
dd(n)=abs(L1)-abs(L2); % distance differences between audience and loudspeakers
delay_1(n)=dd(n)/170;
delay_sample(n)=round(delay_1(n)*44100);
L=[l11-r1,l12-r2;l21-r1,l22-r2];

p=[p1-r1,p2-r2];
L3=inv(L);
g=p*L3;
g=normr(g); % normalize gain factor
gl(n)=g(1,1);
gr(n)=g(1,2);

end
subplot(3,1,1)
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n=pi/2:(pi/1800):3*pi/2;
plot(n,dd);
set(gca,'XTick',pi/2:pi/4:3*pi/2)
set(gca,'XTickLabel',{'90','135','180','225','270'})
title('Distance differences between the audience and two loudspeakers');
ylabel('Distance (m)')
xlabel('Audience postion from 90 to 270 degree')
subplot(3,1,2)
plot(n,delay_1);
set(gca,'XTick',pi/2:pi/4:3*pi/2)
set(gca,'XTickLabel',{'90','135','180','225','270'})
title('Time differences between two loudspeakers');
ylabel('Time (s)')
xlabel('Audience postion from 90 to 270 degree')
subplot(3,1,3)
plot(n,delay_sample)
set(gca,'XTick',pi/2:pi/4:3*pi/2)
set(gca,'XTickLabel',{'90','135','180','225','270'})
title('Time differences (sample) between two loudspeakers');
ylabel('Time (sample with 44.1 kHz)')
xlabel('Audience postion from 90 to 270 degree')

Source code for audio process

Fs=0;
[y,Fs]=wavread('input audio name');
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speaker_anlge=pi/6;
sound_source=-pi/12;
g=[0;0];

L1=0;
L2=0;
c=135*pi/180;

l11=cos(speaker_anlge);
l12=sin(speaker_anlge);
l21=cos(speaker_anlge);
l22=-sin(speaker_anlge);
p1=cos(sound_source);
p2=sin(sound_source);
r1=cos(Audience_angle);
r2=sin(Audience_angle);
L1=[l11-r1+(l12-r2)];
L2=[l21-r1+(l22-r2)];
dd=abs(L1)-abs(L2);
delay_1=dd/340;
delay_sample=round(delay_1*Fs);
L=[l11-r1,l12-r2;l21-r1,l22-r2];
m=abs(delay_sample);
p=[p1-r1,p2-r2];
L3=inv(L);
g=p*L3;
g=normr(g);
n=length(y);
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y1=0;
y2=0;
for ii=1:m
y1(ii,1)=0;
y2(n+ii,1)=0;
end
for ii=1:n
y1(m+ii,1)=y(ii,1);
y2(ii,1)=y(ii,1);
end
y11=g(1,1)*y1;
y22=g(1,2)*y2;

y11=g(1,1)*y;
y22=g(1,2)*y;
wavwrite(y11,Fs,'output audio name for left speaker ')
wavwrite(y22,Fs,'output audio name for right speaker')
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