Abstract-We present experimental evidence of single electroninduced upsets in commercial 28 nm and 45 nm CMOS SRAMs from a monoenergetic electron beam. Upsets were observed in both technology nodes when the SRAM was operated in a low power state. The experimental cross section depends strongly on both bias and technology node feature size, consistent with previous work in which SRAMs were irradiated with low energy muons and protons. Accompanying simulations demonstrate that -rays produced by the primary electrons are responsible for the observed upsets. Additional simulations predict the on-orbit event rates for various Earth and Jovian environments for a set of sensitive volumes representative of current technology nodes. The electron contribution to the total upset rate for Earth environments is significant for critical charges as high as 0.2 fC. This value is comparable to that of sub-22 nm bulk SRAMs. Similarly, for the Jovian environment, the electron-induced upset rate is larger than the proton-induced upset rate for critical charges as high as 0.3 fC.
CMOS static random access memories (SRAMs) when operated at reduced bias. While SRAMs are not typically read or written at reduced bias, certain SRAMs are designed for low power consumption by reducing supply bias when the device is dormant [5] .
This work provides the first experimental evidence of electron-induced upsets in SRAMs (28 nm and 45 nm commercial CMOS devices) from a low energy keV monoenergetic electron beam. The 28 nm device and 45 nm device were each provided by a different vendor. The devices were irradiated at the Space Threat Assessment Testbed (STAT) facility at the Arnold Engineering and Development Complex (AEDC). Upsets are observed in both SRAMs when they are operated in low power modes. The 28 nm SRAM is observed to have a factor of two higher SEU cross section than the 45 nm SRAM. The SEU sensitivity of SRAMs fabricated in both technology nodes also increases with decreasing supply voltage. Both of these trends indicate that the ionization from the beam electrons induced the SEUs [1] [2] [3] [4] .
Simulations performed with Monte Carlo Radiative Energy Deposition (MRED), a code developed by Vanderbilt University to track energy deposition in solids [6] , [7] , indicate the primary electron must produce one or more secondary electrons in order to cause an upset. Additionally, charge generation rate predictions are presented for several representative device sizes in various Earth and Jovian orbits. Using this tool, the upset rate of a device orbiting Earth is calculated from the AE-8 and AP-8 environment models. For most Earth orbits, if the critical charge of a device is less than 0.1 fC, the electron-induced upset rate is comparable to the proton-induced rate. Jovian upset rates are determined for the Europa Clipper mission [8] and Juno mission [9] , [10] . For devices with a critical charge less than 0.3 fC, the electron-induced contribution to the upset rate can potentially exceed the proton-induced contribution.
II. UPSETS INDUCED BY MONOENERGETIC ELECTRONS
Experiments on commercial 28 nm and 45 nm SRAMs were performed with electron beams in the STAT facility utilizing a monoenergetic electron beam. Data were written to the memory at nominal bias, the bias was then reduced for irradiations, the bias was returned to nominal, and the upset count was determined. The 28 nm devices were specifically designed to be operated at reduced bias [5] . The nominal voltage for the 28 nm device is 0.9 V and the nominal voltage for the 45 nm device is 0018-9499 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The SRAM is placed in the test chamber with connections to supporting electronics in the clean room and STAT control room.
1.1 V. All SRAMs were delidded to prevent beam attenuation and scattering. Fig. 1 shows the experimental setup used for the monoenergetic electron testing. The STAT facility contains the test chamber, the clean room, and the control room. The SRAM test board was placed in the vacuum chamber. The test board uses a PIC24 microcontroller for reading and writing to the SRAM. The total number of upsets was calculated by the PIC24 and reported to a laptop through optical connections between the clean room and the control room. All further data analysis was performed on the laptop. The microcontroller and supporting electronics were shielded from radiation by a layer of aluminum.
A. Experimental Setup
The clean room contained all power supplies required to operate the SRAM within the test chamber. These were controlled remotely by the laptop over a USB line. A TotalPhase Aardvark I2C adapter located in the clean room routed communications between the microcontroller and laptop.
Prior to each irradiation, the read/write capabilities and currents of the SRAM were checked to ensure no degradation due to total ionizing dose had occurred. After confirming the device was operating correctly, the beam was tuned to the appropriate flux and energy with the SRAM rotated out of the beam line. The SRAM was rotated into the irradiation position with the beam off. The placement of the SRAM and the rotation scheme are shown in Fig. 2 . The data were then written to the SRAM at the nominal voltage and the bias lowered to the test voltage. The beam was run to the targeted fluence. When the beam was turned off, the bias was raised back to nominal and the SRAM was checked for errors.
B. Experimental Results
The tests were conducted with monoenergetic electron beam energies of 40 keV and 100 keV. The test flux and fluence were cm s , and cm . The devices were biased at 0.4 V and 0.55 V during irradiation. The total ionizing dose (TID) delivered to the part was 750 krad ( ). To ensure no TID degradation had occurred, after each irradiation the devices were tested and the supply currents were noted. During these checks, the part exhibited normal behavior. There was no evidence that TID to the part affected the observed SEU cross sections. Additionally, the highest dose rate was approximately rad . To be sure this dose rate did not affect the results, runs were performed at multiple fluxes in the same conditions, with no changes in the observed cross sections.
Experimental results for the observed upset cross sections per-bit are presented in Fig. 3 , with error bars scaled to one over the square root of the number of upsets. Each data point has an associated technology node, electron beam energy, and device bias voltage. The relative cross section is normalized to the lowest observed data point corresponding to the 45 nm device operated at 0.5 V in the 100 keV beam (#5). In data sets 1 and 3, the upset cross section is larger by a factor of , comparing the 28 nm with the 45 nm technology for the same bias and beam energy. Data sets 1 and 2, as well as 4 and 5, show that an increase in bias voltage for both technologies leads to a decrease in cross section. Both of these trends are consistent with previous work using an X-ray source to produce photoelectron-induced upsets [3] . Further, these trends imply that the upsets observed were caused directly by ionizing particles and not random bit flips caused by noise or programming error.
In silicon, the electronic stopping power of low-energy electrons increases by a factor of with decreasing energy from 100 keV to 10 keV [11] . Consequently, the 40 keV electrons have a larger electron-induced cross section than the 100 keV electrons. Additionally, the SRAMs operated at lower biases have a significantly higher cross section than at the higher biases. These correlations strongly suggest that the errors observed were caused by interactions with the energetic electrons and not another effect such as surface charging. Runs were performed at nominal bias that showed no upsets, further demonstrating that surface charging was not a factor.
III. MECHANISMS FOR ELECTRON INDUCED UPSETS
Having experimentally demonstrated that ionization from a single electron can cause upsets, in this section and Section IV, we turn our attention to the use of Monte Carlo radiation transport code, such as MRED [6] , [7] , to determine energy deposition distributions for given radiation environments given a representative set of simplified sensitive volume geometries. The sensitive volume geometries used in this mechanisms study are consistent with current device feature sizes [12] , [13] , but not necessarily the devices tested in this work. MRED uses validated physics-based models to initiate secondary particle production as the particle transports through the target materials [7] . As each primary particle passes through a predetermined sensitive region, the local energy deposited is recorded. In this section we show that -ray production by the primary electron is likely required in order produce an upset, and in the next section we use MRED to compare event rates for electrons to that from protons for various environments.
Simulations were performed using 40 keV and 100 keV primary electron beams incident on a nm nm nm sensitive silicon cube set in another nm nm nm silicon cube. For each primary electron energy, a histogram of events depositing a certain amount of energy in the small volume is computed when exposed to primary electrons. An integral cross section is computed by scaling to the fluence and reverse integrating (see the discussion of Figs. 4 and 5 in [14] ). The integral cross sections for both beams are shown in Fig. 4 . The plot demonstrates that even for monoenergetic electrons, there is a wide distribution of deposited energies.
To investigate the energy deposition mechanisms responsible for producing an upset, a series of single events were studied in detail for each primary particle energy. Single events that deposit a typical (200 eV, 0.01 fC) and an extreme (2 keV, nm , set in nm of . In low energy deposition events, the primary electron (blue) passes through without interacting. To produce the higher energy deposition events, the primary electron must produce a -ray (red) that stops in the sensitive region. 0.1 fC) amount of energy were captured. Images of representative events for each energy and amount of energy deposition are shown in Fig. 5 . Typical events depositing 200 eV (0.01 fC) in the sensitive region occur when the primary electron passes through the sensitive region only interacting with orbital electrons through direct ionization. This value for generated charge is lower than the 0.09 fC predicted for the critical charge of SRAMs designed using transistors in a representative 22 nm planar technology [12] . This demonstrates that direct ionization from the primary electron is unlikely to produce an upset. Also, SRAMs based on 14 nm FinFETs and operating at nominal supply voltage have been demonstrated to have higher critical charges than this value, at least 0.7 fC [15] . These devices are likely resistant to the electron-induced effects discussed in this paper.
In order to deposit 2 keV (0.1 fC, which is larger than the critical charge for the 22 nm planar SRAMs above) the electron must interact with an orbital electron and produce a scattered electron, called a -ray (red lines in the right side of Fig. 5 ). These figures show that it is possible for an electron to deposit larger amounts of energy in a relatively localized area due to a combination of direct ionization and indirect-ionization from -rays. These secondary electrons deposit their energy near the primary electron track within the sensitive region, thus contributing to the total energy deposited in the sensitive region. Similar simulations were published in [3] for photoelectrons generated from the photoabsorption of X-rays in the sensitive region. In both cases, electrons generated from secondary processes are instrumental in producing relatively large amounts of generated charge. These extreme events occur infrequently, but deposit significantly more energy than a typical event.
IV. CONTRIBUTION OF ELECTRONS TO SINGLE EVENT RATES IN EARTH ORBIT SPACE RADIATION ENVIRONMENTS

A. Radiation Environments Considered
Since energetic electrons are capable of causing upsets, it is critical to assess their contribution to event rates for a variety of electron-rich orbits and compare those rates to competing mechanisms, e.g., protons and galactic cosmic rays (GCRs). Electron and proton fluxes for several Earth orbits as computed by AE8 and AP8 [16] , [17] are defined in Table I and plotted in Fig. 6 . The y-axis for each plot is the differential flux of the particle energy found in that environment. Spectra were generated by the Space Environment Information System (SPENVIS) [18] . Orbit 1 is the region near the minimum total electron flux in the inner belt. Orbit 2 has a low altitude and polar inclination, putting it near the maximum of the horn region. Orbit 3 is located at the point of maximum electron flux at zero degrees inclination for the inner belt. Orbit 4 occurs at the boundary between the inner and outer belts. Orbit 5 is the region near maximum electron flux for the outer belt, while orbit 6 corresponds to geosynchronous orbit. All spectra were transported through 75 mil of aluminum shielding. The SPENVIS results demonstrate that the protons for orbits 4, 5, and 6 do not penetrate the shielding, while orbits 1, 2, 3 have proton contributions inside a 75 mil shield.
B. Simulation Strategy
MRED was used to compute charge generation rates in a selected set of simplified sensitive volumes for protons and electrons for each shielded environment defined in Table I . This parametric study allows us to evaluate the relative contribution of electrons and protons to the charge generation event rates. The sensitive volume sizes are comparable to current device feature sizes [12] , [13] . Fig. 7 illustrates the sensitive volume geometry. Three geometries are simulated: a nm sensitive silicon cube set in another nm silicon cube, nm sensitive silicon cube set in a nm silicon cube, and a nm sensitive silicon cube set in a m silicon cube. These volumes are not intended to represent a specific technology, but rather capture the range of sensitive volumes consistent with modern technologies. Note that proton nuclear reactions are not accounted for in this model, only proton direct ionization.
Energy deposition was computed for events occurring in the sensitive region (red cube) after transporting the particles 
TABLE I ORBITS USED IN SIMULATIONS FOR ELECTRON AND PROTON EVENT RATES
Results generated from AE-8 and AP-8. References to "Min" and "Max" refer to the total electron flux in that region. through the surrounding material (grey cube). The energy deposited in the sensitive region is recorded for every event that enters it. The energy-deposition rate is converted into the charge-generation rate by scaling by 22.5 keV/fC. Particles are sampled randomly from the energy spectrum and isotropically in space. These rate predictions are intended to provide a guide for understanding when electron-induced rates may become a contributor to the total event rate. Detailed modeling similar to that in [19] must be performed in order to understand the quantitative contribution for a specific SRAM. Fig. 8 plots the ratio of electron to proton induced-event rates as a function of the charge deposited by those events for the three volumes. When referring to these simulations, event rate will refer to the rate at which a certain deposited charge occurs in the sensitive region for the environmental conditions. For ratios near or greater than 1, electrons are a significant contributor to event rates. For these orbits, the protons dominate the total event rate for deposited charge greater than 0.4 fC for all three volumes.
C. Simulation Results
For the Inner Belt Min. orbit (1), the electron rate is never significantly larger than the proton rate. However, the Horn Region and Inner Belt Max orbits (2 and 3), which pass through the middle of the Van Allen belts, have significant contributions from electrons. Below 0.2 fC, the electron event rate begins to become comparable to the proton direct ionization rate for the nm volume. In the case of the nm volume, the critical charge where electrons are relevant is less than 0.1 fC (near the critical charge for 22 nm planar SRAMs [12] ). This implies that, for low earth orbits, the effects of electrons on the upset rate should be considered for devices with low critical charges.
Protons are capable of depositing more energy than electrons through primary particle direct ionization due to their higher mass. The electron events that produce secondary -rays, such as in Fig. 5 , have a relatively low cross section. However, since the electron flux is much greater than the proton flux (Fig. 6 ), these relatively rare electron-induced events dominate the total event rate for devices with low critical charges.
For higher altitude orbits (4-6), protons in the natural environment do not penetrate the 75 mil of Al shielding. Since only electrons are of interest, Fig. 9 plots the electron-induced event rate for these higher altitude orbits, along with GCR-induced rates shown for comparison. The GCR-induced rates were generated using the CREME96 simulation tool [6] , [20] , [21] . The contribution of the electrons decreases with distance from Earth. At geosynchronous orbit, the electron-induced event rate is higher than both the rate produced by the GCR worst case and solar minimum environments. At the boundary between the inner and outer electron belts, the event rate is at its highest. For these orbits, the electron-induced rate becomes relevant for less than 0.1 fC.
V. CONTRIBUTION OF ELECTRONS TO SINGLE EVENT RATES IN JOVIAN ORBIT SPACE RADIATION ENVIRONMENTS
Event rate predictions were performed for the Jovian radiation environment expected for the Europa Clipper and Juno missions. The Clipper electron and proton environments were taken from [8] and the Juno environments are given in [9] , [10] . Fig. 10 plots the proton and electron differential flux spectra for the Europa Clipper and Juno space missions. These are unshielded spectra. The Clipper spectra were transported through aluminum shields using MRED; the Juno spectra were transported in [10] . The transported spectra were used as input to MRED to determine the charge generation rates, similar to those for the near-Earth environment. Again, these rate predictions are intended to provide a guide for understanding when electron-induced rates may become a contributor to the total rate. The device models used in the simulations do not represent the 28 nm and 45 nm devices tested as part of this work. The structures are the nm , nm , and nm volumes used in Fig. 7 and Section IV.
A. Transporting the Clipper Spectra
The Clipper spectra in [8] are provided for an unshielded environment. In order to make realistic predictions, the spectrum must be transported through a representative spacecraft shield; we selected three shielding thicknesses: 100 mil, 730 mil, and 870 mil. These thicknesses are those determined to be of interest for the Europa missions [8] . This is done in MRED by exposing the front side of an aluminum slab with an area of cm cm and a depth of the shielding thickness. The particle kinetic energies are recorded on the other side of the thick shield and sorted into energy bins. Note that these spectra do not include secondary particles generated by other ions in the environment. This includes cosmic rays, trapped protons or electrons (whichever is not being simulated), or Bremsstrahlung.
B. Event Rate Simulation Results
Event rate simulations were performed using spectra from both the Clipper and Juno proton and electron environments. [8] and the Juno fluxes [9] , [10] . Fig. 11 and Fig. 12 present the simulated event rates for both mission environments and for each assumed shielding thickness, plotted as the ratio of electron to proton event rates in each of the three volumes. As before, an event is defined based on the amount of charge generated but not on the device response. The electrons contribute substantially to the event rate compared to protons for generated charge values less than 0.1 fC. Thus, the upset rate caused by electrons may become a dominant factor for small technologies such as SRAMs designed using 22 nm transistors (critical charge fC [12] ). Similar to the near-Earth environment, there is a sharp increase in the electron-induced event rate around 0.04 fC for the nm volume, 0.2 fC for the nm volume, and 0.3 fC for the nm volume. Protons deposit more energy than electrons through direct ionization. For electrons to deposit a comparable amount of energy, the primary particle must produce a -ray that stops in the sensitive volume. Although the probability that these events occur is lower than for comparable proton direct ionization events, the overall electron flux is much larger than the overall proton flux (Fig. 10) making these rare events a significant contributor to the overall event rates. Additionally, the proton flux is attenuated more significantly by the shielding [6] . Thus, for low charge generation events ( fC), electrons may contribute to the overall event rate.
The 870 mil shielding gives the worst-case ratio of electron event rate to proton event rate for both environments and all volumes. For this case in both environments, at the deposited charge where the electron rate increases sharply the electron-induced event rate is greater than the proton-induced event rate. For cases involving the nm volume, the electron rate exceeds the proton rate below 0.08 fC except for the 100 mil Juno environment. Similar trends were observed for electron-induced event rates in [6] . The authors used MRED to compute rates for a volume representative of a 45 nm SRAM that had dimensions of m nm, much larger than the volumes in this work.
VI. CONCLUSIONS
SEUs produced by single ionizing electrons were observed in commercial 28 nm and 45 nm devices operated in a low power state. The critical charges of these devices and 22 nm planar Fig. 11 . Ratio of electron to proton event rates for the Clipper spectrum for the nm , nm , and nm volumes from top to bottom. The electron event rate begins to dominate the overall rate below a certain deposited charge that varies with shielding thickness and volume size.
SRAMs are both sufficiently low that the devices are at risk of electron-induced upsets.
Simulations exploring the mechanisms behind the upsets reveal that relatively rare events where the primary electrons produce -rays are responsible for producing upsets. Despite the low probability for occurrence of -rays production, it is possible for the electron flux in a given space environment to be high enough to be a concern. Simulation results for Earth orbits suggest that the electron contribution to the event rate is Fig. 12 . Ratio of electron to proton event rates for the Juno spectrum for the nm , nm , and nm volumes from top to bottom. Compared to the Clipper spectrum, the relative electron rate is less impactful. relevant when critical charges are lower than 0.2 fC. For near Earth orbits km, the electron-induced charge deposition rate exceeds the proton-induced rate between 0.04 fC and 0.2 fC of generated charge in a range of sensitive volumes representative of modern SRAMs. Additionally, the electron-induced event rate is higher than the rate produced by the GCR worst case at geosynchronous orbit. In the case of the Europa Clipper and Juno missions, the electrons begin to contribute to the event rate below 0.3 fC in the largest representative sensitive volumes.
The point at which the electron rates overtake the proton-induced rates depends on shielding, but for 870 mil it can be as high as 0.2 fC.
Future near-Earth or Jovian missions that have low-power 28 nm or planar 22 nm technologies may need to take the electron environment into account when calculating the overall error rate.
