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Abstract In this paper, we introduce a novel algorithm for morphing any accelero-
gram into a spectrum matching one. First, the seed time series is re-expressed as a dis-
crete Volterra series. The first-order Volterra kernel is estimated by a multilevel wavelet
decomposition using the stationary wavelet transform. Second, the higher-order
Volterra kernels are estimated using a complete multinomial mixing of the first-order
kernel functions. Finally, theweighting of every term in this Volterra series is optimally
adapted using a Levenberg–Marquardt algorithm such that the modified time series
matches any target response spectrum. Comparisons are made using the SeismoMatch
algorithm, and this reweighted Volterra series algorithm is demonstrated to be consid-
erablymore robust,matching the target spectrummore faithfully. This is achievedwhile
qualitatively maintaining the original signal’s nonstationary statistics, such as general
envelope, time location of large pulses, and variation of frequency content with time.
Introduction
Bounding the uncertainty in predicted ground-motion
time series is a complex question that, for most design codes
around the world, has concentrated on satisfying a response
spectrum of some kind. Code-based response spectra (Biot,
1943; Housner, 1959; Mohraz, 1976) were historically
rooted in a simplification of the problem of determining
dynamic structural responses to ground excitation. From a
structural engineering perspective, the attractiveness of em-
ploying a response spectrum was that it was subsequently
possible to avoid all time-history analyses. In a sense, the
response spectrum tries to characterize the unknown multi-
variate statistics of seismic ground-motion time series in its
own way when convolved through a structural system. Re-
sponse spectra are smoothed and filtered estimates of the
power content of an accelerogram and thus have a practical
utility for the engineer and seismologist.
More recently, however, the feasibility and economic
benefit of nonlinear time-history analyses of structural/geo-
technical systems has become more widespread in design
practice. A performance-based design philosophy has led
to much more interest in levels of damage at a range of limit
states. Nonlinear time-history analyses are required to assess
compliance to these various performance-limit states (Build-
ing Seismic Safety Council, 1997). This is particularly the
case for large infrastructure projects, yet time-history analy-
sis requires ground-motion time series rather than a response
spectrum. The problem is that we historically have captured
estimates of the unknown multivariate statistics of seismic
ground motion in a response spectrum, but a response spec-
trum does not mathematically imply a unique time series.
Consequently we are presented with the inverse problem
of conjecturing a ground-motion time series that, when con-
volved through a single-degree-of-freedom system, results in
a given target response spectrum. If one computes the re-
sponse spectra for authentic recorded accelerograms, it is ap-
parent that these accelerograms do not individually match a
typical code-based spectrum. This is because the code-based
spectra are themselves some highly smoothed, mean, curve
fit of many individual accelerogram spectra (Japanese Soci-
ety of Civil Engineers, 1997).
Thus, many researchers (e.g., Ghafory-Ashtiany et al.,
2012; Katsanos and Sextos, 2013) in effect advocate a strati-
fied random sampling of recorded ground-motion time series
(see Cochran, 1977). Here, a set of real accelerograms are
selected so as to satisfy certain geophysical (e.g., event mag-
nitude, epicentral distance, fault mechanism) and structural
(e.g., period, ductility demand) criteria. In addition, we pro-
pose that this set should have a mean spectrum that is com-
parable to the target spectra. This approach is implemented
on the Pacific Earthquake Engineering Research Center Next
Generation Attenuation (PEER NGA) strong-motion data-
base website (PEER, 2010). A set of time series, selected
in this way, is then used in time-history analyses of the struc-
tural/geotechnical system under consideration. However, the
selection of a stratified random sample of records that has a
mean spectrum comparable to a target spectrum is difficult to
achieve in practice because of the spatiotemporal data sparse-
ness of ground-motion time series. Essentially, we do not
have a large enough population of recorded ground-motion
time series for all possible geographical locations and all
geophysical/structural configurations. Thus, at the very least,
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the available records will have to be scaled in amplitude so
the mean response spectrum of the stratified sample approx-
imately matches the target spectrum. This amplitude scaling,
as Luco and Bazzurro (2007) points out, is not always a com-
pletely unbiased modification for the case of nonlinear struc-
tural analyses. The hypothesis here is that this stratified and
scaled random sample set of records contains a reasonably ac-
curate representation of the population of all significant earth-
quakes that could occur at a site within a given time frame.
Nevertheless, data sparseness is still a problem in some
locations. In most developing countries that are prone to seis-
mic hazard, only a very few recorded motions are available;
see, for example, the case for India described in Gobindaraju
and Bhattacharya (2012). Thus, there is a need for another
approach.
As an alternative, many researchers (Ostadan et al.,
1996; Bazzurro and Luco, 2006; Hancock et al., 2006; Cac-
ciola, 2010) advocate the generation of artificial time series
that match a given spectrum. This approach is easy to criti-
cize (Priestley, 2003; Al Atik and Abrahamson, 2010), as it is
considered overly conservative because these artificial time
series have a flat and smooth broadband response spectra that
is unlike most real earthquakes. Nevertheless, the perceived
attractiveness of spectrally matched records is that fewer ac-
celerograms need to be used in nonlinear time-history analy-
ses. It is worth emphasizing the repetitive and evolutionary
nature of design analyses, given the input of various key
stakeholders (e.g., client, engineer, architect, and local public
planning authorities). Thus, the benefit of reducing run times
for computational analyses is not to be underestimated. As an
approach, it can be viewed as less sensitive to sample selec-
tion, as all matched records should approximate the popula-
tion statistics of site-specific earthquakes in terms of their
spectra. Design codes often require, or at the very least en-
courage, the use of ground-motion modification. This is pre-
dominantly the case when safety-critical facilities are being
designed and tested (see Telcordia Technologies, 2002; IEEE
Power Engineering Society, 2004, 2005; Takhirov et al.,
2005; Crewe, 2012).
Rizzo et al. (1975) discussed a frequency domain tech-
nique that alters the Fourier amplitude (but not phase) spec-
trum of the original seed ground motion so as to match a
target response spectrum. This approach suffers because it
changes the nonstationary nature of the records. Lilhanand
and Tseng (1988) pointed this out and introduced a pertur-
bation technique based on a convolution integral that modi-
fies the original signal into a spectrum-matching one. The
added perturbation was localized in time so that it attempted
to maintain similar nonstationary statistics to the original.
Abrahamson (1992) developed the approach in Lilhanand
and Tseng (1988) in producing Rspmatch software. Mukher-
jee and Gupta (2002) also suggested a wavelet-based modi-
fication to the original time series. Rspmatch was further
developed by Hancock et al. (2006) in Rspmatch2005.
This algorithm is embedded in SeismoSoft Ltd (2012). An
improved version of Rspmatch (2010) is described in Al Atik
and Abrahamson (2010) that seeks to address some of the
problems of nonconvergence of the previous algorithm,
although it is still based on the similar perturbation approach
of Lilhanand and Tseng (1988).
Even though the term “wavelets” is used in SeismoSoft
Ltd (2012) and Hancock et al. (2006), these approaches do
not use the wavelet transform commonly employed in the
signal processing literature, and they do not make use of con-
ventional mother wavelets. They have not been designed to
be optimal filters, and they do not guarantee to only change
the phase linearly (see Burrus et al., 1997). In addition, the
solution strategy in Lilhanand and Tseng (1988) for deter-
mining the optimal adjustment was, in effect, a simple iter-
ation that often suffers from lack of convergence to a
reasonable match. Far more robust methods exist in the ex-
tensive optimization literature. Having said this, SeismoSoft
Ltd (2012) is a valuable resource and allows for a simulta-
neous match of response spectra across multiple damping
values. One of its strengths is that it mostly conserves sig-
nificant features of the original record while trying to match
the target response spectrum.
Aims
In this paper, we seek a novel method not founded on
the work of Lilhanand and Tseng (1988). We employ a
signal-processing approach that models a general nonlinear
transformation of one signal into another. This makes use
of state-of-the-art nonlinear optimization and wavelet decom-
position. We seek an algorithm that is stable (i.e., it always con-
verges to some useful solution) and robust (i.e., it is insensitive
to target response spectral shape or seed record magnitude). We
seek a modified signal with an excellent match to the target
spectrum, while maintaining the original seed signal’s nonsta-
tionary statistics, such as general envelope, time location of
large pulses, and variation of frequency content with time.
Theory
The goal here is to develop a process that transforms a
known signal xt into a similar but spectrum-matching one,
yt. An additional aim is that the transformed signal yt
should maintain qualitatively similar nonstationary charac-
teristics, such as general envelope, time location of large
pulses, and variation of frequency content with time. Thus,
we seek a signal yt that looks, for all intents and purposes,
like a real earthquake. A list of symbols used in this paper is
presented in Table 1.
Application of Volterra Series
The Volterra series originates as a generalization of the
Taylor series expansion of a function. However, it can also be
considered as a generalization of the convolution integral, a
transformation of an input function in time by some system.
A reliable method of selecting an optimal Volterra model
is not generally available. Therefore, any problem, whether
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linear or nonlinear, is unique and particular to its circumstan-
ces. So the choice of the Volterra model is, in a sense, arbi-
trary. In this paper, the wavelet transform is employed in order
to estimate the Volterra kernels of the series expansion (of
xt) that maps xt into an infinite set of yt. Given that
yt is some Volterra series expansion of xt, to some degree
it inherits the shape and form of xt. Consequently, from this
infinite set of yt, we seek a particular member that has a re-
sponse spectrum that matches some target response spectrum.
Consider some nonlinear process that transforms a fre-
quency domain signal Xω into Yω. The general form of
this process is given by a Volterra series expansion (Schetzen,
1980; Boyd et al., 1984; Chanerley et al., 2007; Fa-Long,
2011):
Yω 
X∞
n1
1
n!
Z
  
Z
Hnω1;    ;ωnXω − ω1   
Xω − ωndω1    dωn; 1
in which Hn is known as the nth Volterra kernel. This can be
inverse Fourier transformed into the time domain using
yt 
X∞
n1
1
n!
hntxtn; 2
in which ytand xt are the inverse Fourier transforms of sig-
nals Yω and Xω. The time-domain version of the nth Vol-
terra kernel Hn is hn. This is similar to a Taylor series, but the
coefficients are themselves time-varying functions.
Let original signal xt be re-expressed as the linear
combination of narrowband frequency components ϕit,
xt≃Xm
i1
aiϕit; 3
in which ai are amplitude coefficients. This decomposition
could be a Fourier series, but in this paper we shall employ a
wavelet decomposition using the stationary wavelet trans-
form (SWT; Chanerley and Alexander, 2002, 2007, 2010;
Berrill et al., 2011; Chanerley et al., 2013). In expression (3),
the total number of terms is m, that is m − 1 wavelet detail
levels plus 1 wavelet approximation level. Hence, techni-
cally, the number of levels of wavelet decomposition should
be considered m − 1 rather than m.
The more commonly used transform is the discrete
wavelet transform (DWT), which operates using digital
low-pass and high-pass filters and then decimates the data,
but decimation leads to shift variance and aliasing. In effect,
the DWT are octave digital filters. However, the filter banks
employed in the DWTwill experience aliasing and phase and
amplitude distortion. The filters are usually overlapping, there-
fore aliasing errors will inevitably occur. It can be shown that
the reconstructed signal will be aliased as a consequence of
decimation and imaging. Moreover, any processing is per-
formed only on the data available after downsampling, there-
fore missing data samples are unprocessed. Furthermore,
during reconstruction the interpolation will proceed on the
available processed samples resulting in some distortion.
Therefore, we turn to the SWT, also known as the trans-
lation invariant transform, which operates in a different man-
ner to that of the standard DWT. The SWT is shift invariant
and does not alias. In this case, the number of data samples is
kept the same because downsampling is avoided at each level
of decomposition. Instead, the filter impulse response is
interpolated to match the filter bandwidths to that of the sub-
bands. The interpolation is performed by inserting zeros
between the filter coefficients; this method is referred to as
the a’trous algorithm (“with holes” algorithm). During
reconstruction, it is not now necessary to upsample the data
such as when applying the DWT. However, it is necessary to
apply synthesizing filters for the DWT, which are flipped ver-
sions of the analysis filters at each decomposition level.
In order to maintain a linear phase characteristic, the bio-
rthogonal wavelet family is recommended and the higher-order
bior3.9 wavelet (MATLAB wavelet toolbox, 2010; see Data
and Resources) was used to ensure the appropriate filter char-
acteristics for wavelet approximation and detail estimation.
Substituting equation (3) into equation (2), we obtain
yt 
Xm
i1
h1taiϕit
 1
2
Xm
i1
Xm
j1
h2taiajϕitϕjt     4
or, in the frequency domain,
Yω 
Xm
i1
Z
H1ω1aiΦiω − ω1dω1
 1
2
Xm
i1
Xm
j1
ZZ
H2ω1;ω2aiajΦiω − ω1
Φjω − ω2dω1dω2     : 5
If we assume ϕit is a narrowband frequency compo-
nent and that Volterra kernels are almost constant across this
narrowband function, then the following approximation is
reasonable:
H1ai≃ βi; H2aiaj≃ βij; H3aiajak≃ βijk;    ; 6
in which coefficients βi, βij, βijk, etc. are all frequency/time-
invariant weights. In this case, these coefficients can be con-
sidered to represent a discrete approximation of the continuous
Volterra kernels. Hence, we re-express the general Volterra
series, equation (4), as the following linear combination of
ϕit and all positive multinomial combinations of ϕit:
yt  βTψt; 7
in which vectors β and ψ are given as
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βT 
2
4 β1;    βm|{z}
1st kernelweights
;
β11;    ; βij;    ; βmm|{z}
2nd kernel weights
;
β111;    ; βijk;    ; βmmm|{z}
3rd kernel weights
;   
3
5 and
ψtT 
2
4 ϕ1;   ϕm|{z}
1st kernel functions
;
ϕ1ϕ1;    ;ϕiϕj;    ;ϕmϕm|{z}
2nd kernel functions
;
ϕ1ϕ1ϕ1;    ;ϕiϕjϕk;    ;ϕmϕmϕm|{z}
3rd kernel functions
;   
3
5; 8
in which subscripts i, j, k, etc. are members of the set of in-
teger from 1 to m. This Volterra series expansion (e.g., yt in
equation 7) is expressed simply as linear combinations of
functions within ψ. It is worth considering the implication
of expressions (7) and (8). In the case, where a wavelet vector
basis equation (3) is employed, it is clear that each ϕi shares a
similar nonstationary envelope of its progenitor signal xt.
Hence all multinomial combinations (i.e., ϕiϕj, ϕiϕjϕk,
and so on) also share this similar nonstationary envelope. Fig-
ure 1 graphically displays an example of the Volterra basis
ψt for the case of one wavelet level of decomposition.
We use only one wavelet level here for pictorial clarity. For
all other results in the paper, the maximum number of wavelet
levels is adopted, which is typically in the range of 8–12 levels
(for recorded accelerograms). The exact number is dependent
on the mother wavelet and seed record length (see the wmax-
lev function in MATLAB; see Data and Resources). In this
figure the detail (higher-frequency subband) is ϕ1t, and
the approximation (the lower-frequency subband) is ϕ2t.
These functions, when multiplied by weights β and summed,
form the first Volterra kernel. All weighted and summed quad-
ratic and cubic combinations of these functions form the sec-
ond and third Volterra kernels.
Thus, reweighting (i.e., changing) the β coefficients in
equation (7) allows for a modification of frequency and
phase content of the signal while keeping the general form
of the nonstationary nature of the signal xt. That is to say
xt and yt can have qualitatively similar nonstationary fea-
tures (e.g., very similar envelopes and pulses).
The general form of the modified time series yt (in
equation 7) is simply a weighted sum of wavelet levels
ϕit of xt (i.e., the first Volterra kernel), plus the weighted
sum of quadratic combinations of wavelet levels ϕitϕjt
(the second Volterra kernel), plus the weighted sum of cubic
combinations of wavelet levels ϕitϕjtϕkt (the third
Volterra kernel), etc. By adjusting the weights, for example,
βi, βij, and βijk, we obtain an infinite set of time series that
are related to the original time series xt by some nonlinear
transformation. Thus, we are searching this infinite set for
a particular member of yt that has the property that its
response spectrum approximately matches some target re-
sponse spectrum.
The size q of the Volterra weight vector β and basis vec-
tor ψ is given by the summed number of terms in a set of
multinomial expansions, which can be shown as
q  1
m
 pm!
p!m − 1!

− 1; 9
in which p is the highest order of Volterra kernels employed
andm − 1 is the number wavelet decomposition levels of the
original accelerogram.
Nonlinear Least Squares/Norm Problem
Now consider a response spectrum syt; f produced
from a signal yt at a discrete set of r frequencies in vector
f. Here, the original signal xt and morphed signal yt are
accelerograms. Evaluating the function syt; f involves
the numerical solution of a second-order differential system
for a single-degree-of-freedom system. Many integration
schemes exist in the research literature. For example, New-
mark’s method (see Clough and Penzian, 1993), the fast Fou-
rier transform, and the Smallwood (1981) filter (that is based
on the Laplace transform) can all be employed. However,
Smallwood’s time-domain convolution filter is by far the
quickest algorithm and is reasonably accurate.
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Figure 1. An example of Volterra kernel functions (with one
level of wavelet decomposition) for seed record NGA 765 (fault
normal [FN]).
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Thus, the problem of morphing a real accelerogram xt
into a spectrum-compatible one yt can now be expressed
as a nonlinear least squares/norm problem. We seek to min-
imize the difference between the spectrum syt; f and
some target spectrum sTf by selecting the optimal and re-
weighted coefficients β.
An objective function vβ for this nonlinear least
squares/norm problem can be stated as
min
β
kvβk; in which vβ  syt; f − sTf
sTf
: 10
Equation (10) represents r nonlinear algebraic equations
with q unknown coefficients β. We seek to minimize the
Euclidian norm of vβ in order to determine the optimal
spectrum-matching morphed yt. So the morphed time
series is based on optimal and reweighted coefficients β. This
problem can be solved using the Levenberg–Marquardt algo-
rithm (Moré, 1977; Shterenlikht and Alexander, 2012). This
algorithm is preferable to the trust-region-reflective approach
(Coleman and Li, 1996) as it is able to deal with both the
overdetermined (least square) problem (i.e., q < r) and
underdetermined ones (least norm; i.e., q > r).
The solutions obtained from the Levenberg–Marquardt
algorithm to this nonlinear optimization problem are only
local optima and not a guaranteed global optimum. The
searching algorithm that would be required for a global op-
timum is extremely costly in terms of computational resour-
ces (i.e., time and memory), thus it has not been explored in
this paper. We present only the first local optimum obtained
from the given initial start and show that it is sufficiently
good for our purposes. The initial start we have employed
is the original record xt, which is defined by the following
coefficients βi  1, i ∈ 1; m, and all other coefficients
βij  βijk      0. That is to say, initially, all coefficients
of first-order Volterra kernel are one, and all coefficients for
higher-order Volterra kernels are zero. Thus, at the start of the
optimization process, yt equals xt.
In summary, we define a nonlinear process that trans-
forms a time series xt into yt. This general process is de-
fined in terms of a Volterra series expansion of xt. From
this general expansion, we search for a particular case in
which yt has a response spectrum that approximately
matches some target response spectrum. This particular yt
is determined by adjusting the weights (coefficients) of the
Volterra series using nonlinear optimization.
Exploring the Performance of the Reweighted
Volterra Series Algorithm (RVSA)
Selection of Seed Records
Bray and Travasarou (2007), Athanasopoulos (2008),
and Rathje et al. (2010) show that the selection process of
ground motion can have a large effect on the goodness of
fit of a spectral matching process. With this in mind, we se-
lect records from the PEER-NGA ground-motion database
(PEER, 2010). The records are selected so that their geomet-
ric mean is a spectral match to the target spectrum. The addi-
tional stratified selection criteria are that the records should
be from events of magnitude 6–7.5 and should be from free
field sites of shear-wave velocity VS ≥ 800 m=s. The scaling
of these records is performed by PEER-NGA such that the
geometric mean of this record set is a reasonable match to the
target spectrum. The dataset, target spectrum, and geometric
mean of records are displayed in Figure 2. The philosophy
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Figure 2. PEER NGA data set used in this paper.
Table 1
List of Commonly Used Mathematical Symbols in this Paper
and their Definitions
Symbols Definition
ai Amplitude coefficients of original signal xt
f Vector of frequencies (size r)
hn The time-domain versions of nth Volterra kernel
Hn The frequency-domain versions of nth Volterra kernel
m − 1 Number of wavelet decomposition levels of original
accelerogram
p Highest Volterra kernel employed
q Total number of terms in Volterra series expansion
(number of unknowns)
r Total number of points that are spectrally matched
(number of equations)
sy; f Response spectrum of signal yt at frequency points f
sTf Target response spectrum at frequency points f
vβ Objective vector function (size r) for minimization
xt Time-domain version of original signal
Xω Frequency-domain version of original signal
yt Time-domain version of morphed, spectrum matching,
signal
Yω Frequency-domain version of morphed, spectrum
matching, signal
βi; βij;   ; Weights/coefficients of Volterra series for morphed
signal yt
β Vector of weights/coefficients (size q) of Volterra series
for morphed signal yt
ϕit ith level wavelet decomposition (in time-domain) of
signal xt
Φiω ith level wavelet decomposition (in frequency-domain)
of signal xt
ψt Vector of functions (basis) that are used to define the
Volterra kernels (size q).
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here is that the seed records are close in magnitude to the
target spectrum. A list of records selected is given in Table 2.
Influence of Number of Volterra Kernels, p
As a heuristic case, a Eurocode 8 (2004) type I horizon-
tal elastic spectrum of 0:35g, on soil class A, with 5% of
critical damping, is employed in this paper. This total accel-
eration response spectrum was defined from 0.02 to 4 s using
200 divisions on a logarithmic scale (i.e., r  200).
Table 3 displays a summary comparison of the perfor-
mance to the method proposed in this paper for the records in
Table 2. As the number of Volterra kernels is increased, the
match to the spectrum improves. When three kernels are in-
cluded, the mean error (of 20 records, for 3 Volterra kernels)
is 0.04%, with a mean maximal error of 7.81%. These values
are clearly very small and good.
Results show that it is of marginal value to employ more
than three Volterra kernels. This is because (1) the problem is
most likely underdetermined and (2) the total number of Vol-
terra terms q grows exponentially, and this growth in the
problem size gives rise to problems of computational effi-
ciency and computability.
Comparison with SeismoMatch (see Table 3)
Table 3 describes the performance of SeismoMatch and
RVSA. The RVSA is found to be superior in terms of the qual-
ity of the match and robustness of the matching process. Seis-
moMatch converged well for 6 of the 20 records, the “f” flag
in the table signifying the nonconvergence of the algorithm.
Table 2
Scaled Records from PEER Strong-Motion Database
NGA Record Number Scale Factor Event Year Station Moment Magnitude
284 5.8166 Irpinia-Italy-01 1980 Auletta 6.9
285 1.765 Irpinia-Italy-01 1980 Bagnoli Irpinio 6.9
292 0.9085 Irpinia-Italy-01 1980 Sturno 6.9
296 8.5355 Irpinia-Italy-02 1980 Bagnoli Irpinio 6.2
297 3.8295 Irpinia-Italy-02 1980 Bisaccia 6.2
303 5.8806 Irpinia-Italy-02 1980 Sturno 6.2
455 9.3573 Morgan Hill 1984 Gilroy Array Number 1 6.19
765 1.1548 Loma Prieta 1989 Gilroy Array Number 1 6.93
957 3.3283 Northridge-01 1994 Burbank–Howard Road 6.69
1011 3.285 Northridge-01 1994 Los Angeles–Wonderland Avenue 6.69
Table 3
Comparison of Results from SeismoMatch and RVSA
SeismoMatch v.2 RVSA 1 Kernel RVSA 2 Kernels RVSA 3 Kernels
NGA Record
Number
Mean
Error (%)
Max
Error (%)
Mean
Error (%)
Max
Error (%)
Mean
Error (%)
Max
Error (%)
Mean
Error (%)
Max
Error (%)
284FN 13.30 58.40 f −2.97 48.01 −0.18 17.93 −0.05 7.33
284FP 5.50 28.70 −1.92 37.92 −0.37 17.47 −0.10 14.53
285FN 5.90 29.90 −1.20 35.03 −0.22 17.75 −0.01 3.80
285FP 6.90 29.30 −1.20 35.03 −0.22 17.75 −0.01 3.80
292FN 10.50 46.50 f −1.64 41.99 −0.20 13.54 −0.02 5.00
292FP 7.20 39.80 f −1.30 26.74 −0.18 12.54 −0.01 3.49
296FN 7.70 29.70 −1.48 36.99 −0.23 15.96 −0.11 19.11
296FP 7.50 32.50 f −2.15 45.35 −0.12 10.70 −0.01 3.27
297FN 12.10 53.50 f −2.98 53.24 −0.24 21.61 −0.01 3.46
297FP 10.80 46.20 f −2.72 41.50 −0.17 14.39 −0.07 10.59
303FN 10.90 62.00 f −2.23 46.94 −0.38 18.79 −0.05 10.26
303FP 9.10 51.40 f −3.03 55.99 −0.18 19.10 −0.03 9.40
455FN 18.80 356.80 f −3.07 41.74 −0.19 14.82 −0.07 11.61
455FP 26.80 222.00 f −1.87 33.93 −0.17 16.72 −0.08 13.83
765FN 10.70 34.90 f −2.06 42.94 −0.10 17.14 −0.01 3.91
765FP 11.80 29.90 −2.40 38.94 −0.06 10.54 −0.01 3.05
957FN 13.30 58.00 f −1.66 39.43 −0.10 12.45 −0.04 8.60
957FP 14.00 132.60 f −1.34 36.00 −0.24 19.46 −0.04 7.89
1011FN 5.70 27.80 −1.03 29.25 −0.05 7.87 −0.02 6.40
1011FP 10.00 70.30 f −1.90 42.60 −0.27 15.54 −0.02 6.81
Mean 7.25 29.22 −2.01 40.48 −0.19 15.60 −0.04 7.81
1668 N. A. Alexander, A. A. Chanerley, A. J. Crewe, and S. Bhattacharya
The mean error of the 6 that converged was 7.25%, with a
mean maximal error of 29.22%. In addition, SeismoMatch is
quite sensitive to the amplitude of the seed accelerograms.
Scaling a convergent record by a different amount can result
in nonconvergence. This requires careful selection of records
and, to some degree, a trial-and-error approach. In contrast,
RVSA is insensitive to input acceleration amplitudes. It can
produce a match even if the seed record is not scaled so as to
be an approximate match to the target spectrum.
Consider Figure 3, which shows the match for record
NGA 285 (fault normal [FN]). This seed accelerogram
was selected as it is one of the best performing SeismoMatch
records observed. Figure 3a displays how the goodness of the
match improves with the number of Volterra kernels and in-
dicates the match with RVSA (when three Volterra kernels are
used) is very good.
Yet it is worth considering the accelerogram time histor-
ies in Figure 4. Figure 4a depicts the performance of RVSA,
and Figure 4b shows the performance of SeismoMatch. Both
SeismoMatch and RVSA conserve much of the original seed
record, maintaining similar nonstationary statistics.
Figure 5 displays the response spectra and time histories
for the best- and worst-performing cases displayed of RVSA
in Table 3. This figure indicates the spectral match (using
three Volterra kernels) is generally very good.
Reviewing Energy Content of Morphed and Original
Records
Figure 6 shows an example of the normalized cumula-
tive energy for both the original and spectrum-matched time
series (for seed record NGA 296 FN). The temporal distri-
bution of energy is very similar in both cases.
Time–frequency analysis enables a more forensic com-
parison of original and morphed records. In this paper, we
use the time–frequency toolbox (Auger et al., 1996), which
uses a smoothed pseudo-Wigner–Ville approach. Figure 7
displays the time–frequency plot of the original signal
NGA 296 (FN). This plot indicates the key power occurs
from 6 to 8 s and at around 2 Hz. Contrast this with Figure 8,
which displays the spectrum-matching NGA 296 (FN) record.
More power is added between 2 and 5 Hz. Thus the matched
record has a slightly broader range of high-amplitude fre-
quency components, as is to be expected. For both the original
NGA 296 and the spectrum-matched NGA 296, there is no
significant power above 9 Hz.
The added power (inyt) is at time locations where
some moderately significant power is present in the original
signal xt. In this case, the additional power is added in the
6–8 s time range so as to not disrupt the overall envelope
or location of large pulses, etc. Thus, we can see that the
nonstationary characteristics of original xt and spectrum-
matched yt records are qualitative comparable.
Robustness to Noise in Seed Signals
One could ask the question: how sensitive is the algo-
rithm to noisy input signals xt? This is because many cor-
rected records have been filtered. Frequency components of
the time series in the stop bands represent very low-power
noisy signals. RVSA, in its nonlinear optimization, may at-
tempt to recover the noisy filtered-out terms rather like
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Chanerley and Alexander (2007, 2008). Thus, the question
arises as to how sensitive this processes is to signal noise.
As a worst-case scenario, we consider a completely
artificial Gaussian signal that is enveloped in time (i.e., the
whole signal is noise). What is the performance of the pro-
posed algorithm with a signal like this? Figure 9 displays the
results of using a noisy input signal. The Volterra series
method still manages to produce a spectrum-compatible time
series that keeps its general envelope. The mean error is
0.08%, with a maximal error of 12.4%. This error is of the
same order as that obtained with real accelerograms as seeds.
Thus, we conclude that the proposed algorithm is fairly
robust to noise in the input signal. However, it will use what-
ever information is present in the seed time series, whether it
is signal or noise.
Stability of Integrated Acceleration Time Series
The previous analyses have demonstrated the efficacy of
using RVSA for modifying a recorded accelerogram into a
spectrum-matching one. However, it is important to review
the stability and plausibility of the first and second integral of
the acceleration, that is the velocity and displacement time
series. The question of numerically integrating accelerograms
is a problematic one (Graizer, 2010). Integration is fundamen-
tally a low-pass filter that attenuates the high-frequency con-
tent and amplifies the very low-frequency content of a signal
(Chanerley and Alexander, 2010). The very low-frequency
content of an accelerogram is frequently corrupted by noise
and ground pitching and rolling degrees of freedom (often
described as tilts) (Graizer, 2005). Regularly, as in the
PEER-NGA database, this low-frequency content is removed
by filtering before and possibly after integration (Converse,
1992) to remove these troublesome artifacts. However, Cha-
nerley and Alexander (2010) and Chanerley et al. (2013)
pointed out that this can remove very-low-frequency fling
components of the ground motion. Hence, the resultant
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ground-motion displacement time series is stable but errone-
ous in its low frequencies.
Hence, with spectrum-matched records produced by
RVSA, we could (1) adopt the algorithm in Chanerley and
Alexander (2010) and Chanerley et al. (2013) or (2) integrate
and filter out the low-frequency components. In this paper,
all records have been processed and corrected by PEER and
have already been low-cut filtered, thus, in this case, adopt-
ing option (1) is not consistent. Instead, we filter the matched
accelerogram below 0.2 Hz using a fourth-order zero-phase
Butterworth filter before and after the integration to obtain
stable velocity and displacement time series. An example
of these is shown in Figure 10.
Conclusions
In this paper, we present a novel algorithm (based on
state-of-the-art signal processing and optimization tech-
niques) for modifying a given ground acceleration time
series such that its response spectrum matches a given target
response spectrum.
The RVSA demonstrates stability and robustness. Unlike
some approaches, it generally appears to converge to some
useful record that meets the objectives of the spectral match-
ing process. It can be used regardless of which code-based
spectral shape is chosen as a target spectrum. In addition, it
can be classed as insensitive to the seed record selected (i.e.,
its magnitude or noise level). That is to say, it converges to
any given and plausible response spectrum from any given
and plausible seed time series. This includes enveloped
Gaussian noise as a given seed time series.
The spectrum-matching time series maintains a very sim-
ilar nonstationary characteristic (e.g., its general envelope,
time location of large pulses, and variation of frequency con-
tent with time) to the seed time series. It is worth stating that
the matched time series has the same total length as the seed
record. RVSA does not affect this length in the matching
Figure 8. Time–frequency plot of spectrum matching NGA 296
FN (using RVSA) using the pseudo-Wigner–Ville method. The color
version of this figure is available only in the electronic edition.
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processes. Thus, if duration matching is an additional require-
ment, then it is sensible to select an appropriately long seed
record. For the case of real accelerogram seeds, the resultant
spectrum-matched record visually appears to be like an actual
recorded ground-motion time series.
As the number of Volterra kernels employed increases
up to three, we observe an increase in the goodness of fit
to the spectrum at the expense of computational time. Em-
ploying more than three kernels was found to be ineffective,
as the problem was more likely to become underdetermined.
In this study, we show that, at three kernels, the mean misfit
error (of the spectral match) was 0.04%, with a mean maxi-
mal misfit error of 7.8% (at any frequency point of that spec-
trum). Thus, spectrum-matched time series show an excellent
fit to the target spectrum over the entire structural frequency
range (and much better than was previously available), while
maintaining a record that keeps a qualitatively similar ap-
pearance to the seed record.
Data and Resources
All strong-motion data for seed records were obtained
from Pacific Earthquake Engineering Research Center
(PEER) (2010; data last accessed 14 January 2013). The
reweighted volterra series algorithm (RVSA) code (MAT-
LAB) is available by e-mail from the author, N.A.A.
Acknowledgments
The authors wish to thank the Institute of Advanced Studies, at the
University of Bristol, and the universities of East London and Surrey for
every support given.
References
Abrahamson, N. A. (1992). Non-stationary spectral matching, Seismol. Res.
Lett. 63, no. 1, 30.
Al Atik, L., and N. Abrahamson (2010). An improved method for nonsta-
tionary spectral matching, Earthq. Spectra 26, no. 3, 601–617.
Athanasopoulos, A. G. (2008). Select Topics on the Static and Dynamic
Response and Performance of Earthen Levees, University of California
at Berkeley.
Auger, F., P. Flandrin, P. Gonçalvès, and O. Lemoine (1996). Time-
Frequency Toolbox, for Use with MATLAB, CNRS, (France) and Rice
University, Houston, Texas
Bazzurro, P., and N. Luco (2006). Do scaled and spectrum-matched near
source records produce biased nonlinear structural responses? Pre-
sented at 8th U.S. National Conference on Earthquake Engineering,
San Francisco, California, 18–22 April 2006.
Berrill, J., H. Avery, M. Dewe, A. Chanerley, N. Alexander, C. Dyer, C.
Holden, and B. Fry (2011). The Canterbury Accelerograph Network
(CanNet) and some results from the September 2010, M 7.1 Darfield
earthquake, Proceedings, Ninth Pacific Conference on Earthquake En-
gineering, NZSEE, Auckland, New Zealand, 14–16 April 2011.
Biot, M. A. (1943). Analytical and experimental methods in engineering
seismology, Trans. Am. Soc. Civil Eng. ASCE 180, 365–375.
Boyd, S., L. O. Chua, and C. A. Desoer (1984). Analytical foundations of
Volterra series, IMA J. Math. Control Inform. 1, 243–282.
Bray, J., and T. Travasarou (2007). Simplified procedure for estimating
earthquake-induced deviatoric slope displacements, J. Geotech. Geo-
environ. Eng. 133, no. 4, 381–392.
Building Seismic Safety Council (1997). FEMA 273, Second Ballot Version
NEHRP Guidelines for Seismic Rehabilitation of Buildings, USA
Federal Emergency Management Agency (FEMA), Washington, D.C.
Burrus, C. S., R. A. Gopinath, and H. Guo (1997). Introduction to Wavelets
and Wavelet Transforms: A Primer, Prentice Hall, Upper Saddle River,
New Jersey.
Cacciola, P. (2010). A stochastic approach for generating spectrum compat-
ible fully nonstationary earthquakes, Comput. Struct. 88, nos. 15/16,
889–901.
Chanerley, A. A., and N. A. Alexander (2002). An approach to seismic
correction which includes wavelet de-noising, in B. H. V. Topping
(Editor), Proceedings of the Tenth International Conference on Civil,
Structural and Environmental Engineering Computing, Prague, Czech
Republic, Civil-Comp Press, Stirlingshire, United Kingdom.
Chanerley, A. A., and N. A. Alexander (2007). Correcting data from an
unknown accelerometer using recursive least squares and wavelet
de-noising, Comput. Struct. 85, nos. 21/22, 1679–1692.
Chanerley, A. A., and N. A. Alexander (2008). Using the total least squares
method for seismic correction of recordings from unknown instru-
ments, Adv. Eng. Software 39, no. 10, 849–860.
Chanerley, A. A., and N. A. Alexander (2010). Obtaining estimates of the
low-frequency ‘fling,’ instrument tilts and displacement time series us-
ing wavelet decomposition, Bull. Earthq. Eng. 8, no. 2, 231–255.
Chanerley, A. A., N. A. Alexander, J. Berrill, H. Avery, B. Halldorsson, and
R. Sigbjornsson (2013). Concerning baseline errors in the form of
acceleration transients when recovering displacements from strong
motion records using the undecimated wavelet transform, Bull.
Seismol. Soc. Am. 103, 283–295.
Chanerley, A. A., H. Nabijou, N. A. Alexander, and R. Sigbjornsson (2007).
Modelling non-linear effects in seismic data from estimates of bispec-
tra using linear prediction and Volterra kernels, in B. H. V. Topping
(Editor), Proceedings of the Eleventh International Conference on
Civil, Structural and Environmental Engineering Computing,
Civil-Comp Press, Stirlingshire, United Kingdom.
Clough, R. W., and J. Penzien (1993). Dynamics of Structures, Second Ed.,
McGraw-Hill Int, New York.
Cochran, W. G. (1977). Sampling Techniques, Third Ed., John Wiley & Sons,
Coleman, T. F., and Y. Li (1996). An interior trust region approach for
nonlinear minimization subject to bounds, SIAM J. Optim. 6, no. 2,
418–445.
Converse, A. (1992). BAP basic strong-motion accelerogram processing soft-
ware version 1.0 Rep., U.S. Geol. Surv. Open-File Rept.: 92-296-B.
Crewe, A. J. (2012). Generation of improved artificial earthquakes for
seismic qualification testing, in 15th World Conference on Earthquake
Engineering, Lisbon, Portugal, 24–28 September 2012.
0 5 10 15 20 25 30 35 40 45
−0.4
−0.2
0
0.2
0.4
Ve
lo
ci
ty
 [m
/s]
Time [s]
Spectrum matched (RVSA)
Original (seed)
0 5 10 15 20 25 30 35 40 45
−0.1
−0.05
0
0.05
0.1
D
is
pl
ac
em
en
t [m
]
TIme [s]
Spectrum matched  (RVSA)
Original (seed)
Figure 10. Stable velocity and displacement time series, for
NGA 296 FN.
1672 N. A. Alexander, A. A. Chanerley, A. J. Crewe, and S. Bhattacharya
Eurocode 8 (2004). Design of structures for earthquake resistance, Part 1:
General rules, seismic actions and rules for buildings, EN 1998-1,
European Committee for Standardization (CEN), Brussels, Belgium.
Fa-Long, L. (2011). Digital Front-End in Wireless Communications and
Broadcasting, Cambridge University Press, United Kingdom.
Ghafory-Ashtiany, M., A. Azarbakht, and M. Mousavi (2012). State of the
art: Structure-specific strong ground motion selection by emphasizing
on spectral shape indicators, paper presented at 15th World Conference
on Earthquake Engineering, Lisbon, Portugal, 24–28 September 2012.
Gobindaraju, L., and S. Bhattacharya (2012). Site-speciﬁc earthquake re-
sponse study for hazard assessment in Kolkata city, India, Nat. Hazards
61, 943–965.
Graizer, V. M. (2005). Effect of tilt on strong motion data processing, Soil
Dyn. Earthq. Eng. 25, no. 3, 197–204.
Graizer, V. M. (2010). Strong motion recordings and residual displacements:
What are we actually recording in strong motion seismology? Seismol.
Res. Lett. 81, no. 4, 635–639.
Hancock, J., J. Watson-Lamprey, N. A. Abrahamson, J. J. Bommer, A.
Markatis, E. Mccoy, and R. Mendis (2006). An improved method of
matching response spectra of recorded earthquake ground motion
using wavelets, J. Earthq. Eng. 10, suppl. 001, 67–89.
Housner, G. W. (1959). Behavior of structures during earthquakes, J. Eng.
Mech. Div. ASCE 85, 109–129.
IEEE Power Engineering Society (2004). IEEE Std 344. IEEE Recom-
mended Practice for Seismic Qualification of Class 1E Equipment
for Nuclear Power Generating Stations, The Institute of Electrical
and Electronics Engineers, New York.
IEEE Power Engineering Society (2005). IEEE Std 693, IEEE Recom-
mended Practice for Seismic Design of Substations, The Institute of
Electrical and Electronics Engineers.
Japanese Society of Civil Engineers (1997). Dynamic analysis and earth-
quake resistant design, in Strong Motion and Dynamic Properties,
A.A. Balkema, Rotterdam, Netherlands.
Katsanos, E. I., and A. G. Sextos (2013). ISSARS: An integrated software
environment for structure-specific earthquake ground motion selec-
tion, Adv. Eng. Soft. 58, 70–85.
Lilhanand, K., and W. S. Tseng (1988). Development and application of
realistic earthquake time histories compatible with multiple-damping
design spectra, paper presented at 9th World Conference on Earth-
quake Engineering, Tokyo, Japan, 2–9 August 1988.
Luco, N., and P. Bazzurro (2007). Does amplitude scaling of ground motion
records result in biased nonlinear structural drift responses? Earthq.
Eng. Struct. Dyn. 36, no. 13, 1813–1835.
Mohraz, B. (1976). A study of earthquake response spectra for different geo-
logical conditions, Bull. Seismol. Soc. Am. 66, no. 3, 915–935.
Moré, J. J. (1977). The Levenberg–Marquardt algorithm: Implementation
and theory, in Numerical Analysis, G. A. Watson (Editor), Lecture
Notes in Mathematics, Vol. 630, Springer Verlag, Berlin, Germany,
105–116.
Mukherjee, S., and V. K. Gupta (2002). Wavelet-based generation of spec-
trum-compatible time-histories, Soil Dynam. Earthq. Eng. 22, nos. 9/
12, 799–804.
Ostadan, F., S. Mamoon, and I. Arango (1996). Effect of input motion char-
acteristics on seismic ground responses, paper presented at 11th World
Conference on Earthquake Engineering, Acapulco, Mexico, 23–28
June 1996.
Pacific Earthquake Engineering Research Center (PEER) (2010). PEER
ground motion database, University of California, Berkeley, Califor-
nia, http://peer.berkeley.edu/products/strong_ground_motion_db.html
(last accessed January 2013).
Priestley, M. J. N. (2003). Myths and Fallacies in Earthquake Engineering,
Revisited. The 9th Mallet Milne Lecture, IUSS Press, Pavia, Italy.
Rathje, E., A. Kottke, and W. Trent (2010). Influence of input motion and
site property variabilities on seismic site response analysis, J. Geotech.
Geoenviron. Eng. 136, no. 4, 607–619.
Rizzo, P. C., D. E. Shaw, and S. J. Jarecki (1975). Development of real/
synthetic time histories to match smooth design spectra, Nuclear
Eng. Design 32, 148–155.
Schetzen, M. (1980). The Volterra and Wiener Theories of Nonlinear
Systems, Wiley, New York, New York.
SeismoSoft Ltd (2012). SeismoMatch (version 2.0.0), http://www
.seismosoft.com/en/SeismoMatch.aspx (last accessed January 2012).
Shterenlikht, A., and N. A. Alexander (2012). Levenberg–Marquardt vs
Powell’s dogleg method for Gurson–Tvergaard–Needleman plasticity
model, Comput. Methods Appl. Mechanics Eng. 237–240, 1–9.
Smallwood, D. O. (1981). An improved recursive formula for calculating
shock response spectra, Shock and Vibration Bulletin, 51, 4–10.
Takhirov, S.M., G. L. Fenves, E. Fujisak, and D. Clyde (2005). GroundMotions
for Earthquake Simulator Qualification of Electrical Substation Equip-
ment, Pacific Earthquake Engineering Research Center Rept. 2004/07t.
Telcordia Technologies (2002). Network Equipment-Building System
(NEBS) requirements: Physical protection, Telcordia Technologies
GR-63-CORE.
Department of Civil Engineering
Room 2.33
Queen’s Building
Bristol BS8 1TR, United Kingdom
nick.alexander@bris.ac.uk
(N.A.A., A.J.C.)
University of East London
School of Architecture, Computing & Engineering
Dockland Campus
London E16 2RD United Kingdom
(A.A.C.)
Department of Civil and Environmental Engineering
Faculty of Engineering and Physical Sciences
University of Surrey
Thomas Telford Building
Guildford, Surrey GU2 7XH
(S.B.)
Manuscript received 26 July 2013;
Published Online 15 July 2014
Obtaining Spectrum Matching Time Series Using RVSA 1673
