THE DERIVATION OF THE TEST STATISTICS

Specification of the Models
There are two models to be compared, Ho and H1. These are defined by Ho: ln yt = ft(x, 8o) + Eot*, Hi: yt= gt (z, 01) + E i t, ... (2) where Yt is the tth observation on the dependent variable, t = 1, ..., T; 6o and 01 are ko and k1 vectors of parameters, and x and z are vectors of independent variables. There is no restriction on the variables which appear in x and z; they may be the same, different or transformations of one another. 
... (3)
It is not, however possible to assume Et-N(0, o2) since, if this were so, there would always be a finite probability of Yt becoming non-positive. If so, Ho must be false since the logarithm does not exist, and the problem of inference is a trivial one. Consequently, if it is possible to give serious consideration to Ho, the distribution of Elt must be such as to ensure that y is positive. Various distributions could be used which would meet this criterion. For example, we could follow Amemiya (1973) and truncate Elt so that Yt is given by (2) if the right hand side is greater than some positive number, a, say, and equal to a otherwise. Alternatively and in some respects more simply, we can truncate the distribution of elt at a fixed number of standard deviations from zero. Here we use the normal distribution and it is convenient to truncate symmetrically, i.e. if fN The fact that Ho is to be seriously considered will be taken to imply that k can be set a priori at some large value (k ? 6 say). For values of k of the size indicated a is so close to unity that, for many purposes, we can assume E1t -N(O, 1o). If, on the other hand, we are not prepared to assert that gt(z, 01) is always at least 6 to 8 equation standard errors above zero, then it is not sensible to regard both Ho and H1 as possible. Let us write a0 and ai for the extended parameter vectors of the two models, so that = (6I, a2 ) and a' = (61, U2 ). Denote the log likelihood functions of Ho and H1 by Lo(ao) and Ll(al) respectively and by Llo the log of the maximum likelihood ratio. Then, if Ho is true, we must calculate To = L1o -T{ plimo (L) } a (5) where plimo denotes the probability limit when Ho is true and denotes a maximum likelihood estimate. If Lio = Lo(ao) -Ll(alo), where aio = plimo a',, then Cox (1962) where the extra sum in (9) is the log of the product of the Jacobians. (1-2ak) J where Ck= (3bk+2ak)/2. Now, for all values of T that are ever likely to be relevant (<1000 say) the term (T+ 1)a2 is at most 10-11(k -6) so that it seems reasonable to assume (and the Monte Carlo results which follow confirm this) that as T becomes large in a practical sense, the distribution of T1 will be nearly normal. However, as TXo, /(T/2)((61/o2) -1) will not tend to normality and to avoid this a correction can be made by considering
V 2 o1 l-2ak ak(4 2 )y and for all practical purposes, this correction is small enough to ignore.
To derive 71, we differentiate (30) The calculations were very rapid compared with repeated quadrature and we were able to show that for reasonable values of k (6 to 10), the integrals were not sensitive to the precise value chosen. The programme was written so as to reject any value of e> 0 125; in this case, the Chebycheff approximations become unreliable but this is of no importance since, if this happens, Ho is clearly incorrect a priori.
SOME EMPIRICAL EVIDENCE
In this section, we present empirical evidence designed to elucidate the properties of the test, in particular, to investigate its distribution when either Ho or H1 is true and to discover how this is affected by sample size, and by other considerations. We also compare the Cox test with the unmodified likelihood ratio criterion suggested by Sargan (1964) . Finally, we offer some tentative evidence for the case when neither Ho nor H1 is correct as specified. This last is perhaps the most important potential application of the test, but the possibilities are too vast to be more than touched on here.
Of ...(52) Given the extremely small probability of generating values of u, further than 8o-u from zero, no attempt was made to truncate the distribution. Given o-and p, oru can be chosen to set R2 at the desired level using (52). Three different sample sizes were used; for each replication, 80 observations of Yt were generated corresponding to x,. These were first used in a single test with sample size 80; each half of the sample (Yt and x,) was then used for two more tests of sample size 40. Finally, each half was itself subdivided to give four tests each with sample size 20. Each complete experiment was replicated 500 times. There are thus 500 replications for sample sizes 80, 1000 for sample sizes 40, and 2000 for sample size 20. The value of 13 was set to 5 throughout, with a at 500 (=,13A). Due to an oversight, it was not noticed that it is impossible to vary R2 for these values of a and 13 without creating a high probability of negative values of Yt. Thus, in the experiments where R2 is varied, a is set to 1000. The differences in results between a = 1000 and a = 500 were small enough to justify not repeating the earlier experiments.
Before discussing the results, we describe briefly the layout of the tables where it is not self-explanatory. In Tables I to III We have not presented our results in terms of the usual Type I and Type II errors because the use of these concepts is less attractive when there are four rather than two possible decisions. However, if required, the probability of Type I error is given by 1i + ri0 in Tables I and II and by rro + I0o in Table III, while (8, 16) ; the results are given in Table I . These were repeated with p = 0 7 and 0 5 for the same settings of the other parameters but the results were very close to those for p = 0 9 and are not given here. Table II surprisingly, the fraction of successes, So, responds much as does Iro to changes in R , and T; further, it is always greater than both 7ro and 0 5 (its expectation given zero discriminatory power). Thus the Sargan test contains useful information on choosing between the two models and, given its extreme simplicity of calculation-it requires no more than the original estimation-it is likely to be useful in practice, provided we are certain in advance that either Ho or H1 is true. The superiority of So over the Cox procedure is due to its " one or other " nature; there is no possibility of indecision nor is it possible for both models to be rejected. We shall see what happens when Ho and H1 are both false below. Note too that the two models being compared here have identical numbers of parameters so that the tendency of pure likelihood tests to favour the model with the greater number of parameters is of no consequence. Without some correction however, the Sargan test is likely to be dangerous unless the number of parameters are the same in both models, i.e. in the case of a "pure" log versus linear comparison. More generally some correction to favour more "parsimonious " models could easily be built in, for example by taking Lio-(ko-k1) rather than L1o in which case the Sargan test is equivalent to using the Akaike ( (1972) and (1974) ) information criterion. (See also Sawa (1978) for further discussion.) Table III provides a check that the test works both ways round and should be read in conjunction with Table I . In this case Ho is true, so that the 7r1 column corresponds to the correct decision and thus to n-o in Table I Table III replicates very closely the corresponding numbers in Table I . Note, however, that when o-, = 0 16, the KolmogorovSmirnov test rejects N(0, 1) for all three sample sizes, the only case where this occurs in all the experiments undertaken. Finally, we look briefly at the case where both Ho and H1 are false so that we are using the Cox test as a test of misspecification. There is no particular reason to expect the test to be generally powerful in this context; it is designed around Ho and H1 specifically and its performance in recognising misspecification is likely to depend very much on the alternative considered. We look at only one example, albeit one which is likely to arise quite often in practice. The data were generated according to Clearly, this is only one example of misspecification but we believe these results are encouraging enough to suggest that further work on specification analysis using the Cox test would be well worth attempting.
SUMMARY AND CONCLUSIONS
In this paper, we have applied Cox's procedure for non-tested hypotheses tests to the problem of testing a logarithmic versus a linear model. Section 1 derived the statistics and presented formulae for their calculation. We also presented empirical evidence which suggests that the large sample properties of the test are sufficiently closely realised in quite small samples to make the test practical. We found no evidence, in even very small samples, of a tendency for the test to reject correct hypotheses too frequently. The power of the test, however, depended crucially on the sample size, on the fit of the true hypothesis and on the noisiness of the independent variable. Our results also suggested that, provided the investigator knows that one or other of the models formally considered is correct, the unmodified likelihood ratio, as suggested by Sargan, is a useful discriminator between the models, at least when both have the same number of parameters. In the case where neither model is true, we presented some evidence that, with sufficiently large samples, the Cox test can detect misspecification even when both models fit well according to conventional criteria.
Clearly, there is great scope for further research. The basic results of Tables I to III  need 
