Abstract-Hand-eye coordination of a robot system is a classical problem which mathematically can be described as an ill-posed inverse mapping problem. Different techniques have been developed to solve this inverse mapping problem. But most of the reported work has a common limitation that is the relative position between the camera and the robot must be fixed once the calibration is done. However, very often in real-world applications this may not be realistic either due to the random disturbances to the system or due to the need of repositioning the camera or moving the robot base to perform different task. In this case, usually a lengthy re-calibration process has to be carried out. In this paper, we briefly describe our technique which eliminates the need of recalibration for the vertical position change of the camera. Our technique is based on the integration of the utilization of a close form mathematical formulation and fuzzy logic. Algorithm has been developed, experiment has been performed on 6-degree-of-freedom robot, and testing data has confirmed our design.
Introduction
Hand-eye robotic systems have been increasingly used in industries. In their normal mode of operation, these systems take picture, analyze the image, extract threedimensional position information and then the robot arm is moved accordingly to perform various picking, placing tasks. It is well known that recovering threedimensional information from a given two-dimensional image is ill-posed inverse mapping problem. Mathematically speaking, people have to convert this ill-posed problem to a well-posed one by imposing additional constraint, or regularization. Many techniques exit today [l-31 for solving this problem. However, once the hand-eye coordination is established, the relative position between the hand, a robot, and the eye, a camera, must be fixed to ensure that the inverse mapping relation preserves one-to-one correspondence between twodimensional image plane and three-dimensional robot work space. This requirement of a fixed relative position has to be enforced all the time to make sure the normal operation, which can be difficult to achieve. Considering the random disturbances, the need of moving a camera to a non-prior determined position while still wanting the robot to normal operate, we have faced a challenging problem that is: can we preserve one-to-one correspondence between two-dimensional image plane and three-dimensional robot work space, yet to avoid lengthy re-calibration process which almost always involves erratic physical measurement of the relative position between the robot base and the camera position
In this paper, we present a technique that eliminates the need of re-calibration if the motion of the camera is perpendicular to its focal axis and bounded within two far apart known points. This technique will allows the camera position change while still preserving oneto-one correspondence between image plane and work space. This technique is based on the mathematical formulation of inverse mapping and fuzzy logic.
2. Mathematical Formulation of Inverse Mapping 2.1 Inverse Mapping Problem For the hand-eye robotic system, we are interested in inverse mapping problem [3]: Given a twodimensional image position of a workpiece's features, the camera parameters, the pose of the robot's endeffector, and the pose of the camera, we have to determine the workpiece's pose with respect to the world (robot) coordinate system.
Algorithm
The inverse mapping problem is shown in Figure 1 . Using the inverse homogenous transformation method, we determine the value of the (z,y,z) coordinates of a position from its image coordinates. Here we assume that all the workpieces are placed on the flat workbench, hence their depth is the same.
We have first followed the algorithm developed in [3] to obtain a closed form mathematical relation between two spaces, 2D on image plane and 3D in work space.
Let's define the camera (viewer) coordinate system as the coordinate system of the mounted camera, whose origin coincides with the camera as illustrated in Figure  1 . The world (robot) coordinate system is defined as the coordinate system whose origin coincides with the origin of the robot as shown in Figure 1 .
The notations for describing the coordinates in various coordinate systems are: (1) a point in the world coordinate system is described as (zi,yi, zi), (2) The same point has ( x i , & , z:) as its camera coordinates, (3) the perspective projection of (zi,yi, zi) on the image plane is (xi ,yi , zi ).
Let ui be a point (xi, y;, zi)T of the workpiece and U:' be its projection to image plane in the camera coordinate system, which is, The relation between its perspective projection and its position in the world c-oordinate system is where Ti is a nonsingular 3*3 matrix, T, is a 3D rotation matrix and v s represent shift.
Given any three known points 211, v 2 and 0 3 in world coordinates, their corresponding points vl, v i and v3 on image plane can be found by where T = Ti * T,. is a 3*3 matrix.
x, y, and z components, we have
Putting the above equations together in the form of ,,
Si n: : all proje2f;ed Eoints have the same z value, so zi -z1 = 0 and z3 -z1 = 0. Also assume these objects in 3D world coordinate system have the same depth. ( Y2 , ; i ) -l .
( 5 )
Thus, for any point v: on image plane, we can get the corresponding point vi in 3D world coordinates, by ,,
Mathematical Formulation For Change Of Camera Position
Now let's consider the change of camera position. For change of camera position, there is a change in the image of the work-area. Depending on the position, the image of the workpiece may have increased or decreased in size. There is a change in the value of the image coordinates and the coefficients of the inverse homogenous transformation matrix. Mathematically, the coefficients of TI is chan~es to TI +&TI. Also the image coordinates changes to vil. The robot (world) coordinates is going to be constant. Thus 3. Fuzzy Logic Algorithm The changes in the values of the image coordinates and coefficients of the inverse transformation matrix due to the change of the camera position, makes it necessary for the hand-eye system to be calibrated after each change. Thus it is important to make the system adaptive. We are using fuzzy logic for this purpose.
We calibrate the system a t two extreme positions. The two positions represent zero change and maximum change of the value of the coefficients of T I . By experimentation, the coefficients of significance are tl and t 4 . These two coefficients change when the camera position is changed. The changes in these two coefficients has to be determined.
The design of the fuzzy logic algorithm consists of (1) determination and fuzzification of input, (2) selection of fuzzy inference rules for reasoning, and (3) Defuzzification and computation of outputs.
fizzification
The input d, is a squared distance between two known points on the image. Using image processing techniques, the (x,y) value of the positions in terms of pixels could be obtained. The squared distance could be then found out using the distance formula:
The changes in tl and t 4 , are denoted as, btl and S t 4 respectively
The parameter d, is quantized into five levels. The linguistic variables used to describe each level are large L, positive ( negative) medium fM, positive (negative) small fS. For the output parameters S t 1 and 6 t 4 . we quantize them into small S, medium M, and large L.
The fuzzy membership functions for each linguistic variable are defined. Figure 2 gives the membership functions for each parameter.
3.2 fizzy Control Rules Using Zadeh [6] fuzzy inference mechanisms, the fuzzy control rules have been developed. With careful analysis and rule reduction effort, we have settled to a control rule base with rather small number of rules. Due to the selection of the variable to be controlled, we are able to use 5 rules to cover all posible situation. They are given in Figure 3. 
Defuzzification
The output is computed as linguistic variables for each set of input. Then defuzzification is done by the center of gravity method as,
(9)
where iiii is the corresponding membership value.
Experimental Setup
To test the algorithm, a hand-eye robotic manipulator system was used. The system consists of a single camera, a six degree-of-freedom robotic manipulator SCORBOT-ER VI1 and a workpiece. The system setup is shown in Figure 4 .
The camera is mounted in such a way that it is stationary with respect to the base coordinate frame of the robot. This camera takes the picture. The algorithm analyzes the image and extracts position information froin it. This position is used to move the robot accordingly.
A six degree-of-freedom SCORBOT-ER VI1 robot is used as a part of the hand-eye system as illustrated in Figure 4 . The work-area for the experiment is directly below the camera. The workpiece is placed in the workarea for conducting the experiments. Given in Figure  5 and 6 are the images taken at two known positions, A and B. These known positions are utilized for the inverse mapping calculation.
A C program was coded to implement the fuzzy logic algorithm. The hand-eye system was initially calibrated at two extreme points. In the next stage, the camera was placed in a position in between the extreme points. The workpiece was placed in the work-area and the image was taken. Fkom the image, the program extracts the position information of the workpiece and the robot is moved to that position.
The fuzzy logic algorithm gives good results everytime the position of the camera is changed. The algorithm analyzes the change and guides the robot go to the correct position.
Comparative Study
A comparative study of the fuzzy logic algorithm and interpolation method was conducted. A set of experiments were conducted using the linear interpolation method and the experiments were repeated using fuzzy logic algorithm.
In linear interpolation method, the values of tl and t4 for any value of d are computed using the formula where A and B are the two extreme points where the hand-eye robot system is calibrated. These values of tl and t4 are used to compute the position of the workpiece.
The error criterion E for the position of the workpiece was computed for both methods. At positions A and B, the syst,eIn is conventionally calibrated and hence there is no error. So the (z0.yo) is computed by E = hZ2 + hYZ, (13) where 6, = x -xo is the error in X coordinate and 6, = y-yo is the error in Y coordinate of the workpiece.
The results of the experiments using fuzzy logic algorithm is given in Figure 7 . and that of linear interpolation is given in Figure 8 . The acumulative error E, for both the methods have been computed for the set of experiments. It is found that the fuzzy logic algorithm gives less acciimulative error than the linear interpolation method.
Summary
In this paper, we described a fuzzy logic algorithm for taking care of changes in the position of a camera without the need of actual calibration every time the camera is moved perpendicularly. Algorithm was tested on 6-degree-of-freedom robot, and the experimental data confirmed our design. 
