In this contribution, a comparison between different permutation entropies as classifiers of electroencephalogram (EEG) records corresponding to normal and pre-ictal states is made. A discrete probability distribution function derived from symbolization techniques applied to the EEG signal is used to calculate the Tsallis entropy, Shannon Entropy, Renyi Entropy, and Min Entropy, and they are used separately as the only independent variable in a logistic regression model in order to evaluate its capacity as a classification variable in a inferential manner. The area under the Receiver Operating Characteristic (ROC) curve, along with the accuracy, sensitivity, and specificity are used to compare the models. All the permutation entropies are excellent classifiers, with an accuracy greater than 94.5% in every case, and a sensitivity greater than 97%. Accounting for the amplitude in the symbolization technique retains more information of the signal than its counterparts, and it could be a good candidate for automatic classification of EEG signals.
Introduction
Epilepsy is a neurological condition in which patients suffer spontaneous seizures. The occurrence of two seizures with unknown idiopathic condition is necessary for the diagnosis of epilepsy. These seizures are caused by disturbances in the electrical activity of the brain. As was proposed by the International League Against Epilepsy (ILAE) and the International Bureau for Epilepsy (IBE), an epileptic seizure is a transient occurrence of signs and/or symptoms due to abnormal, excessive, and synchronous neuronal activity in the brain [1, 2] . Epilepsy presents itself in seizures which result from abnormal hyper-synchronous brain activity. The sudden and often unforeseen occurrence of seizures represents one of the most disabling aspects of the disease. Correctly identifying the presence Section 3 presents the EEG database analyzed, and finally Section 5 is devoted to presenting the numerical results and discussion.
Brief Review on Permutation Entropy, Renyi Permutation Entropy, Min-Permutation Entropy, Weighted Permutation Entropy, and Tsallis Entropy
Given a continuous probability distribution function (PDF) f (x) with x ∈ ∆ ⊂ R and ∆ f (x) dx = 1, its associated Shannon Entropy S [24] S
is a measure of global character that it is not too sensitive to strong changes in the distribution taking place on a small-sized region. Let now P = {p i ; i = 1, · · · , N}, with ∑ N i=1 p i = 1, be a discrete probability distribution (PDF) with N the number of possible states of the system under study. In the discrete case, we define a "normalized" Shannon entropy (0 ≤ H ≤ 1) as
where the denominator S max = S[P e ] = ln N is that attained by a uniform probability distribution P e = {p i = 1/N, ∀i = 1, · · · , N}.
Bandt and Pompe introduced a successful methodology for the evaluation of the PDF associated with scalar time series data using a symbolization technique [3] . For a didactic description of the approach, as well as its main biomedical and econophysics applications, see [14] . To use the Bandt and Pompe [3] methodology for evaluating the PDF, P, associated with the time series (dynamical system) under study, one starts by considering partitions of the pertinent D-dimensional space that will hopefully "reveal" relevant details of the ordinal structure of a given one-dimensional time series X (t) = {x t ; t = 1, · · · , M} with embedding dimension D > 1 (D ∈ N) and time delay τ (τ ∈ N). We are interested in "ordinal patterns" of order (length) D generated by
which assigns to each time s the D-dimensional vector of values at times s,
Clearly, the greater the D−value, the more information on the past is incorporated into our vectors. By "ordinal pattern" related to the time (s), we mean the permutation π = (r 0 ,
In order to get a unique result, we set r i < r i−1 if x s−r i = x s−r i−1 . This is justified if the values of x t have a continuous distribution, so that equal values are very unusual. Thus, for all the D! possible permutations π of order D, their associated relative frequencies can be naturally computed by the number of times this particular order sequence is found in the time series divided by the total number of sequences,
In this expression, the symbol stands for "number". Consequently, it is possible to quantify the diversity of the ordering symbols (patterns of length D) derived from a scalar time series by evaluating the so-called permutation entropy (Shannon entropy). Of course, the embedding dimension D plays an important role in the evaluation of the appropriate probability distribution, because D determines the number of accessible states D! and also conditions the minimum acceptable length M D! of the time series that one needs in order to work with reliable statistics [25] . Regarding the selection of the parameters, Bandt and Pompe suggested working with 3 ≤ D ≤ 6, and specifically considered an embedding delay τ = 1 in their cornerstone paper [3] . Nevertheless, it is clear that other values of τ could provide additional information [26] . Renyi entropy, which generalizes Shannon Entropy, is defined as follows:
where the order α (α ≥ 0 and α = 1) is a bias parameter, and the Shannon entropy is recovered in the limit as α → 1. If the required p i are calculated using the Bandt & Pompe methodology, it leads to the permutation Renyi entropy [27] . Renyi entropy is linked to the probability distribution taken from the time series through α. High α emphasizes the super-Gaussian or leptokurtic distributions [28] (i.e., both a sharper peak and fatter tail than the corresponding Gaussian), whereas low-level α emphasizes the sub-Gaussian or platykurtic ones [29] (i.e., flatter peaks, thinner tail). Therefore, α can tune the sensitivity to the sub-Gaussianity, the super-Gaussianity of the BP-PDF distribution. Several special cases of α values are considered. When α → 1 PE is recovered, and in the limit α → ∞, R α (P) converges to R ∞ (P) (i.e., the min-entropy).
A variety of anomalous systems exist for which the powerful Boltzmann-Gibbs statistics formalism exhibits serious difficulties, as the long-range interacting systems [30] , non-Markovian processes [31] , among others. To deal with these systems, an attempt has been made in [32] by postulating a nonextensive entropy (Tsallis entropy).
This Tsallis entropy endowed with probabilities calculated using the BP methodology is used in this contribution; in the limit q → 1, the Tsallis entropy converges to the Boltzmann-Gibbs statistics, recovering the permutation entropy.
All the permutation entropies considered above do not account for the amplitude of the time series, they are only aware about the relative order of the sample point within the series. In [18] , a version of the PE dealing with the amplitude of the time series-named as weighted permutation entropy-is presented. This particular entropy weights each pattern according to the dispersion measure:
whereX D,τ j stands for the mean value of the embedded vector of length D and time delay τ. Then the relative frequencies of each π is calculated as:
∑ j≤M {s j |s j , has type π} w j ∑ k≤M s k w k (10) and the entropy is obtained as:
EEG Data
In order to illustrate the performance of the previously presented quantifiers in real contexts using logistic regression as the statistical model, we use free EEG time series data from the Department of Epileptology, University of Bonn [33] , available at [34] . Two sets-A and B, each containing 200 single channel EEG segments of 23.6 sec duration-were recorded for the study. These segments were selected and cut out from continuous multichannel EEG recordings after visual inspection for artifacts (e.g., due to muscle activity or eye movements). Set A consisted of segments taken from surface EEG recordings that were carried out on five healthy volunteers, relaxed in an awake state. This sample will be referred to as normal within this paper. Set B was originated from an EEG archive of presurgical diagnosis during pre-ictal periods (i.e., periods when no seizure are detected in the epilepsy patient). This sample will be referred to as pre-ictal within this paper. Epileptic EEGs were collected from intracranial electrodes that were placed on the correct epileptogenic zone [33, 35] . The data set consists of 400 data segments, 200 belonging the normal condition and 200 belonging to the pre-ictal condition, whose length is 4097 data points with a sampling frequency of 173.61 Hz for each group. These data were analysed for classification in a very different context-as artificial intelligence-in [36, 37] among others, as well as in a information theory context [14] among others.
Classification Models

Logistic Regression
Logistic regression is the most popular method for predicting binary outcomes on the basis of one or more predictor variables, and the central mathematical concept that underlies logistic regression is the logit, the natural logarithm of an odds ratio. In the simplest case of linear regression for one continuous predictor X and one dichotomous outcome variable Y, the plot of such data results in two parallel lines, which are difficult to describe with an ordinary least square regression equation; it fits much better with an S-shaped curve (often referred to as sigmoidal). Applying the logit transformation to the dependent variable solves this fitting problem; it follows that the model does not require that the error should be normal or constant across the range of data. Given that the response variable Y is binary, we will describe it as a random variable on either the value 0 or the value 1, depending on whether the observation has an attribute present or not. For example, Y = 1 if the patient presents a certain illness, and Y = 0 otherwise. In a simple logistic regression equation with one predictor variable, X, we denote by ρ(x) the probability that the response variable Y equals 1 (the disease is present) given that X = x.
Where the value of the coefficient β determines the direction between X and the logit of Y. A test can be done where the null hypothesis states that β equals zero. Rejecting such a null hypothesis implies that a linear relationship exists between X and the logit of Y. If the predictor is binary, the interpretation of this coefficient is as follows:
So, if the value of the variable X increases in one point, and the value of β is positive, the odds ratio increases in a factor of e β . Following the example, the odds ratio represents how probable it is that the patient is ill in relation with the probability that the patient does not have that illness. If the model has good forecasting properties, it can be used as a classification tool. A excellent method of testing the classification power of a logistic regression is the Receiver Operating Characteristic (ROC) curve.
ROC Curve: Classifier Performance
Initially, only a two-class classification process is considered. Each instance Y is mapped to one element of the set {P, N}, positive and negative class labels. A classification model (classifier) is a mapping from instances to predicted classes. As previously stated in Section 4.1, Logistic Regression can be an excellent classifier. Each instance Y, or observation, is either 1 or 0 (i.e., has the disease or not). The predictions produced by the model, ρ(x), are continuous, so a threshold or a cut-off point (c) is needed to have a two-class classifier. If ρ(x) ≥ c, then Y is predicted as 1, and the prediction is 0 otherwise. To simplify, the prediction class is going to be in the set {P, N}. Now, given a classifier and and instance, there are four possible outcomes: True Positive (TP) when the instance is positive and is classified as positive; False Negative (FN), the instance is positive and is classified as negative; False Positive (FP) the instance is negative and is classified as positive; and finally, True Negative (TN) when the instance is negative and is classified as negative. So, we define:
Thus, sensibility reflects the power of the model to correctly identify the positive class, and the specificity is the power to identify the negative class. Another useful performance indicator for a given cut-off point (c) is the accuracy of the model, and is defined simply as the percentage of well-classified observations in the data set,
where N stands for the number of observations. In a ROC curve, the sensitivity is plotted as a function of the false positive rate (1-Specificity) for different cut-off points. Each point on the ROC curve represents a sensitivity/specificity pair corresponding to a particular decision threshold. A test with perfect discrimination (no overlap in the two distributions) has a ROC plot that passes through the upper left corner (Specificity = 1, Sensitivity = 1). This leads to the conclusion that the closer the ROC plot is to the upper left corner, the higher the overall accuracy of the test. As the ROC is a two-dimensional depiction of classifier performance, a single scalar value would be useful to compare classifiers. A common method is to calculate the area under the curve (AUC) [38] . Since the AUC is a portion of the area of the unit square, its area is going to be less than 1. Random guessing produces the line between (0, 0) and (1, 1); any realistic classifier should have an AUC greater than 0.5. In general terms, any area between 0.8 and 0.9 stands for a good test, and any area between 0.9 and 1 represents an excellent test.
The Validation Set Approach: 10-Fold Cross-Validation
When the whole set of observations is used to estimate the desired indicator of classifier performance of the model (in this case, the AUC), over fitting occurs, and this performance indicator is overestimated. In order to avoid this, several methods were developed that consist of holding out a subset of testing observation from the fitting process, and then applying the model to those held-out observations to estimate the AUC. The method consists of randomly dividing the available set of observations into two parts: the training set and the validation set. The model is fit on the training set, and this fitted model is used on the validation set to the AUC or the test error rate. An improvement of this simple method is to divide the observation set in k-folds of approximately equal size, using the first k − 1 folds to fit the model, and applying the fitted model to the remaining fold to estimate the AUC. Then, this methodology is repeated k times using each fold exactly one time as the validation set, and the rest as the training set. For each time, the estimated AUC is independent of the values used to fit the model. The average of this k values of the AUC (performance classifier) is the resulting overall AUC for the proposed model. Typical values of k are k = 5 and k = 10. For this contribution, k = 10 is used.
Results and Discussion
To discriminate between normal and pre-ictal EEG signals, the methodology proposed by Hosmer and Lemeshow [39] is used. It is important to note that-unlike the reference articles in the Introduction Section-we use a parametric method of classification, leading to an interpretation of the estimated parameters, and we also gain an insight of the causal structure of the time series using the PDF Histogram using the BP methodology of the best combination to separate the signals. We perform a logistic regression model for each entropy (i.e., permutation entropy H(P) , weighted permutation entropy H w (P), MinEntropy R ∞ (P), Renyi Entropy R α (P), and Tsallis Entropy S q (P)) described in Section 2 as a explanatory variable to classify EEG signals as normal or pre-ictal. We evaluate each combination of pattern length D = {3, 4, 5, 6} and time delay τ = {1, 2, 3, 4, 5} to calculate the entropies. For the Renyi entropy, we range the parameter α from 0.25 to 7.5 with 0.25 increments (following [27] ), and for the Tsallis Entropy we range the parameter q from 0.1 to 3 with 0.1 increments [40] . In Figure 1 , the area under ROC curve calculated by 10-fold cross-validation is plotted (AUC ±1 sd) against the time delay τ. The figure is divided by the different entropies and by the embedding dimension D for better understanding. It reveals that-independent of the entropy used-the best model for classifying is when the discrete PDF is calculated for embedding dimension D = 3 and time delay τ = 5, with the exception of the MinEntropy, since the model for D = 4 and τ = 4 is slightly better. When the time delay increases, all entropies perform better as a classifier distinguishing normal EEG signals from pre-ictal ones. In both Renyi Entropy R α (P) and Tsallis Entropy S q (P), the influence of the parameter in the classification performance diminish as the τ augments, evidenced in the the decrement of the dispersion between the AUC values.
The permutation entropy H[P] as a classifier between normal and pre-ictal EEG signals has the strongest correlation with a β = −336, with a p-value near to zero ( Table 1) . This means that for every 1/1000 the H[P] moves up, the odds ratio (the quotient between the probability of classifying the EEG signal as pre-ictal and the probability of classifying the EEG signal as normal) decreases by 28%. In other words, small increments on the H[P] significantly affects the probability of detecting pre-ictal states. Adding noise to a signal increases the permutation entropy, so noisy EEG signals would result in lower Sensitivity (i.e., the ability to detect pre-ictal EEG signals). On the other hand, MinEntropy R ∞ (P) has the weakest correlation with a β = −13.29, meaning that for every 1/1000 the R ∞ (P) moves up, the odds ratio decreases only 1.2%, and it is still an excellent classifier. This behaviour in a classification model indicates robustness, because small increments in the value of the entropy does not affect the classification. This holds because all the entropies are on the same scale. The models with the highest (in absolute value) β coefficient have a more pronounced slope in the S-shaped curve, leading to a classification more sensible to changes. Figure 2 shows the five models presented in Table 1 . The actual class of the observations are plotted as black circles. The curve in each plot represents the probability of the signal of being a pre-ictal EEG signal, according to the model, as a function of the value of the entropy. When this probability is larger than c = 0.5, this observation is classified as pre-ictal EEG (blue crosses), and when it is less than c = 0.5, as normal (red crosses). For all that is stated before, MinEntropy R ∞ (P) is the most robust model, followed by the model that uses weighted permutation entropy H w (P). Table 1 . The best models for each entropy, sorted by decreasing AUC. For the Renyi Entropy R α (P) and for the Tsallis Entropy S q (P), the parameter is chosen also according to the best classification performance (taking account that there is a model for each value of the parameter); that is, Renyi Entropy with α = 2.75 and Tsallis Entropy with q = 1.1. The entropy that has the best classification performance is the weighted permutation entropy followed by the MinEntropy by less than a standard deviation, and the remaining entropies have similar performance in terms of the AUC. All the entropies have an excellent and similar performance in terms of Accuracy, so the overall classification error is small for the cut-off point c = 0.5, and for this c, looking at the Specificity and the Sensitivity, all the models are more accurate classifying pre-ictal EEG signals as such than classifying normal EEG correctly. Table 1 , with the explanatory variable in the x-axis (the different entropies), and the y-axis represents the probability that the signal is a pre-ictal EEG signal, so the curve in each plot represents the probability of the signal of being a pre-ictal EEG signal, according to the model, as a function of the value of the entropy. When this probability is larger than c = 0.5, this observation is classified as pre-ictal EEG (blue crosses), and when it is less than c = 0.5, as normal (red crosses). The actual class of the observations are plotted as black circles. The models with the highest (in absolute value) β coefficient have a more pronounced slope in the S-shaped curve, leading to a classification more sensible to changes. The permutation entropy H[P] as a classifier between normal and pre-ictal EEG signals has the strongest correlation with a β = −336, with a p-value near to zero ( Table 1) . This means that for every 1/1000 the H[P] moves up, the odds ratio (the quotient between the probability of being ill and the probability of not having the disease) decreases by 28%. In other words, small increments on the H[P] significantly affects the probability of detecting the presence of the illness. Adding noise to a signal increases the permutation entropy, so noisy EEG signals would result in lower Sensitivity (i.e., the ability to detect pre-ictal EEG signals). On the other hand, MinEntropy R ∞ (P) has the weakest correlation with a β = −13.29, meaning that for every 1/1000 the R ∞ (P) moves up, the odds ratio decreases by only 1.2%, and still is an excellent classifier. This behaviour in a classification model indicates robustness, because small increments in the value of the entropy do not affect the classification. This holds because all the entropies are on the same scale. MinEntropy R ∞ (P) is the most robust model, followed by the model that uses weighted permutation entropy H w (P).
Entropy
These values of c can be changed according to each problem, so for purposes of comparison, the AUC is used because it accounts for all the possible values of c. Table 1 presents the best models for each entropy, sorted by decreasing AUC. For the Renyi Entropy R α (P) and for the Tsallis Entropy S q (P), the parameter is also chosen according to the classification performance (account for the fact that there is a model for each value of the parameter), that is Renyi Entropy with α = 2.75 and Tsallis Entropy with q = 1.1. The entropy that has the best classification performance is the weighted permutation entropy, followed by the MinEntropy by less than a standard deviation, and the remaining entropies have similar performance in terms of the AUC (Figure 3 ). All the entropies have an excellent and similar performance in terms of Accuracy, so the overall classification error is small for the cut-off point c = 0.5, and for this c, looking at the Specificity and the Sensitivity, all the models are more accurate classifying pre-ictal EEG signals as such than classifying normal EEG correctly. The entropy that has the best classification performance is the weighted permutation entropy, followed by the MinEntropy by less than a standard deviation, and the remaining entropies have similar performance in terms of the AUC.
The obtained AUC is the highest within the papers reviewed and noted in the Introduction Section. Using entropies endowed with the BP methodology for calculating the involved probabilities allows us to get an insight into the causal structure of the time series.
In summary, in this contribution, we compare the classification potential of several competing quantifiers: permutation entropy H(P), weighted permutation entropy H w (P), MinEntropy R ∞ (P), Renyi Entropy R α (P), and Tsallis Entropy S q (P). All these quantifiers perform excellently. For this case, weighted permutation entropy H w (P) results in the best classifier, so taking account of the amplitude could improve the classification performance. However, as the differences between the AUC are not significant, some considerations should be done by the researcher in order to select one or the other entropy, as the noise or artifacts present in the signal. MinEntropy R ∞ (P) is more robust against noise than permutation entropy H(P), as shown in [16] ; this can be very useful in the presence of EEG with noise. The weighted permutation entropy H w (P) retains more information of the signal than its counterparts, and it could be a good candidate for automatic classification of EEG signals.
