Achievable regret bounds for Multi-Armed Bandit problems are now well-documented. They can be classified into two categories based on the dependence on the time horizon T : (1) small, distribution-dependent, bounds of order of magnitude ln(T ) and (2) robust, distribution-free, bounds of order of magnitude √ T . The Bandits with Knapsacks theory, an extension to the framework allowing to model resource consumption, lacks this duality. While several algorithms have been shown to yield asymptotically optimal distribution-free bounds on regret, there has been little progress toward the development of small distribution-dependent regret bounds. We partially bridge the gap by designing a general purpose algorithm which we show enjoy asymptotically optimal regret bounds in several cases that encompass many practical applications including dynamic pricing with limited supply and online bidding in ad auctions.
Introduction
In online learning, Multi-Armed Bandit (MAB) is a benchmark model for repeated decision making in stochastic environments with very limited feedback on the outcomes of alternatives. In this situation, a decision maker must strive to find an optimal decision while making as few suboptimal ones as possible, thus generating as much revenue as possible, a trade-off coined as exploration-exploitation. The high level theoretical treatment of this problem is both simple and powerful enough to encompass many practical applications in a variety of disciplines such as clinical trials [29] , dynamic pricing, see [24] and [13] , and packet routing [16] to mention a few. From a theoretical standpoint, the original problem, first formulated in its predominant version in [27] , has triggered a new line of research which aims at designing provably fast learning algorithms solving ever more complex refined variants. These extensions often introduce additional constraints and are motivated by a desire to reflect more accurately the reality of the decision making process. Examples include dynamic pricing with limited supply, e.g. [12] , [11] , and [8] , online advertising [28] , and crowdsourcing [33] . This paper is mostly concerned with one such extension, formulated in its most general form in [9] and therein referred to as Bandits with Knapsacks (BwK), which is characterized by the consumption of a limited supply of resources that comes with every decision. This new line of work offers promising applications in many areas, e.g. in online bid optimization for sponsored search auctions [32] . In this context, an advertiser can bid on keywords to have ads displayed alongside the search results of a web search engine. When a user searches for one of these keywords, an auction is run among the advertisers interested in this opportunity to determine which ad will be displayed. Because the auction is often a variant of a second-price auction, very limited feedback is provided to the advertiser if the auction is lost. In addition, both the demand and the supply cannot be predicted ahead of time and are thus commonly modeled as random variables, see [20] . As the supply is stochastic, advertisers are often led to set a daily budget to target cost-effective ads with decent prospects of revenue and to avoid mobilizing too much money. The combination of these three factors makes BwK algorithms particularly fitted to tackle this task. The problem of bidding on a single keyword can be cast in the BwK framework with two limited resources, one of each is time and the other is money, see [32] . Once the game is over, looking back and assessing one's achievements against what could have been achieved in hindsight is a very sensible reaction. A unifying paradigm of online learning is to evaluate algorithms based on their regret performance. In the MAB theory, this performance criterion is expressed as the gap between the total payoff of an oracle algorithm aware of how the costs and the rewards are generated and the total payoff achieved by the algorithm. Many algorithms have been proposed to tackle the original MAB problem, where time is the only limited resource with a prescribed time horizon T , and the achievable regret bounds are now well-documented. They can be classified into two categories with qualitatively different asymptotic growth rates. Many algorithms, such as UCB [6] , Thomsom sampling [2] , and ǫ-greedy [6] , achieve distribution-dependent, i.e. with constant factors that depend on the underlying unobserved distributions, asymptotic bounds on regret of order O(ln(T )). While these results are very satisfying in many settings, the downside is that these bounds can get arbitrarily large if a malicious opponent was to select the distributions in an adversarial fashion. Additionally, the decision maker can never evaluate the optimality gap. In contrast, algorithms such as Exp3 [7] were designed with the objective to address the aforementioned issues by obtaining distribution-free bounds that can be computed in an online fashion, at the price of less attractive growth rates. For instance, Exp3 achieves an asymptotic O( √ T ) bound on regret with distribution-independent constant factors. The BwK theory lacks this duality. While provably-optimal distribution-independent bounds have recently been obtained, see [1] and [9] , there has been little progress on establishing asymptotically smaller distribution-dependent bounds on regret. To bridge the gap, we design algorithms achieving distribution-dependent regret bounds asymptotically logarithmic in the initial supply of each resource. Specifically, we develop a family of algorithms to solve the BwK version of the MAB problem with finitely many arms and establish the following upper bounds on the pseudo regret:
• O(ln(B)) when pulling arms incurs one-dimensional stochastic costs constrained by a global budget B. Applications in online advertising [30] and wireless sensor networks [31] fit in this framework;
• O(ln(min(B, T ))) in most cases (and O( min(B, T )) otherwise) when there is a time horizon T and pulling arms incurs one-dimensional stochastic costs constrained by a global budget B. Many applications that have recently gained interest fit in this special case, e.g. dynamic pricing with limited supply [8] and online bid optimization for ad auctions [32] ;
• O(ln(min i=1,··· ,C B i )) when pulling arms incurs C-dimensional deterministic costs constrained by their respective global budgets B i , i = 1, · · · , C, one for each dimension. Some formulations in dynamic pricing can also be cast in this framework, see for instance [12] .
Problem statement and literature review
At each time period t, a decision need to be made among a predefined set of actions which is assumed to be finite. Decisions are represented by arms, labeled as k = 1, · · · , K. For each k, pulling arm k at time t yields a random reward denoted by r k,t and incurs the consumption of C ∈ N resources by random amounts respectively denoted by c 1 k,t , · · · , c C k,t . We assume that the costs and the rewards are non-negative and bounded and that a bound is available so that we may assume, without loss of generality, r k,t , c 1 k,t , · · · , c C k,t ∈ [0, 1] by appropriately scaling these quantities. We suppose that, for any arm k, ((r k,t , c 1 k,t , · · · , c C k,t )) t is an independent and identically distributed random processes with probability distribution ν k . Note that the rewards and the costs can be arbitrarily correlated across arms. As the mean turns out to be an important statistics, we denote the mean reward and costs by µ respective empirical estimates byr k,t ,c 1 k,t , · · · ,c C k,t . Recall that these empirical estimates depend on the number of times each arm has been pulled by the decision maker up to, but not including, time t, which we write n k,t . The difficulty for the decision maker lies in the fact that none of (ν k ) k=1,··· ,K , the underlying distributions, are initially known. This means that they have to be gradually learned in order to make informed decisions. The consumption of resource i = 1, · · · , C is constrained by an initial endowment B i ≥ 0. As a result, the decision maker can keep pulling arms only so long as he does not run out of any resource. Note that time may or may not be a limited resource. Let a t be the arm pulled at time t. The only feedback provided to the decision maker upon pulling arm a t (and so prior to selecting a t+1 ) is r at,t , c 1 at,t , · · · , c C at,t along with the observations obtained at previous rounds. We denote by (F t ) t∈N the natural filtration generated by the observed rewards and costs (r at,t , c 1 at,t , · · · , c C at,t ) t . The goal is to design a non-anticipating algorithm to pick (a t ) t based on the information acquired in the past with an upper bound guarantee on the pseudo regret expressed as:
where τ (B 1 , · · · , B C ) is the random stopping time, specifically:
and ER OPT (B 1 , · · · , B C ) is the expected total payoff yielded by a non-anticipating oracle algorithm that selects the arms in order to maximize the expected total payoff with knowledge of the underlying distributions. Here, an algorithm is said to be non-anticipating if the decision to pull a given arm does not depend on the future observations. Observe that τ (B 1 , · · · , B C ) is a stopping time with respect to the filtration (F t ) t≥1 . We develop algorithms with a distribution-dependent regret bounds on R B 1 ,··· ,B C that hold irrespective of the unobserved underlying distributions. We end with a general assumption that stands throughout the paper unless otherwise stated.
Assumption 1. For any resource
Assumption 1 is meant to have the game end in finite time almost surely. Strictly speaking, we only need a weaker version guaranteeing that pulling any arm incurs non-zero expected cost for at least one resource. In order to avoid cumbersome notations, we use this stronger version but all the proofs can be easily adapted to accommodate for the weaker version.
Literature Review. The original MAB problem can be cast as a special case of the general framework outlined above, time being the only scarce resource. To handle the explorationexploitation trade-off, an approach that has proved to be particularly successful hinges on the optimism in the face of uncertainty paradigm. The basic idea is to consider all plausible scenarios consistent with the information collected so far and to select the decision yielding the highest revenue among all the identified scenarios. [6] apply this idea and develop the Upper Confidence Bound algorithm (UCB1) which achieves an asymptotic bound on regret of O(ln(T )), where T is the time horizon. This is the best possible asymptotic T -dependence, as shown in [25] . This fruitful paradigm go well beyond this special case and many extensions of UCB1 have been designed to tackle variants of the MAB problem, see e.g. [28] . Many other algorithms leveraging different ideas have also been developed to tackle the original problem, e.g. ǫ-greedy [6] and Thompson sampling [2] , which have also been shown to attain the optimal O(ln(T )) growth rate. Some follow-up works aim at refining the constant factors, see [14] and [19] . High probability bounds on regret of the same order of magnitude are also possible for a modified version of UCB1 but they require a more involved analysis [5] . All the aforementioned results hold for any fixed choice of distributions (ν k ) k=1,··· ,K but fail to hold uniformly, i.e. the bound becomes ∞ when we take the supremum of R T over the class of all distributions on [0, 1] K . [7] design an algorithm with a distribution-free O( √ T ) bound on regret which is shown to be asymptotically optimal. As it turns out, UCB1 also yields non-trivial distribution-free bounds but the growth rate is not optimal: O( T · ln(T )). In an attempt to get closer to optimality on both fronts, [4] design an algorithm called MOSS, which stands for Minimax Optimal Strategy in the Stochastic case, achieving asymptotically optimal regret in both metrics, up to constant factors. While some questions remain open, achievable learning rates seem to be well-established for the original MAB problem. In contrast, much less is known for BwK. MAB problems involving resource consumption have appeared very recently. Authors have first considered splitting the time horizon in an exploration and a pure exploitation phase and limiting the former by introducing costs, see e.g. [21] , [3] , and [15] . These frameworks are conceptually different and cannot be cast as BwK problems. As mentioned in the introduction, the framework described in this section was first introduced in its full generality in [9] (along with many examples of applications), although some special cases had been formulated before, see e.g. [30] , [31] , and [8] . The results listed above tend to suggest that learning rates logarithmic in the budgets may be possible for BwK problems but very few such results are documented. When there is an arbitrary number of budget constraints and a time horizon, [9] and [1] 
distribution-free bounds on regret that hold on average as well as with high probability, where theÕ notation hides logarithmic factors. These bounds simplify toÕ( √ T ) for the standard MAB and thus echo the ones obtained in [7] (although the latter addresses a more general completely adversarial setting). [23] extend Thompson sampling to tackle the general BwK problem and obtain distribution-depend bounds on regret of orderÕ( √ T ) when one of the resources is time. [17] consider a more general framework that subsumes BwK to allow for any history-dependent constraint on the number of times any arm can be pulled and obtain regret bounds of order O(ln(T )). However, the benchmark oracle algorithm they use to define regret only knows the distributions of the rewards, as opposed to the joint distributions of the rewards and the costs. Thus, the difference between the total payoff of their benchmark and the total payoff of the benchmark used in the BwK literature is of order Θ(T ). [8] establish a Ω( √ T ) distribution-dependent lower bound on regret for a special case of the BwK problem with a time horizon and a stochastic resource when there is a continuum of arms. This lower bound does not apply here as we are considering a finite number of arms and it is known that there is an exponential separation between the achievable expected regret when we move from finitely many arms to uncountably many arms for the standard MAB problem, see [24] . [31] consider a special case of the BwK problem with one-dimensional deterministic costs constrained by a global budget B and no time horizon. Although the algorithm proposed in [31] does enjoy a O(ln(B)) bound on regret as we show in Section 4, the analysis is incorrect because the stopping time and the rewards obtained are correlated in a non-trivial way through the budget constraint and the decision rule used to select arms. Hence, conditioning on the stopping time, the sequence (r k,t ) t need not be i.i.d. with distribution ν k , for any k. [18] extend the model of [31] by considering stochastic as opposed to deterministic costs and propose a UCB-based algorithm. However, the analysis is incorrect and the algorithm has Θ(B) regret as we show in Section 4.
General algorithmic ideas
Concentration inequalities are intrinsic to the optimism in the face of uncertainty principle. They enable the development of systematic closed-form confidence intervals on the mean reward and costs of each arm based on the number of times they have been pulled. This in turn helps the decision maker to determine which strategy is optimal in the most favorable scenario consistent with the information acquired in the past. We make repeated use of the following version due to Hoeffding.
Lemma 1.
Hoeffding's inequality [22] Consider X 1 , · · · , X n n random variables with support in [0, 1] .
for any a ≥ 0.
Informally, Lemma 1 shows that µ
irrespective of the number of times arm k has been pulled. Given the anytime high probability upper bound thus derived and noting that the optimal pulling strategy always consists in pulling the arm with highest mean reward when there are no costs but time, UCB1 simply proceeds to pull the arm that currently has the highest upper bound on the mean reward. Precisely, UCB1 always selects the arm with highest UCB index:
where the UCB index of arm k at time t is defined as I k,t =r k,t + ǫ k,t . The first term can be interpreted as an exploitation term, the ultimate goal being to maximize revenue, while the second term is an exploration term, the smaller n k,t , the bigger it is. [1] embrace the same ideas to tackle the BwK problems. The situation is more complex in this all-encompassing framework as the optimal oracle algorithm no longer consists in pulling a single arm. In fact, finding the optimal pulling strategy given the latent distributions is already a challenge in its known, see [26] for a study of the computational complexity of similar problems. This raises the question of how to evaluate the benchmark payoff in (1). To overcome this issue, [9] upper bound the average performance of any non-anticipating algorithm by the optimal value of a linear program.
Lemma 2.
Adapted from [9] The average total payoff of any non-anticipating pulling strategy is no greater than the optimal value of the linear program:
plus the constant term max k,i
The proof is given in the Appendix. In this paper, we use standard linear programming notions such as the concept of a basis or of a basic feasible solution, we refer to [10] for an introduction to linear programming. For x a feasible basis for (3), we denote by (ξ First, it allows to compare the performance of any algorithm with that of a stronger benchmark which is easier to compute than the optimal oracle algorithm. Indeed, using Lemma 2, we derive:
where x * is an optimal basis for (3). In addition, Lemma 2 provides insight into designing nonoracle algorithms. The basic idea is to incorporate confidence intervals on the mean rewards and costs into the offline optimization problem (3) and to base the decision upon the resulting optimal solution. There are several ways to carry out this task, each leading to a different algorithm.
Solution methodology 1. UCB algorithm from [1] Suppose that one of the resources is time and denote by T the time horizon. Introducing a dummy arm labeled k = 0 with zero reward and costs (pulling arm 0 is tantamount to passing), (3) is equivalent to: 
Step 2: Randomly select the arm to pull according to the probabilities (p t k ) k=1,··· ,K . For a well-chosen ǫ > 0, [1] prove that the regret by Solution Methodology 1 is bounded bỹ
) on average and with high probability, assuming ln(T ) is small enough compared to B. If we relate this approach to UCB1, the intuition is clear. The idea is to be optimistic both on the rewards and the costs. However, note that the algorithm is no longer index-based. We propose the following algorithm also based on the linear relaxation (3). 
Step 2: Identify the arms involved in the optimal basis, i.e. supp(
There are at most min(K, C). Use a load balancing algorithm A xt , to be specified, to determine which of these arms to pull.
Compared to Solution Methodology 1, the idea remains to be overly optimistic but only on the rewards, thus transferring the burden of exploration from the constraints to the objective function by scaling the associated exploration terms by a constant factor. For the cases considered in this paper, Step 2 is always "deterministic" in the sense that, for any time period t, a t ∈ F t−1 . The algorithm we propose is intrinsically tied to the existence of a basic feasible optimal solution to (3) and (5) . At each time step t, we begin by identifying an optimal basis to (5), denoted by x t , along with the corresponding optimal basic feasible solution, denoted by (ξ xt,t k ) k=1,··· ,K . x t is then taken as an input by the decision rule of Step 2 to determine exactly which arm in supp(x t ) to pull. Remark that, because the costs are stochastic, x t may or may not be feasible for (3) . We denote by B the set of feasible basis for (3) and by B t the set of feasible basis for (5).
Step 1 of Solution Methodology 2 can be interpreted as an extension of the index-based decision rule of UCB1. Indeed, Step 1 consists in assigning an index I x,t to each basis x ∈ B t and to select:
where I x,t = obj x,t + E x,t with a clear separation between the exploitation term, obj x,t = K k=1 ξ x,t k ·r k,t , and the exploration term,
Observe that for x ∈ B t that is also feasible for (3), (ξ x,t k ) k=1,··· ,K and obj x,t are plug-in estimates of (ξ x k ) k=1,··· ,K and obj x respectively. Also note that when β = 1 and when there is no other constrained resource than time, this algorithm is identical to UCB1 as Step 2 is unambiguous in this special case, each basis involving a single arm. For any x ∈ B, we define ∆ x = obj x * − obj x ≥ 0 as the optimality gap. A feasible basis x is said to be suboptimal if ∆ x > 0. At any time t, n x,t denotes the number of times basis x has been selected at Step 1 up to time t while n x k,t denotes the number of times arm k has been pulled up to time t when selecting x at Step 1. In close spirit to UCB1 and for all the cases treated in this paper, we will show that Step 1 of Solution Methodology 2 guarantees that a suboptimal basis cannot be selected more than O(E[ln(τ (B 1 , · · · , B C ))]) times on average. However, in stark contrast with the situation with no costs, this is merely a prerequisite to establish a regret bound of order
. Indeed, a low regret algorithm must also balance the load between the arms as closely as possible to optimality. For mathematical convenience, we consider that the game carries on even if one of the resources is already exhausted so that a t is well-defined for any t ∈ N. Of course, the rewards obtained for
are not taken account of in the decision maker's revenue when establishing regret bounds.
A single limited resource
In this section, we tackle the case of a single resource whose consumption is limited by a global budget B. When this resource happens to be time, we recover the original MAB formulation. To simplify the notations, we omit the indices identifying the resources as there is only one, i.e. we write µ c k and c k,t as opposed to µ c 1 k and c 1 k,t . We start by strengthening Assumption 2, additionally assuming that a lower bound on the average costs is available to the decision maker prior to starting the game. This has two purposes. First, the analysis conducted under this additional assumption can be extended to the general setting at the price of more technicalities, as explained at the end of this section. Second, this leads to better bounds on regret if the decision maker happens to have access to such information.
Moreover, the decision maker has access to a lower bound on the average costs λ > 0 prior to starting the game.
The UCB-based algorithm described in Solution methodology 1 can be adapted to this problem by introducing a dummy time horizon
. With a simple probabilistic argument, we can extend the result of [1] to show that this algorithm incurs aÕ( √ B) bound on regret in this special case, where the notationÕ hides logarithmic factors. [18] propose a different UCB-based algorithm to solve this problem but the analysis is not correct and the algorithm has regret of order Θ(B) as we next show. In fact, this algorithm does not yield sublinear regret for the standard MAB problem (which is subsumed within the framework considered in this section). [18] Pull each arm once. At time t, pull:
Solution methodology 3. UCB-BV1 from
a t ∈ argmax k=1,··· ,Kr k,t c k,t + (1 + 1 λ ) · ln(t−1) n k,t λ − ln(t−1) n k,t .
Lemma 3. Performance of UCB-BV1 There exists a distribution
The proof is given in the Appendix. UCB-BV1 fails in some cases because the exploitation term may be negative for small values of n k,t , which in turn implies that there is a negative incentive to explore arms that have not been pulled very often in the past. For similar reasons, the UCB-BV2 algorithm designed in [18] fails to achieve sublinear regret. We implement the algorithm of Solution methodology 2 with the choice
. The algorithm is preceded by an initialization step which consists in pulling each arm until the cost incurred by pulling that arm is non-zero.
Step 2 of Solution methodology 2 is unambiguous here as basic feasible solutions only involve a single arm in this particular setting. Hence, we identify a basis x = {k} with the corresponding arm k and write x = k to simplify the notations. In particular, k * ∈ {1, · · · , K} identifies an optimal arm in the sense defined in Section 3. The exploration and exploitation terms defined in Section 3 specialize to
Observe that, in line with the approach followed for UCB1 of [6] , each arm is assigned an index which is the sum of an exploration term and an exploitation term. Remark that the specialization of Solution methodology 2 to the case of a single resource is almost identical to the fractional KUBE algorithm proposed in [31] to tackle the deterministic case. It only differs by the presence of the scaling factor 1 + 1 λ to favor exploration over exploitation, which becomes unnecessary when the costs are deterministic, see the discussion at the end of this section. However, the analysis conducted in [31] to establish a O(ln(B)) bound on regret is incorrect as the stopping time and the rewards obtained are correlated in a non-trivial way through the budget constraint and the decision rule used. Hence, conditioning on the stopping time, the sequence (r k,t ) t need not be i.i.d. with distribution ν k for any arm k. The purpose of the initialization step described above is to havec k,t > 0 for all periods to come and for all arms so that the algorithm is well-defined. We omit the initialization step in the theoretical analysis of the regret because the cost incurred in this step is O(1) and the reward obtained is non-negative and not taken account of in the decision maker's total payoff. Moreover, the initialization step ends in finite time almost surely as a result of Assumption 2. As a standard first step in establishing regret bounds in the BwK literature, we begin by upper bounding ER OPT (B). Lemma 2 specializes to the following.
Lemma 4. The performance of an optimal non-anticipating pulling strategy that has access to the distribution of the rewards and costs of every arm is upper bounded by
Proof. The linear program
is a linear relaxation of a knapsack problem. Hence, the optimal value is precisely B · max k
Applying Lemma 4, (4) specializes to:
In the sequel, we focus on bounding this last quantity. Observe that, for any arm k,
Next, we bound the expected length of the game for any non-anticipating algorithm.
Lemma 5. For any non-anticipating pulling strategy:
The proof is given in the Appendix. The next step is crucial. The goal is to show that any suboptimal arm is pulled at most O(ln(B)) times in expectations, a well-known result for UCB1, see [6] . The proof is along the lines of the original proof for UCB1, the additional difficulty being to deal with the fact that the costs and the stopping time are random variables.
Lemma 6. For any arm
and
).
Proof. We break down the analysis in a series of lemmas. Consider any k with ∆ k > 0.
The proof is given in the Appendix. Fact 1 enables us to assume that arm k has been pulled at least β k ln(t) times out of the last t time periods. The remainder of this proof is dedicated to show that the second term in (9) can be bounded by C k . Let us first rewrite this term:
To derive this last inequality, simply observe that if obj k,t < obj k + E k,t and obj
Let us study (10) , (11) and (12) separately.
Fact 2.
E[
Proof.
We control the first term using the concentration inequalities of Lemma 1. First observe that:
Denote by t 1 , · · · , t s the first s random times at which arm k is pulled (these random variables are finite almost surely). We have:
Observe that, for any l ≤ s:
since the algorithm is not randomized ({t l = τ } ∈ F τ −1 ) and using the tower property. Hence, we can apply Lemma 1 to get:
As for the second term, observe that when both
, we have:
by definition of β k . Hence, the second term is zero.
Let us now elaborate on (10).
Fact 3.
Therefore:
where (t l ) l are defined as in the proof of Fact 2 and the fourth inequality results from an application of Lemma 1.
It remains to bound (11).
Fact 4.
The proof is given in the Appendix as it is perfectly symmetric to Fact 3. Bringing everything together, we conclude:
Building on the last two results, the next lemma establishes a finite-time bound on regret of order O(ln(B)).
where β k and C k are defined in Lemma 6.
Proof. Starting from (7) and rewriting the second term along the same lines as in Lemma 5, we get:
Along the same lines as in Lemma 5, we also have:
We derive:
Plugging this last inequality back in the first set of inequalities, we obtain:
which further yields:
Using the upper bound of Lemma 5, the concavity of ln and Lemma 6, we finally derive the result.
Noting that the set of optimal arms, namely argmax k
, does not depend on B and observing
for any suboptimal arm, we conclude R B = O(ln(B)). Interestingly, the algorithm we propose does not rely on B to achieve this regret bound, much like what happens for UCB1 with the time horizon, see [6] . Thus, B could also be chosen by an adversary as long as it is fixed prior to starting the game. Remark that this result is optimal up to constant factors as the framework subsumes the original MAB formulation, see [25] for a proof of a lower bound in this context. In the next paragraphs, we refine the analysis when the costs are deterministic and relax Assumption 2 to some extent.
Deterministic (as opposed to stochastic) costs. In this special case, we can take β = 1 and, going through the analysis of Lemma 6, we can slightly refine the bound as follows:
. Moreover, Lemma 5 turns into:
which yields:
Unknown lower bound on the mean costs. Achieving an asymptotic O(ln(B)
1+γ ) bound on regret for any γ > 0 is still possible in this scenario by systematically offsetting the experienced costs by and taking:
Proceeding this way, the analysis carried out in Lemma 6 is simplified because the costs become almost surely no smaller than λ, thus rendering the disjunctionc k,t ≤ λ 2 unnecessary. Furthermore, observe that, for B large enough, we have:
As a consequence, Lemma 6 turns into:
. Using Proposition 1 and for B large enough, we obtain the asymptotic regret bound
Relaxing Assumption 2. We can slightly relax the first part of Assumption 2 if we assume instead that µ c k = 0 implies µ r k = 0. To give a concrete example, this situation may arise in bidding applications when the bid corresponding to an arm is too low to ever win the auction (e.g. lower than the reserve price). To tackle this situation, we modify the initialization step as follows. For each arm k, we keep pulling this arm until the cost incurred is positive unless this arm has been pulled more than
) times and no positive reward has been obtained. Implementing this rule, the number of times we pull each arm is finite almost surely. Moreover, this rules guarantees that, for an arm k such that µ Distribution-free bound. Starting from the last inequality obtained in Proposition 1, and using
Maximizing on
, we obtain the distribution-free bound R B = O( B · ln(B)).
Arbitrarily many limited resources with deterministic costs
In this section, we study the case of multiple limited resources when the consumption of each resource incurred by pulling an arm is deterministic and globally constrained by prescribed bud-
where C is the number of resources (e.g. money, energy, natural resources). Since the costs are assumed to be deterministic, we substitute the notation (µ
,··· ,K . Furthermore, the exploration and exploitation terms defined in Section 3 turn into obj
We denote by r 1,··· ,C ≤ min(C, K) the rank of the cost constraint matrix in (3). We point out that, even though the costs are deterministic, the stopping time need not be as the decision to select a basis at each time step is based on the past realizations of the rewards. The special case treated in this section is of intermediate difficulty between the case of a single limited resource, treated in Section 4, and the case of a single limited resource and a time horizon, treated in Section 6. Compared to Section 4, we choose to take β = 1 and we are now required to specify the load balancing algorithms of Step 2 of Solution methodology 2 as feasible basis selected at Step 1 may involve several arms. Although Step 2 will also need to be specified in Section 6, designing good load balancing algorithms is arguably easier when the costs are deterministic, as the optimal load balance is known for each basis prior to starting the game. To the best of our knowledge, the algorithms developed in [1] and [9] are the only existing approaches solving the problem tackled in this section, and in fact they solve the more general stochastic version. They obtain distribution-free bounds on regret of orderÕ( ER OPT 
) while we are aiming for O(ln(min(B 1 , · · · , B C ))). Just like in Section 4, Step 1 is preceded by an initialization phase which now consists in pulling each arm r 1,··· ,C − 1 times. The motivation behind this initialization step is mainly technical and is simply meant to have:
at any time t and for any arm k. We discard this initialization phase in the study because it incurs costs of order O(1) and takes O(1) time steps to carry out. We now take on the task of designing concrete load balancing algorithms, denoted by A x for each basis x ∈ B, for Step 2. The main challenge is that the decision maker will never be able to identify the possibly many optimal basis of (3) with absolute certainty. This means that every basis selected at
Step 1 should be treated as potentially optimal when balancing the load between the arms involved in this basis but this inevitably causes some interference issues as an arm may be involved in several basis, and worst, possibly several optimal basis. Therefore, one point that will appear to be of particular importance in the analysis is to use load balancing algorithms that are decoupled from one another. We use the following class of load balancing algorithms.
Solution methodology 4. For each feasible basis x ∈ B, A x is defined as follows. If basis x is selected at time t, pull any arm
The load balancing algorithms defined in Solution Methodology 4 are decoupled because for each basis, the number of times an arm has been pulled when selecting another basis is not taken account of. The following lemma shows that Solution Methodology 4 is always welldefined and establishes a few properties.
Lemma 7. Solution Methodology 4 is always well-defined and moreover, at any time t, for
any basis x ∈ B, and for any arm k ∈ supp(x):
Proof. Consider a basis x ∈ B and a time period t. For Solution Methodology 4 to be welldefined, we need to show that there always exists an arm k ∈ supp(x) such that:
Suppose there is none, then:
> n x,t , a contradiction. Following this rule, we have, at any time t and for any arm k ∈ supp(x):
Indeed, suppose otherwise and define t * ≤ t as the last time arm k was pulled. Since (n x,τ ) τ =1,··· ,t is a non-decreasing sequence, we have:
, which shows by definition that arm k could not have been pulled at time t * . We also derive as a byproduct that at any time t and for any arm k ∈ supp(x):
since n x,t = k∈supp(x) n x k,t and since a basis involves at most r 1,··· ,C arms.
Observe that implementing Step 2 with the choice of the load balancing algorithms defined in Solution Methodology 4 may require a memory storage capacity exponential in the number of cost constraints and polynomial in the number of arms, although always bounded by O(min i B i ) (because we do not need to track anything for the basis that have never been pulled). In practice, only a handful of basis will be selected at Step 1, so that a hash table is an appropriate data structure to store the sequences (n x k,t ) k∈supp (x) . To begin the analysis, we start by bounding the number of times any suboptimal basis is selected, in the same spirit as in Section 4.
Lemma 8. For any suboptimal basis x ∈ B:
where:
The proof is given in the Appendix as this is mostly a repeat of Lemma 6 with a few variations.
To establish the regret bound, it remains to lower bound the total payoff yielded when selecting any of the optimal basis. This is slightly more involved than in the case of a single limited resource because the load balancing step comes into play at this stage.
Proposition 2.
where O denotes the set of optimal basis for (3).
The proof is given in the Appendix. Proposition 2 establishes a finite-time regret bound. We now move on to analyze the asymptotic behavior of R B 1 ,··· ,B C , i.e. when min i B i → ∞. We may assume, without loss of generality, that for every two resources i, j ∈ {1, · · · , C}:
Indeed, resource j would otherwise never be limiting and could be discarded. Hence, we may assume that the ratios (
,··· ,C} are bounded. Along the same lines as in Section 4, we first derive a distribution-free regret bound.
Proposition 3. When min i B
i → ∞, we have:
where the constant factors hidden in the O notation do not depend on the distributions
As it turns out, the bound established in Proposition 2 is not always of order O(ln(min i B  i ) ), even though this bound appears to be very similar to the one derived in Proposition 1 for a single limited resource. The fundamental difference is that the set of optimal basis may not converge while it is always invariant in the case of a single limited resource. Typically, the ratios (
min j B j ) i∈{1,··· ,C} may oscillate around a finite limit such that there exists two optimal basis for (3) when this limit is taken as the right-hand side while there is a unique optimal basis for (3) if the right-hand side is slightly perturbed around this limit. This alternately causes one of these two basis to be suboptimal with a small optimality gap, a situation difficult to identify and to cope with for the decision maker. Nevertheless, these difficulties do not arise in several situations of interest.
Proposition 4. Assume that min i B
i → ∞ while the ratios (
min j B j ) i∈{1,··· ,C} all converge to finite values and assume either:
• that there exists a unique optimal basis for (3) when the right-hand side is taken as lim(
• or that
The proof is given in the Appendix. In particular, if the ratios (
min j B j ) i∈{1,··· ,C} remain constant, the conclusion of Proposition 4 holds. This assumption is widely used in the dynamic pricing literature where the inventory scales linearly with the time horizon, see [12] for instance.
A single limited resource and a time horizon
In this section, we investigate the case of two resources. One of them is assumed to be time, constrained by a time horizon T , while the consumption of the other is stochastic and limited by a global budget B. Typical applications include bidding in online ad auctions with a daily budget [32] and dynamic pricing with limited supply [8] .
Main differences with the case of a single limited resource. As in Sections 4 and 5, we prove that the general algorithm of Solution methodology 2 guarantees a regret bound logarithmic in the minimum of the budgets (in most cases). However, this calls for specifics since basis obtained in Step 1 may involve two arms. When x t involves a single arm, the obvious choice consists in pulling it. In contrast, when x t involves two arms, say x t = {k, l}, we use a load balancing algorithm specific to this basis, which we recall is denoted by A {k,l} , to determine which of these two arms to pull. There are several reasonable candidates to fulfill that role and, as it turns out, they all select a suboptimal basis at most O(ln(min(B, T ))) times on average but not all of them match the optimal load balance up to the desired precision.
Technical difficulties. Because the cost incurred at each time step is a random variable, a feasible basis for (5) may not be feasible for (3) and conversely. This is in contrast to the situation of deterministic costs studied in Section 5. As a consequence, x * may not be feasible to (5), thus effectively preventing it from being selected at Step 1, and a basis infeasible for (3) may be selected instead. To address these issues, we are led to pull each arm around ln(B) times as an initialization step to guarantee that these events, however still possible, occur with low probability.
Simplifying assumptions. To simplify the notations, we drop the indices identifying the resources, similarly as in Section 4. To focus on the main ideas, we make additional assumptions that strengthen Assumption 1.
Assumption 3. There exists ǫ > 0 such that:
• c k,t ≥ ǫ almost surely, for all arms k ∈ {1, · · · , K} and for all time periods t,
Moreover, ǫ is assumed to be available to the decision maker prior to starting the game.
These assumptions can be relaxed to a great extent at the price of more technicalities and the loss of finite-time bounds on regret, which turn into asymptotic ones. To be precise, the minimal assumption is that there is no optimal basis to (3) consisted of a single arm x = {k} such that µ . If this assumption is satisfied, we can adapt the study to obtain regret bounds of order O (ln(min(B, T )) 1+γ ) for any γ > 0, as explained at the end of this section. In the opposite scenario, also discussed at the end of this section, our algorithm can still be shown to yield a non-trivial bound on regret, but it is of order O( min(B, T )) and this is the best bound that can be possibly proved as soon as we rely on the linear programming relaxation of Lemma 2. Note that if B ≥ T , the budget constraint is not limiting or, conversely, if B ≤ ǫT , the time constraint is not limiting. In both cases, there is a single budget constraint and we are back in the situation of Section 4. Therefore we assume, without loss of generality, that ǫT ≤ B ≤ T .
We use the shorthand
> µ c l } to identify feasible pairs of arms and we denote by
>c l,t } its empirical counterpart. As stressed above, P is not known to the decision maker prior to starting the game. Once again, we start the analysis by bounding the performance of the benchmark oracle algorithm. Observe that, compared to Section 4, the stopping time is now defined as τ (B, T ) = min(τ (B), T + 1) with τ (B) corresponding to the stopping time encountered in Section 4.
Lemma 9. The performance of an optimal non-anticipating pulling strategy that has access to the distribution of the rewards and the costs of every arm is such that:
The proof is given in the Appendix. We implement the algorithm of Solution methodology 2 with the choice β = 1 + 1 ǫ preceded by an initialization phase which consists in pulling each arm 
+ 1 almost surely since the costs are almost surely greater than ǫ. This implies that, at any time t ≥ t i , any arm has been pulled at least 1 ǫ 2 · ln(t) times, as a result of the initialization step, i.e:
The details of Step 2 are purposefully left out and will be specified later. The exploration and exploitation terms defined in Section 3 specialize to
and:
As stressed at the beginning of this section, Solution methodology 2 may sometimes select an infeasible basis as P t may differ from P. We start by proving that this does not happen very often.
Lemma 10. For any basis x /
∈ B:
Proof. Consider x / ∈ B. Basis involving a single arm are always feasible, so x must involve two arms. Without loss of generality, we can assume that x = {k, l} and µ , otherwise x would have been infeasible for (5). Thus, using (15):
Following the same recipe as in Fact 2, we conclude:
As in Sections 4 and 6, a crucial property is that any suboptimal feasible basis is played at most O(ln(min(B, T ))) times on average, provided A {k,l} is reasonable, as shown in the following lemma.
Lemma 11. For any suboptimal basis x ∈ B:
where
if x involves a single arm and
if x = {k, l}, where β(A {k,l} ), C(A {k,l} ) are quantities that depend on the load balancing algorithm A {k,l} in such a way that:
and symmetrically:
Proof. The analysis is very similar to the one carried out in Lemmas 6 and 8. We break down the analysis in a series of facts where we emphasize the main differences. We start off with an inequality analogous to Fact 1. The only difference lies in the initialization step which essentially guarantees that x * ∈ B t with high probability.
Fact 5.
Proof. For any suboptimal feasible basis x, define T x = β x · ln(τ (B, T )). If x * involves a single arm, the proof is exactly the same as the one given in Fact 1, setting aside the initialization step, because x * is always feasible at any time t. If x * involves two arms,
> µ c l * , we start along same lines as in Fact 1 of Lemma 6 substituting k for x and using (15) to get:
We bound the third term on the right-hand side along the same lines as in Lemma 10 to obtain the desired inequality.
The remainder of this proof is dedicated to show that the last term in (16) can be bounded by a constant. This term can be broken down in three terms similarly as in Lemmas 6 and 8.
E[ τ (B,T )
Similarly as in Lemma 6, we carefully study each term separately.
Fact 6. If x involves a single arm:
The proof is given in the Appendix. We move on to bound (17) .
Fact 7.

E[ τ (B,T )
Proof. The discussion will vary upon the nature of x. Let us first examine the case of a basis involving a single arm
where we use (15) .
where the last inequality is obtained along the same lines as in Fact 3. Let us now examine the case of a basis involving two arms x = {k, l} with (k, l) ∈ P. The key observation is that if obj x,t ≥ obj x + E x,t and (k, l) ∈ P t , at least one of the following six events occurs: − ǫ l,t ,c l,t + ǫ l,t ] is attained at an extreme point. We obtain:
The proof is given in the Appendix as it is perfectly symmetric to Fact 7.
We move on to designing the load balancing algorithms. Any sensible algorithm will never select a suboptimal basis more than O(ln(min(B, T ))) times on average. For instance, randomizing according to the empirical ratios does the job. [1] use concentration inequalities to analyze the total payoff derived from this load balancing strategy, but they lead toÕ( min (T, B) ) regret bounds while we are aiming for logarithmic ones. The choice of the load balancing algorithms is of particular importance to bring the bounds down to this order of magnitude. Just like in Section 5, using load balancing algorithms that are decoupled from one another is crucial for two main reasons. First, as explained in Section 5, the decision maker can never identify the optimal basis which implies that each basis should be considered potentially optimal when balancing the load between the arms, thereby inevitably causing interference issues as an arm may belong to multiple basis. Second, in contrast to Section 5, the optimal load balance is unknown to the decision maker and using plug-in estimators makes the pulling decision dependent on the entire history of the decisions taken up to this time, thus causing the total payoff to be difficult to analyze. To decouple the load balancing algorithms, we impose that each of them only uses the data obtained when selecting the corresponding basis. Indeed, using all the historical samples obtained when pulling an arm would strongly correlate the load balancing algorithms assigned to the basis involving this particular arm. For the same reason, the data obtained at the initialization step is not used by any of the load balancing algorithms. Instead, for each non-single-armed basis, we add another initialization step which consists in pulling one of the two arms involved in this basis the empirical costs used by the load balancing algorithm A {k,l} . This distinction is made implicit to simplify the notations . Note that these additional initialization steps only change the result of Lemma 11 by taking
for x a basis involving two arms. We will be interested in the following class of load balancing algorithms, whose expected total payoff is much easier to analyze. 
The proof is given in the Appendix. Lemmas 11 and 12 in combination show that any suboptimal basis is not pulled more than O(ln(min(B, T ))) times on average. It remains to lower bound the total payoff derived from selecting optimal basis. The major difficulty lies in the fact that the experienced costs and rewards are correlated in a non-trivial way through the budget constraint and the pulling decision rule. This makes it difficult to study the total payoff yielded when selecting optimal basis independently from the costs and the rewards yielded when selecting suboptimal ones. However, a key point is that once the decision to select a basis has been made, the pulling decision is based solely on the past history associated with this basis because the load balancing algorithms are decoupled. For this reason, the analysis proceeds in two steps irrespective of the nature of the optimal basis. In a first step, we study the total payoff obtained by a decision maker that keeps selecting any given basis. In a second step, we use a coupling argument and Lemmas 11 and 12 to establish the regret bound.
Lemma 13.
Suppose the decision maker only selects the basis {k}. We have:
The proof is given in the Appendix.
Lemma 14.
Suppose the decision maker only selects the basis x = {k, l} with (k, l) ∈ P and uses the load balancing algorithm defined in Solution methodology 5. We have:
Proof. Similarly as in the proof of Lemma 12, we may assume that the decision maker knows that µ ǫ 4 ln(T ) compared to the situation where the decision maker does not implement it, since pulling an arm incurs a cost of at least ǫ and at most 1. In the sequel, we discard the initialization step and add these additive corrective terms to the final lower bounds. We bound the probability that the global budget spent deviates from the average target, i.e.:
≥ x, we must have been pulling arm l for the last s ≥ ⌊x⌋ rounds (because the costs are almost surely bounded by 1) and we must have:
Otherwise, observe that since a switch of arms occurred at time τ = t − s, we have:
(the costs are almost surely bounded by 1) which in combination with
Hence, if x ≥ 1:
.
With a symmetrical argument, we conclude:
, we conclude that, with probability at least 1 − , we have:
In particular, this implies that the game is not over at t * . Let us denote this last event by A. We get:
, which further implies that:
Moreover:
Combining this equality with the last set of inequalities yields:
, to finally derive:
We are now ready to establish a finite-time bound on regret.
Proposition 5.
where O denotes the set of optimal solutions to (3) and where the constant factors hidden in the O notation do not depend on the distributions ν k , k = 1, · · · , K. These factors are explicitly computed in the proof but are not reproduced here to simplify the presentation.
Proof. To simplify the proof, we assume that there is a single optimal basis to (3), which we denote by x * . The general case is treated in the Appendix. The proof starts by refining (4), similarly as in the proof of Proposition 2:
Note that, once a basis has been selected at Step 1, the choice of arm in supp(x) is independent from the past rewards and costs yielded when selecting other basis because the load balancing algorithms are decoupled. This means that the process generating the rewards and the costs when we select an optimal basis is the same whether only optimal basis can be selected or whether all basis are being considered. The two processes only differ by their respective stopping times. For an arm k * involved in x * , denote byñ k * ,τ (B,T )−1 the number of times this arm is pulled when x * is selected throughout the game, whereτ (B, T ) is defined as the stopping time of this process. Because we are exploring suboptimal basis,ñ k * ,τ (B,T )−1 will typically be larger than n k * ,τ (B,T )−1 . Nevertheless, selecting a suboptimal basis may only decrease the number of times we are selecting x * by 1 ǫ compared to the situation where we systematically select x * . This is because pulling any arm in a suboptimal basis incurs a cost of at most 1 while pulling any arm in x * incurs a cost of at least ǫ. From these observations, we derive:
This yields:
where we use Lemmas 10, 11, and 12 and the fact that τ (B, T ) ≤ B ǫ + 1 almost surely. Using Lemmas 9, 13, and 14, we obtain the following inequalities. If x * is involves two arms x * = {k * , l * }:
If x * involves a single arm:
We finally proceed to analyze the asymptotic behavior of R B,T .
Proposition 6. Assume that min(B, T ) → ∞ while B T
converges to some finite value and assume either:
• that there exists a unique optimal basis for (3) when the right-hand side is taken as (lim
, 1),
),
then: R B,T = O(ln(min(B, T ))).
The proof is given in the Appendix. Note that a common assumption in the dynamic pricing literature is that B scales linearly with T , see [12] for instance, in which case the second assumption of Proposition 6 is satisfied.
Relaxing Assumption 3.
Assuming there is no optimal basis to (3) consisted of a single arm k such that µ (min(B, T )) 1+4γ ) asymptotic bound on regret. However, the assumption that there is no arm k with µ
that is optimal for (3) is crucial. A fundamental reason is that the upper bound on ER OPT (B, T ) obtained in Lemma 2 by linear relaxation proves to be loose in that case. Specifically, suppose that (ξ k = T, ξ l = 0, l = k) is an optimal solution to (3), which might happen depending on the mean reward of this arm and the mean rewards and costs of the other arms. In this case, the bound on ER OPT (B, T ) obtained in Lemma 2 is given by T · µ r k + O(1), which is the payoff one would obtain by pulling arm k roughly T times. Now observe that, even if the decision maker was only pulling arm k, he would only be able to pull it E[min(T, τ (B))] times on average. However, E[τ (B)] = T in that case. Hence, for a choice of distribution for (c k,t ) that is not a Dirac distribution, we have
. This is an intrinsic limitation caused by the use of a stronger benchmark, whose payoff is not realizable in this case.
Concluding remark
The existence of a general pulling algorithm with an expected bound on regret of order O(ln(min i B i )) in the case of multiple stochastic resources remains an open question. An interesting direction for future research is developing load balancing algorithms for Step 2 of Solution methodology 2 to tackle the general BwK problem. Compared to the approach undertaken in Section 6, dealing with multi-dimensional stochastic resources raises new challenges because balancing the load between the arms involved in an optimal basis turns into a multi-dimensional problem. For instance, suppose that one of the resources is time and that the inequality corresponding to that resource is binding for the optimal basis to (3), x * . Even if the decision maker was given x * prior to starting the game, he would still need to enforce that, for the each resource i corresponding to a binding inequality, the average budget spent at each time period is
The difficulty is that there could be many such inequalities, as opposed to at most one in Section 6.
Appendix Proof of Lemma 2
The proof can be found in [9] . For the sake of completeness, we sketch the proof. (3) is a linear program whose dual reads:
(3) is feasible therefore (3) and (22) have same optimal value. Note that (3) is bounded as
for any feasible point. Hence, (22) has an optimal solution (η * 1 , · · · , η * C ). Consider any non-anticipating algorithm. Let Z t be the sum of the total payoff accumulated in rounds 1 to t plus the "cost" of the remaining resources
Observe that (Z t ) t is a supermartingale with respect to the filtration (
is determined by the algorithm and corresponds to the probability of pulling arm k at time t given the past. Moreover, (Z t ) t has bounded increments since
where the third inequality results from an application of Lemma 1. By Doob's optional stopping theorem,
and η i = 0 for i = l. η is a feasible solution for (22) , consequently:
is precisely the optimal value of (3).
Proof of Lemma 3
We consider K = 3 arms with c k,t = 1 for all arms k = 1, 2, 3 and for all time periods t. Hence, λ = 1 is a valid choice. We choose the distributions of the rewards to be given by ν δ 1 , with δ y the Dirac distribution supported at y, while the rewards of the last two arms are almost surely equal and distributed according to a uniform distribution on [0, 1]. To fully specify the joint distribution of rewards, we impose that the rewards of arms 1 and 2 are independent. Observe that at time period t = K + 1, i.e. immediately after the initialization step, the exploration term of all arms coincide andr 1,K+1 >r 2,K+1 =r 3,K+1 with probability 1 3 . If this event occurs, the decision rule advises to pull pull arm 1. At the next step, t = K +2, observe that the exploration terms of arms 2 and 3 are negative and strictly smaller than −1 while the exploration term of arm 1 is positive (as n 1,t = 2), hence:
As a result, we have to pull arm 1 once again. By induction, these observations remain valid at the next iterations and we keep pulling arm 1. Yet, pulling arm 2, or equivalently arm 3, is always optimal. Hence:
Proof of Lemma 5
By definition of the stopping time τ (B), we have:
Taking expectations and using the fact that the costs are no greater than one, we obtain:
We can compute the quantity appearing on the left-hand side as follows:
where we use Fubini, the fact that τ (B) is a stopping time and where p t k ∈ F t−1 denotes the probability of pulling arm k at time t. This yields:
Plugging back this last inequality in the second inequality yields the claim.
Proof of Fact 1
Define the random variable T k = β k · ln(τ (B)). We have:
Define T * k as the first time t such that n k,t ≥ T k and T * k = ∞ if no such t exists. We have:
k if finite, which is the case if n k,τ (B) ≥ T k (the series (n k,t ) t is non-decreasing and τ (B) is finite almost surely as a byproduct of the proof of Lemma 2 since it has finite expectation). Conversely, for t ∈ {T *
Wrapping up, we obtain:
Proof of Fact 4
We proceed along the same lines as in Fact 3. As a matter of fact, the situation is perfectly symmetric because, in the course of proving Fact 3, we do not rely on the fact that we have pulled arm k more than β k ln(t) times. If B ·r
where the third inequality is obtained using Lemma 1 in the same fashion as in Fact 3.
Proof of Lemma 8
Proof. Consider any suboptimal basis x ∈ B. The proof is along the same lines as for Lemma 6 and follows the exact same three steps.
Fact 9.
We omit the proof as it is analogous to the proof of Fact 1. As in Lemmas 6, we break down this last expression in three terms and bound each of them by a constant.
+ E[
Fact 10.
Proof. If obj x * < obj x + 2E x,t , we get:
using (13) and Lemma 7 which implies:
using Cauchy-Schwarz inequality as a basis involves at most r 1,··· ,C arms. Note this inequality also holds if x = {k}. Now observe that:
, as x is feasible. Thus, we obtain:
< β x · ln(t).
Fact 11.
We obtain:
where the last inequality is derived along the same lines as in Fact 3.
Using Lemma 8, we obtain:
+ 1 almost surely, we get:
and finally is an upper bound on the number of basis of (3).
Proof of Proposition 3
We start from the following inequality obtained in the course of proving Proposition 2: Maximizing each term in the summation on ∆ x ∈ [0,
] yields the claim since:
where the last inequality is derived in the proof of Proposition 2.
Proof of Proposition 4
We denote by B ∞ (resp. O ∞ ) the set of feasible (resp. optimal) basis for (3) when the righthand side is taken as lim( 
Proof of Lemma 9
We refer to Lemma 2. In this particular case, (3) specializes to:
We can find the optimal value of (27) by enumerating basic feasible solutions. For a basic feasible solution, at most two components can be non-zero. If exactly one component, say k, is non-zero, at least one inequality must be binding. If µ 
Proof of Fact 6
This step differs from Fact 2. If x = {k}, the study is simple: and the last term is always zero by definition of β x . If x = {k, l} with (k, l) ∈ P, then: 
Proof of Fact 8
The proof is completely analogous to the proof of where we use Lemma 1. Plugging this back into the first inequality, we obtain: We finally conclude:
when proving Lemma 14, we have:
