Abstarct: We extend the de nition of the Gap function de ned by Auslender for a more general class of variational inequality problems involving some convex function. A study of the duality of the extended variational inequality problem and its dual sheds new light on the meaning of gap functions. Convexity and di erentiability of the gap function are also studied and su cient conditions are derived. We also show how the gap functions for the primal and the dual are related by dual Fenchel optimization problems.
Introduction
In Hearn 1] , the gap function of a convex optimization problem is discussed, and the meaning of \gap" is interpreted as the di erence between the cost function and the maximum of its Wolfe dual. In some operation research problems, optimization models are sometimes inadequate and problems such as asymmetric tra c equilibrium models are often formulated as variational inequality problems, which include convex optimization problems as a special case. In the Operations Research literature, the common variational inequality problem under studied is given as follows:
Problem VI Given a closed convex set K IR n , and a vector-valued function F : IR n ! IR n , nd a point x 0 2 K such that:
F(x 0 ) > (x ? x 0 ) 0; 8x 2 K:
(1:1) Existence, uniqueness, and solution methods for this type of VI have been extensively studied (see Narguney 2] ). In particular. Auslender 3] de ned the following gap function for the problem VI:
De nition 1.1 (Auslender' These properties can also serve to be the de nition of a gap function. In general this gap function is not di erentiable, but Auslender 3] shows that it is di erentiable if the ground set K is strongly convex. The non-di erentiability of the gap function poses a major diculty for minimizing the gap function as a method for solving the problem VI. Fukushima 4] subsequently proposed a di erentiable optimization problem for solving VI. To the best of our knowledge, there has been no interpretation of the meaning of \gap" as was done by Hearn (for convex optimization problems) in the context of variational inequality. In this paper, we seek to provide a meaningful interpretation to the gap function, and show that it is intimately related to the duality of variational inequality. We also show that (i) and (ii) can basically be interpreted as weak duality and strong duality respectively. Lastly, we show that the gap functions of a pair of primal-dual variational inequality corresponds to a pair of primal-dual Fenchel optimization problems.
Duality of Variational Inequality
To understand the duality of VI in its full generality, it is more expedient to study the following class of extended variational inequality problems:
Problem EVI Given a vector-valued injective function F : IR n ! IR n , and a scalar-valued lower semi-continuous proper convex function f : IR n ! IR, where IR = IR f+1g, nd a point x 0 2 IR n such that:
F(x 0 ) > (x ? x 0 ) f(x 0 ) ? f(x); 8x 2 IR n :
The problem EVI was rst studied in the context of partial di erential equation by Stampacchia 5] . Note that EVI reduces to VI if we let f to be the indicator function for the convex ground set K, i.e., f(x) = 0 if x 2 K and f(x) = +1 if x = 2 K. (ii)The variational inequalities (2.1) and (2. This form of de nition readily leads to an alternative form involving the Fenchel conjugate of f: (2:9) As with the Auslender's gap function, this extended gap function also has the following properties: Property 2.1 (i) (x) 0 8x 2 IR n ; and (ii) (x 0 ) = 0 if and only if x 0 solves the problem EVI.
Clearly (i) follows directly from Young's inequality and can be interpreted as a form of weak duality. (ii) follows from Theorem 1(ii) and can be interpreted as a form of strong duality. The meaning of \gap" is now apparent.
To complete the discussion of VI duality, we may further de ne the gap function for DEVI as follows: The proof for (ii) is similar.
Properties of gap functions
Gap functions furnishes a natural method for solving the problem EVI, since the solution of EVI is also the global minimum of the gap function, and furthermore this solution yields the known optimum value of zero. To be able to solve this optimization problem e ectively, we need to understand a bit more about the convexity and smoothness of gap functions. Remark 3.1: To have strictly convex, it su ces to require either f to be strictly convex, or F to be strictly monotone. Remark 3.2: Note that in the context of convex optimization, Hearn 1] requires that x > F(x) be convex, K be polyhedral, and F be concave in order for the gap function to be convex. The last concavity requirement stems from the fact that, without f, the function f is monotone, hence if F is concave, f (?F) is convex. Clearly concavity of F is a weaker condition than linearity of F as required by Theorem 3.1. Unfortunately, with the presence of a convex function f, the conjugate function f is, in general, no longer monotone, hence requiring F to be concave would not have made a di erence. Another su cient condition requiring only concavity of F is as follows:
where K = fx : Ax = b;x > = 0g is a polyhedral set, then the gap function is convex.
Proof: By expression (2.9) and given conditions, it is su cient to prove that f is mono- (ii) f is di erentiable on int(dom(f));
(ii) lim i!+1 krf(x i )k = +1 whenever fx i g is a sequence in int(dom(f)) converging to a boundary point of int(dom(f)).
A proper convex function f is said to be essentially strictly convex if f is strictly convex on every convex subset of fx j @f(x) 6 = ;g = dom(@f).
It follows from Rockefellar 6 ] that a closed proper convex function is essentially strictly convex if and only if its conjugate is essentially di erentiable. Theorem 3.3 If F is di erentiable on IR n and f is essentially di erentiable and essentially strictly convex (hence rf is monotone and injective), then the gap function is di erentiable on int(dom(f)) \ F ?1 (int(?dom(f ))). Furthermore the gradient of can be explicitly computed to be r (x) = rf(x) ? (rf) ?1 (?F(x)] > rF(x) + rF(x)] > + x > rF(x)]: (3:1) Proof: Let ?dom(f )) ). Then F is di erentiable at x and f is di erentiable at x, thus the gradient of the rst and last term of in (2.9) is obvious. We now turn to the di erentiability of the Fenchel conjugate f . It is well-known (Rockefellar 6]) that u 2 @f(x) if and only if x 2 @f (u), where @f and @f are the subdi erential of f and f respectively. Since f is essentially strictly convex and ?F(x) 2 int(dom(f )), f is di erentiable at ?F(x). Then @f(x) is a singleton, and @f(x) = frf(x)g. Since f is strictly convex, then rf is strictly monotone and hence f is injective, thus the derivative of f (u) is rf (u) = x, where rf(x) = u or x = (rf) ?1 (u) = rf (u) . Thus the gradient of the second term in the gap function of (2.9) can be obtained by chain rule to be rf (?F(x)) = ? (rf) ?1 (?F(x)] > rF(x):
Since the above gradient formula is explicit, we may use it readily to nd the minimum of the gap function, and hence solving the problem EVI using any standard descent method, such as Newton, Quasi-Newton, or Conjugate Gradient methods. Note that general descent methods for solving VI have already existed in the literature, see Fukushima 4 ] and Zhu and Marcotte 8]. The former cast the problem VI into another di erentiable optimization problem, and the latter modi es the Auslender gap function to include an extra convex term (just like the term to be discussed in the next section). Note that in both casses (Fukushima 4 ] and Zhu and Marcotte 8]), the gradient formula requires the solution of another optimization problem. In the above gradient formula, no optimization problem needs to be solved. 
Further Duality Results
It appears that if we extend the the above extended gap function (as de ned in (9)) even further, it is possible to produce more interesting results.
Let : IR n IR n ! IR be a function satisfying the following assumptions: Assumption 4.1 (i) (x; y) 0 8 (x; y) 2 IR n IR n and (x; x) = 0 8x 2 IR n ; (ii)For all x 2 IR n ; (x; y) is convex in the second argument; (iii)0 2 @ 2 (x; x) 8x 2 IR n ; where @ 2 (x; x) is the subdi erential of (x; y) with respect to the second argument, and evaluated at y = x. Since (x; x) = 0 8x 2 IR n , then min y2IR n (x; y) 0 8x 2 IR n , and hence (x) 0 8x 2 IR n .
Next, suppose that x solves EVI. Then by Assumption 4.1(i), we have F(x) > (y ? x) + f(y) ? f(x) + (x; y) F(x) > (y ? x) + f(y) ? f(x) 0 8y 2 IR n ;
i.e., min y2IR n (x; y) 0, or (x) = ? min y2IR n (x; y) 0: Thus (x) = 0 since (y) 0 8y 2 IR n .
Conversely, suppose (x) = 0, i.e., max y2IR n ? (x; y)] = 0; which implies that ? (x; y) 0 8y 2 IR n , or (x; y) 0 8y 2 IR n . Observe that (x; x) = 0, which implies that x is a solution of the following optimization problem: min y2IR n (x; y): Since by assumption 4.1(ii) and the assumption that f is convex, it is clear that (x; y) is convex in y. Consequently, the solution x of the convex optimization problem also solves the following variational inequality: Find x 2 IR n such that q > (y ? x) 0 8y 2 IR n ; where q 2 @ 2 (x; x). Hence for all z 2 @f(x) and for all w 2 @ 2 (x; x), ( F(x) > (y ? x) + f(y) ? f(x) 0 8y 2 IR n ; i.e., x solves problem EVI.
The gap function as de ned in (4.1) has nice smoothness properties similar to the smooth optimization problem proposed by Fukushima 4] . Furthermore, it represents an explicit Fenchel dual optimization problem to the gap function of the corresponding dual variational inequality problem. Firstly, we need to de ne the meaning of dual optimization problems (Barbu 9] ). Consider the (primal) optimization problem:
De nition 4.1 
Convex lower bound to the gap function
Under some further assumptions, it is also possible to establish a convex lower bound to the gap function. The following result is an extension of Theorem 3.3 of Zhu and Marcotte 8] to problem EVI.
De nition 5.1 Let a scalar-valued lower-semi-continuous proper convex function f : IR n ! IR be given. F is said to be strongly pseudo-monotone with respect to f and with modulus , if there exists a positive constant such that By the convexity of with respect to the second argument (Assumption 4.1(ii)), we have, (x; x t ) ? (x; x) r 2 (x; x t ) > (x t ? x) = (r 2 (x; x t ) ? r 2 (x; x)) > (x t ? x) (Assumption (ii)) L kx t ? xk 2 : (Assumption (iii)) (5:5)
By de nition of the gap function (see (4.1)), we have, 8t 2 (0; 1), (x) F(x) > (x ? x t ) + f( 
Concluding remarks
The interpretation of gap functions as Young's inequality can be generalized to the case of vector variational inequality. The duality of vector variational inequality was previously studied by Yang 10] in Banach space. Like the present case, the gap function for vector variational inequality is intimately related to duality. The problem here is that the duality can only go in one direction. Current work is underway.
