We introduce a new method for time-domain signal processing, based on deep learning neural networks, which has the potential to revolutionize data analysis in science. To demonstrate how this enables real-time multimessenger astrophysics, we designed two deep convolutional neural networks that can analyze time-series data from observatories including advanced LIGO. The first neural network recognizes the presence of gravitational waves from binary black hole mergers, and the second one estimates the mass of each black hole, given weak signals hidden in extremely noisy time-series inputs. We highlight the advantages offered by this novel method, which outperforms matched-filtering or conventional machine learning techniques, and propose strategies to extend our implementation for simultaneously targeting different classes of gravitational wave sources while ignoring anomalous noise transients. Our results strongly indicate that deep neural networks are highly efficient and versatile tools for directly processing any raw noisy data streams. We also pioneer a new paradigm to accelerate scientific discovery by combining high-performance simulations on traditional supercomputers and artificial intelligence algorithms that exploit innovative hardware architectures such as deep-learning-optimized GPUs. This unique approach immediately provides a natural framework to unify multi-spectrum observations in real-time thus enabling coincident detection campaigns of gravitational waves sources and their electromagnetic counterparts.
We introduce a new method for time-domain signal processing, based on deep learning neural networks, which has the potential to revolutionize data analysis in science. To demonstrate how this enables real-time multimessenger astrophysics, we designed two deep convolutional neural networks that can analyze time-series data from observatories including advanced LIGO. The first neural network recognizes the presence of gravitational waves from binary black hole mergers, and the second one estimates the mass of each black hole, given weak signals hidden in extremely noisy time-series inputs. We highlight the advantages offered by this novel method, which outperforms matched-filtering or conventional machine learning techniques, and propose strategies to extend our implementation for simultaneously targeting different classes of gravitational wave sources while ignoring anomalous noise transients. Our results strongly indicate that deep neural networks are highly efficient and versatile tools for directly processing any raw noisy data streams. We also pioneer a new paradigm to accelerate scientific discovery by combining high-performance simulations on traditional supercomputers and artificial intelligence algorithms that exploit innovative hardware architectures such as deep-learning-optimized GPUs. This unique approach immediately provides a natural framework to unify multi-spectrum observations in real-time thus enabling coincident detection campaigns of gravitational waves sources and their electromagnetic counterparts.
I. INTRODUCTION
Gravitational wave (GW) science has reshaped the landscape of observational astronomy and theoretical astrophysics. During the first observing run of the advanced Laser Interferometric Gravitational wave Observatory (aLIGO) detectors, we peered into the most powerful events in the cosmos driven by extreme gravitational interactions [1] [2] [3] . The consequent direct detections of GWs from the mergers of binary black hole (BBH) systems provided the first glimpse of the nature of gravity in the strong-field regime. It offered the earliest observational evidence for the formation and merger of BBHs within a Hubble time, confirmed the existence of massive stellar-mass BHs, and provided the first direct measurement of the angular momentum of BHs [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] .
These studies relied on accurate massively-parallel numerical relativity (NR) simulations of Einstein's field equations, which served a dual purpose: (i) they conclusively showed that Einstein's general relativity can describe with outstanding accuracy the true nature of gravity in the most extreme astrophysical environments and (ii) having thus established its status, comparison with signal templates generated or calibrated with NR is extensively used to infer astrophysical properties of the detected GW sources [13, 14] .
After this flurry of breakthroughs, it is apparent that the detection of GWs will become a common occurrence as the aLIGO detectors gradually attain design sensitivity in the following years. Furthermore, a worldwide network of kilometer-scale GW detectors in the US, Europe and Asia will considerably increase the science reach of GW astrophysics [15] [16] [17] [18] .
In the near future, the discovery of vanilla BBH systems will be important for stringent tests of general rel-ativity and to get better insights into stellar evolution processes. However, the emphasis of multimessenger astrophysics will be on extraordinary events, such as the mergers of binary neutron stars (BNSs), NSBH, intermediate mass black holes (IMBHs) with masses between 100M −500M , IMBHs and stellar mass BHs or NSs, as well as eccentric binary coalescences, core-collapse supernovae, and other exotic unexpected events. Joint discovery campaigns with powerful optical detectors such as the Dark Energy Survey (DES) [19] , the Large Synoptic Survey Telescope (LSST) [20] , Euclid [21] , and WFIRST [22] will enable the coincident detection of GW events which are expected to generate electromagnetic (EM) counterparts.
Bringing multimessenger astrophysics into fruition requires the combination of multi-spectrum observations with very low latency. Detecting a GW candidate in real-time and establishing whether its parameters correspond to likely progenitors of EM counterparts [23] [24] [25] [26] [27] [28] [29] is essential to enable rapid broadband EM and astroparticle searches [30, 31] . To this effect, aLIGO's online GW detection pipelines are allocated substantial computational resources, ranging over hundreds of compute nodes at LIGO Data Centers, so that they can keep up with the huge influx of data from intensive GW detection campaigns.
In this article, we introduce a new kind of approach which we discovered for processing highly noisy timeseries data using deep neural networks (DNNs), that differs significantly from currently used matched-filtering and machine learning techniques. When applied for the detection and characterization of GW sources, this provides an ideal framework to expand the depth of current aLIGO flagship algorithms [32] [33] [34] [35] [36] [37] [38] [39] [40] , allowing simultaneous real-time searches for compact binary coalescence and GW bursts under a single unified pipeline. As opposed to existing aLIGO search pipelines requiring thousands of dedicated CPU cores to operate, a DNN pipeline can potentially be run on a single CPU core and very intensive searches over a broader range of signals can be easily carried out with a few dedicated GPUs. Furthermore, since this approach can be seamlessly applied to any type of raw data, DNNs can also be used to search for transient events in data gathered by other astronomical facilities using on-site embedded GPU hardware, thus paving a natural path to realizing multimessenger astrophysics.
The application of DNNs in GW astrophysics, astronomy, and astro-particle physics has the potential to accelerate scientific research and unlock new opportunities by enhancing the way we use existing High Performance Computing (HPC) resources while allowing us to exploit emerging hardware architectures such as deep-learningoptimized Graphics Processing Units (GPUs) [41] and Field-Programmable Gate Arrays (FPGAs) [42] . Working in tandem with computer scientists and industries to develop Artificial Intelligence (AI) tools that extend our prototype, and further exploring applications of deep learning for multimessenger astrophysics and fundamental sciences, may provide the means to effectively consolidate different windows of observation into the Universe.
Executive Summary
Extracting GW signals from the detectors' data stream requires the use of algorithms that can distinguish signals whose amplitude is much smaller than the noise background. The detector output has two classes of noise in the calibrated strain data: (i) the main component is Gaussian noise, which originates from seismic, thermal, and quantum processes and (ii) non-Gaussian noise from instrumental and environmental factors [32] . Prior to carrying out GW searches, data quality investigations are implemented to remove segments of poor quality that are not suitable for data analysis.
aLIGO's flagship matched-filtering searches are based on the construction of a template bank of waveforms that describe quasi-circular compact binaries whose components are spin-aligned [32] . There are ongoing efforts to extend the parameter-space which can be probed with these algorithms, particularly in the context of spinprecessing BBHs [43] , and searches that include higherorder waveform multipoles [44] . However, there remain substantial difficulties in achieving this work and implementing these algorithms in future GW searches. Another limitation of available aLIGO pipelines is the use of a single noise Power Spectral Density (PSD), averaged over all the detectors for the length of the search, which was necessary to computationally optimize matchedfiltering techniques [32] .
Our deep learning algorithm aims to overcome these limitations while offering additional advantages. In this initial study, we carried out a systematic assessment of DNN-based algorithms over a restricted parameter-space of signals and our results confirm that DNNs are ideal tools for future GW analysis. Since all the intensive computation is diverted to the training stage of DNNs, much larger template banks may be used and the actual analysis can be carried out in real-time with minimal resources. The intelligent nature of our algorithm allows automated learning of persistent and transient characteristics of noises inherent to the detectors while incorporating data quality information. Most importantly, it enables creating a single pipeline for performing all tasks -identifying the presence or absence of GW signals, classifying noise transients, and reconstructing the astrophysical parameters of detected GW sources.
The size of the template bank used for training is determined by the accuracy with which one desires to recover the parameters of GW sources. Since the DNN algorithm can learn to interpolate, it is capable of generating new waveforms to densely populate the parameter-space under consideration in a similar manner to Gaussian Process Regression (GPR) 1 .
In addition, the performance of DNNs monotonically improves when trained with massive quantities of data while the rate of evaluation remains constant. Training a network with a large template bank of gravitational waveforms may take several days on powerful modern hardware, but once the training is complete -no matter how many parameters are taken into account, i.e., spinprecession, eccentricity, higher-order modes, etc. -the pipeline would be capable of detecting the presence of a GW signal in noisy data within milliseconds. Moreover, it is possible to re-train the entire DNN-pipeline within minutes to use slightly different PSDs and inputs from real-time data quality investigations.
To summarize, our novel DNN algorithm departs significantly from existing GW pipelines and provides a whole new framework for GW detection that will enhance and optimize the use of high-throughput and HPC resources for scientific data analysis. Furthermore, since we can target a wide variety of GW sources using a single DNN pipeline, our algorithm is ideal for unified GW searches ranging from GW bursts, to compact binary mergers, to supernovae and other exotic events. In order to train DNNs with waveforms that faithfully describe the gravitational and EM signatures of various sources, we will continue to rely on NR simulations. The future of multimessenger astronomy depends critically on the optimal use of supercomputing resources and sophisticated hardware technologies in combination with AI algorithms. The methodology we present here constitutes the first pivotal step in that direction.
This article is organized as follows: Section II provides an introduction to deep learning and DNNs. In Section III, we outline a proof of concept of our DNN-based GW detection pipeline in the context of quasi-circular, non-spinning BBH mergers. Section IV recounts the procedure followed to construct datasets and describes our strategy to design and train DNNs. We report the results of this analysis in Section V. In Section VI, we explore the impact of applying DNNs for multimessenger astrophysics in the context of astronomical instruments, advanced cyberinfrastructure facilities for data analysis, and new hardware architectures tailored for deep learning. We summarize our findings and discuss avenues to expand this new paradigm in Section VII.
II. DEEP NEURAL NETWORKS
Although deep learning with neural networks is rapidly becoming a ubiquitous technology in industrial applications, it remains a relatively new and unfamiliar topic in the fundamental sciences. Therefore, in this section, we provide a brief overview of the main concepts of deep learning, including machine learning, artificial neural networks, and convolutional neural networks in the context of signal processing.
Machine Learning
The vast majority of algorithms are designed with a specific task in mind. They require extensive modifications before they can be re-used for any other task. The term machine learning refers to a special class of algorithms that can learn from examples to solve new problems without being explicitly re-programmed. This enables cross-domain applications of the same algorithm by simply training it with different data. More importantly, some of these algorithms are able to tackle problems which humans can solve intuitively but find difficult to explain using well-defined rules, hence they are often called "artificial intelligence" [48] .
The two main categories of machine learning are supervised and unsupervised learning. In supervised learning, the algorithm learns from data that is correctly labeled, while unsupervised learning algorithms have to make sense of unstructured and unlabeled data [49] . We will be focusing on an application of supervised learning in this work, where we use labeled data obtained from physics simulations to train an algorithm to detect signals embedded in noise and also estimate multiple parameters of the source.
Although traditional machine learning algorithms have been successful in several applications, they are limited in their ability to deal directly with raw data. Often the data has to be simplified manually into a representation suitable for each problem. Determining the right representation is extremely difficult and time-consuming, often requiring decades of effort even for domain experts. This severely limits the usage of these algorithms [48] .
Representation learning is a subset of machine learning which aims to resolve this issue by creating algorithms that can learn by themselves to find useful representations of the raw data and extract relevant features from it automatically for each problem [50] . Here, we are focusing on a special type of representation learning called deep learning.
Deep Learning
Deep learning combines a computational architecture containing long interconnected layers of "artificial neural networks" with powerful learning algorithms [51] . These deep artificial neural networks are able to capture complex non-linear relationships in the data using hierarchical internal representations, all of which are learned automatically during the training stage. The deepest layers are able to learn highly abstract concepts based on the simpler outputs of the previous layers. This ability has enabled deep learning to solve a wide range of problems that were previously thought to require human-level intelligence [49] .
Various factors including the exponential growth of computational resources (especially GPUs), availability of massive amounts of data, and the development of new algorithmic techniques and software have recently contributed to make deep learning very successful in commercial applications, thus revolutionizing multiple industries today. The state-of-the-art algorithms for image processing, speech recognition, natural language understanding are all based on deep learning. DNNs power many of the technologies routinely used by us including search engines (Google, Bing), voice recognition on smartphones, personal assistants (Siri, Cortana, Google assistant), mobile keyboards (SwiftKey), real-time face detection on cameras, face recognition (Facebook), language translation (Google Translate), text-to-speech synthesis [52] , recommendations on Amazon, and automatic captioning on YouTube, to name a few [53] .
Most notably, deep learning was used in combination with reinforcement learning [54] to build a program called AlphaGo [55] which defeated one of the world's best players, in 2016, at the highly complex game of Go. Yet another recent success was at lip reading, where an algorithm has surpassed the best humans by a large margin of accuracy [56] . Deep learning is also the key ingredient in self-driving vehicles that are being deployed now by Tesla, Uber, and Google.
Artificial Neural Networks
Artificial neural networks (ANN), the building blocks of DNNs, are biologically-inspired computational models that have the capability to learn from observational FIG. 1. An Artificial Neural Network (ANN) or multilayer perceptron with one hidden layer is depicted [62] . The circles represent neurons and arrows represent connections between neurons. Note that each neuron has only a single output which branches out to connect with neurons in the next layer.
data [57] . The fundamental units of neural networks are artificial neurons (loosely modeled after real neurons [58] ), which are based on perceptrons introduced by Rosenblatt in 1957 [59] . A perceptron takes a vector of inputs ( x) and computes a weighted output with an offset known as bias. This can be modeled by the equation f ( x) = w · x + b, where the weights ( w) and bias (b) are learned through training.
Minsky and Papert showed in their 1969 book Perceptrons [60] that a single perceptron has many limitations. Unfortunately, this led to a decline in the popularity of all neural networks in the following decades [49] . However, it was later found that these limitations can be overcome by using multiple layers of inter-connected perceptrons to create ANNs. The universality theorem [61] proves that ANNs with just three layers (one hidden layer) can model any function up to any desired level of accuracy.
These multilayer perceptrons are also known as feedforward neural networks because information is propagated forward from the input layer to the output layer without internal cycles (i.e no feedback loops) [48] . While potentially more powerful cyclic architectures can be constructed, such as Recurrent Neural Networks (RNNs), we will be focusing mainly on feed-forward neural networks in this article.
An ANN usually has an input layer, one or more hidden layers, and an output layer (shown in Figure 1 ). A non-linear "activation" function is applied to the output of each of the hidden layers. Without this non-linearity, using multiple layers would become redundant, as the network will only be able to express linear combinations of the input. The most commonly used non-linear activation functions are the logistic sigmoid, hyperbolic tan, and the rectified linear unit (also called ReLU or ramp). It has been empirically observed that the ramp produces the best results for most applications [63] . This function is mathematically expressed as max(0, x).
The key ingredient that makes ANNs useful is the learning algorithm. Almost all neural networks used to-day are trained with variants of the back-propagation algorithm based on the steepest descent method [49] . The idea is to propagate errors backward from the output layer to the input layer after each evaluation of a neural network, in order to adjust the weights of each neuron so that the overall error is reduced in a supervised learning problem [64] . The weights of an ANN are usually initialized randomly to small values and then back-propagation is performed over multiple rounds, known as epochs, until the errors are minimized. Stochastic gradient descent with mini-batches [65] has been the traditional method used for back-propagation. This technique uses an estimate of the gradient of the error over subsets of the training data in each iteration to change the weights of the ANN. The magnitude of these changes is determined by the "learning rate". New methods with variable learning rates such as ADAM (Adaptive Momentum Estimation) are becoming more popular and have been shown empirically to achieve better results more quickly [66] .
Convolutional Neural Networks
A convolutional neural network (CNN) is a type of feed-forward neural network largely responsible for the current wave of success enjoyed by DNNs. First developed by Fukushima for his Neocognitron [67] , they were successfully combined with back-propagation by Le-Cun [68] in the 1980s, for developing a highly accurate algorithm for recognizing handwritten digits. These CNNs were used by banks for processing over 10% of all checks in the US during the early 2000s [48] . However, their full potential was not discovered for another couple of decades mainly due to hardware constraints and lack of large amounts of high quality data at the time. The exceptional performance of Alex Krizhevsky's entry based on CNNs, which won the ImageNet competition by a huge margin in 2012 [69] , has sparked the current interest in these networks especially in the field of computer vision. Until now, CNNs have been most effective for image and video processing. They have been shown to approach or even surpass human-level accuracy at a variety of constrained tasks such as hand-writing recognition, identifying objects in photos, tracking movements in videos etc. [51] .
The introduction of a "convolution layer", containing a set of neurons that share their weights, is the critical component of these networks. Multiple convolution layers are commonly found in DNNs, with each having a separate set of shared weights that are learned during training. The name comes from the fact that an output equivalent to a convolution (or sometimes crosscorrelation [48] ) operation is computed with a kernel of fixed size. A convolutional layer can also be viewed as a layer of identical neurons that each "look" at small overlapping sections of the input (defined as the receptive field). In fact, they were inspired by studies of the visual cortex in mammals [48] .
The main advantage of using these layers is the ability to reduce computational costs by having shared weights and small kernels, thus allowing deeper networks and faster training and evaluation speeds. Because of the replicated structure, CNNs are also able to automatically deal with spatially translated as well as (with a few modifications [51] ) rotated and scaled signals.
In practice, multiple modules each consisting of a sequence of convolution and pooling (sub-sampling) layers, followed by a non-linearity, are commonly used. The most popular form of pooling is max-pooling, where only the maximum value within a fixed kernel size is chosen. Addition of the pooling layers reduces computational costs while also making the networks resilient to small-scale noise, thus enhancing their ability to handle new inputs [51] .
Signal Processing with Deep Neural Networks
Conventional methods of digital signal processing such as matched-filtering [70] (cross-correlation or convolution against a set of templates) in time-domain or frequencyspace are limited in their ability to scale to a large parameter-space of signal templates, while being too computationally intensive for real-time analysis. Signal processing using machine learning is an emerging field of research [71] [72] [73] [74] [75] . These traditional machine learning techniques, including shallow ANNs, require "handcrafted" features extracted from the data as inputs rather than the raw noisy data itself. DNNs, on the other hand, are capable of extracting these features automatically.
RNNs [49] are ideal for processing temporal data as they can take inputs of variable lengths. They have been remarkably successful at voice recognition problems [76] . However, they are harder to train [77] and the technology is still in the early stages, therefore we hope to revisit them in the future. We focus solely on CNNs in this study owing to their efficient implementation on modern hardware and their ability to automatically recognize translated inputs. Although CNNs have been used previously for classification of events [78] [79] [80] [81] , there has only been a few attempts at signal processing using CNNs with raw time-series data for parameter estimation [82, 83] .
Signal processing is often done in the frequency domain. Fast Fourier Transform (FFT) algorithms are used for this conversion. Most published literature on time-series processing with CNNs have used spectrograms as inputs [84] . These images can easily be classified by many standard CNNs designed for object recognition (e.g. AlexNet [69] , GoogLeNet [85] , VGG [86] , ResNet [87] ). Doing so is advantageous for two reasons: (i) these architectures have been shown to work and (ii) partially trained weights are available for them, which can significantly speed up the training process while also providing higher accuracy even for small datasets.
However, when experimenting with spectrogram images as inputs, we found that a large amount of informa-tion is absent and this severely limits the detectability of weak signals, having Signal-to-Noise Ratio (SNR) less than one 2 , that are not visible in spectrograms as shown in Figure 2 .
Theoretically, all the information about the signal is encoded within the time-series. We discovered that by directly feeding raw time-series data as inputs to certain types of CNNs, one can obtain much higher accuracies and faster analysis rates. This approach is called automatic feature learning from data and allows the algorithm to develop more optimal strategies of signal processing rather than making judgments based on handextracted information such as periodograms or spectrograms.
In this work, we demonstrate that DNNs can be used for both signal detection and parameter estimation from noisy time-series data, when trained with templates of the expected signals, and that they outperform traditional machine learning algorithms and reach accuracies competitive to matched-filtering methods. To the best of our knowledge, this is the first scientific application of DNNs for the estimation of multiple parameters from raw time-series data using an end-to-end learning approach.
We also show that our algorithm is far more computationally efficient compared to matched-filtering. Instead of repeatedly performing overlap computations against each template of known signals, the deep CNN builds a deep non-linear hierarchical structure of nested convolutions that determines the parameters of the best matching template in a single evaluation thus allowing the analysis to be performed faster by several orders of magnitude. The evaluation rate of any neural network is independent of the size of the template bank used for training. Moreover, the DNN acts as an effective compression mechanism by learning patterns and encoding all the relevant information needed to distinguish different signals in their weights, which is several orders of magnitude smaller than the size of the original template bank. Therefore, the DNNs automatically perform an internal optimization of the search algorithm and can also interpolate to unseen parameter values. Multi-task learning [88, 89] can further minimize resources by allowing a single DNN to perform detection, classification, and parameter estimation. These properties enable scaling real-time analysis to a larger parameter-space of signals.
III. METHODOLOGY
Our goal is to apply this approach for GW analysis by demonstrating that algorithms based on DNNs are ideal for detecting GW signals embedded in noisy timeseries strain data from detectors, and classifying them into known categories while also being able to estimate the parameters of the source of the signal. Furthermore, we aim to show that, once trained, these DNNs are lightweight and fast enough to permit real-time analysis using minimal computational resources.
Approach
To provide a proof of concept, we avoid excessive complexity in this introductory article by focusing solely on BBH mergers. Nevertheless, we believe that it is straightforward to extend this method to signals produced by any type of event; we have outlined the necessary steps to accomplish this in Section VI.
We chose to divide the problem into two independent parts, each assigned to different DNNs. The first network, henceforth known as the "classifier", will detect the presence of a signal in the input and provide a confidence level for the detection. The second network, which we call the "predictor", will estimate the parameters of the source of the signal. The predictor is used if and only if the classifier identifies a signal with a high probability.
We have partitioned the system in this manner so that, in the future, different classes of events including BNS inspirals, supernovae, cosmic strings, etc., may be added to the same classifier and separate predictors can be made for each type of event. Moreover, categories for different types of anomalous sources of noise, like glitches [38, 75] , can also be added to the classifier. Given sufficient examples of labeled templates of events and glitches, this can immediately be implemented within our framework.
The classes chosen for now are "True" or "False" depending on whether or not a signal from a BBH merger is present in the input. Note that since we are training the network to recognize only BBH mergers, GWs from other events or glitches may be classified incorrectly by our model.
Once the classifier confirms that the signal originated from a BBH merger, the predictor is called upon to estimate the parameters of the source. Parameter estimation is also referred to as a regression task in machine learning literature [48] . This is a much harder problem than classification since the parameter-space is continuous as opposed to a finite discrete set of classes. Fine-scale features of the signal have to be measured over longer time periods in order to estimate the parameters whereas this is not necessary for simply detecting the presence of a signal. We will demonstrate that DNNs are excellent for all these tasks.
Assumptions
Ideally, the inputs to our DNNs will be the unprocessed time-series of strains measured by the GW detectors. Although we are using simulated white noise for this analysis, in order to emulate the form of the signals received by the detectors, we have weighted the gravitational waveforms used for the training set with the target design sensitivity for aLIGO -see Figure 3 .
For this preliminary study, we are restricting our parameter-space to a smaller subset. The detectors' strain is given by [91] :
where F +, × represent the antenna pattern of the detectors. We assume optimally oriented systems, which satisfy F + = 1, F × = 0.
There are three components for the spin of each of the compact objects. This accounts for a total of six parameters. Another free parameter is the orbital eccentricity of the binary. At present LIGO data analysis pipelines only use templates for systems with aligned spins and zero eccentricity. There is an ongoing effort by many groups (including the authors) to produce catalogs of numerical relativity simulations of BBH systems with non-aligned spins and significant eccentricities, which will be used in the future to train our DNNs. For now, we have assumed that the individual spins and eccentricities are zero thus reducing our parameter-space to two dimensions, namely, the individual masses of the black-holes, which we have restricted to lie between 5M and 75M . Furthermore, we have constrained the inputs to have a duration of one second and a sampling rate of 8192 Hz throughout this analysis, since this is sufficient for the events that we are considering 3 .
IV. PROCEDURE
In this section, we describe in detail the steps followed to collect the datasets for training, validation, and testing, to design the DNNs, and to train them.
Obtaining Data
Supervised deep learning algorithms are far more effective when trained with massive amounts of data. Obtaining high quality training data has been a difficult and cumbersome task in most applications of DNNs such as object recognition in images, speech and text processing, etc. Fortunately, we do not face this issue since we can take advantage of scientific simulations to produce the necessary data. Over the last decade, multiple groups have successfully developed advanced techniques to use supercomputers to generate catalogs of highly accurate 3-dimensional numerical relativity simulations of merging BHs [92, 93] . This is further augmented by other methods such as post-Newtonian expansions for the inspiral [94] and BH perturbation theory [95] [96] [97] for the ringdown stages. Therefore, one can generate sufficient numbers of gravitational waveforms covering a wide range of parameters for training our DNNs.
For the analysis at hand, we use effective-onebody (EOB) waveforms, which are calibrated with NR simulations, that describe quasi-circular, non-spinning BBHs [98] . We extracted one-second windows around the peak of each waveform for our analysis.
The first step in a supervised learning problem is to split the data into separate sets for training and testing. We ensured that the mass-ratios of our binaries were values between 1 and 10 in steps of 0.1 for training, and randomly sampled mass-ratios lying in the same range for testing. By not having overlapping values in the training and testing sets, one can ensure that the network is not overfitting, i.e., memorizing only the inputs shown to it without learning to generalize to new inputs. The distribution of component masses is shown in Figure 4 .
Subsequently, we shifted the location of the peak of each signal randomly within the last quarter second to make the predictor more robust with respect to time translations. This step may be avoided in the future since the fast evaluation speed of our algorithm makes it possible to use a sliding-window technique, so that the peak can be aligned within any desired region. Next, we superimposed Gaussian white noise on top of the signals over multiple iterations, thus amplifying the size of the datasets. The power of the noise was adjusted according to the desired SNR. Since the overall amplitude of the signal only depends on the distance to the source for the parameters that we are considering, we ensured that our inputs are standardized to have zero mean and unit variance as this makes the training process easier [99] .
The final training set contained approximately 100,000 time-series vectors produced from about 4000 templates of BBH mergers of different masses after adding white noise and translating in time. It is also a standard practice to use a validation set (also called a development set) to monitor the performance on unseen data during training in order to prevent overfitting. The validation set and testing sets were taken from the same distribution of component masses (following Andrew Ng's suggestion [100] ) albeit with different noise. These sets contained about 25,000 elements each.
Designing Neural Networks
We used the same neural network architecture for both the classifier and predictor, which demonstrates the versatility of our method. The only difference was the addition of a softmax layer [54] to the classifier to obtain probability estimates of the outputs. Our strategy was to first train the predictor on various BBH merger waveforms and then use this pre-trained network, with the added softmax layer, to train the classifier on datasets appended with 50% random noise. This significantly reduced the training time required for the classifier while also improving its accuracy at low SNR.
We experimented with a wide variety of designs for our DNN. Our initial attempt was to take some of the well-known architectures for image recognition, such as GoogLeNet, VGG, AlexNet, ResNet, and prune the layers to take one dimensional inputs. However, we discovered that the level of complexity needed for images was hardly required for our problem. It only served to slow down the training and evaluation speeds with negligible improvements in accuracy, if any. Instead, we decided to design simple DNN architectures from scratch. This approach yielded the best accuracy as well as the fastest training and evaluation rates.
Overall, we tested the accuracy of about 80 different configurations of DNNs ranging from 1 to 4 convolutional layers and 1 to 3 fully connected layers (also called linear layers). We discovered that 3 convolutional layers followed by 2 fully connected layers yielded the best results for the small parameter-space that we are considering. It is expected that as we increase the dimensions of the parameters and types of signals, we may need deeper and wider networks (note that many modern DNNs are several hundred layers deep).
Max-pooling layers were used after each convolution layer, to shrink the size of the output, followed by a ramp FIG. 5. This is the layout of the DNN that we designed for classification. For prediction we simply replaced the 15th layer with a ramp (ReLU) function. The input is the timeseries sampled at 8192Hz and the output is the probability of each class or the value of each parameter. Note that the size of layer 14 can be increased in order to add more categories for classification or more parameters for prediction.
(ReLU). We also tried adding a few recent developments such as batch normalization [101] and dropout [102] layers. However, we did not use them in our final design as they provided minimal improvements for the simple problem we are considering. Many of the layers such as convolutional layers, pooling layers, and fully connected layers have parameters, commonly known as hyperparameters, that needs to be tuned manually. Determining ways to find optimal hyperparameters for neural networks is an area of active research [49] . At present, most groups use randomized trial and error based methods for determining these hyperparameters [57] . Another strategy that has recently gained popularity is Bayesian optimization [103] , which is a probabilistic method to find values that optimize any noisy black-box function having a smooth distribution. We experimented with both techniques for choosing the following hyperparameters.
Depth is a hyperparameter that determines the number of filters in each convolutional layer. Our choices for filters in the consecutive layers were 16, 32, and 64 respectively. Zero-padding determines whether to pad the edges of the input to constrain the dimensions of the output of each layer. We did not use any zero padding because our sampling rate was high enough that a few points near the edges can be discarded. It may be necessary to use zero-padding for deeper networks where more information could be lost. We used kernel sizes of 16, 8, and 8 for the convolutional layers and 4 for all the pooling layers. Stride, which measures the distance between the receptive fields, was chosen to be 1 for all the convolution layers and 4 for all the pooling layers. Dilation determines the overall size of each receptive field (which could be larger than the kernel size by having gaps in between). Here, it is a measure of the temporal extend of the convolutions. We observed that using dilation of 4 in the final two convolution layers improved the accuracy of the predictions. Yet another hyperparameter is the initial learning rate, which was set to 0.001. The final layout of our classifier DNN is shown in Figure 5 .
A loss function (also known as a cost function) is required to compute the error after each iteration by measuring how close the outputs of the neural network are with respect to the target values. Common loss functions used for regression include mean absolute error and mean squared error. We chose the mean squared error function for the predictor. For classification, we used the crossentropy loss function, which is the de facto standard [48] .
Training Strategy
Over 300 hours of training was performed during the course of three weeks with most of the time spent on hyperparameter optimization. Once we chose the best performing DNNs, we trained it for a further 10 hours. Most of the intensive training was done on NVIDIA Tesla K40c, GTX 1080, and P100 GPUs. We relied on the new neural network functionality in version 11 of the Wolfram Language (Mathematica) [104] . This is based on the open-source MXNet [105] framework, which is optimized to take advantage of the CUDA deep learning library (cuDNN [41] ) for GPU acceleration. A snapshot of the training process is shown in Figure 6 . Moreover, the Wolfram Language was used for all the data processing and visualizations.
The stochastic gradient technique was used for our initial tests but we switched to the ADAM [66] method for the majority of our final training rounds as it provided the best results with the fastest training rate. Although we experimented with various regularization techniques, including L2 regularization [106] , we determined that it was easier and faster to simply enhance the size of our training dataset by adding more simulations. It is expected that when considering the full parameter-space, regularization will be useful to reduce the size of the training set.
During this process, we developed a new strategy to improve the performance and reduce training times of the DNNs. By starting off the training with inputs having high SNR and then slowly increasing the amplitude of noise in each subsequent training session, we observed that the accuracy of prediction and classification can be maximized. We repeated this procedure a few times with the same DNN but different initial conditions to obtain the best results. We expect this new technique will be very useful for training neural networks, in general, with noisy data. 
V. RESULTS
We present the performance metrics of the classifier followed by the predictor in this section. The results we obtained with our DNN prototype are remarkable and provide a strong incentive to investigate more topologically complex DNNs for GW analysis which can be trained using real aLIGO strain data and templates of a broader range of GW signals including BNS inspirals, spin-aligned and spin-precessing BBH systems, eccentric compact binary coalescences, and supernovae.
Classifier Measurements
We created two versions of the classifier (A and B) ; version A has been tuned to minimize false detections while version B has been optimized to detect very weak signals at the cost of few false positives.
Classifier A achieves 100% accuracy for signals with SNR ≥ 0.6 but only has an accuracy of 95% at SNR = 0.5. Confusion matrices of this classifier are shown in Figure 7 . Classifier B was able to identify the presence of signals with an SNR as low as 0.5 with an accuracy of 99.8% or higher. The confusion matrix of this classifier at SNR = 0.5 is shown in the left panel of Figure 8 . The accuracy of classifier B as a function of SNR is shown in the right panel of Figure 8 and its Accuracy Rejection Curve [107] (ARC) at a fixed SNR is shown in Figure 9 . These results demonstrate that the classifiers can be tuned to optimize for any aspect of detection, including false positive or false negative rates, and their rejection thresholds can be controlled. Furthermore, the output of the classifiers can be cross-validated by other signal processing methods to enhance the confidence levels.
Even though glitches and other non-Gaussian noise transients were not used during the training process, we observed that the classifier was able to correctly identify most of them as sources of noise rather than GW signals. By including templates of all types of known signals and examples of transient detector noise in the training set, the classifier will be able to target a wider class of GW sources, while ignoring glitches automatically.
The classifier was also tested with a few NR simulations of eccentric BBH mergers, that we recently completed using the Einstein Toolkit [108] on Blue Waters, as well as several spin-aligned NR waveforms [109] . A sample of one of our eccentric waveforms is shown in Figure 10 . The waveforms were scaled to have total mass between 120M to 150M to ensure that they were at least one second long. All these signals were detected with the same accuracy as the original test set. This is a very encouraging result, since recent analyses have made evident that existing LIGO algorithms used for source detection are not capable of accurately identifying and reconstructing the parameters of moderately eccentric signals [110] [111] [112] . This implies that DNN-based GW pipelines offer a natural framework to target a wide class of GW sources that are currently undetectable with existing detection algorithms.
For comparison, we trained all commonly used machine learning classifiers[104] -Random Forest, Support Vector Machine, k-Nearest Neighbors, Hidden Markov Model, Shallow ANNs, Naive Bayes, and Logistic Regression -with a smaller training set of 8000 elements. Unlike DNNs, none of these algorithms were able to directly handle raw noisy data as observed in Figure 11 . Accuracy of Classifier (%)
FIG. 11. The accuracy of different machine learning methods for the classification task is shown here. We used the same training and testing sets, half of which contained signals with fixed SNR = 0.6 and the other half being pure noise.
The parameters for each model were chosen heuristically by the Classify function in the Wolfram Language [104] . Note that while the DNN reached an accuracy of 99.8%, the traditional machine learning algorithms could only obtain accuracies close to 50%, which means that they were randomly guessing.
Predictor Measurements
This is the very first demonstration that DNNs are capable of estimating multiple continuous parameters directly from noisy time-series inputs when trained with a template bank of expected signals.
Our predictor was able to successfully measure the masses of waveforms, that were not part of the training, with an error of the same order as the spacing between templates, for SNR ≥ 1.0. This means that our algorithm was able to learn to effectively interpolate between the parameters that were shown to it in order to predict intermediate values.
The distribution of errors at a fixed SNR = 1 on our testing templates is shown in Figure 12 (right) , where the mean relative error is 11.9%. For SNR between 0.5 and 1.0, the predictor provided estimates of the masses within 15% error. For extremely low SNR = 0.25, a mean error of approximately 47% was obtained. The variation in relative error against SNR is shown in Figure 12 (left) . Surprisingly, the predictor was also able to estimate the masses of our eccentric simulations with a mean relative error less than 14.5% for all SNR greater than 0.5. On testing with a few spin-aligned NR waveforms [109] , we obtained a mean error ≤ 20% for SNR ≥ 1.The estimated values for the component masses of systems with non-zero spins were slightly lower than their true values. This is expected since spin-aligned waveforms have longer timespans than their non-spinning counterparts and they were not exposed to the DNN during the training stage. While it is not possible to estimate theoretical uncertainties for the predictions made by a trained DNN, one can estimate the distribution of errors empirically at each region of the parameter-space. We observed that the errors always follow Gaussian normal distributions for the parameters that we are considering. A standard Probability-Probability (P-P) plot at a randomly chosen section of the parameter-space is shown in Figure 13 .
After experimenting with common machine learning techniques [104] including Linear Regression, k-Nearest Neighbors, Shallow ANNs, Gaussian Process Regression, and Random Forest, we observed that, unlike DNNs, they could not predict even a single parameter (massratio at fixed total mass) accurately as evident from Figure 14 . This is expected since prediction is a harder problem than classification and traditional methods are FIG. 14. This is the relative error obtained by different machine learning algorithms for predicting a single parameter, mass-ratio, using a training set containing 8000 elements with SNR = 0.6. The optimal parameters of each model was automatically determined by the Predict function in the Wolfram Language [104] . Note that a mean relative error of 52% can be achieved by simply guessing the same value of 3.2 for every input. Furthermore, extending these methods to multiple parameters is often not straightforward, whereas it simply involves adding an extra neuron to the DNN.
unable to deal directly with noisy time-series data.
Summary
The DNNs that we designed were able to accurately recognize and estimate parameters of gravitational waveforms, with extremely low SNR ≥ 0.25, that were not included in the training set. Moreover, the classifier was able to identify a variety of simulated glitches as noise. The DNNs outperformed all traditional machine learning methods by a large margin when dealing directly with noisy time-series inputs for both classification and parameter estimation.
Although our training set did not contain waveforms from eccentric and spinning binaries, the performance of the predictor and classifier were excellent on these signals. This suggests that DNN-based pipelines are ideal tools to detect GW signals that would otherwise go unnoticed with current GW detection algorithms [110] [111] [112] .
The average time taken for evaluating the classifier and predictor on inputs of 1 second duration is about 6.7 milliseconds and 0.6 milliseconds using a single CPU and GPU respectively. For comparison, we estimated the evaluation time for a standard implementation of the time-domain matched-filtering algorithm based on crosscorrelations with the same template bank; the results are shown in Figure 15 . Employing a GPU inference engine [113] (e.g. NVIDIA TensorRT) can further speed up the evaluation of data in bulk by several orders of magnitude. Thus, the compact size of the trained DNNs (4MB) combined with fast inference rates makes real-time analysis possible with minimal resources compared to existing methods.
Considering that all the neural networks we tested are tiny by modern standards 4 , we believe that much higher accuracies over a wider range of parameters and types of signals can be obtained by exploring more complex configurations of neural networks, choosing more optimal hyperparameters, and using a larger set of carefully-chosen training templates.
VI. DISCUSSION
We have demonstrated that DNNs are powerful, yet computationally efficient, tools for time-domain signal processing and that they are particularly suited for both GW detection and characterization. We exposed the neural network to examples of modeled waveforms and allowed it to develop its own strategies to extract a variety of GW signals from noisy data. Our initial DNN was trained to predict only the mass-ratio at a fixed total mass and extending it to predict component masses was as simple as adding an extra neuron to the output layer. This strongly suggests that training the DNN to predict any number of parameters would be similarly straightforward.
Furthermore, our algorithm requires minimal preprocessing. In principle, aLIGO's observed colored noise can be superimposed into our training set of GW templates, although we have used simulated white noise as a starting point here. It has been previously found that deep CNNs are capable of automatically learning to perform band-pass filtering on raw time-series inputs [114] and that they are excellent at suppressing highly nonstationary colored noise [115] especially when incorporating real-time noise characteristics [116] . This suggests that manually devised pre-processing and whitening steps may be completely eliminated in the future.
Big Data and Innovative Hardware
Deep learning is known for its scalability, i.e., the ability to take advantage of petascale or larger datasets. Training with billions of templates is already feasible with current technology. This data-driven approach allows us to easily scale to any number of parameters or to new types of signals or noises. As our theoretical understanding of scientific phenomena improves, one can add more categories of simulated waveforms with higher accuracy to our training set without modifying the underlying architecture of the DNNs.
Our fully trained DNN is only 4MB in size and encodes all the necessary information from the 4000 GW templates (350 megabytes) used for training. This shows that the DNNs have extracted and compressed the relevant information by learning patterns within the training data. Once trained, these DNNs can perform analysis within milliseconds. Evaluation can be considerably sped up by processing bulk data on GPUs.
Anticipating the growth of AI, many chip manufacturers are heavily investing in developing specialized hardware for training and evaluating DNNs. Unlike traditional CPUs, GPUs are far more power efficient and compact while being exponentially faster for deep learning. Several deep-learning-optimized GPUs are available including NVIDIA Titan X and P100. An ideal choice would be the new NVIDIA DGX-1 supercomputer dedicated for deep learning and AI accelerated analytics, one of which is located at the LIGO Hanford site. Having similar machines at LIGO Livingston and at Cascina for the advanced Virgo detector, will enable individually calibrated on-site GW searches. FPGAs are another promising development that can further accelerate DNNs [42] .
DNNs can be utilized in any area of signal processing where large datasets are available. For example, this method can be applied to process raw image data from telescopes in real-time. Furthermore, the methodology that we have initiated in this article on combining numerical simulations with AI algorithms can allow us to efficiently exploit observational instruments (telescopes, astro-particle detectors, and other measurement devices), traditional supercomputers (and future exascale machines), as well as powerful emerging hardware architectures including GPUs, FPGAs, application-specific integrated circuit (ASICs), and brain-like chips (e.g. IBM's TrueNorth [117] ), thus opening the door to a wealth of new science opportunities.
Coincident Detection of GWs and EM Counterparts
Our DNN pipeline can be extended to other types of signals by adding their templates to the training set. BNS inspirals and NSBH mergers are prime candidates for the central engines of short gamma ray bursts (sGRBs) [23] [24] [25] [26] . The observational confirmation of this hypothesis [27] [28] [29] within the next few years will require coincident analyses of GWs, broadband EM follow-ups and astro-particle physics. Similarly, GWs emitted by rapidly rotating hypernovae -possible progenitors of long duration GRBs, collapsars, etc. -that are detected in coincidence with EM observations will provide unique insights into dynamics occurring in collapsing massive stars that would otherwise remain inaccessible [118, 119] .
Having catalogs of state-of-the-art NR simulations of the expected gravitational waveforms of these events [93, [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130] [131] will be crucial to further train DNN-based pipelines to extend the depth of GW searches. In addition, DNNs are particularly suited for image and video processing, therefore, they can be trained to simultaneously search for the EM counterparts of these GW sources from raw image data obtained with telescopes.
New Science with Real-time Data Processing
The estimates of the astrophysical properties of GW candidates returned by our DNN predictor can be used as a starting point to speed up more informative Bayesian parameter estimation methods, while providing rough estimates to start instant EM follow-up campaigns.
Furthermore, DNNs can be applied to rapidly identify EM transients in raw image data from state-of-the-art and next-generation astronomical facilities. We are experimenting with DES data to train DNNs for this type of analysis. On-site GPU/FPGA based systems can be placed at telescope locations to accelerate EM follow-ups of GW candidates. If the identification of an EM transient can be carried out quickly, we can interface this information with a DNN-based GW detection pipeline and vice-versa. Joint analyses of this nature will enable real-time multimessenger astrophysics searches.
Deep learning methods can be immediately applied through distributed computing. Therefore, they would aid large-scale projects such as Einstein@Home [132] and SETI@Home [133] . Several open-source deep learning libraries, including MXNet, allow scalable distributed training and evaluation of neural networks simultaneously on heterogeneous portable devices, including smartphones and tablets, thus facilitating citizen science campaigns.
DNNs for Future Gravitational Wave Missions
Recent work suggests that space-based GW detectors such as the evolved Laser Interferometer Space Antenna (eLISA) [134, 135] will be able to detect stellar mass BBH systems weeks before they merge in the frequency band of ground-based GW detectors [136] . DNNs can be used to detect these sources in the eLISA and aLIGO frequency bands using a unified pipeline (on-board analysis may be possible in space with extremely power-efficient chips dedicated for deep learning inference). Furthermore, by training similar DNN-based pipelines with DES, LSST, WFIRST, and other open data, one may develop robust, low-latency classification algorithms to search for EM transients in the anticipated sky region where these events are expected to occur.
Another exciting prospect for GW detection is related to sources emitting in the nanoHertz region of the GW spectrum [137, 138] , e.g., supermassive black hole binaries (SMBHBs), cosmic strings, and a stochastic GW background generated by a cosmological population of SMBHBs [139] [140] [141] [142] [143] [144] . The expected signature of these events is under investigation using analytical [145] [146] [147] and statistical frameworks [148, 149] . DNNs can expand the parameter-space used in these searches, and provide a unified framework to simultaneously target these sources. Furthermore, DNNs may enable deep systematic GW searches taking into account correlations among pulsars in a detector network.
In summary, the flexibility and computational efficiency of DNNs could promote them as standard tools for multimessenger astrophysics.
Scope for Improvements
One may construct a multi-dimensional template bank based on state-of-the-art semi-analytical models and all available NR-based waveforms. Thereafter, one can superimpose samples of real aLIGO noise (and non-Gaussian transients) on these templates and carry out an intensive training procedure. Once this process is finished, the DNN may be used for real-time classification and parameter estimation while being periodically re-trained with more gravitational waveforms and recent aLIGO noise.
Out-of-core training techniques may be needed if the training data is too large to fit in RAM. The size of the data can be reduced by figuring out more optimal placements of templates within the parameterspace. Nonetheless, the DNNs have been observed to perform monotonically better when trained with increasing amounts of data [48] . An alternative would be to incorporate noise addition into the initial layers of the DNN so that the training set is smaller, containing only the clean signal templates, and new noise will be superimposed automatically in each iteration.
Our DNNs contain only 15 hidden layers in total. Developing efficient architectures of DNNs, that can be trained quickly and evaluated faster, is an active area of research. For example, GoogLeNet [85] is a very deep neural network that is an order of magnitude smaller in size and evaluates inputs much faster than competitors while achieving the same or higher levels of accuracy. Residual nets or ResNets [87] are the current state-ofthe-art models for image processing and have been shown to monotonically improve when adding more layers.
CNNs are limited by the fact that they can only use fixed length tensors as inputs and outputs. On the other hand, Recurrent Neural Networks (RNNs), the deepest of all neural networks, have cyclic internal structures and are well-suited for time-series analysis since they can make decisions based on a stream of inputs rather than a vector of fixed length [49] . A powerful type of RNN called LSTM for Long-Short-Term-Memory (discovered in 1997 by Hochreiter and Schmidhuber [150] ) is capable of remembering long-term dependencies in the input sequence. This suggests that there is a large scope for improvement in developing efficient architectures of DNNs for scientific data analysis.
Since the architecture of the classifier and predictor is almost identical, it may be possible to fuse their initial layers to minimize computational costs. Furthermore, hierarchical multi-task learning is possible with DNNs [88, 89] , thus allowing a single network to classify inputs into categories and sub-categories, while also performing parameter estimation for each type of signal.
Stacking chunks of time-series data to produce multidimensional tensors can facilitate processing massive quantities of data efficiently on modern hardware, for example, to find signals that are very long in duration like inspirals of neutron stars. Experimenting with different loss functions (e.g. mean squared relative error) may improve the accuracy in certain regions of the parameterspace. The accuracy of the DNNs can be further enhanced by training an ensemble of different models and taking an average of the results for each input [48] .
Due to the fast computation speed, low power consumption, and portability, it will be far more efficient to perform real-time analysis by directly sending a continuous stream of data to dedicated GPU inference engines at the aLIGO site to maximize the detection rate and minimize lags due to data transfer. Having powerful deeplearning-optimized machines at each detector will make it possible to continuously re-train the DNNs with the latest aLIGO data thus recalibrating them in real-time based on the characteristics of the current noise.
aLIGO uses a variety of independent sensors to monitor the environment and assess data quality. There are independent algorithms to estimate periods which must be vetoed due to disturbances that lead to a loss in detector sensitivity. It may be possible to train DNNs to perform this process of vetoing by taking into account simultaneous inputs from all sensors to determine data quality.
Work in Progress
We are currently working on using long stretches of real aLIGO data to re-train our DNNs by adding injections of all available templates of gravitational waveforms from binary systems, including inspirals of BNSs and stellar mass BBHs. We will directly use noise with a realistic PSD, accounting for real-time detector sensitivity while training the classifier to identify new categories of glitches and other non-Gaussian sources of noise, that closely mimic signals, in conjunction with unsupervised learning techniques for anomaly detection.
We are also performing large-scale fully automated simulations on Blue Waters for BBH systems with significant orbital eccentricity. This will provide a catalog of waveforms that extend the parameter-space beyond what aLIGO pipelines can currently cover.
VII. CONCLUSION
We have presented a novel framework for signal processing that is tailored to enable real-time multimessenger astrophysics, which differs significantly from existing scientific data analysis techniques in terms of both performance and scalability. We have provided a proof of concept which strongly indicates that DNNs are ideal tools to broaden the scope of current GW searches with aLIGO and future GW missions. In practice, we envision using millions, or even billions, of GW templates to train DNNs for searches that target a wide class of GW transients ranging from GW bursts, compact binary coalescences, supernovae, and probable progenitors of EM transients. Furthermore, deeper layers can be used to encode as much astrophysical information as needed and multi-task learning can unify detection and classification of sources and glitches as well as parameter estimation under a single DNN pipeline.
Training DNNs efficiently requires powerful modern hardware, such as GPUs or FPGAs, and may take several days. This can be immediately achieved using aLIGO's computational facilities, especially the NVIDIA DGX-1 server, purpose-built for deep learning workloads, located at the Hanford LIGO Lab. However, once a DNN is trained at a given aLIGO PSD, it would take only a few minutes to re-train it with the most recent PSD during a detection campaign. Therefore, it would be feasible to continuously re-calibrate the DNNs in real-time with the latest noise characteristics of each detector. This feature is of great relevance for GW searches, since we will be able to incorporate low-latency data quality information in DNN-based pipelines.
The entire DNN has a compact size (few megabytes) and, once trained, evaluation takes only milliseconds with a single CPU and microseconds with a GPU. This means that with the methods presented in this article, real-time GW searches can be carried out using an average laptop computer, while big datasets can be processed rapidly in bulk with GPU hardware dedicated for inference.
Employing DNNs for multimessenger astrophysics offers unprecedented opportunities to harness hyper-scale AI computing with emerging hardware architectures and cutting-edge software developed by industries. Nonetheless, the use of future exascale supercomputing facilities will be critical for performing improved NR simulations that faithfully encode the gravitational and EM signatures of GW sources, which will be used to teach these intelligent algorithms. We expect that this novel approach will percolate in the scientific community since it provides an ideal framework to enable real-time multimessenger astrophysics and allows GW enthusiasts to participate in citizen science campaigns using personal computers or smartphone devices, once aLIGO data becomes open. We also anticipate that our new methodology for processing signals in noisy data will prove to be invaluable in many other areas of engineering, science, and technology. Therefore, this work is laying the foundations to seamlessly integrate diverse domains of expertise to enable and accelerate scientific discovery.
