Abstract. Formal closed models for vehicular traffic flow are obtained based on the novel equilibrium solution of the Prigogine-Herman equation. To that effect, Hilbert and ChapmanEnskog asymptotic series expansions are employed, obtaining the Euler and Navier-Stokes equivalent equations for traffic flow.
scopic approximations in the classical manner of introducing ad hoc approximations to "close" the system of equations obtained from the first few polynomial moments of a particular kinetic equation.
Cercignani [4] uses an implementation of the method as proposed by Chapman [5] and Enskog [8] to obtain Chapman-Enskog approximations of different orders for the Boltzmann equation. Nelson and Sopasakis [26] have carried out similar calculations using Chapman-Enskog-type expansions, obtaining zeroth-and first-order model equations of traffic flow.
In this work we employ Hilbert expansions, obtaining zeroth-and first-order models for the low concentration regime. Further we obtain a higher-order "Burnett equivalent" model, which is valid for the low concentration regime, using Chapman-Enskog approximations up to second order.
We start by presenting in review the Prigogine-Herman equation and a brief overview of similar models in section 2. In section 3 we describe and explain how to obtain the equilibrium solutions for the Prigogine-Herman equation under different cases of the passing probability P and relaxation time T . Then in section 4 we show how to use those equilibrium solutions and expand asymptotically around them, thus obtaining traffic flow models. Expansions of Chapman-Enskog type are presented in subsection 4.1. Those include the zero-order or Euler-like expansion, the firstorder or Navier-Stokes-like expansion, and the second-order or Burnett-like expansion. Equivalent expansions of Hilbert type are presented in subsection 4.3 for the zeroth and first orders only. Last, we briefly present a preliminary numerical simulation for only the zeroth-and first-order approximations and for a very simple traffic incident in section 5. For the complete numerical investigations, we refer to the sequel of this paper [32] . vf (x, v, t) dv, is mean speed ; -P is the passing probability, which is assumed known (in this work depending explicitly on c);
-T is the relaxation time, which is assumed known (in this work depending explicitly on c);
-f 0 (x, v, t) is the density function for the desired speed of vehicles, which is assumed to be known a priori; -f (x, v, t) is the distribution function of vehicles in space and speed. Thus f (x, v, t) dx dv is the expected number of vehicles at time t that have position between x and x + dx and speed between v and v + dv. This is the unknown function, which presumably is determined by the Prigogine-Herman equation, along with suitable boundary and initial conditions.
In the text to follow, all notation will be suppressed (when understood) in regard to dependence on space (x), time (t), and velocity (v) variables, unless necessary for clarity. All distribution functions to be encountered depend on x, v, and t.
A vehicle, in practice, changes speed due to three types of vehicular interactions: "slowing down," "speeding up," and "passing." In the classical Prigogine-Herman kinetic model of vehicular traffic, the first of these types is treated by a fundamental quadratic interaction term of the Boltzmann type,
c(x, t)(v −v)(1−P
based on the assumption that the speed of the vehicle slowing down is uncorrelated with that of the vehicle immediately ahead ("lead vehicle") that necessitates the slowing down. (This is reasonable since we assume a one-lane highway where passing is always possible and can occur without change in speed by use of another lane which is designated for passing alone.) By contrast, the other two types of interactions, for which this "zero correlation" assumption is not true, are treated through a phenomenological relaxation term,
In keeping with the traditions of the Boltzmann equation of the kinetic theory of gases, both accelerations and decelerations are assumed to occur instantaneously. This imposes some limitations on the distance and time scales for validity of the resulting kinetic equation, and therefore also on any macroscopic (continuum) equation derived therefrom. Limitations of the latter type do not appear to have been extensively discussed in the traffic flow literature; they are discussed in the work of Nelson, Bui, and Sopasakis [27] . One should be very careful in using the Prigogine-Herman equation to attempt to resolve traffic phenomena on time scales comparable to or smaller than the time for a vehicle to accelerate. Also important in the derivation of the equation is the assumption that vehicles are treated as being "point particles," which means that they have zero length. Paveri-Fontana adds [28] a new dimension to the Prigogine-Herman model by treating desired speeds of drivers as an additional independent variable w,
Here g = g(x, v, w; t) is the density function, so that g(x, v, w, t) dx dv dw is the expected number of vehicles at time t that have position between x and x + dx, speed between v and v + dv, and desired velocity between w and w + dw. P is probability of passing, T is relaxation time, and v is velocity. Recently Hoogendoorn and Bovy [13] generalize the Paveri-Fontana theory and develop a traffic model with multiple user classes and thus multiple desired speeds.
Nelson [24] attempts to treat both "slowing down" and "speeding up" interactions, as quadratic interaction terms of the Boltzmann type,
Here ( δf δt ) + and ( δf δt ) − denote the rate of change of f due, respectively, to speeding up and slowing down interactions, and suitable expressions for these were obtained by introducing a certain "mechanical model" describing the behavior of drivers, and a certain correlation model approximating the passing distribution of vehicles in terms of f . Klar and Wegener [16] built on the ideas of Nelson and derived a kinetic model of vehicular traffic which also takes into account vehicle length:
where
Here ( δf δt ) g and ( δf δt ) l denote the gain and loss terms, respectively, due to the ith threshold. A threshold here generates a change in velocity. Consider two cars, car 1 with position x 1 and speed v 1 , and car 2 at position x 2 and speed v 2 . Car 1 is assumed to change velocity only in response to its leading vehicle, car 2. If car 1 is faster than the leading vehicle, car 2, and the headway to car 2 becomes smaller than a certain threshold, the driver will either slow down or pass the leading vehicle. This use of thresholds allows cars to be considered as also having lengths.
3. Equilibrium solutions and behavior at high concentrations. This section will serve to introduce all the necessary background information regarding equilibrium solutions, as a prelude to the asymptotic expansions to follow in the next section. This leads to novel equilibrium solutions of the Prigogine-Herman kinetic equation (based on some mild assumptions to be found in [25] ) that comprise a oneparameter family in the "stable" low-concentration regime, 0 < c < c crit for a certain c crit > 0, but a two-parameter family on the complementary unstable concentration range, c crit < c < c jam . Here c jam is defined to be the concentration of vehicles for which the flow becomes zero.
We introduce the following notations:
The equilibrium solutions of (2.1) can then be expressed as
where δ is the Dirac delta function, α a parameter to be determined later, and all dependence on x and t has been notationally suppressed.
We assume that the desired speed distribution function (f 0 ), the passing probability (P ), and the relaxation time (T ) are known a priori (with P and T even taken to depend on concentration (c)), according to the usual assumptions of the Prigogine-Herman kinetic theory. Under these assumptions the equilibrium solution (3.2) depends upon three parameters, namely c,v, and α. (For some of the following considerations it is convenient to replace one of these parameters, usually α, by ζ.) However, the basic definitions of the distribution function and the associated concentration requires satisfaction of the normalization condition (for the zeroth moment), (3.3) and the mean-speed condition (for the first moment),
Upon substituting the expression (3.2) into these conditions, there results a system of two equations that must be satisfied by these three parameters. We will work with more realistic forms of passing probability and relaxation time, as also assumed in Chapter 4 of Prigogine and Herman [29] , (3.5) and
We shall frequently find it convenient to work with the "reduced" desired speed distribution, ϕ 0 (v; c), as defined by cϕ 0 (v; c) dv = f 0 (v) dv. The main result of this section can now be summarized by the following theorem.
Theorem 3.1. In terms of the reduced desired speed distribution, the possible equilibrium solutions (3.2) can be written as
for the cases of (The exact same theorem will hold if we take constant values of P and T .) For the details regarding the proof of this theorem, we refer the reader to [25] . To obtain this result it is necessary to invoke the fact that the traffic-theoretic interpretation of f eq (v) requires that it have support on the interval 0 to w and assumes only nonnegative values there. The equilibrium solutions comprise a two-parameter family (e.g., c and α), for c > c crit . The delta function component can be interpreted as "platoons" of vehicles traveling at some "synchronized" speed, but now the platoon speed can vary fromζ(α max , c) = 0 toζ(α min , c) > 0, rather than being fixed at 0 as in the classical results of Prigogine and Herman [29, Chapter 4] and Prigogine, Herman, and Anderson [30] . [7] .) For this instance the bifurcation from a curve to a continuum occurs at slightly above c jam /3 (c crit ≈ 0.29 · c jam = 65 vpm). This behavior of a two-parameter family of solutions for concentrations above c crit is the reason that the Prigogine-Herman equation is so attractive and preferable to other alternative models of traffic flow. This model equation, which not only allows for an explicitly calculated equilibrium solution to be found, also predicts (see [33] ) recently only experimentally observed concepts such as "synchronized flow" (see Kerner [15] ) and "stop and go" traffic.
Formal asymptotic solutions of the Prigogine-Herman kinetic equation.
Here we use the equilibrium solutions previously obtained for the PrigogineHerman kinetic equation and asymptotically expand them in a small parameter (using the Chapman-Enskog [5, 8] or Hilbert [12] method) to derive hydrodynamic equivalent equations for traffic flow for the stable (0 < c < c crit ) traffic regime. The purpose of these expansions will be to produce hydrodynamic equivalent approximations of traffic flow models.
The Chapman-Enskog asymptotic expansion.
In this section the zeroth-, first-, and second-order Chapman-Enskog asymptotic expansions are obtained. Numerical results under appropriate conservation-preserving and entropysatisfying methods follow in a sequel to this paper [32] .
We find a formal asymptotic solution, for the Prigogine-Herman equation, of the form
To accomplish this we rewrite the Prigogine-Herman equation with the addition of an artificial "small" parameter on the left-hand side,
where the operator Qf is defined as
The addition of the parameter concerns scaling issues of Qf . For the ChapmanEnskog expansion the time derivative is also expanded in powers of , as
In the last equality the expression (4.1) has been used. The
∂t are assumed to be unknowns to be determined so that existence of terms of the solution (4.1) is ensured when (4.1) is substituted into (4.2).
Although f is expanded in powers of , the concentration c, according to the Chapman-Enskog method, is not. Thus it is required that all higher-order contributions to c be zero:
. . , and (4.5)
Another important point which is a result of the previous remark is that even though T and P vary with c, c itself is not expanded in a power series in as will be the case for the Hilbert expansion in the next subsection. Therefore T and P are also not expanded in . This is a very important point and will be used later in the way we define operators and prove results. For a Chapman-Enskog expansion, T depends on c(= c (0) ) from
To prove the main result in this section we first define the following auxiliary operator,
and prove the following simple lemma.
and we therefore need to solve L * (f (0) )h(v) = 0. So we find functions h(v) such that
Lemma 4.2 (necessary and sufficient condition). There exists a solution of (4.2) with (4.1) if and only if for every order of the expansion n the following equations hold:
Proof. We substitute expansions (4.1), (4.4), (4.7) into (4.2). By the Fredholm alternative, (4.2) will have a solution if and only if the integral over 0 < v < w + of the right-hand side is zero, or otherwise, if
The result now follows from (4.5), (4.6) , and the definition of
Note that (4.12) is nothing more than the Lighthill-Whitham-Richards [22, 31] equations, which, according to this lemma, must hold at every level of the expansion n in order for the problem to have a solution. 
.5. The first-order Chapman-Enskog approximation is given by
∂c ∂t + ∂q ∂x = ∂c ∂t + ∂ q (0) CE + q (1) CE ∂x = ∂c ∂t + Q 0 (c) ∂c ∂x − ∂ ∂x D(c) ∂c ∂x = 0.D(c) = T F 1 (ζ(c)) cT (1 − P ) F 2 (ζ(c)) F 1 (ζ(c)) 2 − 1 ≥ 0, (4.19) where F n (ζ(c)) ≡ w + 0 ϕ0(v) (v−ζ) n+1 dv.
Second-order (or Burnett-like) expansion. Corollary 4.6. The Burnett (order 2) approximation to the Prigogine-Herman equation is given by
where Q 0 and D are as in (4.17) and (4.19) , respectively, and
where F n (ζ) := 
Thus the 2 terms are 
This, together with
which can be similarly derived while showing Corollary 4.5, will be proven useful in the formulations to follow.
Using the conservation law (4.16), or in effect relationship (4.21) and (4.22), we obtain
Similarly, the Chapman-Enskog expansion of the right-hand side of the PrigogineHerman equation at order 2 provides us with
When we solve the full approximation,
for f (2) we obtain
Integrating with respect to v, we obtain the contribution to the flow as 0 = q
Some of the expressions appearing above are now evaluated here. Particularly, we simplify the three terms
v−ζ dv, and
Similarly,
Last we calculate 
Therefore the second approximation to the flow, q (2) , can now be expressed from 
Some very simple nondimensional analysis reveals that we have obtained the correct form in this complicated-looking flux function. If we abbreviate quantities such as length (L) and time (t), we have that
We therefore obtain the extra contribution to the flow q (2) in 1/t as expected.
Linear stability analysis.
The question of stability for the ChapmanEnskog expansions just presented is natural, especially in light of the fact that Burnett level expansions for fluid dynamic problems are destabilizing [14] . We therefore now perform a linear stability analysis. A brief outline of this procedure is as follows: We start by linearizing (4.20). We then obtain ν k (ω) the Fourier-Laplace transform for plane (couette) flow ofĉ(x, t). (The "hat" on the c represents small perturbations from equilibrium, c eq , in space and time.) As a result, the inverse Laplace transform of ν k (ω) gives contributions in the form
where A is the amplitude. Therefore our interest lies in identifying the sign of the imaginary part of ω. It is clear from (4.30) that a positive (negative) value of Im(ω) implies instability (stability).
To linearize (4.20) we need to introduce some notation. We define the nonlinear differential operator by
Suppose that f (t, x, ξ) is smooth in its arguments t ∈ R
+ , x ∈ Ω ⊂ R, and ξ = {ξ α : |α| ≤ m}, where c can take values on some vector space R and F : 
where all primes denote derivatives with respect to ξ and all coefficients are evaluated at c eq . We now introduce the Fourier-Laplace transform
Therefore (4.33) gives ω(k) = −P 1 i + P 2 k + P 3 k 2 i, which implies that we must have
In Figure 3 we see, numerically, the contribution to stability due to the advective part alone. Note that in fact we have instability for this case (positive value) but no blow-up, and thus the amplitude A of (4.30) is finite and controlled for concentrations in the range 0 ≤ c ≤ c crit . Also note that, as the concentration increases, stability becomes exponentially difficult to maintain. Similarly, we plot in Figure 4 the stability due to advection and diffusion terms. Here we notice that, due to the inclusion of the diffusion part, we have stability (negative value), as would be expected. At the end of the concentration range we observe small positive (unstable) contributions but still no blow-up. Notice that stability remains, but instability grows logarithmically with concentration. Last, in Figure 5 we plot the (in)stability of the complete system −P 1 + P 3 k 2 . Based on these three figures, it is clear that the instability is attributed to "Burnett" terms contributions. Therefore, once again we observe, similarly to fluid dynamics problems, that the Burnett expansion is actually destabilizing for all time! In fact we get a blow-up to stability immediately even for very low concentrations. That can also be seen numerically in Figure 6 , where we try to show the blow-up in solutions even at times as small as t = 10 
is known at order n of the expansion.
We want to solve this system of n + 1 partial differential equations for n + 1 unknowns.
Proof. The proof is similar to the one given for the Chapman-Enskog expansion. However, a major difference is that the expansion of the concentration in powers of the artificially introduced small parameter will no longer be set to zero for n ≥ 1. The flow q (m) will be, at least in principle, known in terms of c (0) , c (1) , . . . , c (m) . The macroscopic form of the nth-order Hilbert approximation is the system for m = 0, 1, . . . , n. The corresponding approximation for the density and flow are, respectively, c = c
. We substitute (4.1), (4.7) into (4.2), and for different powers of we obtain 
L(f
∂x for n , where n = 1, 2, . . . . where T and P will be assumed constant here.
Again it is necessary that
Proof. We solve the right-hand side of (2.1),
and obtain
Thus,
which gives a simplifying relation we have used many times before in the ChapmanEnskog expansion, with the significant difference that now c (0) = c,
As a result we can write
For f (0) to exist, it must satisfy the condition
which gives the zero-order hydrodynamic approximation as
A crucial point that must be emphasized here is that not only will the zeroorder Chapman-Enskog expansion and the zero-order Hilbert expansion both give an LWR model, but they give the same LWR model! This is not always so obvious in higher-order expansions, as we will soon see.
First-order Hilbert expansion.
We now carry out the evaluation of f up to two terms, f (0) and f (1) . Corollary 4.9. The first-order Hilbert approximation to the concentration is given by (4.40) and ∂c (1) ∂t + ∂q (1) ∂c (1) ∂c (1) ∂x + ∂q (1) 
with c
(1) = CF 1 (ζ(c (0) )) for C an arbitrary constant and
where T and P will be assumed constant here. Proof. We look for a solution (at first order of the series expansion in ) f (1) of (2.1) which has the form f
h , where f
is the particular solution and f
To obtain the homogeneous solution we start by simplifying:
We define K :=
h (v ) dv, and we solve the equation above for f (1) h :
A specific description of K can be obtained by simply enforcing the normalization condition (3.3). This gives K =
. As a result,
It is convenient to take f ∂x dv = 0 we also get
Therefore the values of c (1) and q (1) are related by
where it is clear here that = q (1) (c (0) , c (1) ). Thus we have
where (1) ); in effect the first-order model is really a system of two equations in two unknowns. More specifically, it is a system of equations (4.40) and (4.49) with c (0) and c (1) as the unknowns. This is the central difference between the Hilbert and Chapman-Enskog expansions. The complete Hilbert first-order approximation for this order of the expansion is c [1] = c (0) + c (1) , q [1] = q (0) + q (1) .
Similarly the nth-order model will be a system of n equations in n unknowns.
Brief simulations.
We now give some preliminary numerical simulations of solutions to our model equations. We only do this here for the zeroth-and first-order Chapman-Enskog expansion approximations since this section is meant to give only a flavor of the type of solutions we can obtain. For a complete investigation, which will include the second-order approximation and analysis under different traffic situations and different numerical techniques, we refer to the sequel [32] to this paper, which is to follow. For the examples that follow here we will leave most of the numerical details to [32] . [21] for uniqueness models, such as the LWR model [22, 31] , to require that their solutions satisfy more than just the conservation equation and associated initial/boundary conditions. Solutions must also satisfy [17, 23] the so-called entropy condition. (See Ansorge [1] for a traffic-theoretic interpretation of the entropy condition.) The entropy condition states [2] (in one of its many versions) that the shock speed s is restricted by
Entropy. It is necessary
for c l > c r , where q is as usual, for traffic flow, a concave function. For the numerical methods that follow we use a numerical flux function q * , which implements (5.1) as follows:
Conditions.
We construct a traffic flow example for the algorithms in this work. The value of the parameter τ := .003 hours ≈ 11 seconds is used, as obtained from data [7] . The reduced desired speed distribution used, ϕ 0 , corresponds to a uniform distribution of desired speeds from 40 to 80 mph and 0 elsewhere. The corresponding equilibrium solution from (3.7), in the stable regime, is
where c is the density in vehicles per mile per lane (vpmpl).
The problem considered here is defined by the parameters of the preceding paragraph and the following initial conditions:
This corresponds to release into a relatively vacant region at t = 0 of a semi-infinite "platoon" of vehicles extending indefinitely to the left from x = 0, and initially at the critical concentration. In that respect, Dirichlet-type boundary conditions are implemented in the schemes at the ends of the spatial interval. In fact, the spatial interval has been chosen so that under the given time of consideration of the development of the wave fronts there will be no interaction with the boundaries. The resulting solution should have the form of an "acceleration wave," which is analogous to a rarefaction wave in gas dynamics [21] . Such flows are often termed "queue discharge" in traffic engineering.
The corresponding exact solution to the LWR model (4.16) is a traveling wave, moving to the left, with density c = 59 vpmpl on the left, and density c r = 4 vpmpl on the right. The wave thus propagates to the right (downstream) at a speed s (also called propagation speed) (q (0) (c r )−q (0) (c ))/(c r −c ) = 57.7 mph initially, and varies accordingly as the concentration changes after each subsequent approximation.
5.3.
Godunov's method for the stable flow. Godunov's scheme is the preferred method [18, 19, 21, 2] for solving hyperbolic conservation laws such as (4.16). Originally the method was devised to solve inviscid Euler equations in one dimension. However, here we also implement Godunov's method [21] for solving the higher-order hydrodynamic approximation equations (as produced by the Chapman-Enskog firstorder expansion), even though the method is used mostly for hyperbolic problems. This is feasible, since, for instance, we can reformulate the first-order model We use relation (5.2) in evaluating the integral above (see [21, 2] ). The Courant, Friedrichs, and Lewy (CFL) condition is used as a way to ensure that solutions do not blow up.
We plot the solution of the zero-order (LWR) model in Figure 7 . The results of this diffusive equation, as can be seen in Figure 8 , show the expected behavior for the concentration. The diffusive action can be seen in the way that the wave front widens in the space dimension as time advances. This diffusive effect is even more evident in Figure 9 , where we plot the final solution of the front wave for the Godunov scheme for the advection-diffusion equation together with the corresponding final solution of the approximate and initial solutions for the LWR equation. For this figure the computational parameters used are ∆x = .016 miles, while ∆t varies as specified from the CFL condition.
Godunov's method, which was originally designed to solve hyperbolic problems, seems to produce a solution which looks meaningful (and stays bounded) even though we use it on an advection-dominated diffusion equation. The effect on the time step from the contribution due to the diffusion coefficient D is seen through the CFL condition:
∆t ≤ ∆x the time step suffers a temporary setback, which, however, will be quickly remedied in the next time step from the diffusion of the concentration.
We expect to see that the original shock concentration will eventually "diffuse" and spread in front of and behind the shock formation, so that the concentration in the front of the shock will increase and the concentration behind it will decrease. The solution produced by our method exhibits this type of behavior. Also the scheme seems to behave well in not producing any erroneous results such as infinite or negative concentrations.
Conclusions.
We have seen how traffic flow models can be obtained from the equilibrium solution of the Prigogine-Herman nonlinear kinetic equation. We rely on a deterministic equilibrium solution of the form (3.7), which is suitable for expansion calculations (but also predicts traffic flow for the complete range of possible traffic concentrations, unlike most other such kinetic equations [25, 33] ). As a result, we obtain here a number of different models of flow, depending on the order of series expansion carried out. This derivation is based solely on (formal) mathematical principles, which close our equations without any need for ad hoc assumptions.
Chapman-Enskog and Hilbert expansions are presented for zeroth-and first-order approximations. It is rewarding that at the lowest possible approximation level (zeroth) we obtain the well-known LWR model under either type of expansion. For the first-order model we obtain two seemingly different looking equations. In theory, however, the Chapman-Enskog and Hilbert expansions are supposed to produce models which can be shown to be the same. Since numerical results are forthcoming in a sequel to this paper [32] , we will leave this question to be partially resolved there. Finally, the second-order Chapman-Enskog expansion is carried out to produce a Burnett equivalent model for traffic flow. Note, however, that, given the stability analysis results of section 4.2, this level of the expansion will not produce a useful model. It is possible that techniques similar to those implemented in [14] will be useful in that respect. The formal mathematical derivation obtained here becomes even more interesting in light of recent work [3] of such higher-order models. In [3] the correlation between car-following models such as [11] and [20] and the Kortwegde Vries equation is established, and it is shown that the well-known "stop and go" traffic effect can be triggered by a car following equation that has the form of our second-order "Burnett-like" model or its possible successor based on techniques from [14] . In this paper we therefore hint at a mathematical link between empirical models (such as [3, 20] ), which shows the relationship of model parameters to physically meaningful variables. 
