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a b s t r a c t
The problem of estimating the boundary of a uniform distribution on a disc is considered
when data are measured with normally distributed additive random error. The problem
is solved in two steps. In the first step the domain is subdivided into thin slices and the
endpoints of slices are obtainedwithin the framework of a corresponding one-dimensional
problem. For the estimations implemented in that step the moment method and the
maximum likelihood method are used. As there are numerical problems with calculating
the variance of the estimator in themaximum likelihood approach, its good approximation
is also given.
In the second step the obtained endpoints are used to estimate the boundary using the
total least-squares curve fitting procedure. A necessary and sufficient condition for the
existence of the total least-squares solution is also given. Finally, simulation results are
presented.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The problem of fitting circles to the data in the plane using the least-squares method was extensively considered in
various applied research such as archaeology (see [28]), geodesy (see [20]), physics (see [6,8,12]), biology andmedicine (see
[5,19]), microwave engineering (see [13]), computer vision and metrology (see [14]). There are a lot of different numerical
approaches for solving this important problem (see eg. [1,7,11,17,22–27,29,30]). It was supposed in all of these papers that
data are a noisy version of points from the circle. But, we are also faced with practical problems where data are a noisy
version of points from a disc bounded with a circle, not only from the circle, and there is a need for estimating the border,
i.e. the circle (see Fig. 1). Such a problem can appear, for instance, in the precise border reconstruction of an object observed
with a fluorescent microscope [21] or with a ground penetrating radar, etc.
In this paper we offer an algorithm for fitting the circle representing the border of a corresponding unknown disc.
The paper is organized as follows. In Section 2, we describe the problem and introduce a model implemented in the
estimation. In Section 3, the corresponding one-dimensional model is described and some results from paper [2] are cited,
pertaining to properties of the moment method (MM) and maximum likelihood (ML) estimator. This is necessary since
the proposed estimating procedure starts with reducing a two-dimensional problem to several one-dimensional problems.
In Section 4, the estimating algorithm in a two-dimensional model is briefly explained. In this section we also prove the
theorem which guarantees the existence of the estimate for an unknown circle supposed to be the border of the disc. In
Section 5, some guidelines for numerical computations are given. Finally, in Section 6, we give simulation results which
approve the theoretical considerations and show that the algorithm really works.
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Fig. 1. Data points.
2. The problem
Let us suppose that U is a uniformly distributed random vector on the disc
D(p) = {(t, f ) ∈ R2 : (t − p)2 + (f − q)2 ≤ r2}, p = (p, q, r)T,
with the center at the point (p, q), p, q ∈ R and radius r > 0. The focus of our interest is to estimate r but the data we have
D = {(xi, yi), i = 1, . . . , n}, (1)
are measured with additive errors. In fact, we observe a two-dimensional random vector
X = U+ N,
where N is a normally distributed random vector, independent of U, with mean
[
0
0
]
and covariation matrix V =
[
σ 21 0
0 σ 22
]
.
Throughout the paper we are going to describe the unknown disc D(p) also by using the parametric form of its border,
i.e. the circle:
x(ϕ) = p+ r cosϕ,
y(ϕ) = q+ r sinϕ,
where (p, q) ∈ R2 is the center, r > 0 is the radius and ϕ ∈ [0, 2pi〉. For our purpose, we suppose that the center (p, q) of
the disc is known and we concentrate on the estimation procedure for the radius r .1
The algorithm for estimating the radius r proposed in this paper consists of the following two tasks:
(i) determine discrete approximation of points from the border;
(ii) estimate the radius r > 0 of the circle using points from step one.
In step one, we determine discrete approximation by reducing the original problem to several corresponding one-
dimensional problems described in Section 3. In step two,we estimate the radius r > 0 using the total least-squaresmethod.
3. One-dimensional problem
A one-dimensional analogue of the described problem is the problem of estimating the endpoints of a uniform
distribution on the line segment when data are measured with normal additive errors. This problem can be naturally
formulated in terms of a parameter-estimation problem. In this context we can concentrate on an estimation of an unknown
parameter a if the uniform distribution is on the segment [0, a] or if it is on the symmetric segment [−a, a]. In classical
statistical theory, without an additive error in the model, the problem of estimating the parameter a has been well studied
and several estimators and their properties are known for a (see eg. [4,15,16,18]). But, if data aremeasuredwith the additive
error, the statistical model changes drastically.
1 Note that if the data set is large, the point (p?, q?), where
p? := 1
n
n∑
i=1
xi, q? := 1n
n∑
i=1
yi,
can be taken as the center of the circle.
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For our purpose, we consider uniform distribution on a symmetric line segment [−a, a] and add a normal error with zero
mean and known variance. This model, properties of the maximum likelihood and the moment method estimator as well
as some guidelines for numerical computations are given in detail in [2]. As we use this in step one of a two-dimensional
problem, let us just shortly describe the model and the estimation methods.
Let U1 be a uniformly distributed random variable on the interval [−a, a] for some a > 0 which is to be estimated, but
its realizations cannot be observed directly. In fact, we observe the variable
X = U1 + N1
where N1 is normal with zero mean and variance σ 2, independent of U1.
The density function for such type of a random variable is of the following form
f (x|a, σ ) = 1
2a
(
Φ
(
a− x
σ
)
− Φ
(−a− x
σ
))
,
whereΦ(x) is a standard normal distribution function, i.e.
Φ(x) =
∫ x
−∞
ϕ(t) dt, ϕ(t) = 1√
2pi
exp(−t2/2).
Here we suppose that the parameter σ is known and the problem is treated as a one-parameter-estimation problem.
3.1. Maximum likelihood estimator
In order to apply the ML-estimation procedure, the likelihood function has to be considered for a random sample
(X1, X2, . . . , Xn) from the supposed distribution. Let us denote a realization of the sample by x = (x1, . . . , xn). Thus, the
likelihood function of the random sample model is of the form:
L(a) := L(x; a) = 1
(2a)n
n∏
i=1
∫ a−xi
σ
−a−xi
σ
ϕ(x) dx
= 1
(2σ)n
n∏
i=1
∫ 1
−1
ϕ
(
a x− xi
σ
)
dx,
and the log-likelihood function for the random sample model as well as its first derivative are as follows:
l(a) := log L(a) = −n log(2a)+
n∑
i=1
log
(
Φ
(
a− xi
σ
)
− Φ
(−a− xi
σ
))
,
l′(a) = −n
a
+ 1
σ
n∑
i=1
ϕ(
a−xi
σ
)+ ϕ(−a−xi
σ
)
Φ
( a−xi
σ
)− Φ (−a−xi
σ
) .
The asymptotic variance of the ML estimator aˆML has the form (a˜ is the true value of the parameter a):
VML = 1n
− 1
a˜2
+ 2
σ 2
∫ ∞
0
(ϕ( a˜−x
σ
)+ ϕ(−a˜−x
σ
))2
Φ
(
a˜−x
σ
)
− Φ
(
−a˜−x
σ
) dx
−1 . (2)
A sufficient condition that guarantees the existence of the ML estimator in our problem is given in [2] and we know that, if
the data (x1, . . . , xn) satisfy the assumption σ 2 < 1n
∑n
i=1 x
2
i , the ML estimator exists.
3.2. Method of moments estimator
As to the moment method estimator, it has to be noted that the first order MM estimator cannot be applied as the
expectation of X is zero. But, since we supposed that σ 2 is known, the second order MM estimator is feasible and it can
be calculated as (see [2])
aˆMM =
√
3(µˆ2 − σ 2), (3)
where µˆ2 = 1n
∑n
i=1 x
2
i is the second sample moment. The estimator is asymptotically normal and the asymptotic variance
of aˆMM is given by
VMM = 1n
(
a˜2
15
+ σ 2 + 3σ
4
2a˜2
)
. (4)
Note that the MM estimator aˆMM exists if and only if σ 2 < 1n
∑n
i=1 x
2
i .
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Fig. 2. Strips parallel to the x-axis.
4. Two-dimensional problem
As mentioned before, the proposed estimating procedure consists of two steps:
(1) Find the discrete approximation for the circle;
(2) On the basis of this approximation, estimate the radius r > 0 of the circle.
4.1. Step one
In order to determine a discrete approximation for the border of the disc we slice the data into tiny strips. To describe
the idea, let us suppose that strips are parallel to the x-axis (see Fig. 2).
For every strip we are going to apply the corresponding one-dimensional model to estimate the edges, i.e. the x-
coordinates of the two edges. We can do this by using the ML estimator or the MM estimator. Both of these estimators
will guarantee asymptotic normality of the estimator and vanishing variances with increasing the number of points in the
slice. Estimator variances can also be calculated.
For the y-coordinate of these edges the mean of the y-coordinates of the points from the strip is used.
The same idea can be applied to strips parallel to the y-axis.
It is important tomention that slicing has to be done carefully. Namely,wewant to be sure that the estimator for the edges
exists for the data in every slice. Thus, we put the condition (Section 3) in the algorithm that will guarantee the existence.
But, first of all, we have to require a similar condition for all data in both directions, i.e.
σ 21 <
1
n
n∑
i=1
(xi − x¯)2, and σ 22 <
1
n
n∑
i=1
(yi − y¯)2. (5)
At this point of the procedure, data are created that represent a noisy version of points from the circle — the border of
the domain. Moreover, by increasing the sample size and decreasing the width of the strips, we can rely on the fact that the
error distribution has independent margins and vanishing variances that can be estimated.
For slicing we have applied the following algorithm:
Algorithm 1 (Slices Parallel to the X-axis).
(0) Input K , n K > 0;
(1) m := 2;
(2) ηm := maxi=1,...,n yi;
(3) For k = 1, . . . ,m− 1 calculate
ηk := mini=1,...,n yi + (maxi=1,...,n yi −mini=1,...,n yi) k−1m−1 ;
Ck := {(xi, yi) ∈ D : yi ∈ [ηk, ηk+1]};
ck := 1|Ck|
∑
(xi,yi)∈Ck xi;
dk := 1|Ck|
∑
(xi,yi)∈Ck yi;
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(4) For k = 1, . . . ,m− 1
If |Ck| > K and 1|Ck|
∑
(xi,yi)∈Ck(xi − ck)2 > σ 21
m := m+ 1 and go to Step 2;
elsem := m− 1 and go to Step 5.
(5) End.
In this way, we defined separated strips Ck, k = 1, . . . ,m− 1 and |Ck| > K . With parameter K , n K > 0, the number
of points in every strip can be controlled. Let us define
C¯k := {xi − ck : (xi, yi) ∈ Ck}, k = 1, . . . ,m− 1.
Note that bothmaximum likelihood (aMLk ) andmomentmethod (a
MM
k ) estimators for the length of strips C¯k, k = 1, . . . ,m−1
exist.
(i) ML estimator ak,ML ∈ (0,∞) satisfies
Lk(ak,ML) = sup
a∈(0,∞)
Lk(a),
where Lk : (0,∞)→ (0,∞) is defined as:
Lk(a) = 1
(2a)|Ck|
∏
xi∈Ck
∫ a−xi+ck
σ1
−a−xi+ck
σ1
ϕ(x)dx, ϕ(x) = 1√
2pi
exp(−x2/2). (6)
(ii) MM estimator is defined as
ak,MM =
√√√√3 1|Ck|
( ∑
(xi,yi)∈Ck
x2i − σ 21
)
.
For k = 1, . . . , 2m− 2 and j = ML,MM let us define
tk,j :=
{−ak,j + ck, k = 1, . . . ,m− 1
ak−m+1,j + ck−m+1, k = m, . . . , 2(m− 1),
fk,j :=
{
dk, k = 1, . . . ,m− 1
dk−m+1, k = m, . . . , 2(m− 1).
(7)
Points (tk,j, fk,j), k = 1, . . . , 2(m−1), are taken as a discrete approximation for the border of the domainD(p), separately
for j = ML or j = MM , which depends on the applied method.
We are aware of the fact that we have estimated points from the border with errors in both coordinates. Hence, in step
two, we are going to deal with a nonlinear-parameter-estimation problem for the errors-in-variable model. Using results
presented in paper [3] we know that in order to assure consistency we should solve a weighted least-squares problemwith
the weights reciprocal to the variance of the estimator for points from the border. Thus, if the ML estimator is applied, for
the calculation of the error variance of the first coordinate Eq. (2) is to be used, i.e.
σ 2tk,ML =
1
|Ck|
− 1
a2k,ML
+ 2
σ 21
∫ ∞
0
(
ϕ
(
ak,ML−x
σ1
)
+ ϕ
(−ak,ML−x
σ1
))2
Φ
(
ak,ML−x
σ1
)
− Φ
(−ak,ML−x
σ1
) dx

−1
, k = 1, . . . ,m− 1, (8)
σ 2tk,ML = σ 2tk−m+1,ML , k = m, . . . , 2m− 2.
It is obvious that variances vanish as the size of |Ck| increases.
For the variance of the second coordinatewe naturally take the variance for the y-marginal distribution of the sub-sample
that belongs to the given strip. This variance can be estimated by:
σ 2fk,ML =
1
|Ck|
∑
(xi,yi)∈Ck
(yi − fk,ML)2, k = 1, . . . , 2m− 2. (9)
If this variance vanishes, fk estimates the second coordinate consistently. To assure this, the width of the strips should tend
to zero.
For the MM approach and the calculation of the error variance of the first coordinate Eq. (4) can be applied, i.e.
σ 2tk,MM =
1
|Ck|
(
(ak,MM)2
15
+ σ 21 +
3σ 41
2(ak,MM)2
)
, k = 1, . . . ,m− 1,
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This variance also vanishes as the size of |Ck| increases. For the variance of the second coordinate the same equation is
applied as in the ML approach, i.e. Eq. (9).
For a better discrete approximation of the boundary, the whole procedure should be repeated using the same type of
data transformation but by slicing parallelly to the y-axis. In this way we have another sequence of points (let us suppose
that we havem′ such points) and error variances for both the ML and MM approaches.
Indeed, at the beginning we supposed that the uniform distribution was contaminated with added normal errors in
both directions. That is why the procedure should be carried out in both directions and both sets of points for the discrete
approximation of the boundary should be combined into one set for step two.
4.2. Step two
In this step we estimate the radius r > 0 of the unknown disc using the discrete border approximation obtained in
the previous subsection. As already mentioned, in order to do this we are going to use the weighted total least-squares
method. Consistency of the proposedprocedure is a consequence of the fact that the points from theborderwere consistently
estimated. A precise explanation of this statement can be found in [3].
In what follows, we suppose that discrete approximations for the border were carried out in both directions. For this
purpose, let us denote the obtained approximations and corresponding error variances by:
(i) (tk, fk) := (tk,ML, fk,ML), k = 1, . . . , 2s, s = m + m′ − 2 and ωij := 1σ 2ij,ML , i = t, f , j = 1, . . . , s, if the discrete
approximation is obtained by the ML approach;
(ii) (tk, fk) := (tk,MM , fk,MM), k = 1, . . . , 2s, s = m + m′ − 2 and ωij := 1σ 2ij,MM , i = t, f , j = 1, . . . , s, if the discrete
approximation is obtained by the MM approach.
The estimation procedure for the radius, based on the sequence of points {(tk, fk) : k = 1, . . . , 2s} and the sequence of
correspondingweights {(ωtk , ωfk) : k = 1, . . . , 2s}, is described inwhat follows. For this the circle is described bymeans of a
parametric form of equations. Thus, the radius of the unknown disc will be estimated byminimizing the followingweighted
sum of squares
F(r, ϕ1, . . . , ϕ2s) =
2s∑
i=1
[
ωti (p+ r cosϕi − ti)2 + ωfi (q+ r sinϕi − fi)2
]
, (10)
which is theweighted total least-squares problem.Minimization should be carried out by a numerical procedure. It is always
reasonable to know if the solution of a specificminimizationproblemexists before the numerical procedure is run. Therefore,
first of all, we want to answer the following existence question:
Does there exist a (2s+ 1)-tuple (r?, ϕ?1, . . . , ϕ?2s) ∈ P such that
inf
(r,ϕ1,...,ϕ2s)∈P
F(r, ϕ1, . . . , ϕ2s) = F(r?, ϕ?1, . . . , ϕ?2s), (11)
where F is given by formula (10) and
P = {(r, ϕ1, . . . , ϕ2s) : r > 0, ϕi ∈ [0, 2pi〉, i = 1, . . . , 2s}?
A necessary and sufficient conditionwhich guarantees the existence of theweighted total least-squares estimate is given
in the following theorem.
Theorem 1. For the given set { (ωti , ti, ωfi , fi),ωti , ωfi > 0, i = 1, . . . , 2s }, problem (11) has a solution if and only if there exists
j0 ∈ {1, . . . , 2s} such that (tj0 , fj0) 6= (p, q).
Proof. Let us suppose that there exists
j0 ∈ {1, . . . , 2s} such that (tj0 , fj0) 6= (p, q), (12)
and let us prove that problem (11) has a solution.
Since F ≥ 0, there exists
F ? = inf
(r,ϕ1,...,ϕ2s)∈P
F(r, ϕ1, . . . , ϕ2s).
Let (rk, ϕ
(k)
1 , . . . , ϕ
(k)
2s ) be a sequence in P such that
F ? = lim
k→∞ F(rk, ϕ
(k)
1 , . . . , ϕ
(k)
2s ).
Note that sequences (ϕ(k)i ), i = 1, . . . , 2s are bounded. Without loss of generality, whenever we have a bounded
sequence, we may assume it is convergent, otherwise we take a convergent subsequence. So, we may assume they are
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also convergent and
lim
k→∞ϕ
(k)
i =: ϕ˜?i , ϕ˜?i ∈ [0, 2pi〉, i = 1, . . . , 2s.
It can also be easily seen that sequence (rk) is bounded. Indeed, as the cosine and sine functions cannot be zero for
the same argument, if we suppose that rk → ∞, then limk→∞ F(rk, ϕ(k)1 , . . . , ϕ(k)2s ) also goes to infinity and, in this
way, functional F cannot attain its infimum. Hence, without loss of generality, we may assume that sequence (rk) is also
convergent. Let limk→∞ rk =: r? ≥ 0.
To assure that problem (11) has a solution, it remains to prove that r? 6= 0. Let us suppose r? = 0. In this case we have
lim
k→∞ F(rk, ϕ
(k)
1 , . . . , ϕ
(k)
2s ) =
2s∑
i=1
(
ωti(p− ti)2 + ωfi(q− fi)2
) =: F1.
To prove that F1 cannot be the infimum, we are going to find a point in P at which functional F attains a value smaller
than F1. For this purpose, for every i = 1, . . . , 2s, we define
ηi :=
{0, p− ti < 0
Ai, p− ti > 0
Bi, p− ti = 0,
where Ai is any fixed number from the interval〈
2 arctan
ωfi(fi − q)−
√
ω2fi(q− fi)2 + ω2ti(ti − p)2
ωti(ti − p)
, pi
〉
⊆ 〈0, pi〉,
and
Bi :=

pi
2
, q− fi < 0
3pi
2
, q− fi ≥ 0.
For such ηi, i = 1, . . . , 2swe define a continuous function ψ : R→ R, by the formula
ψ(r) =
2s∑
i=1
(
ωti(p+ r cos ηi − ti)2 + ωfi(q+ r sin ηi − fi)2
)
.
Note that ψ(0) = F1 and ψ(r) = F(r, η1, . . . , η2s), r > 0. We are going to show that function ψ strictly decreases on
some interval [0, δ〉, δ > 0. For this purpose, let
Ω(ηi) := ωti(ti − p) tan2
ηi
2
+ 2ωfi(q− fi) tan
ηi
2
+ ωti(p− ti).
We will show that Ω(ηi) ≤ 0 for every i ∈ {1, . . . , 2s} and Ω(ηj0) < 0. To do this, we will separately consider the
following three sets of indices
• I0 = {i : 1 ≤ i ≤ 2s & p− ti = 0};
• I− = {i : 1 ≤ i ≤ 2s & p− ti < 0};
• I+ = {i : 1 ≤ i ≤ 2s & p− ti > 0}.
For i ∈ I0 we have
Ω(ηi) = 2ωfi(q− fi) tan
ηi
2
= −2ωfi |q− fi| ≤ 0, (13)
where the equality holds if and only if q = fi.
For i ∈ I− it is
Ω(ηi) = ωti(p− ti) < 0. (14)
For i ∈ I+, numbers ηi are chosen so that they are elements of the interval〈
2 arctan
ωfi(fi − q)−
√
ω2fi(q− fi)2 + ω2ti(ti − p)2
ωti(ti − p)
, pi
〉
⊆ 〈0, pi〉,
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i.e.
tan
ηi
2
∈
〈
ωfi(fi − q)−
√
ω2fi(q− fi)2 + ω2ti(ti − p)2
ωti(ti − p)
,+∞
〉
⊆ 〈0,+∞〉.
Since ti − p < 0,
tan
ηi
2
−
ωfi(fi − q)+
√
ω2fi(q− fi)2 + ω2ti(ti − p)2
ωti(ti − p)
≥ 0,
it is obvious that
Ω(ηi) = ωti(ti − p)
tan ηi
2
−
ωfi(fi − q)−
√
ω2fi(q− fi)2 + ω2ti(ti − p)2
ωti(ti − p)

×
tan ηi
2
−
ωfi(fi − q)+
√
ω2fi(q− fi)2 + ω2ti(ti − p)2
ωti(ti − p)
 ≤ 0. (15)
Finally, from (13)–(15) we obtain
Ω(ηi) ≤ 0, i ∈ {1, . . . , 2s}, and Ω(ηj0) < 0. (16)
Using inequalities (16) we obtain
dψ(0)
dr
= 2
2s∑
i=1
ωti(p− ti) cos ηi + 2
2s∑
i=1
ωfi(q− fi) sin ηi
= 2
2s∑
i=1
ωti(ti − p) tan2 ηi2 + 2ωfi(q− fi) tan ηi2 + ωti(p− ti)
1+ tan2 ηi2
= 2
2s∑
i=1
Ω(ηi)
1+ tan2 ηi2
< 0.
Thus, the function ψ is strictly decreasing on some interval [0, δ〉, δ > 0 and
F(r, η1, . . . , η2s) = ψ(r) < ψ(0) = F1,
for any r ∈ [0, δ〉. Therefore, F1 cannot be the infimum and we proved that (r?, ϕ?1, . . . , ϕ?2s) ∈ P . By the continuity of
functional F we have
inf
(r,ϕ1,...,ϕ2s)∈P
F(r, ϕ1, . . . , ϕ2s) = F(r?, ϕ?1, . . . , ϕ?2s)
= lim
k→∞ F(rk, ϕ
(k)
1 , . . . , ϕ
(k)
2s ) = F ?.
Let us show the converse of the theorem. For this purpose let us suppose that data are such that ti = p and fi = q,
i = 1, . . . , 2s. Then we have
F(r, ϕ1, . . . , ϕ2s) = r2
2s∑
i=1
(ωti cos
2 ϕi + ωfi sin2 ϕi).
Since ωti cos
2 ϕi + ωfi sin2 ϕi > 0 for every i = 1, . . . , 2s and
∂F(r, ϕ1, . . . , ϕ2s)
∂r
= 2r
2s∑
i=1
(ωti cos
2 ϕi + ωfi sin2 ϕi) > 0, (r, ϕ1, . . . , ϕ2s) ∈ P ,
problem (11) has no solution in P . 
24 K. Sabo, M. Benšić / Journal of Computational and Applied Mathematics 229 (2009) 16–26
5. Numerical methods
In the proposed procedure we need some numerical procedures for computations. If the MM approach is applied, a
numerical algorithm is postponed to step two as step one can be carried out easily by using exact equations for the estimator
and its variance.
If the ML approach is applied, numerical procedures are necessary in step one as well. In fact, points for discrete
approximation of the boundary have to be computed by solving nonlinear equations (or by solving corresponding
maximization problems), whereas variances are to be calculated by numerical integration.
In this section we give some guidelines for these numerical computations.
For the ML estimating procedure (see Section 4.1), several one-dimensional maximization problems are to be solved,
i.e. functions Lk given by (6) are to be maximized. As shown in [2], it is convenient to use Brent’s method (see [10]) for this
one-dimensional maximization. As proposed in [2], the MM estimator can be chosen as a starting value.
For computing error variance (8), we have to calculate the integral
I = σ
∫ ∞
0
(ϕ (β − x)+ ϕ (−β − x))2
Φ (β − x)− Φ (−β − x) dx, (17)
where β = a
σ
, and
ϕ(t) = 1√
2pi
e−
t2
2 , Φ(x) =
∫ x
−∞
ϕ(t)dt.
It can be shown that integral (17) converges (see [2]), but it could be calculated only by using some numerical method.
For this purpose it has to be approximated by some definite integral. We have used an approximation described in what
follows.
For every c > 0 we have
I = σ
∫ c
0
(ϕ (β − x)+ ϕ (−β − x))2
Φ (β − x)− Φ (−β − x) dx+ σ
∫ ∞
c
(ϕ (β − x)+ ϕ (−β − x))2
Φ (β − x)− Φ (−β − x) dx. (18)
Since
lim
x→∞
(ϕ(β−x)+ϕ(−β−x))2
Φ(β−x)−Φ(−β−x)
(Φ (β − x)− Φ (−β − x))(x− β)2 = 1,
and ∫ ∞
0
(Φ (β − x)− Φ (−β − x))(x− β)2dx <∞,
for c > 0 large enough it is reasonable to approximate the second integral from Eq. (18), with the simplest function, i.e.∫ ∞
c
(ϕ (β − x)+ ϕ (−β − x))2
Φ (β − x)− Φ (−β − x) dx ≈
∫ ∞
c
(Φ(β − x)− Φ(−β − x))(β − x)2dx =: Ψ (c).
It is easy to show that
Ψ (c) = 1
3
(
1√
2pi
(−2− 7β2 + 4βc − c2 + (2+ (β − c)2)e2βc) e− 12 (β+c)2
+ 6β + 8β3 − (β − c)3Φ(−β + c)− (6β + 7β3 + 3β2c − 3βc2 + c3)Φ(β + c)
)
.
Note that Ψ is continuous on (0,∞), and limc→∞ Ψ (c) = 0, which mean that for ε > 0 small enough, there exists
c0 > 0 such that Ψ (c0) = εσ . Since the function Ψ is strictly decreasing, c0 is unique.
For given ε > 0, by using Newton’s method we can obtain a unique solution c0 > 0 of the equation Ψ (c) = εσ and for
the approximation of integral (17) we take
I ≈ σ
∫ c0
0
(ϕ (β − x)+ ϕ (−β − x))2
Φ (β − x)− Φ (−β − x) dx =: I˜.
For solving the integral I˜ a Matlab subroutine quad is used.
In step two it remains to minimize the function F : P → R, P ⊆ R2s+1, given by formula (10). For the purpose of
minimizing the Gauss–Newtonmethodwith a regulated step (see [9]) is used. The Gauss–Newtonmethod requires an initial
approximation r0 ∈ R+ and (ϕ01 , . . . , ϕ02s) ∈ [0, 2pi ]2s which is as good as possible. For this purpose, let us define
r0 = max{|xi − p|, |yi − q| : i = 1, . . . , n},
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Fig. 3. Results of some selected experiments.
and for every k = 1, . . . , 2s
ϕ0k =

pi
2
, (tk − p) = 0 & (fk − q) > 0,
3pi
2
, (tk − p) = 0 & (fk − q) < 0,
θk, (tk − p) > 0 & (fk − q) ≥ 0,
pi − θk, (tk − p) < 0 & (fk − q) ≥ 0,
pi + θk, (tk − p) < 0 & (fk − q) ≤ 0,
2pi − θk, (tk − p) > 0 & (fk − q) ≤ 0,
where
θk = arctan
∣∣∣∣ (fk − q)(tk − p)
∣∣∣∣ .
Note that the disc K((p, q), r0) contains all data points, meaning that it is reasonable to take r0 and (ϕ01 , . . . , ϕ
0
2s) as an
initial approximation.
6. Simulation results
In a simulation study we have generated data (xi, yi), i = 1, . . . , 1000 by adding normally distributed errors with zero
mean and variance σ 2 to both coordinates of uniformly distributed data on the set
{(x, y) ∈ R2 : (x− p)2 + (y− q)2 ≤ 1}.
Values of parameters p and qwere kept fixed at p = 1 and q = 2 and σ varied in the set {0.01, 0.05, 0.1, 0.15}. For every σ
we have carried out 150 experiments, and K = 80 (see Algorithm 1). Results for both MM and ML procedures in step one
are shown in Table 1.
With r¯? and s2r we denote the average value of estimation for r in these 150 experiments and the corresponding empirical
variance, respectively. Results of some selected experiments are also shown in Fig. 3, together with the original and the
corresponding reconstructed discs for different values of σ .
As can be seen from simulation results, both procedures applied in step one yield good and similar results. It has been
shown that in a one-dimensional model the ML-estimation procedure outperforms the MM-estimation procedure (see [2]).
The advantage of the ML procedure in step one is lost here. This effect can be caused by several reasons. First of all, in a
one-dimensional model efficiencies of the ML andMM procedures are similar if the standard deviation of the added normal
error is close to the width of the uniform distribution (see [2]). Throughout our slicing procedure, the width of a slice is
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Table 1
Results of 150 experiments with p = 1, q = 2 and r = 1.
σ
Step one 0.01 0.05 0.1 0.15
ML r¯? 1.036133 1.026306 1.016293 1.023539
ML s2r 0.000179 0.000130 0.000163 0.000425
MM r¯? 0.987706 0.989695 0.996151 1.010366
MM s2r 0.000145 0.000184 0.000218 0.000394
changed slicewise so that we have slices with the width close to the model standard deviation. Also, in every slice we have
some deviation from a one-dimensional model applied in estimating the edges. Finally, both procedures lead to a consistent
estimation of the point from the border, with variances that can also be estimated, and the second procedure is consistent
for both of them.
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