A quantum-classical isomorphism is used in order to develop a Monte Carlo simulation with controlled deviation from detailed balance, that is, in proposed notions, with generalized detailed balance and known relative entropy with respect to the reference process at each point. In order to apply this method to molecular simulations a new partial chirotope realization algorithm, based on linear programming methods, a new distance geometry algorithm and a new all-atom off-lattice Monte Carlo method are proposed.
Introduction
The characteristic time of an event in the molecular world is 10 −15 sec, i.e. one iteration of a molecular dynamics simulation must correspond to the time of this order. Biomolecules of interest, such as proteins, have thousands of atoms and, even using the simplest approximation for the molecular potential and a powerful computer, only thousands of iterations can be performed in a reasonable time. The characteristic time of protein folding even in vivo is 10 −5 sec. The timing for a standard Amber benchmark 159 residue protein in water is 249 ps/day on a single 3.4 GHz processor [2] . However, significant changes of molecular conformations were achieved, for example, in all-atom molecular dynamic simulations of 36 residue protein on supercomputer of hundreds processors [12] . Another method of molecular simulation is a molecular Monte Carlo simulation. It does not try to simulate a physical movement of a molecule but only visit (sample) a conformational space according to an appropriate probability distribution, such as Boltzmann distribution.
It gives a hope to close the aforementioned time gap.
Monte Carlo (MC) simulation is a random process. Usually, it is a Markov process [18] . A Markov process {X t } t∈T is specified by its transition probability P (s, x, t, A) = P (X t ∈ A|X s = x), s ≤ t, and initial distribution -the distribution of a random variable X 0 . A is in the least σ-algebra that contains all open sets of the state space S of the process. If the transition probability depends only on the difference between s and t, that is, if there exists a function P (t, x, A), such that P (s, x, t, A) = P (t − s, x, A), then the Markov process is called temporally homogeneous. A jump process is a continuous time process which changes its state after non-zero time. The temporally homogeneous Markov jump process is determined by the initial distribution, the jump rate j(x) to jump from each x ∈ S and (jump) transition probability P (x, A) with (jump) transition probability density p(x, y).
Only temporally homogeneous Markov jump processes with j(x) = 1 for all x ∈ S will be considered in this work. In this case jumps occur according to the Poisson process.
A process with transition probability density p(x, y) satisfies the semi-detailed balance condition [14] if there exists a density µ such that for all y ∈ S x∈S µ(x)p(x, y)dx = µ(y).
One says that such process with initial density µ is in a steady state.
A process with transition probability density p(x, y) satisfies the detailed balance condition if there exists a density µ such that for all x, y ∈ S µ(x)p(x, y) = µ(y)p(y, x).
One says that such process with initial density µ is in equilibrium.
The simplest example of the process with detailed balance is the process with independent outcomes, that is p(x, z) = p(y, z) for all x, y, z ∈ S.
Metropolis Monte Carlo simulation [23] is an example of the process with detailed balance. Let given a system of particles in 3-dimensional space. Let r and n be vectors of coordinates of two states of the particle system in the phase space. The
Boltzmann law gives the ratio of densities to be in the state r or n in equilibrium µ(n) µ(r) = exp −(E(n) − E(r)) kT ,
where E(r) is an energy of the conformation of the particles, T is a temperature, k is the Boltzmann constant. The aim of the Metropolis MC sampling algorithm is to sample a phase space according to the distribution which satisfies the Boltzmann law. First, one generates a conformation r (present). Next, one generates a new conformation n by adding a small random displacement to r. One must now decide whether the new conformation will be accepted or rejected. One wants to choose the transition probability density p(r, n) such that the detailed balance condition µ(r)p(r, n) = µ(n)p(n, r) is satisfied. We denote the probability density to try a move from r to n by α(r, n) and the probability of accepting a move from r to n by a(r, n). Assume that the transition probability density p(r, n) = α(r, n)a(r, n).
If α is symmetric, i.e. α(r, n) = α(n, r) , then detailed balance implies µ(r)a(r, n) = µ(n)a(n, r), and therefore, a(r, n) a(n, r) = exp −(E(n) − E(r)) kT .
One of the possibilities to satisfy this condition is the choice of Metropolis et al. [23] a(r, n) = min{1, exp(−(E(n) − E(r))/(kT ))}.
α is not specified, except for the fact that it is symmetric. This reflects freedom in the choice of moves. If E(n) ≤ E(r), then a move is accepted. If E(n) > E(r), then we generate a random number R from a uniform distribution in the interval [0, 1]
and we accept the move if R < a(r, n) and reject otherwise.
Another possibility than Metropolis choice is given by a(r, n) = exp(−E(n))/(exp(−E(r)) + exp(−E(n))), but it requires calculating E(r) and E(n) whereas the Metropolis algorithm requires
A process is reversible if p(x, y) > 0 yields p(y, x) > 0 for all x, y ∈ S. Let us mention some basic characteristics of non-equilibrium reversible processes. The process satisfies a master equation
For the probability density µ t the Gibbs entropy is given by
dS G (µ t )/dt is deduced from master equation and it is split in Section 2.4 of [21] into the entropy production rate R(µ t ) and the entropy flow rate A(µ t ) as follows
where
The entropy production rate is expressed in Section 3.1 of [16] in terms of the "particle fluxes"
and "forces"
As was mentioned in [6] , entropy production rate can be considered as a measure of a lack of equilibrium.
Definition 1.1 ([17])
For two probability distributions P and Q with probability densities p and q, the relative entropy (Kullback-Leibler divergence) is defined by
The logarithm in this formula is taken to base 2, if entropy is measured in bits, or
to base e, if entropy is measured in nats.
The Gibbs inequality says that D KL (P Q) ≥ 0 and the relative entropy is zero iff P = Q. The entropy flow rate A(µ t ) for the distribution µ t which is concentrated at one point x is a relative entropy of transition probability density p ′ (y) = p(x, y) and probability density p ′′ (y) = p(y, x).
Rejection is one of the general methods to generate a random variable with density ρ(x) using independent random variables sampled from an auxiliary density ρ 0 (x). For example (Chapter 2, Section 3.2 of [11] ), we get a normal random variable by rejection from the Laplace density with acceptance probability a(x), that is
Then the acceptance probability is
The largest possible b that gives a(x) ≤ 1 for all x ∈ R is b = π/(2e).
Let {M t } and {L t } be processes over the state space S with transition probabilities M(x, A) and L(x, A) and transition probability densities m(x, y) and l(x, y).
Let J M (x) denotes the result of the jump from x ∈ S for the process {M t } and J L (x) denotes the result of the jump from x ∈ S for the process {L t }. For every x ∈ S let the random variable J M (x) be generated by rejection with acceptance probability
In this case {L t } will be called the reference process of {M t }. Let
Therefore c(x, ) is a probability density on S relatively to the measure L(x, ). Since relative entropy is invariant under parameter transformations, it holds that
where u(x, ) is the uniform probability distribution with the unit probability density. Let {M t } and its reference process {L t } be represented also in the following way.
Let there exist a function f : S × S → Ω for a finite set Ω and random functions 
The motivation of this definition is that the "demon" of {M t } can not do guesses about how to proceed with the process which are dependent on F M (x) on the basis of the previously obtained information, but must compute some information about u(x) at each step and this information is fully utilized. It will be clear after the examples of Sections 2 and 3.
In order to provide examples of processes with generalized detailed balance which are useful in molecular MC simulations we need the notion of quantum-classical isomorphism (classical isomorphism). This notion is originated from Chapter 10 of [13] . The derivation can be found in Chapter 10 of [1] . Consider a quantum particle at temperature T , β = 1/(kT ). The density operator is ρ = exp(−βH). Let r be a state vector. The density matrix is
Inserting unity in the form 1 = |r >< r|dr of the integral of projectors |r >< r| between each exponential gives
If β/K is sufficiently small, the following approximation is valid [13] 
where V cl (r) is the classical potential energy, and the free-particle density matrix for a single particle of mass m is [13] 
where r ab = |r a − r b | and D is a dimension of the space. Therefore
The quantity ρ(r, r, β) is proportional to the density to be in r. If N-particle system is considered, replace D by ND. That is the density of N-particle quantum system which satisfies the Boltzmann law corresponds to the density of KN-particle classical system which satisfies the Boltzmann law and consists of K copies of N-particle classical systems and corresponding particles of copies with neighbor numbers (that is copies i and i + 1 for 1 ≤ i < K and copies K and 1) are connected by springs with spring constant mK/(β 2 2 ). These approximations become exact as K → ∞
The rest of this work aims to bring examples of processes with generalized detailed balance with known relative entropy at each point. We suppose, that MC simulations with such dosed relative entropy will be useful in all-atom modeling of biochemical processes involving big molecules in implicit solvent, since in this case equilibrium MC methods have huge autocorrelation time (Section 2 of [31] ) and these processes, generally, are not in equilibrium.
Section 2 of this work provides an example of non-equilibrium process with generalized detailed balance and known relative entropy with respect to the reference process at each point using quantum-classical isomorphism. Section 3 provides the examples of the processes which are similar to the process of Section 2 and the results of the numerical experiments considering these processes. There are difficulties in developing these examples to be practical. Numerical tests show that the all-atom molecular Metropolis MC sampling with a move set consisting of separate moves of each atom as described in [23] with Amber force field leads to non-realistic deformations of lengths and angles of molecular bonds. These deformations will increase in non-equilibrium simulations. A way to overcome this difficulty is to change the potential in order to restrain such deformations. We change the potential with the help of distance geometry procedure which we call "centering". It is described in Section 4. It can be viewed as a building a restricted sample space which includes all relevant conformations. In order to start Metropolis MC with this potential one has to build an initial sample which is in the restricted sample space and satisfies given molecular chiralities (partial chirotope). Suppose that a sample which satisfies a given partial chirotope is built. The "iterative centering" distance geometry algorithm is proposed in order to push this sample into the restricted sample space. 2 The example of the stochastic process in generalized detailed balance
This algorithm is described in
In order that the quantum-classical isomorphism be valid, the Boltzmann law must be satisfied [13] . Therefore MC with independent outcomes of one quantum particle using quantum-classical isomorphism with condition, that the vector of coordinates x 0 of the first copy of the particle is in the zero point must be defined by the following recurrent Levy construction for 1 ≤ i < K
where η is a vector with independent standard normal distributed coordinates [11] . In MC simulation of particle system thermostated by the Creutz demons [9] only the configurational part of the phase space is considered.
Consider MC simulation of two distinguishable quantum particles. Denote the main process of the example by {M t } and the reference process by {L t }. Preliminarily we define an auxiliary process {N t }.
Let (x 0 , . . . , x K−1 ) and (y 0 , . . . , y K−1 ) be the aforementioned Levy constructions.
Shift them by x and y according to the distribution of N 0 , that is ( . Randomly choose two numbers n 1 and n 2 , n 1 < n 2 , from 0 to K − 1 with equal probability for each pair. If To obtain the main process {M t } do the same procedure as before with α = 1.
To obtain the reference process {L t } do the same procedure as before with α = 1/2. {M t } satisfies (1) if it is in a steady state, {L t } satisfies (1) if it is in equilibrium.
Proposition 2.1 The process {M t } satisfies the generalized detailed balance with respect to the reference process {L t }.
Proof. We shall use the notations of Definition 1.3. In this case Ω = (V ×Φ)∪{0}, where V = {−1, 1} and Φ is the set of all pairs (n 1 , n 2 ), such that n 1 < n 2 , 0 ≤
the first such pair according to the lexicographic order. If
.
Θ is the set of all permutations of K elements. u((x, y)) is a permutation in which the numbers 0 ≤ n < K sorted by x n −y n in increasing order. When Proof. The proof is a direct calculation according to (4).
Numerical experiments
In order to present the results of numerical experiments, we define some processes which are similar to {N t } and {L t } from the Section 2. All these processes consider K copies of two particles in R which are connected by springs as described in Section 
and other coordinates unchanged with probability α, else 
The results for {N j t } are shown in Table 1 of Appendix, the results for {W j t } are shown in Table 2 of Appendix. In the case of {N progress. For {W j t }, if we fix K and α, then X and Y are proportional to F and B, but F − B is proportional also to (α − 0.5) and therefore
is approximately constant for a given K. It is true also when j is not a constant, but a random variable, for example, uniformly distributed (it is not shown in Appendix). If we fix j/K, the closeness of 
The restricted sample space
The finite undirected weighted graph G is a triple < V, E, W > where V denotes the set of its vertices, E denotes the set of its edges, and W : E → R + is a function which specifies a positive weight for each graph edge. In order to restrict the sample space as was mentioned in the Introduction, one has to set a weighted graph which Center(u) ( e −W (e)) 2 is large outside
D(S).
We change a given potential, for example Amber force field, by assuming it infinitely large outside of D(S).
Iterative centering algorithm
Distance geometry is a part of computational geometry which is devoted to the study of the existence or non-existence of an embedding satisfying the condition in the following definition as well as methods for construction of such embedding. 
iff such an embedding exists.
The problem of k-Embeddability of an integer-weighted undirected graph is NPhard [28] . However there is a semidefinite programming algorithm for the Euclidean distance matrix completion problem, i.e. determining whether there exists a number k for which a given undirected weighted graph is k-embeddable [20] . If there exists an embedding according to the Definition 5.1, it is evidently in D(S).
Theorem 5.2 ([4]) A complete graph is k-embeddable iff each of its complete subgraphs with k + 3 vertices is k-embeddable.
Another distance geometry problem is that of bounded k-Embeddability, namely whether for given bounds l, u : E → R + there exists a weight W with l(e) ≤ W (e) ≤ u(e) for which a graph G =< V, E, W > is k-embeddable.
There are number of methods which can be applied to solving the aforementioned problems, which generally arise in Nuclear Magnetic Resonance data interpretation:
metric matrix distance geometry [10] , [25] , simulated annealing, variable target function optimization [7] and global continuation [24] .
The iterative centering distance geometry algorithm consists of performing as many steps as needed from a sequence of centerings which contains an infinite number of centerings of each vertex. 
similar to Huygens theorem about momenta.
by triangle inequality and
If a i > 0 for every i, 1 ≤ i ≤ k, and a i = 0 for every i, k + 1 ≤ i ≤ m, we take some z, z = 1 and we define
Similarly to the previous, we have (5) . We put
as in the Center(u) algorithm. The right hand side of (5) ( e − W (e)) 2 and since Hooke potential is non-negative we have lim n→∞ l n = 0.
6 The realization of a partial chirotope related to molecular chirality constraints Let x 1 , x 2 , . . . , x r , y 1 , y 2 , . . . , y r ∈ R r . Then the following Grassmann-Plucker relation holds
det(y i , x 2 , . . . , x r ) · det(y 1 , . . . , y i−1 , x 1 , y i+1 , . . . , y r ).
The difference of the two sides is an alternating multi-linear form in the r + 1 arguments x 1 , y 1 , y 2 , . . . , y r , which are vectors in an r-dimensional vector space; hence, the difference of the two sides is identically zero. 1. χ is not identically 0, 2. χ is alternating, that is, χ(a σ 1 , a σ 2 , . . . , a σr ) = sign(σ)χ(a 1 , a 2 , . . . , a r ) for all a 1 , a 2 , . . . , a r ∈ E and every permutation σ,
there exists an i ∈ {1, 2, . . . , r} such that
The axioms comes from abstracting sign properties in the Grassmann-Plucker relations for r-order determinants. The chirotope axioms are a version of the oriented matroid axioms.
in E, then we write (a ′ 1 , . . . , a ′ r ) for some permutation of E\{a 1 , . . . , a n−r }. Then  (a 1 , . . . , a n−r , a ′ 1 , . . . , a ′ r ) is a permutation of (1, 2, . . . , n) , and we can compute sign(a 1 , . . . , a n−r , a ′ 1 , . . . , a ′ r ) as the parity of the number of inversions of this string. The mapping χ * : E n−r → {−1, 0, 1}, defined by
is called the chirotope dual to χ.
Let χ : E r → {−1, 0, 1} be a chirotope, E = {1, . . . , n}. If there exists
for all 1 ≤ a 1 < a 2 < . . . < a r ≤ n, then χ is called realizable and
Let G r (R n ) be the real Grassmann manifold of r-dimensional linear subspaces in R n , or equivalently Mat r×n (R)/GL r (R), which corresponds to the space of configurations of n vectors in R r modulo the action of the general linear group GL r (R).
Thus the realization q of χ corresponds to a point in G r (R n ). The set of such points is called a realization space of χ.
Let χ : E r → {−1, 0, 1} be a chirotope. Then for each subset {a 1 , . . . , a r+2 } of
for all 1 ≤ i 1 < i 2 < . . . < i r ≤ r + 2. This feature of chirotopes is called by local realizability. Local realizability follows from the facts that realizability is preserved under duality since G r (R n ) = G n−r (R n ) and that all rank 2 chirotopes are realizable.
The realizability problem for chirotopes is NP-hard [3] . There is an algorithm for a realization of a chirotope χ when χ : E r → {−1, 1} and the realization space of χ is contractible [5] , [10] .
If the alternating map χ is only partially defined and the Grassmann-Pluker relation holds whenever χ is defined on all its participants, then χ is called a partial chirotope. A partial chirotope χ ′ of rank r on E is called extendable if there exists a chirotope χ of rank r on E and for any a 1 , . . . , a r ∈ E, χ(a 1 , . . . , a r ) = χ ′ (a 1 , . . . , a r ) holds whenever χ ′ (a 1 , . . . , a r ) is defined. The problem of testing extendability of a partial chirotope is NP-complete [32] .
The set of inequalities of type det( The most widely adopted method to realize a partial chirotope related to molecular chirality constraints is a minimization of a function, which includes deviations from given oriented volumes, by simulated annealing starting from an approximate embedding [25] . An example of realization of partial chirotope by use of such function can be found in [33] .
Let "maximize cx with conditions Ax ≤ b and x ≥ 0" be a linear program.
x ≥ 0 means x j ≥ 0 for all j. Particularly, let c j be a price per unit of product j produced, x j be a quantity of product j produced, b i be a quantity of material i on hand, a ij be a quantity of material i required to produce one unit of product j. Let If a given partial chirotope is realized, one has to transform it, keeping correct chiralities, in order to achieve D(S) and to start the Metropolis MC simulation in the restricted sample space. Let CheckChirality(u) be a function which checks whether quadruples of vertices which contain a vertex u satisfy a given partial chirotope.
Numerical tests show that reiteration of iterative centering algorithm with chirality checking become jammed. For overcoming this difficulty one can use a following modification of iterative centering algorithm: residues, it is necessary to set 3 ordered bases. This partial chirotope will be used also for chirality checking CheckChirality(u).
Secondly, one has to fix x There are several MC approaches to molecular simulations [15] . The most widely adopted is Metropolis MC, particularly Metropolis MC in dihedral angle space [29] , [30] for protein simulations, replica-exchange molecular dynamics and replicaexchange MC [26] , [27] .
Proceed with Metropolis MC. Introduce CheckDistance function:
6 else return FALSE 7 return TRUE Random() generates a uniformly distributed in [0, 1] random number [22] .
Let us sum up the methods proposed in previous sections in the following computing scheme:
and CheckDistance(u) and CheckChirality(u) Consider an example of poly-L-alanin Ala 36 , which is twisted in 10 spires of right α-helix. We add to the weighted graph, which is derived from a primary structure of the molecule, distances of hydrogen bonds O (i) − H (i+4) , O (i) − N (i+4) and distances
, which are well defined in α-helix (the parentheses contain numbers of residues). Then we apply a simplex procedure, vibrant iterative centering algorithm and Metropolis MC simulation in restricted sample space using Amber force field as described in the previous sections and receive the expected structure.
The application of the proposed methods to molecular Monte Carlo without equilibrium
In order to proceed to non-equilibrium simulations we add pairs of particles similar to that were described in Section 3 to the considered molecule. Also we add one Hooke term per added particle to the molecule potential so that it connect the added particle to some atom of molecule by spring with spring constant h a and zero length when the spring is relaxed. Subsequently we produce K copies of this system as described in Section 1. We move each atom and added particle of each copy as described in Section 7. We move two copies with numbers n 1 and n 2 , n 1 < n 2 , 0 ≤ n 1 , n 2 < K, randomly chosen with equal probability for each added pair as follows. Let (x 0 , . . . , x K−1 ) and (y 0 , . . . , y K−1 ) be the current coordinates of some . If x n 1 − y n 1 < x n 2 − y n 2 , then x ′ n 2 = h q (x n 2 −1 + x n 2 +1 ) + h a a n 2 2h q + h a + 1 β(2h q + h a ) η, y ′ n 1 = h q (y n 1 −1 + y n 1 +1 ) + h a b n 1 2h q + h a + 1 β(2h q + h a ) η and other coordinates unchanged. If x n 1 − y n 1 > x n 2 − y n 2 , then x ′ n 1 = h q (x n 1 −1 + x n 1 +1 ) + h a a n 1 2h q + h a + 1 β(2h q + h a ) η, y ′ n 2 = h q (y n 2 −1 + y n 2 +1 ) + h a b n 2 2h q + h a + 1 β(2h q + h a ) η and other coordinates unchanged.
Let the attendance of the pairs of added particles be equal to their relative quantity. Denote this process by {M t }. Consider the example of linear polymer molecule which contains identical atoms with some Lennard-Johns constants and with neighbor atoms connected by springs. We add one aforementioned pair of particles to each pair of neighbor atoms. We constrain the sequence of the first particles of the added pairs to have chiralities of right helix. Let α > 0.5 and K = 2.
Then we start the simulation and fix the last atom in the space. Then the polymer twists around the fixed atom like boa.
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