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Several recent papers have shown that reservoir computers are useful for analyzing and predicting
dynamical systems. Reservoir computers have also been shown to be useful for various classification
problems. In this work, a reservoir computer is used to identify one out of the 19 different Sprott
systems. An advantage of reservoir computers for this problem is that no embedding is necessary.
Some guidance on choosing the reservoir computer parameters is given. The dependance on number
of points, number of reservoir nodes and noise in identifying the Sprott systems is explored.
I. INTRODUCTION
Describing chaotic signals is difficult because of their
complex nature. If an experiment produces a chaotic
signal, some way to describe the signal is necessary to
detect changes in the experiment. There have been a
number of methods published for comparing or identi-
fying chaotic signals [1–8], but most of these methods
require embedding the signal in a phase space, which re-
quires knowledge of the embedding dimension and delay.
Phase space embeddings are also sensitive to noise, as in-
dividual points are displaced by noise in multiple dimen-
sions, so inter-point distances are not accurate. There are
other methods for characterizing attractors, such as frac-
tal dimension, Lyapunov exponents, linking numbers, etc
[9]. These methods are commonly used because in the-
ory they are invariant under orientation preserving diffeo-
morphisms, so that a change in the embedded variable or
the embedding method should not change the measure-
ment. In practice, there are well known problems when
applying these standard methods to real data; see, for
example, [10].
There has been quite a bit of recent work on using
reservoir computers to model and predict chaotic systems
[11–15] so it is known that reservoir computers are use-
ful for analyzing chaotic signals. A reservoir computer
is simply a high dimensional dynamical system that is
driven by a signal to be analyzed. Usually the dynamical
system is created by connecting a set of nonlinear nodes
in a network so that the entire dynamical system has a
stable fixed point. The dynamical system then responds
to the input signal of interest, acting as a nonlinear fil-
ter. Training of the reservoir computer comes about by
forming a linear combination of many signals from the
dynamical system to fit a training signal; for example,
in [14], the dynamical system is driven by the Lorenz x
signal, and a set of signals from the dynamical system is
fit to the Lorenz z signal. The fit coefficients are saved.
In computational mode, the same dynamical system is
then driven by a Lorenz x signal with different initial
conditions. Using the previously fit coefficients to make
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a linear combination of signals from the dynamical sys-
tem, the z signal corresponding to the particular x signal
is reproduced.
The reservoir computer does introduce additional com-
plexity in that the dynamical system typically contains
from 100 to 1000 nodes. Long term research focuses
on implementing reservoir computers as analog systems
[15, 16], creating an advantage in terms of computational
speed. Another complication in applying reservoir com-
puters is that there is no theory of how reservoir com-
puters operate, so choosing parameters for a reservoir
computer to solve a particular problem proceeds by trial
and error.
In this paper, I begin by describing a reservoir com-
puter and how to train the computer. I then choose
particular parameters for the reservoir computer using
signals from the Sprott B chaotic system [17]. Next I de-
scribe how to create a coefficient vector that is character-
istic of a particular Sprott system, and I show how to use
these cofficient vectors to determine from which Sprott
system a particular signal originated, and I characterize
the error performance of this signal identification.
II. RESERVOIR COMPUTING
Reservoir computing is a branch of machine learning
[16, 18, 19]. A reservoir computer consists of a set of non-
linear nodes connected in a network. The set of nodes is
driven by an input signal, and the response of each node
is recorded as a time series. A linear combination of the
node response signals is then used to fit a training sig-
nal. Unlike other types of neural networks, the network
connecting the nonlinear nodes does not vary; only the
coefficients used to fit the training signal vary.
The reservoir computer used in this work is described
by
dR
dt
= λ
[
αR+ βR2 + γR3 +AR+Ws (t)
]
. (1)
R is vector of node variables, A is a sparse matrix indi-
cating how the nodes are connected to each other, and
W is a vector that described how the input signal s(t) is
coupled to each node. The constant λ is a time constant,
and there are M nodes. For all the simulations described
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2FIG. 1: Block diagram of a reservoir computer. The input
signal s(t) drives a fixed network of dynamical nodes. The
time varying signal from the nodes are fit to the training signal
g(t) by a least squares fit.
.
here, α, β and γ are set to make the network stable, that
is the network has a stable fixed point with a large basin
of attraction.
The particular reservoir computer used here is arbi-
trary, and other types of nodes can also be used. The
main requirements for a reservoir computer are that the
nodes are nonlinear and that the network of nodes has
a stable fixed point, so that in the absence of an input
signal the network does not oscillate [19].
Figure 1 is a block diagram of a reservoir computer.
To train the reservoir computer, an input signal s(t)
and a training signal g(t) were chosen and equation 1 was
numerically integrated. The first part of the response of
the reservoir computer was discarded as a transient, and
the next N time series points ri(t), i = 1...M from each
node were combined in a N × (M + 1) matrix
Ξ =

r1 (1) r1 (2) . . . r1 (N)
...
rM (1) rM (2) . . . rM (N)
1 1 . . . 1
 (2)
The last row of Ξ was set to 1 to account for any constant
offset in the fit. The training signal is fit by
g (t) =
M∑
j=1
cjrj (t) (3)
or
g(t) = ΞC (4)
where g(t) = [g (1) , g (2) . . . g (N)] is the training signal.
The matrix Ξ is decomposed by a singular value de-
composition
Ξ = USVT . (5)
where U is N × (M + 1), S is N × (M + 1) with non-
negative real numbers on the diagonal and zeros else-
where, and V is (M + 1)× (M + 1).
The pseudo-inverse of Ξ is constructed as
Ξinv = VS
′
U (6)
where S
′
is an (M + 1)× (M + 1) diagonal matrix, where
the diagonal element S
′
i,i = Si,i/(S
2
i,i + δ
2), where δ =
1 × 10−5 is a small number used for ridge regression to
prevent overfitting.
The fit coefficient vector is then found by
C = Ξinvg(t) (7)
.
The coefficient vector C will be used as a feature vec-
tor to identify individual signals. The difference between
signals i and j is computed as
∆ij =
M+1∑
k=1
√
C2i (k)−C2j (k) (8)
where Ci
2(k) is the k′th component of the coefficient
vector for signal i.
The training error ET may be computed from
ET =
‖ΞC− g(t)‖
‖g(t)‖ . (9)
The training error is used as a measure of how well the
training signal G may be reconstructed from the input
signal s(t) = [s (1) , s (2) , . . . s (N)].
III. SPROTT SYSTEMS
Sprott [17] found a family of 19 different chaotic
systems defined by 3-dimensional ODE’s with 1 or 2
quadratic nonlinearities. This group of signals is a useful
test set for our signal comparison methods.
Each set of ODE’s for the Sprott systemss was inte-
grated using a 4th order Runge-Kutta integrator with a
time step of 0.01. The integrator output was decimated
by keeping every 50’th point to produce a time series.
As an example, the Sprott B system was described by
the differential equations
dx
dt = yz
dy
dt = x− y
dz
dt = 1− xy
(10)
.
Figure 2 is a plot of the embedded attractor for the
Sprott B system.
Figure 3 is the autocorrelation of the x(t) signal from
the Sprott B system. The autocorrelation will be used in
setting the parameters for the reservoir computer.
IV. RESERVOIR COMPUTER PARAMETERS
There is currently no theory for designing a reservoir
computer to solve a particular problem, so parameter
choice for eq. (1) must proceed by trial and error. The
training error ET from eq. 4 was used as a metric to
3FIG. 2: Embedded time series signal for the Sprott B at-
tractor with an embedding delay of 2.
FIG. 3: Autocorrelation R(x(t), x(t + τ) for the x(t) signal
from the Sprott B system.
judge the accuracy of the reservoir computer- the smaller
ET , the better the computer. The parameters that pro-
duce the smallest ET may not be the best parameters
for calculating the difference ∆ij between two signals,
but optimizing for ∆ij requires that we know in advance
that the two signals are different. We may not know in
advance if the signals are the same or different.
First, the parameters α = −3, β = 1 and γ = −1 in
eq. (1) were chosen so that the network was stable. The
number of nodes was set at M = 100. Next, the specific
network matrix A and input coupling vector W were
determined. The parameters A and W were determined
by choosing 100 randomly selected A and W pairs and
keeping the pair that yielded the lowest training error
TE .
For the determination of A and W, the input signal
s(t) and the training signal g(t) were set to the x(t) vari-
able from the Sprott B system. Both s(t) and g(t) were
normalized to have a mean of 0 and a standard deviation
of 1. The time constant λ was set to an arbitrary value
FIG. 4: Mean of the training error ET for all of the 19 different
Sprott systems as the time constant λ defined in eq. (1) is
varied. The input signal s(t) = x(t) for all 19 Sprott systems,
and the training signal g(t) was also equal to x(t).
of 1.
The input signal s(t) was 6000 points long, and after
driving the reservoir, the first 1000 points from all sig-
nals were discarded as a transient. One hundred random
realizations of A were generated from a uniform random
distribution between ±1. The matrix A was sparse, with
20% of its elements nonzero, and all nodes had at least
one connection to other nodes. A was normalized so that
the largest absolute value of the real part of its eigenval-
ues was 0.5. Another 100 random realizations of W were
generated from a uniform random distribution between
±0.5.
The training error (eq. 4) was recorded for each ran-
dom network configuration and the A and W pair that
gave the lowest training error ET was retained as part of
the optimum parameter set.
Next the value for the time constant λ, which deter-
mined the frequency response of the reservoir, was set.
The reservoir computer responds to a finite band of fre-
quencies, so to make sure this band of frequencies was
optimal for analyzing the Sprott system signals, the time
constant was varied between 0.5 and 10 and the training
error was computed with the input and training signals
s(t) and g(t) equal to the x(t) signals for each of the 19
Sprott systems.
Figure 4 is a plot of the mean of the training error ET
for all 19 different Sprott systems as the time constant λ
is varied.
Figure 4 shows that the mean of the training error for
all the Sprott systems is small for λ = 7, so the time
constant for the reservoir computer in eq. (1) is set to
7. The minima for each of the individual Sprott systems
occurred roughly the same value of λ, so the minimum
of the mean was a good approximation. If the value of λ
at which the minimum training error occurred was very
different for different Sprott systems, then the signals
could probably be distinguished by their frequency con-
tent alone, and no reservoir computer would be necessary.
4V. SIGNAL IDENTIFICATION
It has been shown that reservoir computers are use-
ful for signal identification or classification, for speech
signals for example [20] or image recognition [21]. For
signal fitting, the smallest training error will undoubt-
edly come when the training signal g(t) is equal to the
input signal s(t); such is not the case for the error in
identifying signals.
To identify the Sprott signals, the reservoir computer
of eq. (1) was driven with the signal x(t) from each of
the Sprott systems, while the training signal g(t) was
set equal to x(t + τ). The reservoir computer of eq. (1)
was numerically integrated with a 4th order Runge-Kutta
integration routine with a time step of 0.1. The first 1000
time steps were discarded and the next 5000 time steps
from each node were used to find the fitting coefficients
C as in eq. (7).
For each Sprott system, a time series consisting of
600,000 points of the x(t) signal was generated and di-
vided into 100 sections of 6000 points each. The reservoir
computer node variables R(t) were all initialized to an
initial value of 0. For each section, the reservoir com-
puter was driven by the input signal s(t) = x(t) and
the first 1000 points of the network response variables
ri(t), i = 1...M were dropped to eliminate the transient.
The fitting coefficients for each Sprott system for each of
the 100 sections were found according to eqs. (2-7).
For each of the 19 Sprott systems there were therefore
100 sets of coefficients Ci(k), where i = A, B ... S in-
dicates the particular Sprott system and k = 1, 2...100
indicates the section of the Sprott signal.
The difference between two Sprott systems was defined
in eq. (8) as ∆ij . The difference between two sections
from two Sprott systems is
∆ij (l1, l2) =
M+1∑
k=1
√
C2i (l1, k)−C2j (l2, k) (11)
where l1 = 1, 2...100 and l2 = 1, 2...100 indicate the dif-
ferent sections of the Sprott signals, i and j indicate the
different Sprott systems, and k = 1, 2...M + 1 indicates
the particular component of the coefficient vector.
When comparing the Sprott systems, when sections l1
and l2 are compared, if the minimum value if ∆ij(l1, l2)
is not ∆ii(l1, l2)
min [∆ij (l1, l2)] < ∆ii (l1, l2) j 6= i, l1 6= l2 (12)
then an error is recorded. The comparisons are made for
all the coefficient vectors of all the sections of all 19 Sprott
systems, and the probability PE of making an error in
correctly identifying each Sprott system was recorded.
Figure 5 is a plot of the probability PE of making an
error in identifying the Sprott systems as the delay τ in
the training signal g(t) = x(t+ τ) varies. Figure 5 shows
that the smallest error in identifying the Sprott systems
occurs when τ > 0, so the training signal g(t) does not
FIG. 5: Probability of making an error PE in identifying
the 19 Sprott systemss when the input signal to the reservoir
computer s(t) = x(t) and the training signal is g(t) = x(t+τ).
match the input signal x(t). The minimum error occurs
for values of τ between 4 and 7.
The identification error probability is lower when the
training signal g(t) is delayed from the input signal x(t)
because the relation between the delayed signal and the
non-delayed signal contains information unique to the
particular chaotic system. Knowing what comes later
in time for a particular signal gives more information
than just knowing the signal at a particular time. To
quantify this extra knowledge, the mutual information
between the input signal x(t) and the training signal g(t)
was computed.
To compute the mutual information, each signal was
transformed into a symbolic time series using the ordi-
nal pattern method [22]. Each signal was divided into
windows of 4 points, and the points within the window
were sorted to establish their order; for example, if the
points within a window were 0.1, 0.3, -0.1 0.2, the or-
dering would be 2,4,1,3. Each possible ordering of points
in x(t) represented a symbol σq(0), q = 1...Ns0, where
Ns0 was the number of possible symbols. Each symbol
in the delayed signal x(t+τ) was σq(τ), q = 1...Nsτ . The
probabilities p(σq(0)) and p(σq(τ)) were found for each
symbol. The mutual information between the signal x(t)
and the delayed version x(t+ τ) was
I (0, τ) =
Ns0∑
q1=1
Nsτ∑
q2=1
p [σq1 (0) , σq2 (τ)] log
(
p [σq1 (0) , σq1 (τ)]
p [σq1 (0)] p [σq2 (τ)]
)
.
(13)
Figure 6 is a plot of the mean of the mutual information
between the input signal x(t) and the delayed version
x(t+τ) for all 19 Sprott systems. The mutual information
between x(t) and x(t+τ) decreases sharply for τ ≤ 3 and
then starts to level off. The delayed signal x(t + τ) has
new information not present in x(t), although the amount
of new information does not increase as rapidly for τ > 3.
The probability of identification error plot in fig. 5 in-
creases for τ > 7. The Sprott systems produce chaotic
signals, so for long delays, x(t + τ) will be uncorrelated
with x(t). As an example, figure 3 is a plot of the auto-
5FIG. 6: Mean of the mutual information I(0, τ) between x(t)
and x(t+ τ) for all 19 Sprott systems.
correlation R(x(t), x(t + τ) for the x(t) signal from the
Sprott B system. The autocorrelation for the Sprott B
system pictured in fig. 3 first drops below 0 for τ = 4.
For the other Sprott systems, the autocorrelation for the
x(t) signal drops below 0 for delays ranging from τ = 2
to τ = 6, except for the Sprott C system, where the au-
tocorrelation doesn’t drop below 0 until τ = 33, but the
autocorrelation for the Sprott C system does have its first
minimum at τ = 5. If the delay τ for the training signal
g(t) = x(t+τ) is increased by too much, the training sig-
nal becomes uncorrelated with the input signal and the
probability of identification error will increase.
To find the ideal delay for the training signal g(t) =
x(t + τ) for each of the 19 Sprott systems, τi, i=A,B
... S was set equal to the delay for which the autocor-
relation for that signal first dropped below 0 or reached
its first minimum. An additional delay τadd was then
added to each τi, so each of the 19 training signals was
gi(t) = xi(t+τi+τadd). Figure 7 shows the probability of
identification error PE as a function of the added delay
for the Sprott systems. The identification error is mini-
mized for τadd = 2. It is evident that the optimum delay
for the training signal g(t) = x(t + τ) is slightly greater
than the delay for which the first minimum occurs in the
autocorrelation function. Choosing this delay maximizes
the new information provided by the training signal but
keeps the training signal from becoming too uncorrelated
with the input signal. This simple rule is similar to the
conventional wisdom for choosing the delay window in a
delay embedding, that the window length should be equal
to the delay at which the first zero (or first minimum) in
the autocorrelation is seen.
A. Number of data points
Figure 8 shows the error in identifying the 19 Sprott
systems PE as a function of the total number of points
used N . The total number of points includes the 1000
point transient. As a comparison, probability of error
from the density method of [6, 7] is also plotted. The
reservoir computer method required fewer points to iden-
FIG. 7: Probability of identification error PE as a function
of the added delay τadd for the 19 Sprott systems. The input
signal was si(t) = xi(t), while the training signal was gi(t) =
xi(t + τi + τadd), where the index i indicated the particular
Sprott system. The delay τi was the delay for which the
autocorrelation of the x(t) signal from Sprott system i first
dropped below 0 or reached its first minimum.
FIG. 8: Probability of error PE as a function of number of
points N in the input time series s(t) = x(t) for identifying
the Sprott systems using a reservoir computer as described in
eq. 1, labeled as ”nonlinear equation”. The input signal was
s(t) = x(t) for each of the Sprott systems, while the training
signal g(t) = x(t + τ), where τ was the delay for the first
0 or first minimum of the autocorrelation function for each
Sprott system plus 2 time steps. The figure also shows the
probability of error for identifying the Sprott systems from the
density method of [6, 7], labeled as the ”density method” and
from a reservoir computer using a sigmoid node described in
eq. 14 (”sigmoid”). The number of points N for the reservoir
computers includes the 1000 point transient.
tify the Sprott systems, and it did not require that the
signal be embedded in a phase space.
The error performance of the reservoir computer of eq.
(1) was also compared to the error performance of a reser-
voir computer with a different type of node. The most
commonly used node type in the reservoir computer lit-
erature is a sigmoid nonlinearity, so a reservoir computer
6FIG. 9: Probability of error PE in identifying the 19 Sprott
systems using the reservoir computer of eq. (1) when the
number of nodes M in the network was varied. The delay τ
in the training signal g(t) = x(t + τ) was set to τ = τi + 2,
where τi the delay for which the autocorrelation for Sprott
system i first drops below 0 or has its first minimum.
described by eq. 14 was also simulated.
Ri (n+ 1) = α
[
1
1 + e−Ri(n)
+AR (n) +Ws (t)
]
(14)
The parameter α = 0.35. The network connection matrix
A and the input coupling vector C were the same as in
eq. (1), as were the input and training signals. The
probability of error for identifying the 19 Sprott systems
using the reservoir computer with a sigmoid nonlinearity
is also plotted in fig. 8. The probability of error when the
sigmoid nonlinearity is used is approximately the same as
when the nonlinear equation of eq. (1) is used.
B. Number of nodes
It seems that the number of nodes M in the reservoir
computer should make a difference in the probability of
error in identifying the Sprott systems, and figure 9 con-
firms this suspicion. Each time the number of nodes M
was changed, optimal values for the connection matrix
A and the input vector W were determined as in section
IV. The identification error PE as a function of the num-
ber of reservoir computer nodes M is plotted in figure
9.
Figure 9 shows that the scatter in the probability of
identification PE is very large as the number of nodes
increases. Most likely this scatter is caused by the fact
that the network connection matrix A is not optimal. As
the number of nodes M increases, the number of elements
in A increases as M2, so the probability of randomly
generating an optimum matrix A from a fixed number
of random realizations decreases, meaning that A is less
likely to be optimum as M increases.
FIG. 10: Probability of error in identifying the 19 Sprott
systems with added Gaussian white noise. The noise level is
the ratio of the noise standard deviation to the signal standard
deviation. The delay τ in the training signal g(t) = x(t +
τ) was set to τ = τi + 2, where τi the delay for which the
autocorrelation for Sprott system i first drops below 0 or has
its first minimum.
C. Added noise
Figure 10 shows the probability of identification error
PE for identifying the 19 Sprott systems as noise is added
to the input signal; s(t) = x(t)+η(t), where η(t) is Gaus-
sian white noise. The reservoir computer was described
by eq. (1). The noise level in fig. 10 is the ratio of the
standard deviation of the noise signal to the standard de-
viation of x(t). For each of the Sprott systems the delay τ
used to determine the training signal g(t) = s(t+ τ) was
the delay for which the autocorrelation for that Sprott
system first dropped below 0 (or had its first minimum)
plus 2 time steps. The noise level on the training signal
g(t) is the same as the noise level on the input signal s(t).
Figure 10 shows that the reservoir computer of eq. (1)
is robust to moderate amounts of added noise.
VI. SUMMARY
Reservoir computers are useful for identifying chaotic
signals, as the example in this paper shows. Using a
reservoir computer, it was possible to correctly identify
signals from the 19 different Sprott systems with a error
probability lower than that in a method that used den-
sity to identify chaotic systems [6, 7]. An advantage of
the reservoir computer method is that no embedding is
required, so it isn’t necessary to estimate dimension or
delay.
One drawback to using reservoir computers is that
there is no theory to guide the selection of reservoir com-
puter parameters. The strategy used in this paper was to
use choose input and training signals x(t) and g(t) and
vary the reservoir parameters to minimize the training
error TE (eq. 4). This approach gives reasonable pa-
rameters, but it is not optimum, since the parameters
where the training error is minimized may not be the pa-
7rameters that minimize the error in identifying different
systems, PE .
The reservoir computer method does require numeri-
cally integrating a network of M nonlinear systems, and
as figure 9 shows, larger values of M give lower error
probabilities. Implementing a reservoir computer on a
digital computer is slow, although the different nodes
may be integrated in parallel. The real promise of reser-
voir computing is that the nodes may be implemented
with analog systems, in which case speed increases over
digital computing are possible.
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