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Abstract
Generalized geometric Goppa codes are vector spaces of n-tuples with entries from different
extension ﬁelds of a ground ﬁeld. They are derived from evaluating functions similar to
conventional geometric Goppa codes, but allowing evaluation in places of arbitrary degree. A
decoding scheme for these codes based on Sudan’s improved algorithm is presented and its
error-correcting capacity is analyzed. For the implementation of the algorithm it is necessary
that the so-called increasing zero bases of certain spaces of functions are available. A method
to obtain such bases is developed.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Conventional geometric Goppa codes are constructed by evaluating functions of a
given algebraic function ﬁeld over a ﬁnite ﬁeld in places of degree 1, the so-called
rational places. It is the ﬁrst construction of block codes that gives a sequence of
codes asymptotically better than the Gilbert–Varshamov bound [5,14].
Recently, a generalization of this construction has been put forth by Xing et al.
[15]. Their construction uses places of arbitrary degree whose functions are
evaluated. The result is a space of tuples with entries from different ﬁeld extensions
of the ground ﬁeld. Each of these entries is subsequently concatenated with an inner
codes. The inner codes may vary depending on the degree of the place evaluated. The
authors give instances of codes from this construction whose parameters coincide
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with the best codes possible of that length and dimension, compare with [2]. Further,
various examples of the construction that result in new improved codes given a ﬁxed
length and dimension are presented by Ding et al. [3]. This suggests that there might
be another way to good codes than through the search for curves with many rational
points.
This article concentrates on what can be referred to as the outer code, namely the
space of tuples with entries from different ﬁeld extensions of the ground ﬁeld. This
outer code will be called the generalized geometric Goppa code in the following and
has been studied extensively in [8]. A decoding algorithm for this space, i.e. a
procedure to reobtain the original tuple when it has been disturbed by noise, will also
result in a decoding algorithm of the concatenated codes [15] similar to the decoding
of conventional concatenated codes [4,10] or with methods as in [11,12]. In the
following, it is demonstrated how Sudan’s improved algorithm for decoding
conventional geometric Goppa codes beyond half minimum distance [7] can be
extended to generalized geometric Goppa codes.
Section 2 introduces the necessary notation from the theory of algebraic function
ﬁelds and presents the construction of generalized geometric Goppa codes as well as
the concatenated version by Xing et al. [15]. The decoding algorithm is presented in
Section 3 where also its correctness is proven and its error-correcting capability is
analyzed. Section 4 supplements the decoding algorithm by a method for obtaining
increasing zero bases of function spaces with respect to the places that are used
for evaluation in the code. An example by Ding et al. [3] is discussed in detail in
Section 5 and concluding remarks can be found in Section 6.
2. Generalized geometric Goppa codes
The construction of generalized geometric Goppa codes requires some concepts
from the theory of algebraic function ﬁelds. For an introduction to this subject, refer
to [13]. Some basic notation is deﬁned in the following.
Let Fq denote the ﬁnite ﬁeld with q elements and let F+Fq be an algebraic fuction
ﬁeld of genus g with Fq as ﬁeld of constants.
The set of all places of F will be denoted by PF : The valuation ring of the place
PAPF is OP and vP denotes the discrete valuation associated with P: Let fAF : If
vPðf Þ > 0; then P is said to be a zero of multiplicity vPðf Þ of the function f and
correspondingly if vPðf Þo0 then P is a pole of multiplicity 2vPðf Þ of f : Denote the
residue class ﬁeld of P by FP ¼ OP=P and deﬁne f ðPÞ ¼ f þ PAFP: The degree of P
is deg P ¼ ½FP : Fq and therefore FpDFqdeg p: The two ﬁelds will be regarded as
identical in the following. Special places are the inﬁnite places, PN always denotes
such a place.
A divisor A of F is a formal sum of places of the form
A ¼
X
PAPF
aPP with aPAZ and almost all aP ¼ 0:
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The support of A is the set suppA ¼ fPAPF jaPa0g and the degree of the divisor A
is deﬁned by
degA ¼
X
PAPF
aP deg P:
Let also A0 ¼PPAPF a0PP be a divisor. A partial ordering on the group of divisors is
given as follows:
A0pA 3 a0PpaP 8PAPF :
For any fAF \f0g; the principal divisor of f is given by
ðf Þ ¼
X
PAPF
vPðf ÞP ¼ ðf Þ0  ðf ÞN;
where ðf Þ0; ðf ÞNX0 are called the zero divisor and the pole divisor of f ; respectively.
If A is a divisor of F ; then
LðAÞ ¼ ffAF \f0g ðf Þj X Ag,f0g
is a vector space over Fq and the dimension, denoted by dimA; is bounded from
below by the Riemann–Roch Theorem
dim AXdeg A þ 1 g
with dim A ¼ degA þ 12g if degA > 2g22:
Let D ¼ P1 þ    þ Pn and G be divisors of F such that the Pi are distinct places of
degree deg Pi ¼ ki and supp D- supp G ¼ |: Denote the Cartesian product of the
ﬁnite ﬁeld Fqki by
Qn
i¼1 Fqki ; which is a degD ¼
Pn
i¼1 ki-dimensional Fq-vector space.
The generalized geometric Goppa code associated with the divisors D and G is
CLðD;GÞ ¼ fðf ðP1Þ; :::; f ðPnÞÞjfALðGÞg;
considered as a subspace of
Qn
i¼1 Fqki : Extending the deﬁnition of codes to subspaces
of
Qn
i¼1 Fqki as above, the deﬁnitions for length, dimension, and Hamming distance
and thus minimum distance can naturally be generalized: again, n is the length, the
dimension of the code as a vector space over Fq is its dimension and the distance
between two words is the number of differing corresponding entries—compare with
[8]. Possibly, k > n: The code CLðD;GÞ is an [n; k; d] code with
k ¼ dim G  dim ðG  DÞ; dXn  degG
and if 2g2odegGodegD; then k ¼ degG2g þ 1 by the Riemann–Roch Theorem.
The original geometric Goppa code is the subclass of codes where k1 ¼    ¼ kn ¼ 1:
A kind of concatenation of the above code is deﬁned in [15]. Choose [ni; ki; di]
codes Ci; 1pipn: For each Ci there is an Fq-linear isomorphism pi : Fqki-Ci; and
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the concatenated generalized geometric Goppa code is deﬁned as follows:
CLðD;G;C1;y;CnÞ ¼ fðp1ðf ðP1ÞÞ;y; pnðf ðPnÞÞÞ fALðGÞg:j
If degGodegD; then CLðD;G;C1;y;CnÞ is an Fq-linear code with para-
meters [n0; k0; d 0] where n0 ¼Pri¼1 ni; k0XdegG þ 1 g; equality holding when also
degG > 2g22 and
d 0X
Xn
i¼1
di  degG max
X
iAI
ðdi  kiÞ IDf1;y; ngj
( )
[15, Theorem 3.2]. Note that d 0X
Pn
i¼1 di  degG when kiXdi: Some examples of the
concatenated construction that result in better codes than previously known, i.e.
codes with a greater minimum distance for a given length and dimension, are listed in
[3]. One such example will be discussed in greater depth in Section 5.
3. Decoding generalized geometric Goppa codes
In this section the algorithm by Guruswami and Sudan [7] will be extended to the
class to the class of generalized geometric Goppa codes as deﬁned in the previous
section. This will also make decoding of the concatenated code CLðD;G;C1;y;CnÞ
possible. First, some notation and concepts need to be introduced that are directly
related to the decoding algorithm.
Let QAF ½Z where Z is transcendental over F and write the polynomial as
Q ¼Pdeg Qj¼0 qjZj with qjAF : The evaluation of Q in fAF is deﬁned by
Qðf Þ ¼
Xdeg Q
j¼0
qjf
j;
which is an element of the function ﬁeld F : Let further z ¼ ðz1;y; znÞA
Qn
i¼1 Fqki and
if qjðPiÞ is deﬁned for all j; deﬁne the evaluation of Q in the pair (Pi; zi) by
QðPi; ziÞ ¼
Xdeg Q
j¼0
qjðpiÞzji;
regarded as an element of Fqki since FPiDFqki : Let N denote the set of positive
integers. The pair (Pi,zi) is a zero of multiplicity siAN of Q if si is the maximal
number such that for all fAF satisfying f ðPiÞ ¼ zi the equality
vPiðQðf ÞÞ ¼ si
holds. Note that QðPi; ziÞ ¼ Qðf ÞðPiÞ ¼ 0 for any such function f :
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The concept of what Hholdt and Nielsen [9] refer to as an increasing zero basis of
the spaceLðAÞ is needed. In this context it may, however, be with respect to a place
Pi of arbitrary degree ki: This involves extending [7, Lemma 21].
Proposition 3.1. Let A be a divisor such that LðAÞ is non-trivial and PiAPF with
ki=deg Pi: Then there exists a basis
cðiÞ1 ;y;c
ðiÞ
dim A
of LðAÞ such that
vPiðcðiÞ1 ÞpypvPiðcðiÞdim AÞ
with at most ki elements of equal valuation.
A basis cðiÞ1 ;y;c
ðiÞ
dim A as in the proposition is called an increasing zero basis of
LðAÞ with respect to Pi: The proof shows a method of obtaining such a basis from
an arbitrary basis of LðAÞ; provided that it is possible to ﬁnd the unique
representation of an element of F with respect to a local parameter of Pi: Section 4
will give such an algorithm for some function ﬁelds F :
Proof. The proof is by induction. Let f1;y;fdim A form a basis of LðAÞ ordered
such that
vPiðf1ÞpypvPiðfdim AÞ:
Let f1;y;fi be all the basis elements of smallest valuation vPiðf1Þ: Given a local
parameter tiAPi each of these has a unique representation fa ¼ uatvPi ðf1Þi ; 1papi
for some unit ua in OPi ; i.e. vPiðuaÞ ¼ 0 and vPiðtiÞ ¼ 1: Without loss of generality
u1ðPiÞ;y; ukiðPiÞAFqki ; kipi; ki are linearly independent over Fq and
ukiþ1ðPiÞ;y; uiðPiÞ are linearly dependent on these. In other words, there exist
mabAFq such that
ubðPiÞ ¼
Xki
a¼1
mabuaðPiÞ; b ¼ ki þ 1;y; i:
Note that ub 
Pki
a¼1 mabuaa0 due to the linear independence of the original basis
elements and vPiðub 
Pki
a¼1 mabuaÞ > 0: Set
cðiÞ1 ¼f1;y;cðiÞki ¼ fki ;
f0b ¼fb 
Xki
a¼1
mabfb; b ¼ ki þ 1;y; i
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and observe that vPiðf0bÞ > vPiðf1Þ: Repeat this procedure with the linearly
independent functions f0kiþ1;y;f
0
i;fiþ1;y;fdim A: Eventually, a basis as desired
is obtained. &
Suppose the word z ¼ ðz1;y; znÞA
Qn
i¼1 Fqki is received and it should be decoded
to a codeword in CLðD;GÞ: Said informally, the idea of Sudan’s algorithm is now to
ﬁnd a non-zero polynomial QAF ½Z such that the pairs (Pi; zi) are zeroes of Q of at
least a given multiplicity si and the degree of Q as well as its coefﬁcients are in a
certain sense big enough to accommodate up to a ﬁxed number of errors. If f ðPiÞ ¼
zi for sufﬁciently many i; then it can be concluded that Qðf Þ has too many zeroes for
our choice of degree and coefﬁcients of Q and therefore Qðf Þ ¼ 0: This implies that
Z2f is a factor of Q and the functions corresponding to codewords closest to z are
found by identifying linear factors of Q.
The algorithm in Fig. 1 states the generalization of Sudan’s algorithm precisely.
ByN0 in the input of the algorithm, the set of non-negative integers is denoted. First,
some remarks about the choices made in Step 1 of the algorithm: The important
variables deﬁned are l; s; si;H and dQ whereas r; a; b; c; d 0Q and r
0 are introduced only
to simplify expressions. Calculation shows that b224ac > 0 and e ought to be picked
such that aa0; compare with Theorem 3.1. Note that a divisor H as in Step 1 exists,
since it can be chosen as the multiple of a divisor of degree 1 with support disjoint
from D. Such a divisor of degree 1 can be constructed from two places of sufﬁciently
high consecutive degree. Two places with this property do exist by [13, Corollary
V.2.10]. Certainly, if G itself is a multiple of a divisor of degree 1, then H can be set
to a multiple of that divisor as well. The idea behind Step 1 is to ensure the existence
of the desired polynomial QAF ½Z and that Z2f is a factor of such Q when f
corresponds to a codeword at distancere to z: An algorithm to obtain all factors of
Q as constructed in Step 2 is given in [1].
In the following lemma sufﬁcient conditions for the existence of a polynomial
Q as in Step 2 of the algorithm in Fig. 1 are given. Note that the proof is
constructive.
Lemma 3.1. Let l; s; si; 1pipn; dQ and H be as in Step 1 of the algorithm in Fig. 1
and c¼ deg H þ dQ degG: If
cðcþ 1Þ
2 degG
>
Xn
i¼1
ki
si þ 1
2
 !
; ð1Þ
then a polynomial Q as sought in Step 2 of the algorithm in Fig. 1 does exist.
Proof. An arbitrary polynomial Q of the form Q ¼PdQa¼0 qaZaAF ½Z with
qaALðGaÞ where Ga ¼ H þ ðdQ2aÞG is examined. Let Ba ¼ ffa1;y;fa dim Gag be
a basis of LðGaÞ;BðiÞa ¼ fcðiÞa1 ;y;cðiÞa dim Gag an increasing zero basis of LðGaÞ
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with respect to Pi and
SdQ
a¼0B
ðiÞ
a ¼ fcðiÞ1 ;y;cðiÞi g: Then there exist qabAFq
such that
qa ¼
Xdim Ga
b¼1
qabfab
Fig. 1. Generalized Sudan-decoder.
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and mðiÞabgAFq such that
fab ¼
Xi
g¼1
mðiÞabgc
ðiÞ
g ; m
ðiÞ
abg ¼ 0 for cðiÞg eBðiÞa :
For every Pi; the polynomial Q can now be rewritten as
Q ¼
XdQ
a¼0
qaZ
a
¼
XdQ
a¼0
qa
Xa
d¼0
a
d
 !
Z  zið Þdzadi
¼
XdQ
d¼0
ðZ  ziÞd
XdQ
a¼d
a
d
 !
zadi qa
¼
XdQ
d¼0
ðZ  ziÞd
XdQ
a¼d
a
d
 !
zadi
Xdim Ga
b¼1
qabfab
¼
XdQ
d¼0
ðZ  ziÞd
XdQ
a¼d
a
d
 !
zadi
Xdim Ga
b¼1
qab
Xi
g¼1
mðiÞabgc
ðiÞ
g
¼
Xi
g¼1
XdQ
a¼0
cðiÞg ðZ  ziÞd
XdQ
a¼d
a
d
 !
zadi
Xdim Ga
b¼1
mðiÞabgqab:
Let fALðGÞ such that f ðPiÞ ¼ zi: Observe that vPiððf2f ðPiÞÞdÞXd and therefore
vPiðcðiÞg ðf  f ðPiÞÞdÞXvPiðcðiÞg Þ þ d: The above rewriting of Q makes it now apparent
that if
XdQ
a¼d
a
d
 !
zadi
Xdim Ga
b¼1
mðiÞabgqab ¼ 0 for vPiðcðiÞg Þ þ dosi; ð2Þ
then vpiðQðf ÞÞXSi: Thus if (2) holds, (Pi; zi) is a zero of multiplicity at least si of Q:
The functions cðiÞg have valuation X0 with respect to every Pi since supp Ga-
supp D ¼ |: Therefore, there are at most kiðsi2dÞ functions cðiÞg for every value of
d; 0pdpsi21 such that vPiðcðiÞg Þ þ dosi: Summing up, there are at most ki
si þ 1
2
	 

equations in (2) with respect to a place Pi; putting constraints on the coefﬁcient qab
of Q: Altogether there are at most
Xn
i¼1
ki
si þ 1
2
 !
equations.
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On the other hand, each qa is a linear combination of basis elements of LðGaÞ;
which is of dimension deg Ga2g þ 1 ¼ degH þ ðdQ2aÞdegG2g þ 1 since H has
been chosen such that degH > 2g  2: The coefﬁcients qab are the unknowns and
altogether there are
XdQ
a¼0
degHþðdQ  aÞdegG  g þ 1
¼
Xcdeg Hdeg G
a¼0
c a degG  g þ 1
¼ c degH
degG
þ 1
	 

ðc g þ 1Þ  degG
c degH
deg G
þ 1
2
0
B@
1
CA
¼ c degH
degG
þ 1
	 

c g þ 1 c degH
2
	 

¼ cþ degG  degH
degG
	 

cþ deg H  ð2g22Þ
2
	 

X
cðcþ 1Þ
2 deg G
of these.
Thus if (1) holds, there are more unknowns than linear constraints and a non-
trivial solution to the homogeneous linear system of equations is guaranteed. &
Next, sufﬁcient conditions are given for when the constructed polynomial Q has a
factor of the type Z2f ; fALðGÞ:
Lemma 3.2. Let l;s;si;1pipn; dQ; H and Q be as in the algorithm in Fig. 1. Further,
let fALðGÞ such that f ðPiÞazi for at most e instances of i; 1pipn. If
ðn  eÞls> deg HþdQ degG; ð3Þ
then ðZ  f ÞjQ:
Proof. Let I be the set of indices such that f ðPiÞ ¼ zi; i.e. Ij jXðn  eÞ: As the
functions f a are elements ofLðaGÞ; Qðf ÞAL(H þ dQG) by the choice of coefﬁcients
of Q: But since vPi (Q(f ))Xsi for iAI by the deﬁnition of multiplicities, Q(f ) is also an
element of the smaller space LðH þ dQG 
P
iAI siPiÞ Now if (3) holds, then
deg
X
iAI
siPi
 !
¼
X
iAI
siki ¼ Ij jslXðn  eÞsl > degðH þ dQGÞ:
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But LðAÞ={0} for any divisor A such that deg Ao0; i.e. LðH þ dQG P
iAI siPiÞ ¼ f0g: Therefore Qðf Þ ¼ 0; implying ðZ  f ÞjQ: &
Suppose that f and g are functions corresponding to two codewords at the same
distance re to z and note that if the numbers si were not chosen to level out the
degrees of the places Piðsiki ¼ sjkj for all i and j), then it might happen that the
function g does not fulﬁll
P
iAI siki > degH þ dQ deg G as in the proof of Lemma
3.2, whereas f does. That shows that the multiplicities si are important to ensure that
both Z2f and Z2g are factors of Q: The following lemma gives sufﬁcient conditions
such that the conditions of Lemmas 3.1 and 3.2 are fulﬁlled.
Lemma 3.3. Again let c ¼ deg H þ dQ degG: If e fulfills
eon 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
deg G
Xn
i¼1
1
ki
s
; ð4Þ
then for the choices made in Step 1 of the algorithm in Fig. 1, inequalities (1) and (3)
both hold.
Proof. Note that, in Step 1 of the algorithm in Fig. 1, the divisor H and the upper
bound on the degree dQ of Q have been chosen such that
ðn  eÞls > degH þ dQ deg G ¼ cXðn  eÞls r: ð5Þ
Therefore (3) holds.
To show (1), note that by (4) the number a in Step 1 is positive and that s is chosen
as the closest integer greater than the largest root of a second order degree
polynomial. Therefore,
ðn  eÞ2  degG
Xn
i¼1
1
ki
 !
l2s2  ðn degG þ ð2r  1Þðn  eÞÞlsþ ðr2  rÞ > 0;
which implies
ðn  eÞ2l2s2  ð2r  1Þðn  eÞlsþ ðr2  rÞ
2 degG
>
l2s2
2
Xn
i¼1
1
ki
þ nls
2
¼
Xn
i¼1
ki
si þ 1
2
 !
:
On the other hand, by (5)
cðcþ 1Þ
2 degG
X
ððn  eÞls rÞððn  eÞls r þ 1Þ
2 deg G
¼ðn  eÞ
2l2s2  ð2r  1Þðn  eÞlsþ ðr2  rÞ
2 degG
:
Therefore, condition (1) is also fulﬁlled. &
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The results of the previous lemmas can now be gathered in the main theorem of
this article.
Theorem 3.1. If
ep n 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
degG
Xn
i¼1
1
ki
s& ’
 1; ð6Þ
then the algorithm in Fig. 1 recovers all functions corresponding to codewords at
distance pe to z:
Certainly, dQ; H and s have been designed to fulﬁll (1) and (3). The number s has
been chosen as the smallest positive integer that fulﬁlls (1). This will result in as few
unknowns and equations in the linear system as possible. The numbers dQ and degH
(and thus c) on the other hand have been chosen as large as possible while still
satisfying (3). This will allow the correction of e errors (under condition (6)) as
well as making sure that the linear system (2) consists of more unknowns than
equations.
4. Representation of functions with respect to a local parameter
The method in the proof of Proposition 3.1, for ﬁnding an increasing zero basis of
LðAÞ with respect to a place Pi of degree ki given an arbitrary basis of the space,
depends on whether it is possible to calculate the unique representation of a non-zero
function of LðAÞ with respect to a local parameter of Pi: In this section, the
procedure given by Hholdt and Nielsen [9, Sect. 5] for the Hermitian function ﬁeld
is generalized. Suppose F ¼ Fqðx; yÞ is deﬁned by the equation pðx; yÞ ¼ 0; with
pAFq½X ;Y  irreducible. Note that there are ki places of degree 1 above Pi in the
constant ﬁeld extension Fqki F of F : These correspond to ki points on the
curve deﬁned by p over Fqki : Our generalization consists of performing
the procedure by Hholdt and Nielsen [9, Sect. 5] once on both numerator and
denominator of the given function with respect to some of the places in the extension
ﬁeld. The result will be deﬁned again over F : These calculations can be performed
once and for all and therefore do not increase the complexity of the decoding
algorithm in Fig. 3.
In the following, the terminology pertaining to a polynomial ring in the context of
a function ﬁeld is used. A function gðx; yÞAF where gAFq½X ;Y  will also be called a
polynomial. Further, gðx; yÞ is called irreducible, univariate or linear if g is. The
polynomial gðx; yÞ is said to factor over a ﬁeld that Fq is contained in if g does, and
hðx; yÞAF ; hAFq½X ;Y  is a factor of gðx; yÞ if h is one of g.
The next result will indicate under which conditions a method as described above
can be employed.
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Proposition 4.1. Let P01;y;P
0
ki
be the places above PiaPN in the constant field
extension Fqki F of F. Further, let Pi lie above the place Qtx in the rational function field
FqðxÞ corresponding to the irreducible polynomial txAFqðxÞ. The polynomial tx factors
into linear polynomials x  v1;y; x  vdeg tx over Fqki and if tx is a local parameter of
Pi, then each factor is a local parameter of some P
0
a.
Proof. Recall that degQtx ¼ deg tx divides deg Pi ¼ ki: Therefore, tx factors into
linear polynomials x  v1;y; x  vdeg tx over Fqki : In the constant ﬁeld extension
Fqki ðxÞ of FqðxÞ there are deg tx places, denoted Q01; :::;Q0deg tx ; above Qtx ; namely the
ones with local parameters corresponding to the linear factors of tx: For each b ¼
1;y; deg tx there exists a such that P0ajQ0b: If tx is not just the local parameter of Qtx ;
but also of Pi; then it is one of P
0
a as well since the constant ﬁeld extension is
unramiﬁed. As vP0aðx  xbÞ > 0 and vP0aðx  xgÞ > 0 for bag ¼ 1;y; deg tx; there-
fore vP0aðx  xbÞ ¼ vP0aðtxÞ ¼ 1 and x  xb is a local parameter of P0a: &
First a remark about the proposition. The function tx is not only a local parameter
of Qtx ; but also of Pi if and only if Pi Qtxj is unramiﬁed. This is for example the case
when there are [F : FqðxÞ]=degY p places of F above Qtx or when Pi is the only place
above Qtx with relative degree degY p:
In the following, it is assumed that tx of Proposition 4.1 is a local parameter of Pi:
Where one of these assumptions does not hold (for example for an inﬁnite place
PN), the corresponding place of the function ﬁeld of another afﬁne curve covering
the corresponding projective curve can be considered.
Suppose the representation of an arbitrary function fAF with respect to tx is
desired. The function can be written f ¼ g=h where g; hAF are polynomials, and
ﬁnding a representation means dividing g and h by tx; keeping track of the number of
divisions and stopping when units of OPi are obtained. Proposition 4.1 and the fact
that vPiðf Þ ¼ vP0aðf Þ; since a constant ﬁeld extension is unramiﬁed, imply that
dividing g and h by tx until units of OPi are obtained is the same as dividing by each
linear factor of tx until units with respect to a place P
0
a having that factor as local
parameter are obtained.
Consider now the case where the polynomial gðx; yÞAFqki F is to be divided by the
factor x2xa of tx: Let P
0
a be a place above Pi corresponding to the point ðxa; yaÞ on
the curve over Fqki deﬁned by p: Note that any such polynomial gðx; yÞ has a
representation
gðx; yÞ ¼
X
g;dAN0
ggdðx  xaÞgðy  yaÞd
¼ g00 þ ðy  yaÞ
X
dAN
g0dðy  yaÞd1
þ ðx  xaÞ
X
gAN
dAN0
ggdðx  xaÞg1ðy  yaÞd ð7Þ
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with ggdAFqki : This is because gAFqki ½X ;Y  has a representation g ¼
P
gdAN0 gg;dðX 
xaÞgðY  yaÞd with ggdAFqki by choosing g00 ¼ gðxa; yaÞ and observing that g2g00 is
contained in the maximal ideal generated by X2xa and Y2ya:
First, such a representation of pðx; yÞ
pðx; yÞ ¼ ðy  yaÞ
X
dAN
p0dðy  yaÞd1 þ ðx  xaÞ
X
gAN
dAN0
pgdðx  xaÞg1ðy  yaÞd
is considered. The term p00 ¼ 0 since the point (xa; ya) lies on the curve deﬁned by p:
None of the two terms in the above expression are trivial since p is irreducible over Fq
and therefore
y  ya
x  xa ¼ 
P
gAN;dAN0 pgdðx  xaÞ
g1ðy  yaÞdP
dAN p0dðy  yaÞd1
: ð8Þ
In the following, it is assumed that the denominator on the right-hand side
w ¼PdAN p0dðy  yaÞd1; is a unit of OP0a : This is the case if and only if p01a0:
A polynomial gðx; yÞ as in (7) is contained in PiDP0a if and only if g00 ¼ 0; and can
therefore be divided by x  xa by simple reduction or with the help of (8). After this
division, the result g0 is not necessarily a polynomial anymore and a new
representation is needed. It can be written as
g0 ¼
X
g;dAN0
g0gdðx  xaÞg ðy  yaÞd
¼ g000 þ ðy  yaÞ
X
dAN
g00dðy  yaÞd1
þ ðx  xaÞ
X
gAN
dAN0
g0gdðx  xaÞg1ðy  yaÞd; ð9Þ
where g0gd ¼
P
iAZ g
0
gdiw
i; g0gdiAFqki :
Again, g0AP0a if and only if g
0
00ðP0aÞ ¼ 0 and then division of the terms involving
x  xa and y  ya can be done by simple reduction or with the help of (8). For g000 an
extra effort needs to be made. Let k ¼ minfiAZ gj 000ia0g: Then g000 ¼
wk
P
iAN0 g
0
00iþkw
i: The function
P
iAN0 g
0
00iþkw
i is a univariate polynomial in y,
and since g000ðP0aÞ ¼ 0 it must have y – yi as a factor. Rewrite
g000
x  xa ¼ w
ky  ya
x  xa e ¼ w
k1 X
gAN
dAN0
pgdðx  xaÞg1ðy  yaÞd
0
BB@
1
CCAe ð10Þ
for some univariate polynomial eAFqki F in y:
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The method for obtaining a representation of an arbitrary function of
F with respect to the local parameter tx of Pi is stated in the algorithm in
Fig. 2.
Note that it is conditioned on the fact that the places concerned lie unrami-
ﬁed above places of one of the rational function ﬁelds contained in F and that w
is a unit of OP0a : This depends on representation (7) of the deﬁning polynomial
pðx; yÞ:
Fig. 2. Representation with respect to a local parameter.
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Due to symmetry, the above can be restated analogously with respect to a similar
local parameter ty of the place Qty in FqðyÞ below Pi:
5. Example
Consider the elliptic function ﬁeld F=F4 (x,y) deﬁned by the equal y
2+y=x3+x.
Its Zeta function is
ZðtÞ ¼ 4t
2 þ 1
ð1 tÞð1 4tÞ ¼ exp
X
iX1
Ni
i
ti
 !
;
where Ni denotes the number of rational places of F4i F : Expanding gives
t
d
dt
log ZðtÞ ¼
X
iX1
Nit
i ¼ 5t þ 25t2 þ 65t3 þ 225t4 þ :::
which indicates that B1 ¼ 5; B2 ¼ 10; B3 ¼ 20; B4 ¼ 50 are the numbers of places of
F of degrees 1 up to 4. Using all 5 and 10 places of degree 1 and 2 plus 19 of degree 3
for evaluation gives a generalized geometric Goppa code C: Concatenating
subsequently with linear [1,1,1], [3,2,2,], [5,3,3] codes over F4; respectively, results
in a code over Fq with parameters [130,k;dX82–k],1pkp81 [3]. For k=29, a new
[130,29,dX53] code over F4 is obtained. In this section, some aspects of the
construction and the decoding of the code C illustrated explicitly.
To start with, a basis of the space LðkðPð4Þ2Pð3ÞÞÞ needs to be constructed,
where Pð3Þ and Pð4Þ are places of degrees 3 and 4, respectively, such that Pð3Þ is
not used for evaluation. Suppose fAF such that ðf Þ ¼ Pð3Þ þ PN2Pð4Þ; then
f kALðkðPð4Þ2Pð3ÞÞÞ and
LðkðPð4Þ  Pð3ÞÞÞ ¼ f kLðkPNÞ
by the following: The two spaces have equal dimension and thus by proving
the inclusion +, the equality is established: gAf kLðkPNÞ ) g ¼ f kh; where
hALðkPNÞ ) g ¼ f kh where ðhÞX kPN ) ðgÞXkðPð3Þ  Pð4ÞÞ ) gALðkðPð4Þ 
Pð3ÞÞÞ: By [13, VI.4.1.(h)] the set fxiyj 0pi; j ¼ 0; 1; 2i þ 3jpkj g is a basis ofLðkPNÞ;
and thus B ¼ ff kxiyj 0pi; j ¼ 0; 1; 2i þ 3jpkj is a basis of LðkðPð4Þ2Pð3ÞÞÞ:
It remains to construct f : Let
f ¼ y þ m
y þ mð1þ x þ x2Þ;
where m is a primitive element of F4: Substituting m and m(1þ x þ x2) for y in the
equation of the curve, irreducible polynomials of F4½x of degrees 3 and 4,
respectively, are obtained. Thus ðy þ mÞ0 ¼ Pð3Þ; ðy þ mð1þ x þ x2ÞÞ0 ¼ Pð4Þ where
Pð3Þ; Pð4Þ are places of degrees 3 and 4, respectively. Now vPNðxÞ ¼ 2 and
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vPNðyÞ ¼ 3 and therefore ðy þ mÞN ¼ 3PN; ðy þ mð1þ x þ x2ÞÞN ¼ 4PN and
ðf Þ ¼ Pð3Þ þ PN2Pð4Þ:
By the above,
Lð29ðPð4Þ  Pð3ÞÞÞ ¼ f 29; f 29x; f 29x2;y; f 29x14;
f 29y; f 29xy;y; f 29x12y; f 29x13y

:
Evaluation of functions in Lð29ðPð4Þ2Pð3ÞÞÞ in the places of degrees 1, 2 and 3
apart from the one inﬁnite place PN is straightforward. The variables x; y in the
given function are substituted by the coordinates of ﬁxed points on the curve over F4;
F42 and F43 ; respectively, that correspond to places above the place considered in
the various constant ﬁeld extensions. The PN; however, corresponds to the point
(0 : 1 : 0) on the corresponding projective curve y2z þ yz2 ¼ x3 þ xz2: Evaluation of
elements of Lð29ðPð4Þ2Pð3ÞÞÞ at PN is done by evaluation of the homogenized
function at (0: 1 : 0). Homogenizing f gives
f  ¼ yz þ mz
2
yz þ mðz2 þ xz þ x2Þ
¼ xy þ mxz
xy þ mðy2 þ yz þ x2Þ;
using that x2 þ z2 ¼ ðy2z þ yz2Þ=x: The homogenized functions are linear combina-
tions of the homogenized basis B ¼ ff 29;y; f 29x13y=z14g of Lð29ðPð4Þ2Pð3ÞÞÞ:
To create rows of the generator matrix of the outer code B is evaluated in
(0 : 1 : 0) and B in the 33 places of degrees 1, 2 and 3.
The following inner codes can be used for the concatenation: the trivial [1,1,1]
code over F4 for coordinates corresponding to places of degree 1, the [3,2,2] code
over F4 with generator and parity check matrices
G2 ¼
1 1 0
0 1 1
 !
; H2 ¼ ð 1 1 1 Þ
for those corresponding to places of degree 2, and the doubly extended [5,3,3]
Reed–Solomon code over F4 [10, Chap. 11, Sect. 5] with generator and parity check
matrices
G3 ¼
1 1 1 1 0
0 1 m m2 0
0 1 m2 m 1
0
B@
1
CA; H3 ¼ 1 1 1 1 0
0 1 m m2 1
 !
:
These can easily be decoded by syndrome decoding.
As far as the outer decoder in Fig. 1 is concerned a few remarks might be useful.
Since G ¼ 29ðPð4Þ2Pð3ÞÞ is multiple of the divisor Pð4Þ2Pð3Þ of degree 1, H in the
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preparation step can be chosen as H ¼ r0ðPð4Þ2Pð3ÞÞ in the ﬁrst case and H ¼ G in
the other.
For the purpose of solving the linear system of Eq. (2) in the interpolation step,
increasing zero bases of LðH þ ðdQ þ jÞGÞ; 1pjpdQ have to be computed. The
divisor H þ ðdQ þ jÞG is a multiple of Pð4Þ2Pð3Þ as well, and bases of the spaces can
be obtained in a similar way as the one of Lð29ðPð4Þ2Pð3ÞÞÞ has been constructed.
Suppose now that such bases are available and increasing zero bases of each space
with respect to each of the 34 places have to be calculated.
Note that apart from the inﬁnite place, all places of degrees 1, 2 and 3 lie
unramiﬁed above a place of one of the rational function ﬁelds contained in F. For
the inﬁnite place, the point (0, 0) on the afﬁne curve x3 þ z2 þ xz2 þ z covering the
corresponding projective curve has to be considered. The polynomial pðx; yÞ that
deﬁnes the function ﬁeld can be represented as in (7):
pðx; yÞ ¼
ðx þ xaÞ3 þ xaðx þ xaÞ2 þ x2aðx þ xaÞ;
þðy þ yaÞ2 þ ðy þ yaÞ; xaa0;
x3 þ x þ ðy þ yaÞ2 þ ðy þ yaÞ; xa ¼ 0
8><
>>:
for an arbitrary point (xa; ya) lying on the curve over any extension ﬁeld of Fq and
therefore division by x þ xa or y þ ya can be performed with the help of (8).
Consider a place of degree 3. The place Pð3Þ above the places Qx3þxþ1 and Qyþm of
the rational function ﬁelds F4ðxÞ and F4ðyÞ; respectively, has already been used to
construct the divisor G: There is also another place %Pð3Þ of F above the place Qx3þxþ1;
namely the one that also lies above the place Qyþm2 of F4ðyÞ: Since there are
[F : F4ðxÞ]=2 distinct places above Qx3þxþ1; x3 þ x þ 1 is a local parameter of %Pð3Þ:
The polynomial factors into three linear polynomials x2v1; x2v2; x2v3 over F43 ;
corresponding to three places above %Pð3Þ in Fq3F ; and the points on the
corresponding curve over F43 are ðv1; m2Þ; ðv2; m2Þ; ðv3; m2Þ as needed in the input of
the algorithm in Fig. 2. Actually, y þ m2 is also a local parameter of %Pð3Þ; since it is
the only place of F above Qyþm2 and the relative degree %Pð3Þ with respect to Qyþm2 is
[F : F4ðyÞ ¼ 3: So, the algorithm in Fig. 2 can be performed with the single point
(v1; m2) as input, dividing numerator and denominator by ty ¼ y þ m2:
The error-correcting capacity (6) of the algorithm in Fig. 1 for the outer code
of length 34 and dimension 1pk ¼ deg Gp81 discussed in this section is illustrated
in Fig. 3 and compared to the error-correcting capacity of Algorithm 1 in [8] as
well as the corresponding error-correcting capacities for a conventional geometric
Goppa code of length 34 with g ¼ 1;1pk ¼ degGp33: Such a code can,
for example, be constructed by considering the constant ﬁeld extension F46F
and 34 of its rational places for evaluation. This is somewhat surprising as the
generalized geometric Goppa code and the conventional one over a bigger base ﬁeld
seem to be identical at ﬁrst sight. Of course, they are not as one is a code over F4 and
other over F46 :
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Several parts of the calculations for this example have been implemented in the
computer algebra system Singular [6].
6. Conclusions
A polynomial time algorithm to decode generalized geometric Goppa codes has
been developed. This algorithm is a generalization of Sudan’s improved algorithm
[7]. The analysis of the error-correcting capacity of the algorithm, Theorem 3.1,
reveals a considerable improvement for some dimensions compared to the method in
[8], see Fig. 3. This algorithm uses the structure of the code as a subcode over Fq of
conventional generalized geometric Goppa code over Fqc considered as a space over
Fq as well. Also, the bound in Theorem 3.1 on the error-correcting capacity simpliﬁes
to eon  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdegGnp in the case of conventional geometric Goppa codes, which is
precisely the bound obtained in [7]. It makes apparent that the usage of places of
higher degree makes it possible to correct more errors. Then again, working with
higher degree places is also paid for by having to represent the codeword entries that
lie in extension ﬁelds of the base ﬁeld.
Further, the concept of increasing zero bases of a function space has been
generalized to places of higher degree in Proposition 3.1. In order to generate such
bases, it is necessary to be able to represent functions with respect to a local
parameter. A method with this purpose for function ﬁelds fulﬁlling certain properties
has been presented.
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Fig. 3. Error-correcting capacities: (6) and [8, Corollary 1.2] for the outer, length 34 code of this section as
a function in k¼ degG illustrated by ‘+’ and ‘J’, respectively, (6) and [8, Corollary 1.2] for a
conventional length 34 geometric Goppa code over a function ﬁeld with g ¼ 1 as a function in k¼ degG
illustrated by ‘ ’ and ‘W’, respectively.
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