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1. INTRODUCTION 
The dynamic programming (DP) approach is one of the most useful and 
well-developed nonlinear mathematical programming approaches that was 
discovered by R. Bellman, based upon the principal of optimality (POP) 
[3, p. 831, more than thirty years ago. Using the POP, various functional 
equation (FE) models have been devised for the different problems concer- 
ned (e.g., see Bellman and Lee [7], Wang [32-341). By means of the POP 
and FE models, abundant optimization problems have been solved by 
many investigators; for example, see Aris [ 11, Bellman [3, 41, Bellman 
and Dreyfus [6], Dreyfus and Law [9], Lee [16], and Nemhauser [19]. 
An important aspect of the development of the theory of DP is that 
R. Bellman [S, p. 2731 established the usual arithmetic and geometric 
inequality through an FE model of the POP (see Beckenbach and Bellman 
[2, p. 6) also). In the current decade, following the lead of Bellman, 
Iwamoto [12-151 and Wang [23-281 have independently established a 
close relationship between the development of the theory of DP and that of 
the theory of inequalities (e.g., see Beckenbach and Bellman [2], Hardy er 
al. [ 111, Mitrinovic [IS]). Along this course, very recent work of Wang 
[32-341 has relatively broadened the scope of the development of DP. Due 
to these developments, we can treat some static optimization problems 
(e.g., see Ralston and Reilly [20, p. 10891) in a dynamic manner. This is a 
motivation of this paper. 
To this end, in Section 2 we introduce some notation and terminology. 
In subsequent sections we present dynamic analysis and geometry, least- 
squares approximation, and conclude with some remarks and an open 
question. 
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2. NOTATION AND TERMINOLOGY 
We first display some notation and symbols that we shall need: 
R = the field of real numbers. 
R”= {t=(t,, . . . . t,)lr,~ R\(O) or R,j= 1, . . . . n}, 
qj=(C{=,p:)l’*, pi R”,j, k= 1, . . . . n, 
c=c:=,> 
S,, = C(s, - S)( ti - i), S = l/n C si, s, t E R”. 
Some terminology is in order: 
Dynamic parameter-a parameter appearing in a constraint of a DP 
problem. 
Dynamic geometry-two- or three-dimensional graph (or curve) or a 
sequence of such graphs constructed with the functions in one or two 
variables derived from the objective function of n variables for n 2 3 by the 
POP of DP. 
Dynamic pattern-an equation, form, or constraint containing no 
explicit dynamic parameter, which is used to guide the process so that the 
problem can be solved through the DP approach. 
3. DYNAMIC ANALYSIS AND GEOMETRY 
The presentation under this subtitle is not only a new finding but it also 
traces back to the roots of mathematics affected by the DP concept. For 
this reason, we start with an elementary calculus problem: Find the 
distance from a given point (a, b) to a given line px + gy = r in the plane. 
We translate this problem into an optimization problem in the DP scheme 
with r replaced by a dynamic parameter A: 
f*(A)=min [(x-a)‘+(~-h)*]“* (1) x, P 
subject to the constraint 
px+gy=L 
We consider also the inverse problem of problem (1 ), (2), 
g*(n) = T”,” (PX + 4Y) 
subject to 
(2) 
(3) 
[(x - a)’ + ( y - by] 1’2 = A. (4) 
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The main problem (l), (2) and its inverse problem (3), (4) are dual to 
each other. In general, we have the following dual pair. Let Q be a specified 
subset of R”. 
Main problem: 
min F(x) (5) 
subject to 
G(x) = A, XEQ, A>0 (6) 
and 
Inverse problem: 
max G(x) (7) 
subject to 
F(x) = A, XEi-2, ;I > 0. (8) 
There have been several theorems, concerning these dual problems 
studied in Iwamoto [12-151, which have covered a wide range with the 
functions F and G specified. Here we consider special cases of (5 )-( 8) which 
are in fact generalizations of problem (l), (2) and (3), (4), respectively. As 
a demonstration, after we complete their analysis, we introduce their 
dynamic geometry as mentioned above. So, we state 
Main problem: 
f,(A) = min F(n, x) 
subject to 
G(n, x) = 2, XER”, A>0 
and 
Inverse problem: 
g,(x) = max G(n, x) 
subject to 
F(n, x) = A, XER”, 2 > 0, 
where 
l/2 
, G(k, X) = i PjXjT k=l 
/=I 
(9) 
(10) 
(11) 
(12) 
n. 
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To solve the main problem (9), (lo), we note that once xk is chosen, the 
remaining problem is that of choosing x1, . . . . xk _, subject to 
G(k - 1, x) = A -prxk 
so as to minimize F(k - 1, x). 
It follows that 
fk(A) = min[f*- k I (1-p. x ) + x2]“* T k k (13) 
for k = 2, 3, . . . . ti with f,(A) = A/p,. By induction it is easy to establish 
fk(n)=minf(Ay xk), (14) 
‘k 
where 
.ftA? xk) = qk 
qk 
From (13t( 15), the minimum 
(15) 
is attained at 
xj=2, 
qk 
j = 1, . . . . k. 
Consequently, 
at xj =pjllqi, j = 1, . . . . n. 
To solve the inverse problem (ll), (12), we note that once xk is chosen, 
the remaining problem is that of choosing x1, . . . . xk _ 1 subject to 
F(k-1,x)=(1*-x2)“* k 
so as to maximize G(k - 1, x), 
It follows that 
gk(A)=mxy bk- 1((;12-x~)“2)+pxxk] (16) 
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for k = 2, 3, . . . . n with g,(A) =pllz. By induction again it is easy to establish 
g&J = max g(A x,), 
r’4 
(17) 
where 
s(A x/c) = g: [&&y2+!p)‘~2] 
<q: -- [ 
qi-1 -xx:, p: x: 1’2 
4: 4:-l 4: PZ 1 
= q&. (18) 
From (16t( 18) the maximum 
is attained at 
,.JP 
J 
clk3 
j = 1, . . . . k. 
Consequently, 
at x,=p,l/q,, j= 1, . . . . n. 
Remark 1. The convexity of the function t2 is used in (15), while the 
concavity of the function t112 is used in (18). 
In the above process, the analysis of the main problem (9), (10) is 
identical with that of its inverse problem (11) (12). We now present two 
versions of their dynamic geometries. For definiteness, we set n = 4, 
p1 = 1.1, p2 = 1.2, p3 = 1.3, p4 = 1.4, and A = 1. Then we use the table 
1.1 1.1 0.91 0.91 1 0.91 
1.2 1.63 0.83 0.61 0.74 0.45 
1.3 2.08 0.77 0.48 0.63 0.30 
1.4 2.51 0.71 0.40 0.56 0.22 
to construct Figs. 14. 
Note that Fig. 1 indicates the distances from the origin (0, 0) to the lines 
qk- ,y,- , +pyxk = 1, in the ordinary xy plane (where y,-, = Cr:: pjxj), 
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k = 2, 3, 4, while Fig. 2 indicates the results gk(l) = qkA, k = 1, 2, 3, 4, by a 
sequence of right triangles. In Fig. 1, we have 
Figure 3 designates the curves of the functions 
.f(~,xJ=[(~~+x~]‘: k=2,3,4, (19) 
while Fig. 4 designates the curves of the functions 
g(k xk) = qkp 1 CA2 - x:,“2 +PkXk, k = 2, 3, 4. (20) 
Remark 2. As Figs. 14 show, dynamic geometries are not unique. The 
duality of Figs. 1 and 2 is characterized by orthogonality and parallelism, 
while that of Figs. 3 and 4 is characterized by the convexity of the functions 
(19) and the concavity of the functions (20). Moreover, aided by computer 
graphics (e.g., see Ralston and Reilly [20, p. 3211) their three-dimensional 
dynamic geometries are readily constructed. However, this will not be 
exploited here. 
4. LEAST-SQUARES APPROXIMATION 
Mathematical optimization usually deals with two kinds of problems, 
namely, dynamic optimization and static optimization (e.g., see Ralston 
and Reilly [19, p. 10891). A typical example of the former is a problem 
with the DP scheme. Needless to say, a least-squares approximation (LSA) 
problem is a typical example of the latter. However, with the advance of 
the DP techniques, we can solve a LSA problem in a dynamic manner. 
This is a main motivation of this section. In so doing, we consider a LSA 
problem of the usual form 
S,=minC yj- 5 
( > 
2 
a,X;-b , (21) 
k=l 
where y, x1, . . . . x”’ E R” are given. The LSA problem (21) is an old problem 
(e.g., see Miller and Freund [ 17, p. 2891). Its solution, algorithms for com- 
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putations, and generalizations have occupied the attention of many 
investigators (e.g., see Davis [8], Hanson and Lawson [lo], Ralston and 
Reilly [19], and Wang [20, 211). In order to demonstrate how to apply 
the DP technique to recapture the solution of the LSA problem (21) we 
only consider S, in (21). For a general m, it will be a routine matter from 
the process of S,. 
For the purpose of streamlining our subsequent arguments we give two 
lemmas as follows. 
LEMMA 1. min,~(f,-b)2=~(fi-/?)2 where B=x fER”. 
LEMMA 2. min,x(gi--uf)=C(g,-orf)* where cr=Cf;g,/Cf,‘, A 
gE R”. 
Proofs of Lemmas 1 and 2 are direct consequences of the following two 
identities, 
and 
respectively. 
From (21), we have 
S2 = min S(a, a’, b) = min C ( y, - ax, - u’x; - 6)* (22) 
subject to a dynamic pattern 
ux+u’x’+b=y. 
First, consider 
(23) 
S, = min S(0, 0,6) 
subject to 
b=y. 
Then the minimum S, is attained from Lemma 1 at 
b =j. 
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We note that once a is chosen, the remaining problem is that of choosing 
b subject to 
b=y-ax 
so as to minimize S(a, 0, b), i.e., 
S, =mi; S(a, 0, b)=minC [y,-ax,-p(a)]’ (24) cl 
with 
b=j?(a)=j-a%. 
Substituting (25) into (24), we have 
(25) 
S,=minC [(yj-j)-a(xj-.f)]2. 
(I (26) 
Applying Lemma 2 to (26) we obtain 
The minimum S, is attained at 
(27) 
From (24))(27) the minimum S, in (24) is attained at a = a and 
b=B(cr) given in (27) and (25) successively. 
Finally, we note that once a’ is chosen, the remaining problem is that of 
choosing a and b subject to 
ax + b = y - a’x’ (28) 
so as to minimize S(a, a’, b). Consequently, using (24), (2.5), and (27) in 
conjunction with (22), we have 
S,=minC [(yj-a’xi)-a(a’)xj-/?(a’)]2 (29) 
with 
a=Gl(a,)=C(X/--X)(Y~-a’X,-~-a’x’) 
S XI 
(30) 
and 
b = /3( a’) = y - a’? - cc( a’) 2. (31) 
409/‘137,1-1 I 
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Substituting (30) and (31) into (29), a simple manipulation yields 
S, = min 1 ( uj - a’~,~)~, (32) 0 
where 
and 
“jTy,-j-~ (xi-q. 
.x.x 
Again applying Lemma 2 to (32), we obtain 
s, = 1 (u, - a’uj)2. 
The minimum S, is attained at 
Substituting (33) and (34) into (35), a simplification yields 
(33) 
(34) 
(35) 
(36) 
From (29k(36), we conclude that the minimum S, in (22) is attained at 
a’ = a’, a = c(, and b = /?, where c1’, a, and /? are given in (36), 
a= 
S, - a’s,,, 
s ’ xx 
(37) 
and 
/j=y- a’.? - aX (38) 
successively. 
Remark 3. In the above process, we determine the variables a, a’, b in 
the order of b, a, a’, just one of the 3! possible ways for the problem S,. In 
fact, each of the other live ways would provide results which are equivalent 
to those given in (36)-(38). 
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5. CONCLUDING REMARKS 
In the above, we have introduced two new concepts, namely, dynamic 
geometry and dynamic pattern. The former can be further developed in 
conjunction with computer graphics [20], while the latter can be further 
developed in conjunction with the concept of DP in the sense of Zelkowitz 
et al. [35, p. 1011. Their developments are indeed far reaching. Moreover, 
the LSA problem (22), (23) discussed in Section 4 is somewhat similar to 
the quadratic programming problem (9) with a linear constraint (10) 
considered in Section 3. Problem (9), (10) possesses a natural inverse 
problem (1 1 ), (12). So, we conclude with an open question: Is it possible to 
formulate an inverse problem of the LSA problem (22), (23)? 
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