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Abstract
The contribution of this work is the introduction of a multivariate circular-linear (or poly-cylindrical) distribution
obtained by combining the projected and the skew normal. We show the flexibility of our proposal, its property of
closure under marginalization and how to quantify multivariate dependence.
Due to a non-identifiability issue that our proposal inherits from the projected normal, a computational problem
arises. We overcome it in a Bayesian framework, adding suitable latent variables and showing that posterior samples
can be obtained with a post-processing of the estimation algorithm output. Under specific prior choices, this approach
enables us to implement a Markov chain Monte Carlo algorithm relying only on Gibbs steps, where the updates of the
parameters are done as if we were working with a multivariate normal likelihood. The proposed approach can be also
used with the projected normal.
As a proof of concept, on simulated examples we show the ability of our algorithm in recovering the parameters
values and to solve the identification problem. Then the proposal is used in a real data example, where the turning-
angles (circular variables) and the logarithm of the step-lengths (linear variables) of four zebras are jointly modelled.
Keywords: Multivariate Distribution, Circular Data, Circular-linear Distribution, Projected Normal, Skew Normal
1. Introduction
The analysis of circular data, i.e., observations with support the unit circle, requires specific statistical tools since
the circular domain is intrinsically different from the real line, that is the domain of linear variables, and this inhibits
the use of standard statistics that if not properly modified lead to not interpretable results; for a general review see [16],
[22] or [34]. A similar type of problem holds for circular densities that, besides being non negative and to integrate
to 1, should possess the property of “invariance” [27], i.e., they must be a location model under the group of rotations
and reflections of the circle. This property, that expresses the need of densities that can represent equivalently the
same phenomena under different reference systems, is peculiar of circular densities and it is sometimes overlooked
[27].
Circular data are often observed along with linear ones and they are called cylindrical if bivariate, otherwise poly-
cylindrical. For example in marine research wind and wave directions are modelled with wind speed and wave height
[8, 25, 39] and, in ecology, animal behaviour is described using measures of speed and direction, e.g., step-length
and turning-angle [9, 19, 31, 33]. In most of the applications cylindrical data are modelled assuming independence
between the circular and linear components, see for example [8], [20] or [30]. Ignoring dependence can lead to mis-
leading inference since we are not considering a component of the data that can help in understanding the phenomenon
under study [see for example 28]. In the literature, to date, no poly-cylindrical distributions have been proposed and
there are only few distributions for cylindrical data; the best known examples are the ones of [2], [17], [23] and the
new density of [1]. The aim of this work is to introduce what is, to the best of our knowledge, the first poly-cylindrical
distribution.
Circular and linear variables live in very different spaces and the definition of a mixed-domain distribution is not
easy. The issue is even more complicated if we require flexibility, interpretable parameters and the possibility to define
an efficient and easy to implement estimation algorithm. We decide to put ourself in a Bayesian framework because,
as we show in Section 3.1, using standard Markov chain Monte Carlo (MCMC) methods we are able to propose an
algorithm with the required characteristics while Monte Carlo (MC) procedures [7, 36] allow us to obtain posterior
distributions for all the statistics we may need to describe the results.
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Since circular observations show often bimodality, see for example [38] or [40], our aim is to propose a distribution
with circular marginals that can model such data. In the literature the most known bimodal circular distributions are
the projected normal (PN) [40] and the generalized von Mises [10]. The former can be easily generalized to the
multivariate setting and it has an interesting augmented density representation, based on a normal probability density
function (pdf), that can be used to define circular-linear dependence. The PN is very flexible [see for example 26, 41]
with shapes that range from unimodal and symmetric to bimodal and antipodal, it is closed under marginalization
and, as we show in the Appendix, it has the invariance property. On the other hand, multivariate extensions of the
generalized von Mises are not easy to handle and, in our opinion, it not straightforward to use it as a component of a
poly-cylindrical distribution.
We define our proposal constructively, starting from the PN and choosing a distribution for the linear component
that, taking advantage of the PN augmented density representation, allows us to define a poly-cylindrical distribution
whose parameters can be easily estimated with MCMC algorithms and it is flexible enough to model real data.
For the linear component we use a skew normal, that is a generalization of the Gaussian distribution which allows
more flexibility introducing asymmetry in the normal density. Its first univariate version was proposed by [4] and
following works introduced multivariate extensions and different formalizations; see for example [5], [13], [18] or
[37]. Among these, we found the one of [37] (hereafter SSN) interesting: it can be closed under marginalization and
it has an augmented density representation that, as the PN , is based on a normal pdf.
Using this particular form of the skew normal distribution, due to the properties listed above, we are able to
define the joint projected and skew normal (JPSN) poly-cylindrical distribution by introducing dependence in the
normal pdfs of the augmented representations. The distribution retains the PN and SSN as marginal distributions
and is closed under marginalization, i.e., any subset of circular and linear variables isJPSN distributed. The MCMC
algorithm we propose can be based only on Gibbs steps, updating parameters as if we were working with a multivariate
normal likelihood. The density cannot be expressed in closed form but, from the point of view of model fitting, since
we are able to estimate its parameters easily we do not consider this an issue.
TheJPSN has the same identification problem of thePN [40], but we show that posterior values can be obtained
by a post-processing of the MCMC algorithm based on the non-identifiable likelihood. The proposed algorithm can be
also used with the univariate and multivariatePN and the sphericalPN distribution of [14], solving their identification
problem in a new way.
The algorithm, tested on simulated datasets, shows its ability in retrieving the parameters used to simulate the data
and posterior samples do not suffer from an identification issue. We used the JPSN to jointly model the logarithm
of step-lengths and turning-angles of 4 zebras observed in Botswana (Africa). A comparison based on the continuous
rank probability scores (CRPSs) [11, 12] between our proposal, the cylindrical distribution of [1] and a cylindrical
version of the JPSN , i.e., assuming independence between zebras, is provided, showing that ignoring multivariate
dependence can lead to loss of predictive ability.
The paper is organized as follows. Section 2 is devoted to the constructive definition of the distribution. In Section
3 we introduce the identification problem and how to estimate the JPSN parameters. The proposal is applied
to simulated examples in Section 4.1 and the real data application is shown in Section 4.2. The paper ends with
concluding remarks in Section 5. In the Appendix we prove the invariance property of the PN and we show MCMC
implementation details.
2. The joint projected and skew normal distribution
In this section we build the poly-cylindrical density by first introducing the circular and linear marginals and then
showing how to induce dependence.
2.1. The projected normal distribution
The PN is a distribution for a p-dimensional vector Θ = {Θi}pi=1 of circular variables, i.e., Θi ∈ [0, 2pi) is an angle
expressed in radiant, obtained starting from a 2p-dimensional vector W = {Wi}pi=1, where Wi = (Wi1,Wi2)> ∈ R2,
distributed as a 2p-variate normal with mean vector µw and covariance matrix Σw. Wi, normally distributed with
parameters {µwi ,Σwi }, is a point in the 2-dimensional space expressed using the Cartesian system. The same point can
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Figure 1: Univariate projected normal densities under three sets of parameters: (a) µwi =
(
2
0
)
,Σwi =
(
1 0
0 1
)
; (b) µwi =
(
2
0
)
,Σwi =
(
1 0.9
0.9 1
)
;
(c) µwi =
( −0.1−0.2 ), Σwi = ( 1 −0.9−0.9 1 )
be also represented in polar coordinates with the angle Θi and the distance vector Ri ∈ R+. Between Wi, Θi and Ri the
following relations exist:
Θi = atan∗
(
Wi2
Wi1
)
(1)
and
Wi = Ri
(
cos Θi
sin Θi
)
, Ri = ||Wi||,
where
atan∗
(S
C
)
=

atan
(
S
C
)
if C > 0, S ≥ 0,
pi
2 if C = 0, S > 0,
atan
(
S
C
)
+ pi if C < 0,
atan
(
S
C
)
+ 2pi if C ≥ 0, S < 0,
undefined if C = 0, S = 0,
is a modified arctangent function used to define a quadrant-specific inverse of the tangent.
If we transform each Wi in (Θi,Ri)> the Jacobian of the transformation is
∏p
i=1 Ri and then the joint density of
(Θ,R)>, where R = {Ri}pi=1, is given by
f (θ, r) =
p∏
i=1
riφ2p(w|µw,Σw), (2)
where f (·) indicates the density of its arguments, r is a realization of R, φ2p(w|µw,Σw) is the pdf evaluated at w of a
2p−variate normal distribution with mean µw and covariance matrix Σw; here w must be seen as a function of (θ, r)>.
The marginal density of Θ, obtained by integrating out R in (2), is a p−variate projected normal with parameters
µw and Σw, i.e., Θ ∼ PN p(µw,Σw). As shown in [40], the PN can be symmetric, asymmetric and bimodal; univariate
shapes are depicted in Figure 1.
A closed form expression for the PN p density is only available in the univariate case (p = 1) and it is
f (θi) =
φ2(µwi |02,Σwi ) + |Σwi |−1D(θi)Φ1(D(θi)|0, 1)φ1
(
|Σwi |−1C(θi)−1/2
(
µwi1 sin θi − µwi2 cos θi
))
C(θi)
,
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Figure 2: Univariate skew normal densities under three sets of parameters: (a) µy = 0, Σy = 1, λ = 0; (b) µy = −2, Σy = 1, λ = 3; (c) µy = −3,
Σy = 0.1, λ = 5.
where
C(θi) = |Σwi |−2
(
σ2wi2 cos
2 θi − ρwiσwi1σwi2 sin 2θi + σ2wi1 sin2 θi
)
,
D(θi) =
|Σwi |−2
(
µwi1σwi2
(
σwi2 cos θi − ρwiσwi1 sin θi
)
+ µwi2σwi1
(
σwi1 sin θi − ρwiσwi2 cos θi
))
√
C(θi)
,
Φ`(·|·, ·) indicates the normal `-variate cumulative distribution function with given mean vector and covariance matrix,
0` is a vector of 0s of length `, µwi j and σ2wi j are the mean and variance of Wi j and ρwi is the correlation between Wi1
and Wi2.
In practical applications [see for example 24, 26, 41] it is generally preferable to work with the pair (Θ,R)> that
has the nice closed form density given in equation (2), treating R as a vector of latent variables.
The multivariate PN is closed under marginalization since ΘA ∼ PNna (µw,A,Σw,A), where A ⊂ {1, . . . , p}, na
indicates the cardinality of the set A and {µw,A,Σw,A} are mean and covariance matrix of WA. Moreover, as we show
in Appendix A, the univariate PN posses the invariance property and then inference does not depend on the reference
system chosen for the circular variables [27].
2.2. The skew normal distribution
We now introduce the skew normal distribution of [37] as the distribution of a q−dimensional vector Y = {Y j}qj=1,
with Y j ∈ R. Let µy be a vector of length q, Σy be a q × q non-negative definite (nnd) matrix and Λ = diag(λ) be a
q× q diagonal matrix with diagonal elements λ = {λi}qi=1 ∈ Rq. We say that Y is distributed accordingly to a q−variate
skew normal with parameters µy, Σy and λ (Y ∼ SSNq(µy,Σy, λ)) if it has pdf
f (y) = 2qφq
(
y|µy,Υ
)
Φq
(
Λ>Υ−1(y − µy)|0q,Γ
)
, (3)
where Υ = Σy + ΛΛ>, Γ = Iq − Λ>Υ−1Λ and Iq is the identity matrix of dimension q. Although in [37] Λ is defined
as a full matrix, here we constrain it to be diagonal to have a SSN closed under marginalization; the same property
will be inherited by our poly-cylindrical distribution (see Section 2.3). From (3) we clearly see that Y ∼ Nq(µy,Σy)
if Λ is a null matrix and for this reason it is called the skew parameter. Examples of univariate SSN densities are
shown in Figure 2.
The SSN has a nice stochastic representation [3] that is useful for the definition of the poly-cylindrical distribu-
tion. Let D ∼ HNq(0q, Iq), whereHNq(·, ·) indicates the q−dimensional half normal [32], and H ∼ Nq(0q,Σy), then
Y can be written as
Y = µy + ΛD + H. (4)
From (4) we can see that Y|D = d is normally distributed with mean µy + Λd and covariance matrix Σy. Conse-
quently, the joint density of (Y,D)> expressed as the product of the ones of Y|D and D, is given by
f (y,d) = 2qφq(y|µy + Λd,Σy)φq(d|0q, Iq). (5)
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Figure 3: Bivariate marginal distributions of a JPSN2,1(µ,Σ, λ) under three sets of parameters (row) reported in Section 4.1. In the first column
there are the marginal distributions of (Θ1,Θ2), in the second those of (Θ1,Y1) and in the third the marginals of (Θ2,Y1).
2.3. The joint linear-circular distribution
In this section we define the poly-cylindrical distribution starting from the augmented circular and linear marginals
shown in equations (2) and (5). As in the previous sections, we indicate with p and q the dimensions of the vectors of
circular and linear variables, respectively.
It is natural to introduce dependence between Θ and Y by substituting the two normal pdfs of the augmented
representation, i.e., φ2p(w|µw,Σw) and φq(y|µy + diag(λ)d,Σy), with a 2p + q normal pdf that has the two pdfs as
marginals; after marginalization we obtain the density of (Θ,Y)>. More precisely, we define the joint density of
(Θ,R,Y,D)> as
f (θ, r, y,d) = 2qφ2p+q((w, y)>|µ + (02p, diag(λ)d)>,Σ)φq(d|0q, Iq)
p∏
i=1
ri, (6)
with µ = (µw,µy)
> and
Σ =
(
Σw Σwy
Σ>wy Σy
)
.
We then say that (Θ,Y)> is marginally distributed as a (p, q)−variate joint projected and skew normal with parameters
µ, Σ and λ, i.e., (Θ,Y)> ∼ JPSN p,q(µ,Σ, λ). Since (W,Y)>|d ∼ N2p+q(µ + (02p, diag(λ)d)>,Σ), transformation of
W into Θ using (1) implies that (Θ,Y)> is JPSN distributed; this last remark can be used to easily simulate random
samples from the JPSN .
5
Closure under marginalization of thePN and theSSN shows that any subset of (Θ,Y)> is stillJPSN distributed
(see equation (6)) and, as limit cases, Θ ∼ PN p(µw,Σw) and Y ∼ SSNq(µy,Σy, diag(λ)). The flexibility of the PN
and SSN are then inherited by the marginal distributions of our proposal that allows also multivariate dependence
between its components. Conditional densities are not standard, but from (W,Y)>|d ∼ N2p+q(µ + (02p, diag(λ)d)>,Σ)
we can easily see that
Θ|y,d ∼ PN p
(
µw + ΣwyΣ
−1
y
(
y − µy − diag(λ)d
)
,Σw + ΣwyΣ
−1
y Σ
>
wy
)
and
Y|θ, r ∼ SSNq
(
µy + diag(λ)d + Σ
>
wyΣ
−1
w
(
w − µw
)
,Σy + Σ
>
wyΣ
−1
w Σwy
)
.
JPSN shapes are depicted in Figure 3.
Notice that Θi ⊥ Θ j, where ⊥ indicates independence, iff Wi ⊥ W j and, by construction, matrix Σwy rules the
circular-linear dependence since iff Wi ⊥ Y j then Θi ⊥ Y j. Parameters µy and Σy are easily interpretable since
E(Y) = µy + λ
√
2/pi, Var(Y) = Σy + (1 − 2/pi) diag(λ)diag(λ) and if [Σy] j,k = 0, where [Σy] j,k indicates the element
positioned in the jth row and kth column, then Y j and Yk are independent. λ controls the skewness of the linear
component and Yi is normally distributed if λi = 0. Parameters µwi and Σwi determine the shape of the density of Θi,
that is always PN . It is not clear how changing one of the element of µwi or Σwi affects the density, but special cases
exist: a circular uniform distribution is obtained with µwi = 02 and Σwi = dI2, µwi = 02 produces an antipodal density
and PN(µwi , dI2) is unimodal and symmetric. All the other statistics of the distribution that cannot be computed
directly from the parameters, e.g., the circular mean, can be approximated with MC procedures.
3. Identifiability and Bayesian inference
Let Cw be a 2p × 2p diagonal matrix with (2(i − 1) + j) − th entry equal to ci > 0, where i = 1, . . . , p and j = 1, 2.
Then, since
Θi = atan∗
Wi2
Wi1
= atan∗
ciWi2
ciWi1
, (7)
the two random vectors Wi ∼ N2(µw,Σw) and CwWi ∼ N2p(Cwµw,CwΣwCw) produce the same Θ, i.e., the cis cancel
out in equation (7). It follows that {µw,Σw} and {Cwµw,CwΣwCw} represent the same PN density which is then not
identifiable.
The JPSN is based on the PN , that is also its circular marginal distribution, and it has the same identification
issue; for identifiability constraints on the parameters space are needed. Following and extending [40], we set to one
the variance of each Wi2 and from now on, to avoid confusion, we indicate {µ,Σ,W,R} as {µ˜, Σ˜, W˜, R˜} when such
constraints are imposed; λ, D, µy and Σy are always identified since they are related only to the linear component. Let
C =
(
Cw 02p,q
0>2p,q Iq
)
,
where 0>2p,q is a 2p × q zero matrix, then the sets {µ˜, Σ˜, λ} and {µ,Σ, λ} with
µ = Cµ˜,
Σ = CΣ˜C,
produce the same JPSN density and the following relation holds:
f (θ, r˜, y,d) = 2qφ2p+q((w˜, y)>|µ˜ + (02p, diag(λ)d)>, Σ˜)φq(d|0q, Iq)
p∏
i=1
r˜i =
2qφ2p+q(C(w˜, y)>|Cµ˜ + (02p, diag(λ)d)>,CΣ˜C)φq(d|0q, Iq)
p∏
i=1
cir˜i. (8)
Notice that there is a one-to-one relation between sets {µ,Σ} and {µ˜, Σ˜,C} since ci =
√
[Σ]2i,2i.
Due to the unavailability of MCMC algorithms for a constrained covariance matrix estimate, a computational
problem arises and we show how to overcome it in the next section.
6
3.1. The MCMC algorithm
Suppose to have T observations drawn from a (p, q)-variate JPSN , i.e., (Θt,Yt)> ∼ JPSN p,q(µ˜, Σ˜, λ) with
t = 1, . . . ,T . As the JPSN does not have a closed form density, we introduce R˜t = {R˜ti}pi=1 and Dt as latent variables
and letting g1(µ˜, Σ˜|λ)g2(λ) be the prior distribution, we want to evaluate the posterior of {{R˜t}Tt=1, {Dt}Tt=1, µ˜, Σ˜, λ} given
by ∏T
t=1 2
qφ2p+q((w˜t, yt)>|µ˜ + (02p, diag(λ)dt)>, Σ˜)φq(dt |0q, Iq) ∏pi=1 r˜tig1(µ˜, Σ˜|λ)g2(λ)
Z({θt, yt}Tt=1)
, (9)
where Z({θt, yt}Tt=1) is the normalization constant. Some difficulties arise in the definition of g1(·) since its domain
must contain the space of constrained nnd matrices and, to the best of our knowledge, no priors with such domain are
available.
Our proposed MCMC algorithm starts defining a prior f (µ,Σ|λ) over {µ,Σ}. We indicate with f ∗(C, µ˜, Σ˜|λ) the
distribution over {C, µ˜, Σ˜} induced by f (µ,Σ|λ) and we define g1(µ˜, Σ˜|λ) as
g1(µ˜, Σ˜|λ) =
∫
R+
. . .
∫
R+
f ∗(C, µ˜, Σ˜|λ)dc1 . . . dcp. (10)
Then, using (8) and (10) we can write (9) as∫
R+
. . .
∫
R+
T∏
t=1
2qφ2p+q(C(w˜t, yt)>|Cµ˜ + (02p, diag(λ)d)>,CΣ˜C)×
φq(dt |0q, Iq) ∏pi=1 cir˜ti f ∗(C, µ˜, Σ˜|λ)g2(λ)
Z({θt, yt}Tt=1)
dc1 . . . dcp, (11)
and if we transform {C, {R˜t}Tt=1, µ˜, Σ˜} into {{Rt}Tt=1,µ,Σ}, the integrand of equation (11) becomes∏T
t=1 φ2p+q((wt, yt)>|µ + (02p, diag(λ)dt)>,Σ)φq(dt |0q, Iq)
∏p
i=1 rti f (µ,Σ|λ)g2(λ)
Z
(
{θt, yt}Tt=1
) . (12)
Then, relying on standard MC integration rules [see for example 7, 36], a set of B draws from (9) is obtained by
taking B samples of {{Rt}Tt=1, {Dt}Tt=1,µ,Σ, λ} from (12) and transforming them to {{R˜t}Tt=1, {Dt}Tt=1, µ˜, Σ˜, λ}.
In a schematic way our proposal is
• to define a prior over {µ,Σ, λ} that induces a prior g1(·) (see equation (10));
• to obtain a set of samples of {{Rt}Tt=1, {Dt}Tt=1,µ,Σ, λ} from distribution (12);
• to transform the posterior samples of {{Rt}Tt=1,µ,Σ} into {{R˜t}Tt=1, µ˜, Σ˜} after the model fitting.
The resulting posterior samples are from the distribution of interest (equation (9)). The proposed MCMC algorithm
can be used with the JPSN , the univariate projected normal (q = 0 and p = 1), the multivariate projected normal
(q = 0) and also with the proposal of [14], i.e., a distribution defined over the K-dimensional sphere, since all of them
share the same identification problem.
There are no restrictions on the choice of g1(·) and g2(·) but, as shown in Appendix B, if ease of implementation
and conjugate priors are required, a normal inverse-Wishart (NIW) can be used for {µ,Σ} and a normal for λ; these
are the ones we use in the examples of Section 4. Regardless of the priors chosen, the updates of Dt and Rti can be
done using Gibbs steps.
4. Examples
4.1. Synthetic data
The aim of these simulated examples is to prove that the proposed MCMC algorithm is able to retrieve the param-
eters used to simulate the data and to solve the identification problem. We simulate 3 datasets with p = 2, q = 1, i.e.,
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Figure 4: Simulated examples - trace plots of parameters [µ˜k]1, [Σ˜k]1,1 and [Σ˜k]1,2 (columns) in the three examples (rows)
Example
k=1 k=2 k=3
[ ˆ˜µk]1 0.529 0.301 0.608
CI (0.428 0.638) (0.179 0.427) (0.480 0.738)
[ ˆ˜µk]2 -0.943 0.207 0.5
CI (-1.029 -0.858) (0.137 0.280) (0.428 0.576)
[ ˆ˜µk]3 -0.112 -0.02 0.007
CI (-0.145 -0.080) (-0.068 0.029) (-0.023 0.036)
[ ˆ˜µk]4 0.095 0.111 0.503
CI (0.020 0.163) (0.041 0.178) (0.429 0.576)
[ ˆ˜µk]5 -5.095 -4.765 4.705
CI (-5.415 -4.780) (-4.925 -4.596) (4.489 5.105)
λˆk -4.941 4.872 6.237
CI (-5.320 -4.561) (4.630 5.135) (5.920 6.556)
Table 1: Simulated examples - posterior mean estimates (ˆ) and 95% credible intervals (CI) of µ˜k and λk .
two circular variables and 1 linear, T = 1000 and parameters
µ˜1 =

0.5
−1.0
−0.1
0.1
−5.0
 , µ˜2 =

0.2
0.2
0.0
0.1
−5.0
 , µ˜3 =

0.5
0.5
0.0
0.5
5.0
 ,8
j=1 j=2 j=3 j=4 j=5
[ ˆ˜Σ1]1, j 2.062 0.085 -0.031 0.011 -0.001
CI (1.726 2.462) (-0.040 0.214) (-0.083 0.021) (-0.098 0.121) (-0.287 0.278)
[ ˆ˜Σ1]2, j · 1 -0.008 -0.009 0.149
CI (· ·) (1 1) (-0.046 0.028) (-0.094 0.075) (-0.060 0.368)
[ ˆ˜Σ1]3, j · · 0.201 0.002 0.007
CI (· ·) (· ·) (0.168 0.237) (-0.039 0.041) (-0.079 0.097)
[ ˆ˜Σ1]4, j · · · 1 0.047
CI (· ·) (· ·) (· ·) (1 1) (-0.144 0.248)
[ ˆ˜Σ1]5, j · · · · 2.151
CI (· ·) (· ·) (· ·) (· ·) (1.532 2.908)
[ ˆ˜Σ2]1, j 3.23 0.04 0.581 0.862 0.882
CI (2.719 3.793) (-0.112 0.191) (0.467 0.713) (0.722 1.015) (0.619 1.151)
[ ˆ˜Σ2]2, j · 1 -0.293 0.429 0.419
CI (· ·) (1 1) (-0.354 -0.235) (0.361 0.492) (0.284 0.557)
[ ˆ˜Σ2]3, j · · 0.521 0.034 -0.223
CI (· ·) (· ·) (0.438 0.617) (-0.024 0.095) (-0.333 -0.120)
[ ˆ˜Σ2]4, j · · · 1 0.496
CI (· ·) (· ·) (· ·) (1 1) (0.354 0.645)
[ ˆ˜Σ2]5, j · · · · 1.001
CI (· ·) (· ·) (· ·) (· ·) (0.737 1.316)
[ ˆ˜Σ3]1, j 3.129 -0.762 0.38 0.623 0.834
CI (2.684 3.620) (-0.889 -0.633) (0.309 0.455) (0.469 0.775) (0.566 1.132)
[ ˆ˜Σ3]2, j · 1 0.207 0.389 -0.176
CI (· ·) (1 1) (0.177 0.238) (0.319 0.458) (-0.325 -0.021)
[ ˆ˜Σ3]3, j · · 0.189 0.223 0.17
CI (· ·) (· ·) (0.164 0.216) (0.193 0.255) (0.108 0.240)
[ ˆ˜Σ3]4, j · · · 1 -0.337
CI (· ·) (· ·) (· ·) (1 1) (-0.493 -0.188)
[ ˆ˜Σ3]5, j · · · · 0.875
CI (· ·) (· ·) (· ·) (· ·) (0.620 1.165)
Table 2: Simulated examples - posterior mean estimates (ˆ) and 95% credible intervals (CI) of Σ˜k .
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λ1 = −5, λ2 = 5, λ3 = 6,
Σ˜1 =

2 0 0.0 0 0
0 1 0.0 0 0
0 0 0.2 0 0
0 0 0.0 1 0
0 0 0.0 0 2
 , Σ˜2 =

3.000 0.000 0.551 0.779 0.857
0.000 1.000 −0.318 0.450 0.495
0.551 −0.318 0.500 0.000 −0.318
0.779 0.450 0.000 1.000 0.450
0.857 0.495 −0.318 0.450 1.000
 ,
Σ˜3 =

3.000 −0.783 0.377 0.684 0.781
−0.783 1.000 0.214 0.335 −0.092
0.377 0.214 0.200 0.231 0.209
0.684 0.335 0.231 1.000 −0.382
0.781 −0.092 0.209 −0.382 1.000
 .
The marginal bivariate densities are plotted in Figure 3. We chose the parameters so to have independent (first
example) and dependent variables (second and third), highly skew linear densities and, at least, one bimodal circular
marginal for each example.
In the three examples inference is carried out considering 40000 iterations, burnin 30000, thin 5 and by taking
2000 posterior samples. As prior distributions we choose µk,Σk ∼ NIW (05, 0.001, 15, I5) and λk ∼ N1 (0, 100), that
are standard weak informative priors. From Tables 1 and 2 we see that, with the exception of [ ˆ˜µ2]5, all true values
are inside the associated 95% credible intervals (CIs), proving that our algorithm is able to estimate the JPSN
parameters. To further corroborate the validity of the proposed MCMC scheme in solving the identification problem,
in Figure 4 we show, as examples, the trace plots of parameters [µ˜k]1, [Σ˜k]1,1 and [Σ˜k]1,2. These chains have reached
their stationary distributions (we also checked it by using the R package coda [35]) with weak informative priors; this
shows that the identification problem is no more relevant.
4.2. Zebras movements example
In this section we estimate the JPSN parameters on an animal movement dataset taken from the movebank
repository (www.movebank.org). Our aim is to show that the JPSN can give information on the dependence of
poly-cylindrical observations. Seven zebras are jointly observed in Botswana (Africa) between the Okavango Delta
and the Makgadikgadi Pans, and their hourly positions are recorded with GPS devices during the years 2007-2009 [6].
In the observational period the zebras migrate from the dry season habitat, that is the Okavango Delta, to the rainy
season habitat, that is the Makgadikgadi Pans. We select data from 4 zebras, observed between the 18 of November
2008 and the 18 of February 2009, when they have ended the migration. For each animal we compute the turning-
angles and logarithm of step-lengths, having then poly-cylindrical observations composed of four circular and four
linear variables. It is out of the scope of this work to introduce complex models based on the JPSN , that are left
to future developments, and we assume that observations are independent and identical distributed. For this reason,
to mitigate temporal dependence we use data five hours apart, having then 442 observations for parameters estimate.
Using the Pearson’s coefficient and the circular-circular correlation of [15], i.e.,
ρ(Θi,Θi′ ) =
E(sin(Θi − Θ∗i ) sin(Θi′ − Θ∗i′ ))√
E(sin2(Θi − Θ∗i ))E(sin2(Θi′ − Θ∗i′ ))
∈ [−1, 1], (13)
where Θ∗i and Θ
∗
i′ are two circular variables distributed, respectively, as Θi and Θi′ , for the subset of data used all the
autocorrelations have values lower than 0.05. The histograms of the data can be seen in Figure 5.
The MCMC algorithm is implemented using the same number of iterations, thin and burnin used in the previous
section while {µ,Σ} ∼ NIW (012, 0.001, 15, I12) and λ ∼ N4 (0, 100I4). In Figure 5 and 6 we depicted, respectively,
the marginal posteriorJPSN densities and the dependence matrix. The latter shows the MC estimates of the posterior
mean circular-circular correlation of [15], the circular-linear dependence of [21], i.e.,
ρ2(Θi,Y j) =
Cor(cos Θi,Y j)2 + Cor(sin Θi,Y j)2
1 − Cor(cos Θi, sin Θi) +
−2Cor(cos Θi,Y j)Cor(sin Θi,Y j)Cor(cos Θi, sin Θi)
1 − Cor(cos Θi, sin Θi) ∈ [0, 1], (14)
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Figure 5: Zebras movement example - histograms of the observed data and posterior marginal densities of turning-angles (first row) and the
logarithm of step-lengths (second row).
and linear-linear correlation, evaluated with the Pearson’s coefficient. A circular-circular and linear-linear correlation
is plotted only if the associated CI does not contain zero while since the CI of ρ2(Θi,Y j) has 0 probability to contain
the 0, we plot the value of ρ2(Θi,Y j) using a different rationality. More precisely, sinceWi ⊥ Y j iff Θi ⊥ Y j, in Figure
6 we plot the posterior mean value of ρ2(Θi,Y j) only if at least one of the CIs of Σwy that measure the correlation
betweenWi and Y j does not contain the zero. From Figure 5 we appreciate that the JPSN is able to fit satisfactorily
the data and to find significant circular-linear and linear-linear correlations (Figure 6).
4.3. Comparison with cylindrical distributions
With this section we want to demonstrate that ignoring multivariate dependence leads to loss of predictive ability.
Then we compare our proposal with the cylindrical distribution of Abe-Ley [1] and a cylindrical version of theJPSN ,
i.e., for both we assume dependence between the variables belonging to the same animal and independence between
zebras. Since the JPSN is not available in closed form, a comparison based on informational criteria, such as AIC
or BIC, is not possible. We decide to make the comparison in terms of predictive ability measured used the CRPS,
that is a proper scoring rule defined for both circular [12] and linear [11] variables that measure the distance between
cumulative distribution functions [29]; lower values are then preferable. The Abe-Ley distribution is defined only
for a positive linear variable and then, to make a fair comparison, we use the distribution that arises by taking the
logarithm of its linear component:
f (θi, y j) =
αAL(βAL)α
AL
2pi cosh κAL
(
1 + λAL sin
(
θi − µAL
))
ey j(α
AL−1)e−(β
ALey j )α
AL
(1−tanh κAL cos(θi−µAL))ey j .
αAL ∈ R+ and βAL ∈ R+ are linear scale and shape parameters, µAL ∈ [0, 2pi) and λAL ∈ [−1, 1] endorse the role of
circular location and skewness parameters and κAL ∈ R+ plays the role of circular concentration and circular-linear
dependence parameter. For the Abe-Ley parameters we use standard weak informative priors, i.e., an inverse gamma
with parameters (1,1) for αAL, βAL and κAL while uniform distributions on the respective domains are used for µAL and
λAL. Under the cylindrical JPSN , aN1(0, 100) is used for the skew parameters and aNIW (03, 0.001, 6, I3) for the
others that are the marginal priors deriving from the ones of the poly-cylindrical JPSN .
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Figure 6: Zebras movement example - dependence matrix computed using equations (13) (circular-circular), (14) (circular-linear) and the Pearson’s
correlation coefficient (linear-linear). The size of the square is proportional to the posterior mean value. All values are positive.
We select 10% of the circular and linear observations to be set aside and not used to estimate the posterior distri-
butions. We predict their values based on the posterior samples and we measure how the models perform in term of
posterior estimates. Then, let Ci ⊂ {1, 2, . . . ,T } and L j ⊂ {1, . . . ,T } be sets of indices, where t ∈ Ci if θti is missing
and t ∈ L j if yt j is missing, and let θbti, t ∈ Ci, and ybt j, t ∈ L j, be, respectively, the bth posterior sample of θti and yt j.
An MC approximation of the CRPS for circular variables based on B posterior samples is computed as
CRPS ci ≈ 1B
B∑
b=1
d(θti, θbti) −
1
2B2
B∑
b=1
B∑
b′=1
d(θbti, θ
b′
ti ), t ∈ Ci,
where d(·, ·) is the angular distance, while the CRPS for linear variable is approximated by
CRPS l j ≈ 1B
B∑
b=1
|yt j − ybt j| −
1
2B2
B∑
b=1
B∑
b′=1
|ybt j − yb
′
t j |, t ∈ L j.
We then compute the overall mean CRPSs for the sets of circular and linear variables and we use these indices to
measure the goodness-of-fit.
Circular and linear CRPSs have values 0.383 and 0.693 for the JPSN , 0.385 and 0.762 for the cylindrical
JPSN , and 0.412 and 0.753 for the Abe-Ley density, showing that the JPSN performs better and, moreover, it
is also able to give a measure of dependence between all the circular and linear components (Figure 6) that is not
possible with cylindrical distributions.
5. Concluding remarks
In this work we introduced a poly-cylindrical distribution. The proposal is highly flexible, it is closed under
marginalization and it allows to have dependent components, bimodal marginal circular distributions and asymmetric
linear ones. We showed how the MCMC algorithm, used to obtain posterior samples, can be easily implemented
using only Gibbs steps. The proposal suffers from an identification problem and we showed how to overcome it with
a post-processing of posterior samples that can also be used with the PN distribution. With the aim to prove the
validity of our sampling scheme, the algorithm was applied to simulated examples. Then the proposed distribution
was used to model a real data taken from the movebank data repository. The predictive ability of our proposal was
compared with the ones of cylindrical distributions, showing that the JPSN performs better.
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Future work will lead us to use theJPSN as emission distribution in an hidden Markov model and to incorporate
covariates to model mean and covariance of the circular-linear observations.
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Appendix
A. The invariance property of the PN
Here we prove that the univariate marginal density of the circular variables is invariant. Let Θ∗i = δ(Θi + ξ), where
δ ∈ {−1, 1} and ξ ∈ [0, 2pi), following Theorem 1 of [27], the density of Θi ∼ PN1(µwi ,Σwi ), i.e., fΘi (·), has the
invariant property if fΘ∗i (·), i.e., the density of Θ∗i , belongs to the same parametric family of fΘi (·).
The random variables Θ∗i can be written as
Θ∗i = atan
∗ sin Θ
∗
i
cos Θ∗i
= atan∗
sin(δ(Θi + ξ))
cos(δ(Θi + ξ))
= atan∗
δ sin(Θi + ξ)
cos(Θi + ξ)
, (A.1)
and using relations cos(α + β) = cosα cos β − sinα sin β and sin(α + β) = sinα cos β + cosα sin β, equation (A.1) can
be stated equivalently as
Θ∗i = atan
∗ δ(Ri sin Θi cos ξ + Ri cos Θi sin ξ)
Ri cos Θi cos ξ − Ri sin Θi sin ξ = atan
∗ δ(Wi2 cos ξ + Wi1 sin ξ)
Wi1 cos ξ −Wi2 sin ξ .
To prove that Θ∗i is PN distributed, let consider the random variable W∗i = ∆TWi, where ∆ = diag((1, δ)>) and
T =
(
cos ξ − sin ξ
sin ξ cos ξ
)
.
W∗i is normally distributed and equation (1) applied to W
∗
i gives
atan∗
W∗i2
W∗i1
= atan∗
δ(Wi2 cos ξ + Wi1 sin ξ)
Wi1 cos ξ −Wi2 sin ξ = Θ
∗
i .
Then Θ∗i follows a projected normal distribution; this proves the invariance of the PN .
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B. MCMC implementation details
Sampling µ and Σ. The full conditional of {µ,Σ} is proportional to
T∏
t=1
φ2p+q((wt, yt)> − (02p, diag(λ)dt)>|µ,Σ) f (µ,Σ|λ). (B.2)
Equation (B.2) is equivalent to the full conditional of the mean and covariance matrix in a model with i.i.d. normally
distributed observations. If we assume f (µ,Σ|λ) ≡ f (µ,Σ), with
f (µ,Σ) ∝ |Σ|−(ν0+2p+q)/2−1 exp
− tr
(
Ψ0Σ
−1) + κ0 (µ − µ0)> Σ−1 (µ − µ0)
2

i.e., f (µ,Σ) is the density of a NIW(µ0, κ0, ν0,Ψ0), where κ0 > 0 and ν0 > 2p + q − 1 are real numbers, µ0 ∈ R2p+q
and Ψ0 is a (2p + q) × (2p + q) nnd matrix, and we let ηt = (wt, yt)> − (02p, diag(λ)dt)> and
η¯ =
1
T
T∑
t=1
ηt,
the full conditional is NIW(µpost, κpost, νpost,Ψpost) with
µpost =
κ0µ0 + T η¯
κ0 + T
,
κpost = κ0 + T,
νpost = ν0 + T,
Ψpost = Ψ0 +
T∑
t=1
(
ηt − η¯
) (
ηt − η¯
)>
+
κ0T
κ0 + T
(
η¯ − µ0
) (
η¯ − µ0
)> .
Sampling λ. The full conditional of λ is proportional to
T∏
t=1
φq(yt |µyt |wt + diag(dt)λ,Σy|w)g2(λ), (B.3)
where µyt |wt = µy + Σ
>
wyΣ
−1
w
(
wt − µw
)
and Σy|w = Σy − Σ>wyΣ−1w Σwy. In (B.3) we can see λ as a vector of regression
coefficients, where the matrix of covariates is diag(dt). Then, standard results tell us that a normal g2(λ) induces a
normal full conditional. More precisely, let λ ∼ Nq(γ0,Ω0), then the full conditional is Nq(γpost,Ωpost) with
Ωpost =
 T∑
t=1
diag(dt)Σ−1y|wdiag(dt) +Ω
−1
0
−1 ,
γpost = Ωpost
 T∑
t=1
diag(dt)Σ−1y|w
(
yt − µyt |wt
)
+Ω−10 γ0
 .
Sampling Dt. The full conditional of the latent vector Dt is proportional to
φq(yt |µyt |wt + diag(λ)dt,Σy|w)φq(dt |0q, Iq).
dt can be seen as a vector of (positive) regressors with diag(λ) as matrix of covariates and φq(dt |0q, Iq) as prior. The
full conditional is then Nq
(
Mdt ,Vq
)
I0q,∞, where Nq (·, ·) I0q,∞ is a q−dimensional truncated normal distribution with
components having support R+,
Vd =
(
Λ>Σ−1y|wΛ + Iq
)−1
and
Mdt = VdΛ
>Σ−1y|w
(
yt − µyt |wt
)
.
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Sampling Rti. Let uti = (cos θti, sin θti)>, Ati = u>tiΣ
−1
wti |wt−i,yuti and Bti = u
>
tiΣ
−1
wti |wt−i,yµwti |wt−i,yt , where µwti |wt−i,yt and
Σwti |wt−i,y are the conditional mean and covariance matrix of wti assuming (wt, yt)> ∼ N2p+q
(
µ + (02p, diag(λ)dt)>,Σ
)
.
The full conditional of Rti is then proportional to
rti exp
−12Ati
(
rti − BtiAti
)2 . (B.4)
Equation (B.4) is the same full conditional of the latent variable of the spherical PN of [14] and then we can use
their slice sampling strategy to sample from it.
In details, if
vti ∼ U
0, exp −12Ati
(
rti − BtiAti
)2 ,
v∗ti ∼ U(0, 1),
then
rti =
√(
%22ti − %21ti
)
v∗ti + %
2
1ti,
with
%1ti =
Bti
Ati
+ max
−BtiAti ,−
√
−2 ln vti
Ati
 ,
%2ti =
Bti
Ati
+
√
−2 ln vti
Ati
,
is distributed accordingly to the full conditional (B.4).
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The joint projected normal and skew-normal: a distribution for
poly-cylindrical data
Gianluca Mastrantonio
Department of Mathematical Science, Polytechnic of Turin, Corso Duca degli Abruzzi,
24, 10129 Turin Italy
Abstract
The contribution of this work is the introduction of a multivariate circular-linear (or poly-
cylindrical) distribution obtained by combining the projected and the skew-normal. We show
the flexibility of our proposal, its property of closure under marginalization and how to quantify
multivariate dependence.
Due to a non-identifiability issue that our proposal inherits from the projected normal, a compu-
tational problem arises. We overcome it in a Bayesian framework, adding suitable latent variables
and showing that posterior samples can be obtained with a post-processing of the estimation algo-
rithm output. Under specific prior choices, this approach enables us to implement a Markov chain
Monte Carlo algorithm relying only on Gibbs steps, where the updates of the parameters are done
as if we were working with a multivariate normal likelihood. The proposed approach can be also
used with the projected normal.
As a proof of concept, on simulated examples we show the ability of our algorithm in recovering
the parameters values and to solve the identification problem. Then the proposal is used in a real
data example, where the turning-angles (circular variables) and the logarithm of the step-lengths
(linear variables) of four zebras are jointly modelled.
1 Introduction
The analysis of circular data, i.e., observations with support the unit circle, requires specific statistical
tools since the circular domain is intrinsically different from the real line, that is the domain of linear
variables, and this inhibits the use of standard statistics that if not properly modified lead to not
interpretable results; for a general review see Jammalamadaka and SenGupta (2001), Mardia and Jupp
(1999) or Pewsey et al. (2013). A similar type of problem holds for circular densities that, besides
being non negative and to integrate to 1, should possess the property of “invariance” (Mastrantonio
et al., 2017), i.e., they must be a location model under the group of rotations and reflections of the
circle. This property, that expresses the need of densities that can represent equivalently the same
phenomena under different reference systems, is peculiar of circular densities and it is sometimes
overlooked (Mastrantonio et al., 2017).
Circular data are often observed along with linear ones and they are called cylindrical if bivariate,
otherwise poly-cylindrical. For example in marine research wind and wave directions are modelled with
wind speed and wave height (Bulla et al., 2012; Wang et al., 2015; Mastrantonio and Calise, 2016)
and, in ecology, animal behaviour is described using measures of speed and direction, e.g., step-length
and turning-angle (D’Elia, 2001; Jonsen et al., 2005; Patterson et al., 2008; Morales et al., 2010). In
most of the applications cylindrical data are modelled assuming independence between the circular
and linear components, see for example Bulla et al. (2012), Lagona and Picone (2011) or Morales
et al. (2004). Ignoring dependence can lead to misleading inference since we are not considering a
component of the data that can help in understanding the phenomenon under study (see for example
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Mastrantonio et al., 2015b). In the literature, to date, no poly-cylindrical distributions have been
proposed and there are only few distributions for cylindrical data; the best known examples are the
ones of Anderson-Cook (1997), Johnson and Wehrly (1978), Mardia and Sutton (1978) and the new
density of Abe and Ley (2017). The aim of this work is to introduce what is, to the best of our
knowledge, the first poly-cylindrical distribution.
Circular and linear variables live in very different spaces and the definition of a mixed-domain
distribution is not easy. The issue is even more complicated if we require flexibility, interpretable
parameters and the possibility to define an efficient and easy to implement estimation algorithm. We
decide to put ourself in a Bayesian framework because, as we show in Section 3.1, using standard
Markov chain Monte Carlo (MCMC) methods we are able to propose an algorithm with the required
characteristics while Monte Carlo (MC) procedures (Brooks et al., 2011; Robert and Casella, 2005)
allow us to obtain posterior distributions for all the statistics we may need to describe the results.
Since circular observations show often bimodality, see for example Storch et al. (2002) or Wang
and Gelfand (2013), our aim is to propose a distribution with circular marginals that can model such
data. In the literature the most known bimodal circular distributions are the projected normal (PN )
(Wang and Gelfand, 2013) and the generalized von Mises (Gatto and Jammalamadaka, 2007). The
former can be easily generalized to the multivariate setting and it has an interesting augmented density
representation, based on a normal probability density function (pdf), that can be used to define circular-
linear dependence. The PN is very flexible (see for example Wang and Gelfand, 2014; Mastrantonio
et al., 2015a) with shapes that range from unimodal and symmetric to bimodal and antipodal, it is
closed under marginalization and, as we show in the Appendix, it has the invariance property. On the
other hand, multivariate extensions of the generalized von Mises are not easy to handle and, in our
opinion, it not straightforward to use it as a component of a poly-cylindrical distribution.
We define our proposal constructively, starting from the PN and choosing a distribution for the
linear component that, taking advantage of the PN augmented density representation, allows us to
define a poly-cylindrical distribution whose parameters can be easily estimated with MCMC algorithms
and it is flexible enough to model real data.
For the linear component we use a skew-normal, that is a generalization of the Gaussian distribution
which allows more flexibility introducing asymmetry in the normal density. Its first univariate version
was proposed by Azzalini (1985) and following works introduced multivariate extensions and different
formalizations; see for example Azzalini and Dalla Valle (1996), Gupta et al. (2004), Jones and Pewsey
(2009) or Sahu et al. (2003). Among these, we found the one of Sahu et al. (2003) (hereafter SSN )
interesting: it can be closed under marginalization and it has an augmented density representation
that, as the PN , is based on a normal pdf.
Using this particular form of the skew-normal distribution, due to the properties listed above, we
are able to define the joint projected normal and skew-normal (JPSN ) poly-cylindrical distribution by
introducing dependence in the normal pdfs of the augmented representations. The distribution retains
the PN and SSN as marginal distributions and is closed under marginalization, i.e., any subset of
circular and linear variables is JPSN distributed. The MCMC algorithm we propose can be based
only on Gibbs steps, updating parameters as if we were working with a multivariate normal likelihood.
The density cannot be expressed in closed form but, from the point of view of model fitting, since we
are able to estimate its parameters easily we do not consider this an issue.
The JPSN has the same identification problem of the PN (Wang and Gelfand, 2013), but we
show that posterior values can be obtained by a post-processing of the MCMC algorithm based on
the non-identifiable likelihood. The proposed algorithm can be also used with the univariate and
multivariate PN and the spherical PN distribution of Hernandez-Stumpfhauser et al. (2016), solving
their identification problem in a new way.
The algorithm, tested on simulated datasets, shows its ability in retrieving the parameters used
to simulate the data and posterior samples do not suffer from an identification issue. We used the
JPSN to jointly model the logarithm of step-lengths and turning-angles of 4 zebras observed in
Botswana (Africa). A comparison based on the continuous rank probability scores (CRPSs) Gneiting
and Raftery (2007); Grimit et al. (2006) between our proposal, the cylindrical distribution of Abe and
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Figure 1: Univariate projected normal densities under three sets of parameters: (a) µwi = (
2
0 ),
Σwi = (
1 0
0 1 ); (b) µwi = (
2
0 ), Σwi = (
1 0.9
0.9 1 ); (c) µwi =
(−0.1
−0.2
)
, Σwi =
(
1 −0.9
−0.9 1
)
Ley (2017) and a cylindrical version of the JPSN , i.e., assuming independence between zebras, is
provided, showing that ignoring multivariate dependence can lead to loss of predictive ability.
The paper is organized as follows. Section 2 is devoted to the constructive definition of the distribu-
tion. In Section 3 we introduce the identification problem and how to estimate the JPSN parameters.
The proposal is applied to simulated examples in Section 4.1 and the real data application is shown
in Section 4.2. The paper ends with concluding remarks in Section 5. In the Appendix we prove the
invariance property of the PN and we show MCMC implementation details.
2 The joint projected normal and skew-normal distribution
In this section we build the poly-cylindrical density by first introducing the circular and linear marginals
and then showing how to induce dependence.
2.1 The projected normal distribution
The PN is a distribution for a p-dimensional vector Θ = {Θi}pi=1 of circular variables, i.e., Θi ∈ [0, 2pi)
is an angle expressed in radiant, obtained starting from a 2p-dimensional vector W = {Wi}pi=1, where
Wi = (Wi1,Wi2)
> ∈ R2, distributed as a 2p-variate normal with mean vector µw and covariance matrix
Σw. Wi, normally distributed with parameters {µwi ,Σwi}, is a point in the 2-dimensional space
expressed using the Cartesian system. The same point can be also represented in polar coordinates
with the angle Θi and the distance vector Ri ∈ R+. Between Wi, Θi and Ri the following relations
exist:
Θi = atan
∗
(
Wi2
Wi1
)
(1)
and
Wi = Ri
(
cos Θi
sin Θi
)
, Ri = ||Wi||,
where
atan∗
(
S
C
)
=

atan
(
S
C
)
if C > 0, S ≥ 0,
pi
2 if C = 0, S > 0,
atan
(
S
C
)
+ pi if C < 0,
atan
(
S
C
)
+ 2pi if C ≥ 0, S < 0,
undefined if C = 0, S = 0,
is a modified arctangent function used to define a quadrant-specific inverse of the tangent.
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If we transform each Wi in (Θi, Ri)
> the Jacobian of the transformation is
∏p
i=1Ri and then the
joint density of (Θ,R)>, where R = {Ri}pi=1, is given by
f(θ, r) =
p∏
i=1
riφ2p(w|µw,Σw), (2)
where f(·) indicates the density of its arguments, r is a realization of R, φ2p(w|µw,Σw) is the pdf
evaluated at w of a 2p−variate normal distribution with mean µw and covariance matrix Σw; here w
must be seen as a function of (θ, r)>.
The marginal density of Θ, obtained by integrating out R in (2), is a p−variate projected normal
with parameters µw and Σw, i.e., Θ ∼ PN p(µw,Σw). As shown in Wang and Gelfand (2013), the
PN can be symmetric, asymmetric and bimodal; univariate shapes are depicted in Figure 1.
A closed form expression for the PN p density is only available in the univariate case (p = 1) and
it is
f(θi) =
φ2(µwi |02,Σwi) + |Σwi |−1D(θi)Φ1(D(θi)|0, 1)φ1
(|Σwi |−1C(θi)−1/2 (µwi1 sin θi − µwi2 cos θi))
C(θi)
,
where
C(θi) = |Σwi |−2
(
σ2wi2 cos
2 θi − ρwiσwi1σwi2 sin 2θi + σ2wi1 sin2 θi
)
,
D(θi) =
|Σwi |−2 (µwi1σwi2 (σwi2 cos θi − ρwiσwi1 sin θi) + µwi2σwi1 (σwi1 sin θi − ρwiσwi2 cos θi))√
C(θi)
,
Φ`(·|·, ·) indicates the normal `-variate cumulative distribution function with given mean vector and
covariance matrix, 0` is a vector of 0s of length `, µwij and σ
2
wij are the mean and variance of Wij and
ρwi is the correlation between Wi1 and Wi2.
In practical applications (see for example Wang and Gelfand, 2014; Mastrantonio et al., 2015a;
Maruotti et al., 2015) it is generally preferable to work with the pair (Θ,R)> that has the nice closed
form density given in equation (2), treating R as a vector of latent variables.
The multivariate PN is closed under marginalization since ΘA ∼ PNna(µw,A,Σw,A), where A ⊂
{1, . . . , p}, na indicates the cardinality of the set A and {µw,A,Σw,A} are mean and covariance matrix
of WA. Moreover, as we show in Appendix A, the univariate PN posses the invariance property and
then inference does not depend on the reference system chosen for the circular variables (Mastrantonio
et al., 2017).
2.2 The skew-normal distribution
We now introduce the skew-normal distribution of Sahu et al. (2003) as the distribution of a q−dimensional
vector Y = {Yj}qj=1, with Yj ∈ R. Let µy be a vector of length q, Σy be a q × q non-negative definite
(nnd) matrix and Λ = diag(λ) be a q × q diagonal matrix with diagonal elements λ = {λi}qi=1 ∈ Rq.
We say that Y is distributed accordingly to a q−variate skew-normal with parameters µy, Σy and λ
(Y ∼ SSN q(µy,Σy,λ)) if it has pdf
f(y) = 2qφq
(
y|µy,Υ
)
Φq
(
Λ>Υ−1(y − µy)|0q,Γ
)
, (3)
where Υ = Σy + ΛΛ
>, Γ = Iq −Λ>Υ−1Λ and Iq is the identity matrix of dimension q. Although in
Sahu et al. (2003) Λ is defined as a full matrix, here we constrain it to be diagonal to have a SSN
closed under marginalization; the same property will be inherited by our poly-cylindrical distribution
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Figure 2: Univariate skew-normal densities under three sets of parameters: (a) µy = 0, Σy = 1, λ = 0;
(b) µy = −2, Σy = 1, λ = 3; (c) µy = −3, Σy = 0.1, λ = 5.
(see Section 2.3). From (3) we clearly see that Y ∼ Nq(µy,Σy) if Λ is a null matrix and for this reason
it is called the skewness parameter. Examples of univariate SSN densities are shown in Figure 2.
The SSN has a nice stochastic representation (Arellano-Valle et al., 2007) that is useful for the
definition of the poly-cylindrical distribution. Let D ∼ HN q(0q, Iq), where HN q(·, ·) indicates the
q−dimensional half normal (Olmos et al., 2012), and H ∼ Nq(0q,Σy), then Y can be written as
Y = µy + ΛD + H. (4)
From (4) we can see that Y|D = d is normally distributed with mean µy + Λd and covariance
matrix Σy. Consequently, the joint density of (Y,D)
> expressed as the product of the ones of Y|D
and D, is given by
f(y,d) = 2qφq(y|µy + Λd,Σy)φq(d|0q, Iq). (5)
2.3 The joint linear-circular distribution
In this section we define the poly-cylindrical distribution starting from the augmented circular and
linear marginals shown in equations (2) and (5). As in the previous sections, we indicate with p and
q the dimensions of the vectors of circular and linear variables, respectively.
It is natural to introduce dependence between Θ and Y by substituting the two normal pdfs of
the augmented representation, i.e., φ2p(w|µw,Σw) and φq(y|µy + diag(λ)d,Σy), with a 2p+ q normal
pdf that has the two pdfs as marginals; after marginalization we obtain the density of (Θ,Y)>. More
precisely, we define the joint density of (Θ,R,Y,D)> as
f(θ, r,y,d) = 2qφ2p+q((w,y)
>|µ+ (02p,diag(λ)d)>,Σ)φq(d|0q, Iq)
p∏
i=1
ri, (6)
with µ = (µw,µy)
> and
Σ =
(
Σw Σwy
Σ>wy Σy
)
.
We then say that (Θ,Y)> is marginally distributed as a (p, q)−variate joint projected normal and
skew-normal with parameters µ, Σ and λ, i.e., (Θ,Y)> ∼ JPSN p,q(µ,Σ,λ). Since (W,Y)>|d ∼
N2p+q(µ+(02p,diag(λ)d)
>,Σ), transformation of W into Θ using (1) implies that (Θ,Y)> is JPSN
distributed; this last remark can be used to easily simulate random samples from the JPSN .
Closure under marginalization of the PN and the SSN shows that any subset of (Θ,Y)> is still
JPSN distributed (see equation (6)) and, as limit cases, Θ ∼ PN p(µw,Σw) and Y ∼ SSN q(µy,Σy,diag(λ)).
The flexibility of the PN and SSN are then inherited by the marginal distributions of our proposal
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Figure 3: Bivariate marginal distributions of a JPSN 2,1(µ,Σ,λ) under three sets of parameters (row)
reported in Section 4.1. In the first column there are the marginal distributions of (Θ1,Θ2), in the
second those of (Θ1, Y1) and in the third the marginals of (Θ2, Y1).
that allows also multivariate dependence between its components. Conditional densities are not stan-
dard, but from (W,Y)>|d ∼ N2p+q(µ+ (02p,diag(λ)d)>,Σ) we can easily see that
Θ|y,d ∼ PN p
(
µw + ΣwyΣ
−1
y
(
y − µy − diag(λ)d
)
,Σw + ΣwyΣ
−1
y Σ
>
wy
)
and
Y|θ, r ∼ SSN q
(
µy + diag(λ)d + Σ
>
wyΣ
−1
w (w − µw) ,Σy + Σ>wyΣ−1w Σwy
)
.
JPSN shapes are depicted in Figure 3.
Notice that Θi ⊥ Θj , where ⊥ indicates independence, iff Wi ⊥Wj and, by construction, matrix
Σwy rules the circular-linear dependence since iff Wi ⊥ Yj then Θi ⊥ Yj . Parameters µy and Σy
are easily interpretable since E(Y) = µy + λ
√
2/pi, Var(Y) = Σy + (1− 2/pi) diag(λ)diag(λ) and if
[Σy]j,k = 0, where [Σy]j,k indicates the element positioned in the j
th row and kth column, then Yj and
Yk are independent. λ controls the skewness of the linear component and Yi is normally distributed
if λi = 0. Parameters µwi and Σwi determine the shape of the density of Θi, that is always PN .
It is not clear how changing one of the element of µwi or Σwi affects the density, but special cases
exist: a circular uniform distribution is obtained with µwi = 02 and Σwi = dI2, µwi = 02 produces
6
an antipodal density and PN (µwi , dI2) is unimodal and symmetric. All the other statistics of the
distribution that cannot be computed directly from the parameters, e.g., the circular mean, can be
approximated with MC procedures.
3 Identifiability and Bayesian inference
Let Cw be a 2p× 2p diagonal matrix with (2(i− 1) + j)− th entry equal to ci > 0, where i = 1, . . . , p
and j = 1, 2. Then, since
Θi = atan
∗Wi2
Wi1
= atan∗
ciWi2
ciWi1
, (7)
the two random vectors Wi ∼ N2(µw,Σw) and CwWi ∼ N2p(Cwµw,CwΣwCw) produce the same
Θ, i.e., the cis cancel out in equation (7). It follows that {µw,Σw} and {Cwµw,CwΣwCw} represent
the same PN density which is then not identifiable.
The JPSN is based on the PN , that is also its circular marginal distribution, and it has the same
identification issue; for identifiability constraints on the parameters space are needed. Following and
extending Wang and Gelfand (2013), we set to one the variance of each Wi2 and from now on, to avoid
confusion, we indicate {µ,Σ,W,R} as {µ˜, Σ˜,W˜, R˜} when such constraints are imposed; λ, D, µy
and Σy are always identified since they are related only to the linear component. Let
C =
(
Cw 02p,q
0>2p,q Iq
)
,
where 0>2p,q is a 2p× q zero matrix, then the sets {µ˜, Σ˜,λ} and {µ,Σ,λ} with
µ = Cµ˜,
Σ = CΣ˜C,
produce the same JPSN density and the following relation holds:
f(θ, r˜,y,d) = 2qφ2p+q((w˜,y)
>|µ˜+ (02p,diag(λ)d)>, Σ˜)φq(d|0q, Iq)
p∏
i=1
r˜i =
2qφ2p+q(C(w˜,y)
>|Cµ˜+ (02p,diag(λ)d)>,CΣ˜C)φq(d|0q, Iq)
p∏
i=1
cir˜i. (8)
Notice that there is a one-to-one relation between sets {µ,Σ} and {µ˜, Σ˜,C} since ci =
√
[Σ]2i,2i.
Due to the unavailability of MCMC algorithms for a constrained covariance matrix estimate, a
computational problem arises and we show how to overcome it in the next section.
3.1 The MCMC algorithm
Suppose to have T observations drawn from a (p, q)-variate JPSN , i.e., (Θt,Yt)> ∼ JPSN p,q(µ˜, Σ˜,λ)
with t = 1, . . . , T . As the JPSN does not have a closed form density, we introduce R˜t = {R˜ti}pi=1
and Dt as latent variables and letting g1(µ˜, Σ˜|λ)g2(λ) be the prior distribution, we want to evaluate
the posterior of {{R˜t}Tt=1, {Dt}Tt=1, µ˜, Σ˜,λ} given by∏T
t=1 2
qφ2p+q((w˜t,yt)
>|µ˜+ (02p,diag(λ)dt)>, Σ˜)φq(dt|0q, Iq)
∏p
i=1 r˜tig1(µ˜, Σ˜|λ)g2(λ)
Z({θt,yt}Tt=1)
, (9)
where Z({θt,yt}Tt=1) is the normalization constant. Some difficulties arise in the definition of g1(·)
since its domain must contain the space of constrained nnd matrices and, to the best of our knowledge,
no priors with such domain are available.
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Our proposed MCMC algorithm starts defining a prior f(µ,Σ|λ) over {µ,Σ}. We indicate with
f∗(C, µ˜, Σ˜|λ) the distribution over {C, µ˜, Σ˜} induced by f(µ,Σ|λ) and we define g1(µ˜, Σ˜|λ) as
g1(µ˜, Σ˜|λ) =
∫
R+
. . .
∫
R+
f∗(C, µ˜, Σ˜|λ)dc1 . . . dcp. (10)
Then, using (8) and (10) we can write (9) as∫
R+
. . .
∫
R+
T∏
t=1
2qφ2p+q(C(w˜t,yt)
>|Cµ˜+ (02p,diag(λ)d)>,CΣ˜C)×
φq(dt|0q, Iq)
∏p
i=1 cir˜tif
∗(C, µ˜, Σ˜|λ)g2(λ)
Z({θt,yt}Tt=1)
dc1 . . . dcp, (11)
and if we transform {C, {R˜t}Tt=1, µ˜, Σ˜} into {{Rt}Tt=1,µ,Σ}, the integrand of equation (11) becomes∏T
t=1 φ2p+q((wt,yt)
>|µ+ (02p,diag(λ)dt)>,Σ)φq(dt|0q, Iq)
∏p
i=1 rtif(µ,Σ|λ)g2(λ)
Z
({θt,yt}Tt=1) . (12)
Then, relying on standard MC integration rules (see for example Brooks et al., 2011; Robert and
Casella, 2005), a set of B draws from (9) is obtained by taking B samples of {{Rt}Tt=1, {Dt}Tt=1,µ,Σ,λ}
from (12) and transforming them to {{R˜t}Tt=1, {Dt}Tt=1, µ˜, Σ˜,λ}.
In a schematic way our proposal is
• to define a prior over {µ,Σ,λ} that induces a prior g1(·) (see equation (10));
• to obtain a set of samples of {{Rt}Tt=1, {Dt}Tt=1,µ,Σ,λ} from distribution (12);
• to transform the posterior samples of {{Rt}Tt=1,µ,Σ} into {{R˜t}Tt=1, µ˜, Σ˜} after the model
fitting.
The resulting posterior samples are from the distribution of interest (equation (9)). The proposed
MCMC algorithm can be used with the JPSN , the univariate projected normal (q = 0 and p = 1),
the multivariate projected normal (q = 0) and also with the proposal of (Hernandez-Stumpfhauser
et al., 2016), i.e., a distribution defined over the K-dimensional sphere, since all of them share the
same identification problem.
There are no restrictions on the choice of g1(·) and g2(·) but, as shown in Appendix B, if ease of
implementation and conjugate priors are required, a normal inverse-Wishart (NIW) can be used for
{µ,Σ} and a normal for λ; these are the ones we use in the examples of Section 4. Regardless of the
priors chosen, the updates of Dt and Rti can be done using Gibbs steps.
4 Examples
4.1 Synthetic data
The aim of these simulated examples is to prove that the proposed MCMC algorithm is able to
retrieve the parameters used to simulate the data and to solve the identification problem. We simulate
3 datasets with p = 2, q = 1, i.e., two circular variables and 1 linear, T = 1000 and parameters
µ˜1 =

0.5
−1.0
−0.1
0.1
−5.0
 , µ˜2 =

0.2
0.2
0.0
0.1
−5.0
 , µ˜3 =

0.5
0.5
0.0
0.5
5.0
 ,
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Figure 4: Simulated examples - trace plots of parameters [µ˜k]1, [Σ˜k]1,1 and [Σ˜k]1,2 (columns) in the
three examples (rows)
Example
k=1 k=2 k=3
[ˆ˜µk]1 0.529 0.301 0.608
CI (0.428 0.638) (0.179 0.427) (0.480 0.738)
[ˆ˜µk]2 -0.943 0.207 0.5
CI (-1.029 -0.858) (0.137 0.280) (0.428 0.576)
[ˆ˜µk]3 -0.112 -0.02 0.007
CI (-0.145 -0.080) (-0.068 0.029) (-0.023 0.036)
[ˆ˜µk]4 0.095 0.111 0.503
CI (0.020 0.163) (0.041 0.178) (0.429 0.576)
[ˆ˜µk]5 -5.095 -4.765 4.705
CI (-5.415 -4.780) (-4.925 -4.596) (4.489 5.105)
λˆk -4.941 4.872 6.237
CI (-5.320 -4.561) (4.630 5.135) (5.920 6.556)
Table 1: Simulated examples - posterior mean estimates (ˆ) and 95% credible intervals (CI) of µ˜k and
λk.
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j=1 j=2 j=3 j=4 j=5
[ ˆ˜Σ1]1,j 2.062 0.085 -0.031 0.011 -0.001
CI (1.726 2.462) (-0.040 0.214) (-0.083 0.021) (-0.098 0.121) (-0.287 0.278)
[ ˆ˜Σ1]2,j · 1 -0.008 -0.009 0.149
CI (· ·) (1 1) (-0.046 0.028) (-0.094 0.075) (-0.060 0.368)
[ ˆ˜Σ1]3,j · · 0.201 0.002 0.007
CI (· ·) (· ·) (0.168 0.237) (-0.039 0.041) (-0.079 0.097)
[ ˆ˜Σ1]4,j · · · 1 0.047
CI (· ·) (· ·) (· ·) (1 1) (-0.144 0.248)
[ ˆ˜Σ1]5,j · · · · 2.151
CI (· ·) (· ·) (· ·) (· ·) (1.532 2.908)
[ ˆ˜Σ2]1,j 3.23 0.04 0.581 0.862 0.882
CI (2.719 3.793) (-0.112 0.191) (0.467 0.713) (0.722 1.015) (0.619 1.151)
[ ˆ˜Σ2]2,j · 1 -0.293 0.429 0.419
CI (· ·) (1 1) (-0.354 -0.235) (0.361 0.492) (0.284 0.557)
[ ˆ˜Σ2]3,j · · 0.521 0.034 -0.223
CI (· ·) (· ·) (0.438 0.617) (-0.024 0.095) (-0.333 -0.120)
[ ˆ˜Σ2]4,j · · · 1 0.496
CI (· ·) (· ·) (· ·) (1 1) (0.354 0.645)
[ ˆ˜Σ2]5,j · · · · 1.001
CI (· ·) (· ·) (· ·) (· ·) (0.737 1.316)
[ ˆ˜Σ3]1,j 3.129 -0.762 0.38 0.623 0.834
CI (2.684 3.620) (-0.889 -0.633) (0.309 0.455) (0.469 0.775) (0.566 1.132)
[ ˆ˜Σ3]2,j · 1 0.207 0.389 -0.176
CI (· ·) (1 1) (0.177 0.238) (0.319 0.458) (-0.325 -0.021)
[ ˆ˜Σ3]3,j · · 0.189 0.223 0.17
CI (· ·) (· ·) (0.164 0.216) (0.193 0.255) (0.108 0.240)
[ ˆ˜Σ3]4,j · · · 1 -0.337
CI (· ·) (· ·) (· ·) (1 1) (-0.493 -0.188)
[ ˆ˜Σ3]5,j · · · · 0.875
CI (· ·) (· ·) (· ·) (· ·) (0.620 1.165)
Table 2: Simulated examples - posterior mean estimates (ˆ) and 95% credible intervals (CI) of Σ˜k.
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λ1 = −5, λ2 = 5, λ3 = 6,
Σ˜1 =

2 0 0.0 0 0
0 1 0.0 0 0
0 0 0.2 0 0
0 0 0.0 1 0
0 0 0.0 0 2
 , Σ˜2 =

3.000 0.000 0.551 0.779 0.857
0.000 1.000 −0.318 0.450 0.495
0.551 −0.318 0.500 0.000 −0.318
0.779 0.450 0.000 1.000 0.450
0.857 0.495 −0.318 0.450 1.000
 ,
Σ˜3 =

3.000 −0.783 0.377 0.684 0.781
−0.783 1.000 0.214 0.335 −0.092
0.377 0.214 0.200 0.231 0.209
0.684 0.335 0.231 1.000 −0.382
0.781 −0.092 0.209 −0.382 1.000
 .
The marginal bivariate densities are plotted in Figure 3. We chose the parameters so to have indepen-
dent (first example) and dependent variables (second and third), highly skew linear densities and, at
least, one bimodal circular marginal for each example.
In the three examples inference is carried out considering 40000 iterations, burnin 30000, thin 5 and
by taking 2000 posterior samples. As prior distributions we choose µk,Σk ∼ NIW (05, 0.001, 15, I5)
and λk ∼ N1 (0, 100), that are standard weak informative priors. From Tables 1 and 2 we see that, with
the exception of [ˆ˜µ2]5, all true values are inside the associated 95% credible intervals (CIs), proving
that our algorithm is able to estimate the JPSN parameters. To further corroborate the validity of
the proposed MCMC scheme in solving the identification problem, in Figure 4 we show, as examples,
the trace plots of parameters [µ˜k]1, [Σ˜k]1,1 and [Σ˜k]1,2. These chains have reached their stationary
distributions (we also checked it by using the R package coda (Plummer et al., 2006)) with weak
informative priors; this shows that the identification problem is no more relevant.
4.2 Zebras movements example
In this section we estimate the JPSN parameters on an animal movement dataset taken from the
movebank repository (www.movebank.org). Our aim is to show that the JPSN can give information
on the dependence of poly-cylindrical observations. Seven zebras are jointly observed in Botswana
(Africa) between the Okavango Delta and the Makgadikgadi Pans, and their hourly positions are
recorded with GPS devices during the years 2007-2009 (Bartlam-Brooks et al., 2013). In the obser-
vational period the zebras migrate from the dry season habitat, that is the Okavango Delta, to the
rainy season habitat, that is the Makgadikgadi Pans. We select data from 4 zebras, observed between
the 18 of November 2008 and the 18 of February 2009, when they have ended the migration. For each
animal we compute the turning-angles and logarithm of step-lengths, having then poly-cylindrical ob-
servations composed of four circular and four linear variables. It is out of the scope of this work to
introduce complex models based on the JPSN , that are left to future developments, and we assume
that observations are independent and identical distributed. For this reason, to mitigate temporal
dependence we use data five hours apart, having then 442 observations for parameters estimate. Using
the Pearson’s coefficient and the circular-circular correlation of Jammalamadaka and Sarma (1988),
i.e.,
ρ(Θi,Θi′ ) =
E(sin(Θi −Θ∗i ) sin(Θi′ −Θ∗i′))√
E(sin2(Θi −Θ∗i ))E(sin2(Θi′ −Θ∗i′))
∈ [−1, 1], (13)
where Θ∗i and Θ
∗
i′ are two circular variables distributed, respectively, as Θi and Θi′ , for the subset of
data used all the autocorrelations have values lower than 0.05. The histograms of the data can be
seen in Figure 5.
The MCMC algorithm is implemented using the same number of iterations, thin and burnin used in
the previous section while {µ,Σ} ∼ NIW (012, 0.001, 15, I12) and λ ∼ N4 (0, 100I4). In Figure 5 and
6 we depicted, respectively, the marginal posterior JPSN densities and the dependence matrix. The
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Figure 5: Zebras movement example - histograms of the observed data and posterior marginal densities
of turning-angles (first row) and the logarithm of step-lengths (second row).
latter shows the MC estimates of the posterior mean circular-circular correlation of Jammalamadaka
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Figure 6: Zebras movement example - dependence matrix computed using equations (13) (circular-
circular), (14) (circular-linear) and the Pearson’s correlation coefficient (linear-linear). The size of the
square is proportional to the posterior mean value. All values are positive.
and Sarma (1988), the circular-linear dependence of Mardia (1976), i.e.,
ρ2(Θi,Yj) =
Cor(cos Θi, Yj)
2
+ Cor(sin Θi, Yj)
2
1− Cor(cos Θi, sin Θi) +
−2Cor(cos Θi, Yj)Cor(sin Θi, Yj)Cor(cos Θi, sin Θi)
1− Cor(cos Θi, sin Θi) ∈ [0, 1], (14)
and linear-linear correlation, evaluated with the Pearson’s coefficient. A circular-circular and linear-
linear correlation is plotted only if the associated CI does not contain zero while since the CI of
ρ2(Θi, Yj) has 0 probability to contain the 0, we plot the value of ρ
2(Θi, Yj) using a different rationality.
More precisely, since W i ⊥ Yj iff Θi ⊥ Yj , in Figure 6 we plot the posterior mean value of ρ2(Θi, Yj)
only if at least one of the CIs of Σwy that measure the correlation between W i and Yj does not contain
the zero. From Figure 5 we appreciate that the JPSN is able to fit satisfactorily the data and to find
significant circular-linear and linear-linear correlations (Figure 6).
4.3 Comparison with cylindrical distributions
With this section we want to demonstrate that ignoring multivariate dependence leads to loss of
predictive ability. Then we compare our proposal with the cylindrical distribution of Abe-Ley (Abe
and Ley, 2017) and a cylindrical version of the JPSN , i.e., for both we assume dependence between
the variables belonging to the same animal and independence between zebras. Since the JPSN is
not available in closed form, a comparison based on informational criteria, such as AIC or BIC, is
not possible. We decide to make the comparison in terms of predictive ability measured used the
CRPS, that is a proper scoring rule defined for both circular (Grimit et al., 2006) and linear (Gneiting
and Raftery, 2007) variables that measure the distance between cumulative distribution functions
(Matheson and Winkler, 1976); lower values are then preferable. The Abe-Ley distribution is defined
only for a positive linear variable and then, to make a fair comparison, we use the distribution that
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arises by taking the logarithm of its linear component:
f(θi, yj) =
αAL(βAL)α
AL
2pi coshκAL
(
1 + λAL sin
(
θi − µAL
))
eyj(α
AL−1)e−(β
ALeyj )
αAL
(1−tanhκAL cos(θi−µAL))eyj .
αAL ∈ R+ and βAL ∈ R+ are linear scale and shape parameters, µAL ∈ [0, 2pi) and λAL ∈ [−1, 1]
endorse the role of circular location and skewness parameters and κAL ∈ R+ plays the role of circular
concentration and circular-linear dependence parameter. For the Abe-Ley parameters we use standard
weak informative priors, i.e., an inverse gamma with parameters (1,1) for αAL, βAL and κAL while
uniform distributions on the respective domains are used for µAL and λAL. Under the cylindrical
JPSN , a N1(0, 100) is used for the skewness parameters and a NIW (03, 0.001, 6, I3) for the others
that are the marginal priors deriving from the ones of the poly-cylindrical JPSN .
We select 10% of the circular and linear observations to be set aside and not used to estimate the
posterior distributions. We predict their values based on the posterior samples and we measure how
the models perform in term of posterior estimates. Then, let Ci ⊂ {1, 2, . . . , T} and Lj ⊂ {1, . . . , T}
be sets of indices, where t ∈ Ci if θti is missing and t ∈ Lj if ytj is missing, and let θbti, t ∈ Ci, and ybtj ,
t ∈ Lj , be, respectively, the bth posterior sample of θti and ytj . An MC approximation of the CRPS
for circular variables based on B posterior samples is computed as
CRPSci ≈ 1
B
B∑
b=1
d(θti, θ
b
ti)−
1
2B2
B∑
b=1
B∑
b′=1
d(θbti, θ
b′
ti), t ∈ Ci,
where d(·, ·) is the angular distance, while the CRPS for linear variable is approximated by
CRPSlj ≈ 1
B
B∑
b=1
|ytj − ybtj | −
1
2B2
B∑
b=1
B∑
b′=1
|ybtj − yb
′
tj |, t ∈ Lj .
We then compute the overall mean CRPSs for the sets of circular and linear variables and we use these
indices to measure the goodness-of-fit.
Circular and linear CRPSs have values 0.383 and 0.693 for the JPSN , 0.385 and 0.762 for the
cylindrical JPSN , and 0.412 and 0.753 for the Abe-Ley density, showing that the JPSN performs
better and, moreover, it is also able to give a measure of dependence between all the circular and linear
components (Figure 6) that is not possible with cylindrical distributions.
5 Concluding remarks
In this work we introduced a poly-cylindrical distribution. The proposal is highly flexible, it is closed
under marginalization and it allows to have dependent components, bimodal marginal circular distri-
butions and asymmetric linear ones. We showed how the MCMC algorithm, used to obtain posterior
samples, can be easily implemented using only Gibbs steps. The proposal suffers from an identification
problem and we showed how to overcome it with a post-processing of posterior samples that can also
be used with the PN distribution. With the aim to prove the validity of our sampling scheme, the
algorithm was applied to simulated examples. Then the proposed distribution was used to model a real
data taken from the movebank data repository. The predictive ability of our proposal was compared
with the ones of cylindrical distributions, showing that the JPSN performs better.
Future work will lead us to use the JPSN as emission distribution in an hidden Markov model
and to incorporate covariates to model mean and covariance of the circular-linear observations.
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Appendix
A The invariance property of the PN
Here we prove that the univariate marginal density of the circular variables is invariant. Let Θ∗i =
δ(Θi + ξ), where δ ∈ {−1, 1} and ξ ∈ [0, 2pi), following Theorem 1 of Mastrantonio et al. (2017), the
density of Θi ∼ PN 1(µwi ,Σwi), i.e., fΘi(·), has the invariant property if fΘ∗i (·), i.e., the density of
Θ∗i , belongs to the same parametric family of fΘi(·).
The random variables Θ∗i can be written as
Θ∗i = atan
∗ sin Θ
∗
i
cos Θ∗i
= atan∗
sin(δ(Θi + ξ))
cos(δ(Θi + ξ))
= atan∗
δ sin(Θi + ξ)
cos(Θi + ξ)
, (A.15)
and using relations cos(α + β) = cosα cosβ − sinα sinβ and sin(α + β) = sinα cosβ + cosα sinβ,
equation (A.15) can be stated equivalently as
Θ∗i = atan
∗ δ(Ri sin Θi cos ξ +Ri cos Θi sin ξ)
Ri cos Θi cos ξ −Ri sin Θi sin ξ = atan
∗ δ(Wi2 cos ξ +Wi1 sin ξ)
Wi1 cos ξ −Wi2 sin ξ .
To prove that Θ∗i is PN distributed, let consider the random variable W∗i = ∆TWi, where
∆ = diag((1, δ)>) and
T =
(
cos ξ − sin ξ
sin ξ cos ξ
)
.
W∗i is normally distributed and equation (1) applied to W
∗
i gives
atan∗
W ∗i2
W ∗i1
= atan∗
δ(Wi2 cos ξ +Wi1 sin ξ)
Wi1 cos ξ −Wi2 sin ξ = Θ
∗
i .
Then Θ∗i follows a projected normal distribution; this proves the invariance of the PN .
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B MCMC implementation details
Sampling µ and Σ The full conditional of {µ,Σ} is proportional to
T∏
t=1
φ2p+q((wt,yt)
> − (02p,diag(λ)dt)>|µ,Σ)f(µ,Σ|λ). (B.16)
Equation (B.16) is equivalent to the full conditional of the mean and covariance matrix in a model
with i.i.d. normally distributed observations. If we assume f(µ,Σ|λ) ≡ f(µ,Σ), with
f(µ,Σ) ∝ |Σ|−(ν0+2p+q)/2−1 exp
(
− tr
(
Ψ0Σ
−1)+ κ0 (µ− µ0)>Σ−1 (µ− µ0)
2
)
i.e., f(µ,Σ) is the density of a NIW(µ0, κ0, ν0,Ψ0), where κ0 > 0 and ν0 > 2p+q−1 are real numbers,
µ0 ∈ R2p+q and Ψ0 is a (2p+ q)× (2p+ q) nnd matrix, and we let ηt = (wt,yt)> − (02p,diag(λ)dt)>
and
η¯ =
1
T
T∑
t=1
ηt,
the full conditional is NIW(µpost, κpost, νpost,Ψpost) with
µpost =
κ0µ0 + T η¯
κ0 + T
,
κpost = κ0 + T,
νpost = ν0 + T,
Ψpost = Ψ0 +
T∑
t=1
(ηt − η¯) (ηt − η¯)> +
κ0T
κ0 + T
(η¯ − µ0) (η¯ − µ0)> .
Sampling λ The full conditional of λ is proportional to
T∏
t=1
φq(yt|µyt|wt + diag(dt)λ,Σy|w)g2(λ), (B.17)
where µyt|wt = µy + Σ
>
wyΣ
−1
w (wt − µw) and Σy|w = Σy −Σ>wyΣ−1w Σwy. In (B.17) we can see λ as a
vector of regression coefficients, where the matrix of covariates is diag(dt). Then, standard results tell
us that a normal g2(λ) induces a normal full conditional. More precisely, let λ ∼ Nq(γ0,Ω0), then
the full conditional is Nq(γpost,Ωpost) with
Ωpost =
(
T∑
t=1
diag(dt)Σ
−1
y|wdiag(dt) + Ω
−1
0
)−1
,
γpost = Ωpost
(
T∑
t=1
diag(dt)Σ
−1
y|w
(
yt − µyt|wt
)
+ Ω−10 γ0
)
.
Sampling Dt The full conditional of the latent vector Dt is proportional to
φq(yt|µyt|wt + diag(λ)dt,Σy|w)φq(dt|0q, Iq).
18
dt can be seen as a vector of (positive) regressors with diag(λ) as matrix of covariates and φq(dt|0q, Iq)
as prior. The full conditional is then Nq (Mdt ,Vq) I0q,∞, where Nq (·, ·) I0q,∞ is a q−dimensional
truncated normal distribution with components having support R+,
Vd =
(
Λ>Σ−1y|wΛ + Iq
)−1
and
Mdt = VdΛ
>Σ−1y|w
(
yt − µyt|wt
)
.
Sampling Rti Let uti = (cos θti, sin θti)
>
, Ati = u
>
tiΣ
−1
wti|wt−i,yuti andBti = u
>
tiΣ
−1
wti|wt−i,yµwti|wt−i,yt ,
where µwti|wt−i,yt and Σwti|wt−i,y are the conditional mean and covariance matrix of wti assuming
(wt,yt)
> ∼ N2p+q
(
µ+ (02p,diag(λ)dt)
>,Σ
)
. The full conditional of Rti is then proportional to
rti exp
(
−1
2
Ati
(
rti − Bti
Ati
)2)
. (B.18)
Equation (B.18) is the same full conditional of the latent variable of the spherical PN of Hernandez-
Stumpfhauser et al. (2016) and then we can use their slice sampling strategy to sample from it.
In details, if
vti ∼ U
(
0, exp
(
−1
2
Ati
(
rti − Bti
Ati
)2))
,
v∗ti ∼ U(0, 1),
then
rti =
√
(%22ti − %21ti) v∗ti + %21ti,
with
%1ti =
Bti
Ati
+ max
{
−Bti
Ati
,−
√−2 ln vti
Ati
}
,
%2ti =
Bti
Ati
+
√−2 ln vti
Ati
,
is distributed accordingly to the full conditional (B.18).
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