Structures are exposed to damage during their service life which can severely affect their safety and functionality. Thus, it is important to monitor structures for the occurrence, location and extent of damage. Artificial neural networks (ANNs) as a numerical technique have been applied increasingly for damage identification with varied success. ANNs are inspired by human biological neurons and have been used to model some specific problems in many areas of engineering and science to achieve reasonable results. ANNs have the ability to learn from examples and then adapt to changing situations when sufficient input-output data are available. This paper presents the application of ANNs for detection of damage in a steel girder bridge using natural frequencies as dynamic parameters. Dynamic parameters are easy to implement for damage assessment and can be directly linked to the topology of structure. In this study, the required data for the ANNs in the form of natural frequencies will be obtained from experimental modal analysis. This paper also highlights the concept of ANNs followed by the detail presentation of the experimental modal analysis for natural frequencies extraction.
INTRODUCTION
Damage can be defined as a weakening of the structure that adversely affects its current or future performance which may cause undesirable displacements, stresses or vibrations to the structure. Therefore, one of the most important requirements in the evaluation of existing structural systems and ensuring a safe performance during their service life is damage identification.
Many techniques have been applied to identify damage in civil structures. Visual inspections have always been the most common approaches used in detecting damage on a structure (Abdul and Choi, 2001) . These methods are time consuming and cannot indicate that a structure is fault-free without testing the entire structure in detail. Furthermore, if damage is buried deep within the structure it may not be visible or detectable by these localized techniques.
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Among the structure identification methods that have been applied dramatically in recent years are artificial neural networks (ANNs) due to its powerful computational and excellent pattern recognition ability for detecting damage in structural engineering. Once ANNs are trained, they are capable of pattern recognition and classification, and are robust in the presence of noise. These characteristics make ANNs powerful tools for vibrational damage identification. By incorporating ANNs, accuracy and reliability of damage identification can be improved.
Several authors have applied modal parameters as inputs of ANNs in structural damage identification. For example, these studies (Suh et al., 2000; Jeyasehar and Sumangala, 2006; Kim and Kapania, 2002; Kirkegaard and Rytter, 1994) applied ANN for predicting damage using natural frequencies. ANNs have been applied by Lee et al. (2005) to identify damage in bridges using mode shape. Also, Sahin and Shenoi (2003) presented a damage assessment algorithm using a combination of changes in natural frequencies and curvature mode shapes as input in ANNs for the location and severity prediction of damage in numerical models of composite beam structures.
The main focus of this research is to investigate the feasibility of applying an ANN trained with only natural frequency data to identify the damage in steel bridge girder structure. Natural frequencies of a structure have strong effect on damage and are applied as effective input parameters to train the ANN in the present study. The required data for the ANNs in form of natural frequencies are obtained from experimental modal analysis. For this study, it was shown that an ANN trained only with natural frequency data can determine the severity of damage with less than 6% error, and seems to be quite promising in terms of accuracy.
ARTIFICIAL NEURAL NETWORKS (ANNS)
ANNs are simplified models of the human brain and evolved as one of the most useful mathematical concepts used in almost all branches of science and engineering. They have the ability to learn from experience in order to improve their performance and to adapt themselves to changes in the environment (Hola and Schabowicz, 2005; Mansour et al., 2004) . ANNs can provide meaningful answers even when the data to be processed include errors or are incomplete and can process information extremely rapidly when applied to solve real problems.
ANN is composed of several processing elements, namely, neurons that are interconnected with each other. Figure 1 shows the model of an artificial neuron which consists of a neuron that receives weighted inputs (w) that are summed and passed through an activation function (f) to produce a single output.
A typical neural network has three layers, namely, the input layer, the hidden layer and the output layer. Signals are received at the input layer, pass through the hidden layer and reach the output layer. Each layer can have a different number of neurons and activation functions, such as sigmoid and linear functions. All neurons are Input Layer Hidden Layer Output Layer interconnected to the neurons in the next layer through their weights. Architecture of an ANN with 4 neurons in input layer, 4 neurons in hidden layer and 2 neurons in output layer is demonstrated as shown in Figure 2 .
Backpropagation algorithm in multi-layer feed-forward supervised networks is considered to be the most applicable, due to the mathematical design of the learning complex nonlinear relationships (Fonseca and Vellasco, 2003) . This algorithm has a performance index, which is the least mean square error (MSE) (Hakim et al., 2011; Ince, 2004; Lee, 2003; Rumelhart et al., 1986) . In MSE algorithm, the error is calculated as the difference between the target output and the network output. Among various neural networks, multi-layer perceptron (MLP) is most commonly used in structural identification problems. Their applications to engineering problems have been summarized and reported in literature (Chen et al., 1995; Ghaboussi and Joghatie, 1995; Wu et al, 2002; Xu et al., 2002) .
DAMAGE

DETECTION STRATEGY AND EXPERIMENTAL MODAL ANALYSIS
When there is damage in a structure, the stiffness in general will reduce. Since the natural frequencies of a structure depend on stiffness, the natural frequencies will also reduce when there is damage. As mentioned earlier, the aim of this research is to find out the severity of damage in a steel bridge girder using ANNs and experimental modal analysis. Therefore, this work proposed to apply the first five natural frequencies as inputs of ANN for prediction of damage severity. To identify the natural frequencies as dynamic properties of the bridge girder, experimental modal analysis was performed with different damage scenarios.
In the first stage, modal testing was performed using an undamaged bridge girder in order to obtain the modal frequencies. Later, numerous damage scenarios were A B The results of experimental modal analysis will be use as training data for the ANN algorithm. By incorporating the training data, ANN will be able to give outputs in terms of damage severity using the five first natural frequencies.
The test structure as shown in Figure 3 was fabricated from a plate with the dimensions of 1200 mm length including a 100 mm overhang at both support ends and 210 and 5 mm in width and height, respectively. Three stiffeners as shown in Figure 3B were fixed along the length of plate with dimensions of 1200 × 50 × 5 mm in length, width and height, respectively. The modulus of elasticity of the steel, the Poisson's ratio and the density were, 2.1 × 10 11 , 0.2 and 7,850 kg/m 3 , respectively. The test structure was tested in its undamaged state and under different damaged states to determine the first five natural frequencies. These natural frequencies were identified from the frequency response functions (FRF) measurements as peaks. Table 1 lists the first five natural frequencies for the undamaged bridge girder.
In the experimental study, various damage scenarios were given to the test structure. These scenarios consisted of seven locations with fifteen severities for each location. The seven damage locations were at L/13, 2L/13, 3L/13, 4L/13, 5L/13, 6L/13 and L/2 of the span length. Only one half of the test structure was used as damage model due to symmetry. Damage was gradually induced by a grinder to cut a slot from the soffit of the middle stiffener of the structure. These damage severities correspond to a cross-section loss of the second moment of area (I) as shown in Table 2 .
For each damaged severity, five peaks were identified which were related to the modal frequencies of the structure. Table 3 shows the first five frequencies for a damage case for the test structure, and it is apparent that the natural frequencies drop when damage is induced. These results will be used for training ANNs for damage severity.
DAMAGE DETECTION USING ANN
The first step in ANNs is to prepare suitable and accurate data sets that can be used to train a network to recognize the pattern from the data set. Ideally, this data set should be the actual real life response of the structural model test results or through numerical modeling, or a combination of all these types of data sets (Chakraborty, 2005) . In this study, 203 different sets of data from undamaged and damaged of scaled down steel girder bridge deck were collected from the experimental modal analysis. These data were gathered for damage severity of the test structure containing the first five natural frequencies. Different neural network models were conducted, trained and tested using these available data. Out of the 203 data sets, only 139 were used as training data sets. The numbers of data sets for testing and the validation phase were 32.
Division of the data was carried out randomly between the three sets. The ranges of input parameters are as shown in Table 4 . The scattering of input information for the training phase will affect the accuracy of a neural network. Therefore, classification of the input information is very important in the training phase.
Training of ANN
The training of the ANN with appropriate data set is the process of changing the weights systematically in order to attain some desired results for a given set of inputs. The process of training is successfully completed, when the iterative process has converged.
Presenting the whole set of training samples to the network is called iteration, and the number of iterations means the number of times that the whole set of samples are presented to the network. In this study, feed forward back propagation algorithm for ANN training was selected. At first an input vector comprising of the first five natural frequencies was fed to the input layer. This input vector produces a set of output. The difference between the given output and the target output is error, which will propagate through the network in backward step.
During this process, the mean square error (MSE) will be minimized, and consequently, the output of ANN will be close to the target output. An accurate trained ANN gives successful predictions when a new sample is given as input. The output parameter of ANN is damage index, representing the severity of damage. This damage index is the ratio of cross-section loss of the second moment of area for damaged case to undamaged case. The value of damage index based on different damage severity is given in Table 5 . The network has been trained using the Alyuda Neuro Intelligence software, version 2.2. Once the network is trained using training data, it is ready for predicting the severity of damage in the test structure.
As mentioned previously, 139 training data sets were used for the training process of the network. These data were normalized between -1 and 1, and were fed to the input neurons. The values of damage index corresponding to each set of natural frequencies have also been fed to the network as desired outputs. In this research study, the training process was stopped when any of the following conditions were satisfied:
1. The maximum number of iterations reached 70000. 2. The mean square error (MSE) of the network for the training set reached 0.004.
During the training of ANN, the best network with the optimum parameters such as, connectivity weights and biases, the numbers of hidden layers and the numbers of neurons in each layer, type of activation function in hidden and output layers will be determined. Also, the rate of learning and momentum value will be specified.
In this study, different architecture networks having different conditions were determined. Architecture specifications of 25 most important ANNs in order to obtain the final developed ANN architecture are tabulated in Table 6 . It is obvious from this table that in architectures with one hidden layer, that is, networks N 1 to N 15 , MSE is lower than other networks with two hidden layers. Also, in architectures with one hidden layers, MSE is less than when there is two hidden layer.
After trying different networks with one and two hidden layers and taking into consideration the network error, one hidden layer in the architecture of ANN was decided in this study. However, in a network with one hidden layer, good convergence has been achieved and the back propagation in this research was limited to one hidden layer, which yields a total of three layers.
Thus, the networks N 16 to N 24 in Table 6 are not acceptable for the purpose of this work. The decision on how many hidden neurons should be used in hidden layer is rather arbitrary, and has been usually decided by trial and error. Table 6 shows the effect of different number of hidden neurons on MSE.
It can be seen, that with the increase of hidden neurons, training error is reduced, but there are a critical number of hidden neurons existing for minimizing error rate. The reason is that, with too many hidden neurons, a network can simply memorize the correct response to each pattern in its training set instead of learning a general solution.
So, in this study with increasing number of hidden neurons, MSE is decreased, but variations in MSE values for more than 15 neurons are significant. Also, it is apparent from this table that in networks N 10 and N 11 , error is small, but numbers of hidden neurons and connectivity weights are high and computationally complicated and take longer time. For example networks N 10 and N 11 have 106 and 113 connectivity weights, respectively, with 70000 iterations.
It can be demonstrated in this table that networks N 6 and N 7 , have acceptable error and small hidden neurons. Also, average training error is lower than other networks. Consequently, the correlation of these networks is higher than other networks. However, network N 7 is selected as the best possible architecture in this study. It is important to note that utilizing more than 15 neurons in network makes the computation process complicated and expensive in terms of time. In summary, in order to have minimum compatibility cost and high accuracy, the number of hidden layer is fixed to 15.
However, the network architecture decided in this study was 5-12-1. This architecture comprises of five neurons in the input layer corresponding to the five first natural frequencies, one hidden layer with twelve neurons and one neuron in the output layer corresponding to severity of damage in the test structure. The final architecture for this network is depicted in Figure 4 . Different combinations of momentum value and learning rate using trial and error ً have been executed for this architecture. Results showed that constructed ANN with learning rate 0.2 and 0.6 for momentum parameter, yields minimum error. Therefore, these values have been found to be most suitable for selected network in this study. In this network, Hyperbolic Tangent Sigmoid and LogSigmoid functions were applied in hidden and output layer as activation functions, respectively. The network is then trained for 70,000 iterations until the training error reach minimum and the network is stable. In short, training of this architecture (5-12-1) with value of 0.2 and 0.6 for learning rate and momentum, respectively has been continued till 70,000 iterations and the average training error reaches 5.6%. After that, the network was saved and the corresponding connectivity weights were saved. Comparison of predicted damage severity by ANN and actual value from experimental testing (target value) is depicted in Figure 5 .
For more clarity, experimental and predicted values in training sets by considering MSE for new data sets are tabulated in Table 7 . Calculation of average training error as demonstrated in Table 6 , shows that ANN predicted damage severity with average percentage error of 5.6% for training data sets.
As can be seen in Table 6 , the selected network was capable in providing good correlation between the natural frequency information and extent of damage in terms of damage index for a given set of natural frequencies. This network has minimum error and maximum correlation, that is, 0.973 as compared to other networks according to Table 6 .
Neural network testing
The testing set is used to visually inspect performance after training. After the network was trained, testing of ANN was carried out to avoid over-fitting and to assess the confidence in the performance of the trained network. In this step, the trained network is tested with data, which were not present in the training data set. After training, the network has learnt the samples and when tested with new data, it should be able to predict the severity of damage with an acceptable error. The testing process has been done using a total of 32 data sets. Figure 6 shows the comparison between predicted damage severity and the experimental data, when the network has been constructed to predict 32 number of new data set. From this figure it can be highlighted that there is a good agreement between the predicted values and that of the experimental data.
ANN was successful in predicting the severity of damage with MSE of 6.2% for testing sets and was very close to actual output. However, in predicting the severity of damage, the network could not predict accurately for a few samples. This observation may be due to the fact that the ANN was not being provided with large number of data sets for different location of damage for training. It is a fact that the ANN can learn better and predict better when it is trained with more data.
Validation phase
The validation set is applied as a further check for the generalization of the neural network and to examine the accuracy of the selected architecture. The plot of predicted damage severity in validation sets against experimental data is as shown in Figure 7 . It is clear from this figure that there is good agreement between the results predicted and target results. These results demonstrate that ANN was successful in training the relationship between the input and output data with the MSE of 7.79%.
Comparison between average error of the training and validation data sets versus the number of iteration is depicted in Figure 8 . As can be seen in this figure, the results are fairly reasonable and the validation sets error has very similar characteristics and there is no over fitting. Figure 8 shows that the neural network model has an average error of about 5.62% for the training data and an error of about 7.79% for the validation data sets.
Also, the progress of the training was examined by plotting the correlations for training and validation data sets as shown in Figure 9 . This figure also indicates that the results of training and validation are close and neural network was successful in learning the relationship between the different input parameters and damage severity as output.
Conclusion
In this research, the details of a study on using ANNs for prediction of damage severity in a model steel girder bridge are described. The dynamic tests conducted on the damaged and undamaged test structure showed that the reduction in stiffness during the damage lead to a reduction in natural frequencies for different modes. The experimentally obtained natural frequencies of the first five modes of the undamaged and damaged bridge model have been successfully applied as the training samples for the ANN.
According to results in this study, ANN could predict the damage severity with an error of 5.6, 6.25 and 7.79% for training, testing and validation, respectively. The feasibility of ANNs as a powerful tool for predicting the severity of damage in a structure is investigated. Therefore, it is concluded that an ANN trained with just natural frequencies obtained from experimental modal analysis as inputs can very well be used to assess the severity of damage in a structure.
