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Abstract
In high-dimensional and/or non-parametric regression problems, regularization (or
penalization) is used to control model complexity and induce desired structure. Each
penalty has a weight parameter that indicates how strongly the structure corresponding
to that penalty should be enforced. Typically the parameters are chosen to minimize
the error on a separate validation set using a simple grid search or a gradient-free
optimization method. It is more efficient to tune parameters if the gradient can be
determined, but this is often difficult for problems with non-smooth penalty functions.
Here we show that for many penalized regression problems, the validation loss is actually
smooth almost-everywhere with respect to the penalty parameters. We can therefore
apply a modified gradient descent algorithm to tune parameters. Through simulation
studies on example regression problems, we find that increasing the number of penalty
parameters and tuning them using our method can decrease the generalization error.
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1 Introduction
Consider the usual regression framework with p features, xi = (xi1, . . . , xip)
>, and a response
yi measured on each of i = 1, . . . , n observations. Let X denote the n × p design matrix
and y the response vector. Our goal here is to characterize the conditional relationship
between y and X. In simple low-dimensional problems this is often done by constructing
an f in some pre-specified class F that minimizes a measure of discrepancy between y and
f(X). Generally, this discrepancy is quantified with some pre-specified loss, L. Often F will
endow f with some simple form (e.g. a linear function). For ill-posed or high-dimensional
problems (p n), there can often be an infinite number of solutions that minimize the loss
function L but have high generalization error. A common solution is to use regularization, or
penalization, to select models with desirable properties, such as smoothness and sparsity.
In recent years, there has been much interest in combining regularization methods to
produce models with multiple desired characteristics. For example, the elastic net (Zou &
Hastie 2003) combines the lasso and ridge penalties; and the sparse group lasso (Simon et al.
2013) combines the group lasso and lasso penalties. In Bayesian regression, a popular method
for pruning irrelevant features is to use automatic relevance determination, which associates
each feature with a separate regularization parameter (Neal 1996). From a theoretical
viewpoint, multiple regularization parameters are required in certain cases to achieve oracle
convergence rates. van de Geer & Muro (2014) showed that when fitting additive models
with varying levels of smoothness, the penalty parameter should be smaller for more “wiggly”
functions and vice versa. The general form of these regression problems is:
fˆ(λ) = arg min
f∈F
L (y, f(X)) +
J∑
i=1
λiPi(f) (1)
where {Pi}i=1,...,J are the penalty functions and λ = (λ1, . . . , λJ)> are the regularization
parameters.
Regularization parameters control the degree of various facets of model complexity, such
as the amount of sparsity or smoothness. Often the goal is to set the parameters to minimize
the fitted model’s generalization error. One usually estimates this using a training/validation
approach (or cross validation). In this approach, one fits a model on a training set (XT ,yT )
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and measures the model’s error on a validation set (XV ,yV ). The goal then is to choose
penalty parameters λ that minimize the validation error, as formulated in the following joint
optimization problem:
minλ∈Λ L
(
yV , fˆ(XV |λ)
)
s.t. fˆ(·|λ) = arg minf∈F L (yT , f(XT )) +
J∑
i=1
λiPi(f)
(2)
Here Λ is some set that λ are known to be in, which is often just RJ+. We will refer to finding
fˆ(·|λ) as solving the inner optimization problem.
The simplest approach to solving (2) is brute force: one fits models over a grid of parameter
values and selects the model with the lowest validation error. As long as the grid is large and
fine enough, this method of “grid search” will find a solution close to the global optimum.
Unfortunately, it is computationally intractable in cases with more than two parameters since
the runtime is exponential in the number of parameters.
More efficient methods treat (2) as a continuous optimization problem, usually through a
gradient-free or gradient-based approach. Gradient-free approaches include the Nelder-Mead
simplex algorithm (Nelder & Mead 1965) and Bayesian optimization (Snoek et al. 2012,
Bergstra et al. 2011, Hutter et al. 2011). Although Bayesian optimization is currently the
gold standard in machine learning, gradient-free methods are generally unable to tune more
than twenty or so parameters whereas gradient-based methods can handle hundreds or even
thousands of parameters. To calculate the gradient, one can use reverse-mode differentiation
through the entire training procedure (Maclaurin et al. 2015) or implicit differentiation of
the KKT conditions (Larsen et al. 1998, Bengio 2000, Foo et al. 2008, Lorbert & Ramadge
2010). Existing implicit differentiation methods all require the optimization criterion to be
smooth. In this paper we show that many problems for which the inner optimization problem
is non-smooth can be reformulated in a way that makes them amenable to tuning parameter
optimization via gradient descent.
In Section 2, we show that for certain joint optimization problems with non-smooth
penalties, the outer optimization problem is still smooth almost everywhere. By locally
reformulating the problem, we can apply the same implicit differentiation trick to obtain
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the gradient of the validation loss with respect to the penalty parameters. A descent-based
algorithm is then proposed for tuning the penalty parameters. Section 3 presents simulation
studies comparing our method to gradient-free methods on regression problems with two to a
hundred penalty parameters. Section 4 applies our method to gene expression data to predict
colitis status.
2 Gradient-based Joint Optimization
2.1 Definition
In this manuscript we will restrict ourselves to classes F = {fθ|θ ∈ Θ}, which, for a fixed
sample size n, are in some finite dimensional space Θ. This is not a large restriction: the class
of linear functions meets this requirement; as does any class of finite dimensional parametric
functions. Even non-parametric methods generally either use a growing basis expansion
(e.g. Polynomial regression, smoothing-splines, wavelet-based-regression, locally-adaptive
regression splines (Tsybakov 2008, Wahba 1981, Donoho & Johnstone 1994, Mammen et al.
1997)), or only evaluate the function at the observed data-points (eg. trend filtering, fused
lasso, (Kim et al. 2009, Tibshirani et al. 2005)). In these non-parametric problems, for any
fixed n, F is representable as a finite dimensional class. We can therefore rewrite (1) in the
following form:
arg min
θ∈Θ
L(y, fθ(X)) +
J∑
i=1
λiPi(θ) (3)
Suppose that we use a training/validation split to select penalty parameters λ =
(λ1, ..., λJ)
>. Let the data be partitioned into a training set (yT ,XT ) and validation set
(yV ,XV ). We can rewrite the joint optimization problem (2) over this finite-dimensional
class as:
arg minλ∈Λ L(yV , fθˆ(λ)(XV ))
s.t. θˆ(λ) = arg minθ∈Θ L(yT , fθ(XT )) +
J∑
i=1
λiPi(θ)
(4)
Note that joint optimization for K-fold cross validation is very similar. The outer criterion is
the average validation loss over the models trained from all K folds. See the Appendix for
the full formulation.
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For the remainder of the manuscript we will assume that the training criterion (3) is
convex and has a unique minimizer. Also, we will assume that L (yV , fθ(XV )) is differentiable
in θ. This assumption is met if both 1) fθ(XV ) is continuous as a function of θ; and 2)
L (yV , ·) is smooth. Examples include the squared-error, logistic, and Poisson loss functions,
though not the hinge loss.
2.2 Smooth Training Criterion
Here we present a brief summary of how to apply gradient descent when the training criterion
is smooth. For more details, refer to Bengio (2000). Let the training criterion be denoted as
LT (θ,λ) ≡ L(yT , fθ(XT )) +
J∑
i=1
λiPi(θ) (5)
To calculate the gradient, apply the chain rule
∇λL
(
yV , fθˆ(λ)(XV )
)
=
[
∂
∂θ
L(yV , fθ(XV ))
∣∣∣∣
θ=θˆ(λ)
]>
∂
∂λ
θˆ(λ) (6)
The first term, ∂
∂θ
L(yV , fθ(XV )), is problem specific, but generally straightforward to
calculate. To calculate the second term, ∂
∂λ
θˆ(λ), we note that θˆ(λ) minimizes (5). Since (5)
is smooth,
∇θLT (θ,λ)|θ=θˆ(λ) = 0. (7)
Taking the derivative of both sides of (7) in λ and solving for ∂
∂λ
θˆ(λ), we get:
∂
∂λ
θˆ(λ) = − [∇2θLT (θ,λ)−1∇θP (θ)]∣∣θ=θˆ(λ) (8)
where ∇θP (θ) is the matrix with columns {∇θPi(θ)}i=1:J .
We can plug (8) into (6) to get ∇λL
(
yV , fθˆ(λ)(XV )
)
. Note that because ∂
∂λ
θˆ(λ) is
defined in terms of θˆ (λ), each gradient step requires minimizing the training criterion first.
The gradient descent algorithm to solve (4) is given in Algorithm 1.
5
Algorithm 1 Gradient Descent for Smooth Training Criteria
Initialize λ(0).
for each iteration k = 0, 1, ... until stopping criteria is reached do
Solve for θˆ(λ(k)) = arg minθ∈Θ LT (θ,λ
(k)).
Calculate the derivative of the model parameters with respect to the regularization
parameters
∂
∂λ
θˆ(λ) = −
[(
∇2θLT (θ,λ(k))
)−1
∇θP (θ)
]∣∣∣∣
θ=θˆ(λ(k))
(9)
Calculate the gradient
∇λL
(
yV , fθˆ(λ)(XV )
)∣∣∣
λ=λ(k)
=
(
∂
∂λ
θˆ(λ)
∣∣∣
λ=λ(k)
)>
∂
∂θ
L(yV , fθ(XV ))
∣∣∣
θ=θˆ(λ(k))
(10)
Perform gradient step with step size t(k)
λ(k+1) := λ(k) − t(k) ∇λL
(
yV , fθˆ(λ)(XV )
)∣∣∣
λ=λ(k)
(11)
2.3 Nonsmooth Training Criterion
When the penalized training criterion in the joint optimization problem is not smooth,
gradient descent cannot be directly applied. Nonetheless, we find that in many problems,
the solution θˆ (λ) is smooth at almost every λ (e.g. Lasso (Tibshirani 1996), Group Lasso
(Yuan & Lin 2006), Trend Filtering (Kim et al. 2009)); this means that we can indeed apply
gradient descent in practice. In this section, we characterize these problems that are almost
everywhere smooth. In addition, we provide a solution for deriving ∂
∂λ
θˆ(λ) since calculating
the gradient is a challenge in and of itself. This is then incorporated into an algorithm for
tuning λ using gradient descent.
To characterize problems that are almost everywhere smooth, we begin with three
definitions:
Definition 1. The differentiable space of a real-valued function L at a point η in its domain
is the set of vectors along which the directional derivative of L exists.
ΩL(η) =
{
u
∣∣∣∣lim→0 L(η + u)− L(η) exists
}
(12)
6
Definition 2. S is a local optimality space for a convex function L(·,λ0) if there exists a
neighborhood W containing λ0 such that for every λ ∈ W ,
arg min
θ∈Θ
L(θ,λ) = arg min
θ∈S
L(θ,λ) (13)
Definition 3. Consider a real-valued function f : Rp 7→ R. Let matrix U = [u1 . . .uq] ∈ Rp×q
have orthonormal columns. Suppose the first and second directional derivatives of f with
respect to the columns in U exist. The Gradient vector and Hessian matrix of f with respect
to U are defined respectively as
U∇f =

∂f
∂u1
∂f
∂u2
...
∂f
∂uq
 ∈ R
q; U∇2f =

∂2f
∂u21
∂2f
∂u1∂u2
... ∂
2f
∂u1∂uq
∂2f
∂u2∂u1
∂2f
∂u22
... ∂
2f
∂u2∂uq
...
...
. . .
...
∂2f
∂uq∂u1
∂2f
∂uq∂u2
... ∂
2f
∂u2q
 ∈ R
q×q (14)
Using these definitions we can now give three conditions which together are sufficient for
the differentiability of L
(
yV , fθˆ(λ)(XV )
)
almost everywhere.
Condition 1. For almost every λ, the differentiable space ΩLT (·,λ)(θˆ (λ)) is a local optimality
space for LT (·,λ).
Condition 2. For almost every λ, LT (·, ·) restricted to ΩLT (·,·)(θˆ (λ) ,λ) is twice continuously
differentiable within some neighborhood of λ.
Condition 3. For almost every λ, there exists an orthonormal basis U of ΩLT (·,λ)(θˆ (λ))
such that the Hessian of LT (·,λ) at θˆ (λ) with respect to U is invertible.
Note that if condition 3 is satisfied, the Hessian of LT (·,λ) with respect to any orthonormal
basis of ΩLT (·,λ)(θˆ (λ)) is invertible.
Putting all these conditions together, the following theorem establishes that the gradient
exists almost everywhere and provides a recipe for calculating it.
Theorem 1. Suppose our optimization problem is of the form in (4), with LT (θ,λ) defined
as in (5). Suppose that L
(
yV , fθ(XV )
)
is continuously differentiable in θ, and conditions 1,
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2, and 3, defined above, hold. Then the validation loss L(yV , fθˆ(λ)(XV )) is continuously differ-
entiable with respect to λ for almost every λ. Furthermore, the gradient of L(yV , fθˆ(λ)(XV )),
where it is defined, is
∇λL
(
yV , fθˆ(λ)(XV )
)
=
[
∂
∂θ
L(yV , fθ(XV ))
∣∣∣∣
θ=θ˜(λ)
]>
∂
∂λ
θ˜(λ) (15)
where
θ˜(λ) = arg min
θ∈ΩLT (·,λ)(θˆ(λ))
LT (θ,λ) (16)
We can therefore construct a gradient descent procedure based on the model parameter
constraint in (16). At each iteration, let matrix U have orthonormal columns spanning
the differentiable space ΩLT (·,λ)(θˆ(λ)). Since this space is also a local optimality space,
it is sufficient to minimize the training criterion over the column space of U . The joint
optimization problem can be reformulated using θ = Uβ as the model parameters instead:
minλ∈Λ L(yV , fUβˆ(λ)(XV ))
s.t. βˆ(λ) = arg minβ LT (Uβ,λ)
(17)
This locally equivalent problem now reduces to the simple case where the training criterion
is smooth. Implicit differentiation on the gradient condition gives us ∂
∂λ
βˆ(λ) and, thereby,
∂
∂λ
θˆ(λ) = U ∂
∂λ
βˆ(λ). Note that because the differentiable space is a local optimality space and
is thus locally constant, we can treat U as a constant in the gradient derivations. Algorithm 2
provides the exact steps for tuning the regularization parameters.
2.4 Examples
To better understand the proposed gradient descent procedure, we present example joint
optimization problems with nonsmooth criteria and their corresponding gradient calculations.
For ease of notation, we let Sλ denote the differentiable space of LT (·,λ) at θˆ(λ). For
each of the example regressions, justification that the conditions in Theorem 1 are satisfied is
included in the Appendix. Note that in some examples below, we add a ridge penalty with a
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Algorithm 2 Gradient-based Joint Optimization
Initialize λ(0).
for each iteration k = 0, 1, ... until stopping criteria is reached do
Solve for θˆ(λ(k)) = arg minθ∈Θ LT (θ,λ
(k)).
Construct matrix U (k), an orthonormal basis of ΩLT (·,λ)
(
θˆ(λ(k))
)
.
Define the locally equivalent joint optimization problem
minλ∈Λ L(yV , fU (k)βˆ(λ)(XV ))
s.t. βˆ(λ) = arg minβ LT (U
(k)β,λ)
Calculate ∂
∂λ
βˆ(λ)|λ=λ(k) where
∂
∂λ
βˆ(λ) = −
[(
U (k)∇2LT (U (k)β,λ)
)−1
U (k)∇P (U (k)β)
]∣∣∣∣
β=βˆ(λ)
Calculate the gradient of the validation loss
∇λL
(
yV , fθˆ(λ)(XV )
)
=
[
U (k)
∂
∂λ
βˆ(λ)
]> [
U (k)∇L
(
yV , fU (k)β(XV )
)∣∣
β=βˆ(λ)
]
Perform the gradient update with step size t(k)
λ(k+1) := λ(k) − t(k) ∇λL
(
yV , fθˆ(λ)(XV )
)∣∣∣
λ=λ(k)
fixed small coefficient  > 0 to ensure that the problem satisfies Condition 3. Intuitively, the
additional ridge penalty makes the models more well-behaved. For example, in the elastic net,
combining the ridge and lasso penalties results in models that often exhibit better properties
than just the lasso alone.
2.4.1 Elastic Net
The elastic net (Zou & Hastie 2003) is a linear combination of the lasso and ridge penalties that
encourages both sparsity and grouping of predictors. We tune the regularization parameters
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λ = (λ1, λ2)
> for the joint optimization problem:
minλ∈R2+
1
2
‖yV −XV θˆ(λ)‖2
s.t. θˆ(λ) = arg minθ
1
2
‖yT −XTθ‖2 + λ1‖θ‖1 + 12λ2‖θ‖22
(18)
The first step to finding the gradient is determining the differentiable space. Let the
nonzero indices of θˆ(λ) be denoted I(λ) = {i|θˆi(λ) 6= 0 for i = 1, ..., p} and let II(λ) be a
submatrix of the identity matrix with columns I(λ). Since | · | is not differentiable at zero,
the directional derivatives of ||θ||1 only exist along directions spanned by the columns of
II(λ). Thus the differentiable space at λ is Sλ = span(II(λ)).
Let XT,I(λ) = XTII(λ) and XV,I(λ) = XV II(λ). The locally equivalent joint optimization
problem is
minλ∈R2+
1
2
‖yV −XV,I(λ)βˆ(λ)‖2
s.t. βˆ(λ) = arg minβ
1
2
‖yT −XT,I(λ)β‖2 + λ1‖β‖1 + 12λ2‖β‖22
(19)
Since the problem is now smooth, we can apply the chain rule and (8) to get the gradient
of the validation loss
∇λL(yV , fθˆ(λ)(XV )) = −
(
XV,I(λ)
∂
∂λ
βˆ(λ)
)> (
yV −XV,I(λ)βˆ(λ)
)
(20)
where
∂
∂λ
βˆ(λ) = − (X>T,I(λ)XT,I(λ) + λ2I)−1 [sgn(βˆ(λ)) βˆ(λ)] (21)
2.4.2 Additive Models with Sparsity and Smoothness Penalties
Now consider the nonparametric regression problem given response y and covariates x ∈ Rp.
We suppose y is the sum of p univariate functions:
y =
p∑
i=1
fi(xi) +  (22)
where  are independent with mean zero. Let θ(i) ≡ (fi(xi1), ..., fi(xin)) be estimates of
functions fi at the observations. The model is fit using the least squares loss with sparsity
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and smoothness penalties. More specifically, for each estimate θ(i), we add a group lasso
penalty ‖·‖2 to encourage sparsity at the function level and a lasso penalty on the second-order
discrete differences to encourage smooth function estimates. Hence there are a total of 2p
non-smooth functions in the training criterion.
This regression problem usually employs two regularization parameters, one for the sum
of the sparsity penalties and one for the sum of the smoothness penalties (Bu¨hlmann & Van
De Geer 2011). In the joint optimization problem below, we use a separate penalty parameter
for each of the smoothness penalties, resulting in a total of p+ 1 penalty parameters. Ideally
the parameters are tuned such that functions with nearly constant slope have large penalty
parameters and “wiggly” functions have small penalty parameters.
Define matrices IT and IV such that ITθ
(i) and IV θ
(i) are estimates for fi at the training
and validation inputs, respectively. The joint optimization problem is
minλ∈Rp+1+
1
2
∥∥∥yV − IV ∑pi=1 θˆ(i)(λ)∥∥∥2
2
s.t. θˆ(λ) = arg minθ
1
2
∥∥∥yT − IT∑pi=1 θ(i)∥∥∥2
2
+ λ0
∑p
i=1 ‖θ(i)‖2 +
∑p
i=1 λi
∥∥∥D(2)xi θ(i)∥∥∥
1
+ 
2
∑p
i=1 ‖θ(i)‖22
(23)
The differentiable space is straightforward to determine for this problem, though requires
bulky notation. Define Ii(λ) for i = 1, ..., p to be the indices along which smoothness penalty
is not differentiable
Ii(λ) =
{
j|
(
D(2)xi θˆ
(i)
(λ)
)
j
= 0 for j = 1, ..., n− 2
}
(24)
and
J(λ) =
{
i|θˆ(i)(λ) 6= 0 for i = 1, ..., p
}
(25)
The group lasso penalty ‖ · ‖2 is not differentiable in any direction at 0 and is differentiable
in all directions elsewhere. Then Sλ = span(U
(1)) ⊕ ... ⊕ span(U (p)) where U (i) = 0 if
θˆ
(i)
(λ) = 0 and U (i) is an orthonormal basis of N (IIi(λ)D(2)xi ) otherwise.
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Now we can define the locally equivalent joint optimization problem:
minλ∈Rp+1+
1
2
∥∥∥yV − IV ∑i∈J(λ)U (i)βˆ(i)(λ)∥∥∥2
2
s.t. βˆ(λ) = arg minβ
1
2
∥∥∥yT − IT∑i∈J(λ)U (i)β(i)∥∥∥2
2
+ λ0
∑
i∈J(λ) ‖U (i)β(i)‖2
+
∑
i∈J(λ) λi
∥∥∥D(2)xi U (i)β(i)∥∥∥
1
+ 
2
∑
i∈J(λ) ‖U (i)β(i)‖22
(26)
The gradient of the validation loss with respect to the penalty parameters now follows from
(8) and the chain rule. The details are given in the Appendix.
2.4.3 Un-pooled Sparse Group Lasso
The sparse group lasso is a linear regression problem that combines the ‖ · ‖2 and ‖ · ‖1
penalties (Simon et al. 2013). This method is well-suited for problems where features have
a natural grouping, and only a few of the features from a few of the groups are thought to
have an effect on response (e.g. genes in gene pathways). Here we consider a generalized
version of sparse group lasso by considering individual penalty parameters for each group
lasso penalty. This additional flexibility allows setting covariate and covariate group effects to
zero by different thresholds. Hence “un-pooled” sparse group lasso may be better at modeling
covariate groups with very different distributions.
The problem setup is as follows. Given M covariate groups, suppose X and θ are
partitioned into X(m) and θ(m) for groups m = 1, ...,M . We are interested in finding the
optimal regularization parameters λ = (λ0, λ1, ..., λM)
>. The joint optimization problem is
formulated as follows.
minλ∈RM+1+
1
2
∥∥∥yV −XV θˆ(λ)∥∥∥2
2
s.t. θˆ(λ) = arg minθ
1
2
‖yT −XTθ‖22 + λ0‖θ‖1 +
∑M
m=1 λm‖θ(m)‖2 + 12‖θ‖22
(27)
By the same logic as before, the differentiable space Sλ is span(II(λ)) where I(λ) are the
nonzero indices of θˆ(λ). Therefore the locally equivalent joint optimization problem is
minλ∈RM+1+
1
2
∥∥∥yV −XV,I(λ)βˆ(λ)∥∥∥2
2
s.t. βˆ(λ) = arg minβ
1
2
∥∥yT −XT,I(λ)β∥∥22 + λ0‖β‖1 +∑Mm=1 λm‖β(m)‖2 + 12‖β‖22 (28)
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where we use the same notational shorthand XT,I(λ) and XV,I(λ) from Section 2.4.1. It is
now straightforward to derive the gradient of the validation loss using (8) and the chain rule.
See the appendix for details.
2.4.4 Low-Rank Matrix Completion
In this example, we move away from the simple regression framework and consider matrix-
valued data with partially observed entries. Our goal is to reconstruct the rest of the matrix
based on the observed entries. There are many applications where such problems come up,
including collaborative filtering (SIGKDD & Netflix 2007) and robust principle components
analysis (Cande`s et al. 2011). In these problems it is popular to assume a low rank structure
and reconstruct the matrix by minimizing a penalized loss with a nuclear norm penalty ‖ · ‖∗
(Fazel 2002, Srebro 2004). The nuclear norm – the sum of the singular values of a matrix – is
the matrix-variate analog to the lasso. It is a non-smooth function and employing it as a
penalty results in estimates that are low rank.
One extension of the matrix completion problem is to incorporate additional information
about the rows and columns (Fithian & Mazumder 2013). Suppose we have covariates
corresponding to each row and column. Each entry of the matrix can be modeled as the sum
of a low rank effect Γ and a linear function of the corresponding column and row covariates.
Furthermore, suppose that there is a natural grouping of the row and column features. So we
penalize Γ with the nuclear norm penalty and the linear model with group lasso penalties.
More specifically, consider an outcome matrix M ∈ RN×N . Let X ∈ RN×p be the feature
vectors for the rows and Z ∈ RN×p be the feature vectors for columns. We assume M is
composed of entries
Mij = xiα+ zjβ + Γij + ij (29)
where  are independent with mean zero. We only observe some subset of the positions in M .
Let the observed matrix positions be partitioned into a training set T , and a validation set
V . Let ‖ · ‖2T (resp. ‖ · ‖2V ) denote the Frobenius norm over the entries in T (resp. V ). For
simplicity, suppose the number of row and column feature groups, G, is the same, though in
practice they often differ. We partition the row and column coefficient vectors α and β into
α(g) and β(g) for groups g = 1, ..., G.
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We are interested in finding the optimal regularization parameters λ = (λ0, λ1, ..., λ2G)
>.
The joint optimization problem is formulated as follows
minλ∈R2G+1+
1
2
∥∥∥M −Xαˆ(λ)1> − (Zβˆ(λ)1>)> − Γˆ(λ)∥∥∥2
V
s.t. αˆ(λ), βˆ(λ), Γˆ(λ) = arg minα,β,Γ
1
2
∥∥M −Xα1> − (Zβ1>)> − Γ∥∥2
T
+λ0‖Γ‖∗ +
∑G
g=1 λg‖α(g)‖2 +
∑G
g=1 λg+G‖β(g)‖2 + 2 (‖α‖22 + ‖β‖22 + ‖Γ‖2F )
(30)
The differentiable space of the training criterion is the product space of the differentiable
spaces of the training criterion with respect to α, β, and Γ. The differentiable space with
respect to α is span(IIr(λ)) where
Ir(λ) = span({i|α(g) that contains index i satisfies αˆ(g)(λ) 6= 0, i = 1, ..., p})
The differentiable space with respect to β is span(IIc(λ)), where Ic(λ) is defined similarly.
We show in the Appendix that the differentiable space with respect to Γ, denoted Sλ,Γ, can
be written as the span of an orthonormal basis {B(i)λ }Bi=1. The differentiable space for this
problem is the product space of these three differentiable spaces
Sλ = Sλ,Γ ⊕ span(IIr(λ))⊕ span(IIc(λ)) (31)
Let Jα(λ) = {g|αˆ(g)(λ) 6= 0, g = 1, ..., G} and define Jβ(λ) similarly for βˆ(λ). A locally
equivalent joint optimization problem is then
minλ∈R2G+1+
1
2
∥∥∥M −XIr(λ)ηˆ(λ)1> − (ZIc(λ)γˆ(λ)1>)> −∑Bi=1 bˆi(λ)B(i)λ ∥∥∥2
V
s.t. ηˆ(λ), γˆ(λ), bˆ(λ) = arg minη,γ,b
1
2
∥∥∥M −XIr(λ)η1> − (ZIc(λ)γ1>)> −∑Bi=1 biB(i)λ ∥∥∥2
T
+λ0
∥∥∥∑Bi=1 biB(i)λ ∥∥∥∗ +∑g∈Jα(λ) λg‖η(g)‖2 +∑g∈Jβ(λ) λG+g‖γ(g)‖2 + 2
(
‖η‖22 + ‖γ‖22 +
∥∥∥∑Bi=1 biB(i)λ ∥∥∥2
F
)
(32)
where we use the same notational shorthand XT,I(λ) and XV,I(λ) from Section 2.4.1.
To calculate the gradient of the validation loss, we slightly modified Algorithm 2. The
details are given in the Appendix.
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3 Simulation Studies
We now compare our gradient descent algorithm to gradient-free methods through simulation
studies. Each simulation corresponds to a joint optimization problem given in Section
2.4. We tune the regularization parameters over a training/validation split using gradient
descent, Nelder-Mead, and the Bayesian optimization solver from Snoek et al. (2012) called
Spearmint. For baseline comparison, we also solve a two-parameter version of the joint
optimization problem using gradient descent, Nelder-Mead, Spearmint, and grid search. Each
simulation was run thirty times. If the joint optimization problem had more than forty
penalty parameters, we only used gradient descent to tune the parameters. Gradient-free
methods are generally not recommended for tuning more than thirty parameters; Spearmint’s
implementation is limited to no more than forty hyperparameters and Nelder-Mead performed
poorly. For details on gradient descent settings, refer to the Appendix.
We compare the efficiency of the methods by the number of times the methods solved
the inner training criterion (labeled “# Solves” in the tables below). We set this number to
100 for all three gradient-free methods. This number is variable for gradient descent since it
depends on how fast the algorithm converges.
There are two computational concerns when tuning regularization parameters by gradient
descent. First, the gradient calculation can be slow for high-dimensional problems if the matrix
in (9) is large. Bengio (2000) and Foo et al. (2008) suggest using a Cholesky decomposition
or conjugate gradients to speed this up. However, this is not a problem for the non-smooth
regression problems that we consider. The computational time to calculate the gradient of
the validation loss does not grow with the number of model parameters; instead it grows
with the dimension of the differentiable/local optimality space. Therefore we can efficiently
calculate the gradient of the validation loss as long as the dimension of the differentiable
space is small. The second concern is that the inner optimization problem must be solved
to a high accuracy in order to calculate the gradient. (Recall that the gradient is derived
via implicit differentiation.) To address this, we allow more iterations for solving the inner
optimization problem. For a faster implementation of gradient descent, one can use a more
specialized solver.
In some of the examples, the models with many penalty parameters fit by gradient descent
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have much smaller validation errors compared to the test errors. The difference is particularly
pronounced in the un-pooled sparse group lasso example in Section 3.3. There are two
reasons for this behavior. First, the additional tuning parameters increase the model space
and thus the “degrees of freedom.” Degrees of freedom relate directly to over-optimism
(Tibshirani 2015). Traditionally one thinks of over-optimism as the difference between a
model’s performance on future data and its training error. In the case of hyper-parameter
tuning, performance on the validation data is the analog of the “training error.” The second
reason is that gradient descent can effectively find a near minimizer on the validation data
in contrast to Nelder-mead and Spearmint. By failing to minimize the validation data, the
latter two methods are similar to ending gradient descent before it has reached convergence.
This technique called “early stopping” is another form of regularization that can control the
degree of over-optimism (Yao et al. 2007). Hence the difference between the validation and
test error is greater in gradient descent compared to Nelder-mead and Spearmint.
3.1 Elastic Net
Each dataset consists of 80 training and 20 validation observations with 250 predictors. The
xi were marginally distributed N(0, I) with cor(xij, xik) = 0.5
|j−k|. The response vector y
was generated by
y = Xβ + σ where β = (1, ..., 1︸ ︷︷ ︸
size 15
, 0, ..., 0︸ ︷︷ ︸
size 235
) (33)
and  ∼ N(0, I). σ was chosen such that the signal to noise ratio is 2.
Grid search was performed over a 10× 10 log-spaced grid from 1e-5 to 100. Nelder-mead
and gradient descent were initialized at (0.01, 0.01) and (10, 10). Nelder-mead was allowed
fifty iterations starting from each initialization point.
As shown in Table 1, all the methods achieve similar validation errors. For this simple
problem, the benefit for using gradient descent is not significant.
3.2 Additive model with Smoothness and Sparsity Penalty
Each dataset consists of 100 training, 50 validation, and 50 test observations with p = 23
covariates. The covariates xi ∈ Rn for i = 1, ...p are equally spaced from -5 to 5 with a
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Table 1: Comparison of solvers for Elastic Net. Standard errors are given in parentheses.
Validation Error Test Error # Solves
Gradient Descent 4.92 (0.41) 5.44 (0.20) 32.40
Nelder-Mead 4.87 (0.40) 5.50 (0.19) 100
Spearmint 5.15 (0.41) 5.76 (0.22) 100
Grid Search 5.15 (0.44) 5.47 (0.19) 100
random displacement δ ∼ U(0, 1
300
) at the start and then shuffled randomly. The true model
is the sum of three nonzero functions and 20 zero functions. Response y was generated as
follows:
y =
p∑
i=1
f i(xi) + σ (34)
where f1(x) = 9 sin(3x), f2(x) = x, f3(x) = 6 cos(1.25x) + 6 sin(0.5x+ 0.5), and fi(x) ≡ 0 for
i = 4, ..., p.  were drawn independently from the standard normal distribution and σ was
chosen such that the signal to noise ratio was 2.
Nelder-Mead and gradient descent were both initialized at (10, 1, ..., 1) and (0.1, 0.01, ..., 0.01).
Nelder-Mead was allowed fifty iterations starting from each initialization point.
For baseline comparison, we also solved a two-parameter version of this joint optimization
problem by pooling {λi}i=1:p into a single λ1. Grid search was then performed over a 10× 10
log-spaced grid from 1e-4 to 100.
As shown in Table 2, gradient descent returned models with the lowest test error on
average. We can see that the joint optimization problem with 24 penalty parameters is
sensitive to the penalty parameters chosen; Spearmint returned a result that is not only worse
than gradient descent but even worse than grid search over the pooled two-parameter joint
optimization problem.
Table 3 provides the average penalty parameter values for λ0, ..., λ4. Gradient descent
was indeed able to determine the smoothness of the functions. It tended to choose λ1 as the
smallest and λ2 as the largest, which corresponds to f1 having the most variable slope and f2
having a constant slope. In contrast, Nelder-Mead wasn’t able to determine the difference
in smoothness between the functions and kept all penalty parameters the same. Spearmint
chose a very different set of parameters that don’t seem to be appropriate for the problem.
Figure 1 provides example model fits given by gradient descent. The smoothness of the
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Table 2: A comparison of additive models with separate smoothness penalty parameters
tuned by gradient descent, Nelder-Mead, and Spearmint vs. additive models with two penalty
parameters tuned by grid search. Standard errors are given in parentheses.
# λ Validation Error Test Error # Solves
Gradient Descent 24 23.87 (0.97) 26.10 (0.86) 13.07
Nelder-Mead 24 27.94 (0.90) 28.73 (0.90) 100
Spearmint 24 27.91 (1.80) 34.02 (1.59) 100
Grid Search 2 28.71 (0.97) 29.42 (0.96) 100
Table 3: Average λi values for the additive models
λ0 λ1 λ2 λ3 λ4
Gradient Descent 9.95 0.40 1.01 0.86 1.04
Nelder-Mead 9.76 0.90 1.00 1.00 1.01
Spearmint 0.026 0.003 0.02 0.006 0.018
Grid Search 4.04 0.38 – – –
function estimates reflect the magnitude of the regularization parameters given in Table 2.
In addition, gradient descent was able to learn that f4 was the zero function.
3.3 Un-pooled Sparse group lasso
We ran three experiments with different numbers of covariate groups M and total covariates
p, as given in Table 4. For each experiment, the dataset consisted of n training, n/3
validation, and 200 test observations. The predictors X were generated from a standard
normal distribution. The response y was generated by
y =
3∑
j=1
X(j)β(j) + σ where β(j) = (1, 2, 3, 4, 5, 0, ..., 0) (35)
where  ∼ N(0, I). σ was chosen such that the signal to noise ratio was 2.
We compare gradient descent against all three gradient-free methods in the first experiment
with 31 regularization parameters and only compare against grid search for the latter
experiments with 61 and 101 regularization parameters. For all experiments, grid search
solved a two-parameter version where {λi}i=1:M are pooled into a single λ1.
For all three experiments, grid search was performed over a 10× 10 log-spaced grid from
1e-3 to 10. Gradient descent was initialized at 0.1× 1 and 1. Nelder-Mead was initialized at
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Figure 1: Example model fits given by gradient descent for f1, f2, f3, and f4. The dashed
lines are the true functions and the solid lines are the estimated functions. (Top left: f1, top
right: f2, bottom left: f3, bottom right: f4)
the same points.
As shown in Table 4, the model tuned by gradient descent produced the lowest test
error in all three experiments. Nelder-Mead struggled to minimize the validation error and
its test error was similar to that from grid search for the two penalty-parameter problem.
Interestingly, Spearmint found models with small validation error but had the highest test
error.
3.4 Low-Rank Matrix Completion
For this experiment, we considered a 60× 60 matrix. We observe two entries per row and
column in the training set and one entry per row and column in the validation set. The row
features were partitioned into twelve covariate groups of three covariates each, and similarly
for the column features.
The true coefficients are α(g) = g1 for g = 1, ..., 4 and β(g) = g1 for g = 1, 2. The rest of
19
Table 4: Un-pooled sparse group lasso and sparse group lasso tuned by gradient descent
and grid search, respectively. Standard errors are given in parentheses. We abbreviated the
methods as follows: Gradient Descent = GD, Nelder-Mead = NM, Spearmint = SP, Grid
Search = GS
n=90, p=600, M=30
# λ Validation Err Test Err # Solves
GD 31 18.88 (0.78) 38.92 (1.47) 40.43 (0.64)
NM 31 47.78 (2.25) 49.45 (1.43) 100
SP 31 25.91 (1.44) 53.18 (1.54) 100
GS 2 47.23 (2.26) 50.01 (1.40) 100
n=90, p=900, M=60
# λ Validation Error Test Error # Solves
GD 61 18.78 (1.25) 41.88 (1.51) 38.13 (1.48)
GS 2 45.70 (2.27) 51.34 (1.86) 100
n=90, p=1200, M=100
# λ Validation Error Test Error # Solves
GD 101 17.91 (1.44) 47.47 (2.00) 37.83 (1.33)
GS 2 50.00 (2.16) 57.14 (2.18) 100
Table 5: Matrix Completion. Standard errors are given in parentheses. We abbreviated the
methods as follows: Gradient Descent = GD, Nelder-Mead = NM, Spearmint = SP, Grid
Search = GS
# λ Validation Err Test Err # Solves
GD 25 0.63 (0.04) 0.67 (0.04) 13.00 (0.86)
NM 25 0.76 (0.04)) 0.74 (0.04) 100
SP 25 0.65 (0.03) 0.74 (0.04) 100
GS 2 0.71 (0.04) 0.72 (0.04) 100
the coefficients were zero. We generated rank-one interaction matrices Γ = uv>, where u
and v were sampled from a standard normal distribution. The predictors X and Z were
sampled from a standard normal distribution and scaled so the l2 norm of Xα1
>+ (Zβ1>)>
was the same as Γ. The noise  was generated from a standard normal distribution and
scaled such that the signal to noise ratio was 2.
Grid search tuned the two-parameter version of (30) where {λi}i=1:2G are pooled into
a single λ1. Grid search was performed over a 10 × 10 log-spaced grid from 1e-3.5 to −1.
Gradient descent was initialized at 0.005× 1 and 0.003× 1. Nelder-Mead was initialized at
the same points.
As seen in Table 5, gradient descent had the lowest average validation and test error.
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4 Application to Biological Data
Finally, we applied our algorithm in a real data example. More specifically, we considered the
problem of finding predictive genes from gene pathways for Crohn’s Disease and Ulcerative
Colitis. Simon et al. (2013) addressed this problem using the sparse group lasso; we now
compare this against applying the un-pooled sparse group lasso, where the regularization
parameters were tuned using gradient descent. Since this is a classification task, the joint
optimization problem is the same as (27) but with the logistic loss:
L
(
y, fβ(λ)(X)
)
=
n∑
i=1
yi log
(
1
1 + exp(−x>i β)
)
+ (1− yi) log
(
1− 1
1 + exp(−x>i β)
)
(36)
Our dataset is from a colitis study of 127 total patients, 85 with colitis and 42 healthy
controls (Burczynski et al. 2006). Expression data was measured for 22,283 genes on affymetrix
U133A microarrays. We grouped the genes according to the 326 C1 positional gene sets from
MSigDb v5.0 (Subramanian et al. 2005) and discarded 2358 genes not found in the gene set.
We randomly shuffled the data and used the first 50 observations for the training set and
the remaining 77 for the test set. Five-fold cross validation was used to fit models. To tune
the penalty parameters in un-pooled sparse group lasso, we initialized gradient descent at
0.5× 1. For sparse group lasso, we tuned the penalty parameters over a 5× 5 grid 1e-4 to 5.
Table 6 presents the average results from ten runs. Un-pooled sparse group lasso achieved
a significantly higher classification rate and lower false negative rate compared to the sparse
group lasso. The false positive rates of the two methods were not significantly different.
Interestingly, un-pooled sparse group lasso found solutions that were significantly more sparse
than sparse group lasso; on average, un-pooled sparse group lasso identified 9 genesets whereas
sparse group lasso identified 38. These results suggest that un-pooling the penalty parameters
in sparse group lasso could potentially improve interpretability.
5 Discussion
In this paper we showed how to calculate the exact gradient for joint optimization problems
with non-smooth penalty functions. In addition we provide an algorithm for tuning the
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Table 6: Predictive genes and genesets of Ulcerative Colitis found by un-pooled sparse group
lasso vs. sparse group lasso. Standard errors given in parenthesis. Gradient Descent = GD,
Grid Search = GS, FP = False positive, FN = False negative
# λ % Correct % FP % FN # Genesets # Genes
GD 327 89.48 (0.93) 3.72 (1.12) 19.90 (2.30) 12.10 (0.98) 55.60 (6.92)
GS 2 86.88 (1.65) 3.02 (0.57) 25.34 (2.94) 30.80 (5.18) 215.40 (20.69)
regularization parameters using a variation of gradient descent.
The simulation studies show that for certain problems, separating the penalty parameters
can improve model performance. However, it is crucial that the regularization parameters be
tuned appropriately. For the same joint optimization problem with many penalty parameters,
gradient descent is able to return good model fits whereas gradient-free methods like Nelder-
Mead and Bayesian optimization tend to fail. In fact, when the optimization method is
unable to tune the regularization parameters appropriately, we find that a simple grid search
over the pooled two-parameter joint optimization problem can result in better models.
Through our simulation studies, we did find that this gradient-based approach depends
on solving the inner optimization problem to a higher level of accuracy than needed for
gradient-free approaches. More work could be done to investigate the degree of accuracy
required for gradient descent to still be effective.
Since our algorithm depends on the validation loss being smooth almost everywhere, a
potential concern is that the validation loss may not be differentiable at the solution of the
joint optimization problem. We believe that this scenario occurs with measure zero. For a
more detailed discussion, refer to the Appendix.
Finally, an open theoretical question is how much the model complexity increases when
too many penalty parameters are introduced. Similar to how model parameters can overfit
to their training data, it is possible for the penalty parameters to overfit to the training and
validation data.
6 Supplementary Files
Appendix: The appendix contains a proof for Theorem 1, detailed gradient derivations for
the examples in Section 2.4, and additional simulation results.
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Python Code: Code used in Sections 3 and 4 can be downloaded from https://github.
com/jjfeng/nonsmooth-joint-opt.
A Appendix
A.1 K-fold Cross Validation
We can perform joint optimization for K-fold cross validation by reformulating the problem.
Let (y,X) be the full data set. We denote the kth fold as (yk,Xk) and its complement as
(y−k,X−k). Then the objective of this joint optimization problem is the average validation
cost across all K folds:
arg minλ∈Λ
1
K
∑K
k=1 L(yk, fθˆ(k)(λ)(Xk))
s.t. θˆ
(k)
(λ) = arg minθ∈Θ L(y−k, fθ(X−k)) +
J∑
i=1
λiPi(θ) for k = 1, ..., K
(37)
A.2 Proof of Theorem 1
Proof. We will show that for a given λ0 that satisfies the given conditions, the validation
loss is continuously differentiable within some neighborhood of λ0. It then follows that if
the theorem conditions hold true for almost every λ, then the validation loss is continuously
differentiable with respect to λ at almost every λ.
Suppose the theorem conditions are satisfied at λ0. Let B
′ be an orthonormal set of basis
vectors that span the differentiable space ΩLT (θˆ(λ0),λ0) with the subset of vectors B that
span the model parameter space.
Let L˜T (θ,λ) be the gradient of LT (·,λ) at θ with respect to the basis B:
L˜T (θ,λ) =B ∇LT (·,λ)|θ (38)
Since θˆ(λ0) is the minimizer of the training loss, the gradient of LT (·,λ0) with respect to
the basis B must be zero at θˆ(λ0):
B∇LT (·,λ0)|θˆ(λ0) = L˜T (θˆ(λ0),λ0) = 0 (39)
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From our assumptions, we know that there exists a neighborhood W containing λ0
such that L˜T is continuously differentiable along directions in the differentiable space
ΩLT (θˆ(λ0),λ0). Also, the Jacobian matrix DL˜T (·,λ0)|θˆ(λ0) with respect to basis B is
nonsingular. Therefore, by the implicit function theorem, there exist open sets U ⊆ W
containing λ0 and V containing θˆ(λ0) and a continuously differentiable function γ : U → V
such that for every λ ∈ U , we have that
L˜T (γ(λ),λ) = ∇BLT (·,λ)|γ(λ) = 0 (40)
That is, we know that γ(λ) is a continuously differentiable function that minimizes LT (·,λ)
in the differentiable space ΩLT (θˆ(λ0),λ0). Since we assumed that the differentiable space is
a local optimality space of LT (·,λ) in the neighborhood W , then for every λ ∈ U ,
θˆ(λ) = arg min
θ
LT (θ,λ) = arg min
θ∈ΩLT (θˆ(λ0),λ0)
LT (θ,λ) = γ(λ) (41)
Therefore, we have shown that if λ0 satisfies the assumptions given in the theorem, the fitted
model parameters θˆ(λ) is a continuously differentiable function within a neighborhood of λ0.
We can then apply the chain rule to get the gradient of the validation loss.
A.3 Regression Examples
A.3.1 Elastic Net
We show that the joint optimization problem for the Elastic Net satisfies all three conditions
in Theorem 1:
Condition 1: The elastic net solution paths are piecewise linear (Zou & Hastie 2003),
which means that the nonzero indices of the elastic net estimates stay locally constant
for almost every λ. Therefore, Sλ as defined in Section 2.4.1 is a local optimality space
for LT (·,λ).
Condition 2: We only need to establish that the `1 penalty is twice-continuously
differentiable in the directions of Sλ since the quadratic loss function and the ridge
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penalty are both smooth. The absolute value function is twice-continuously differentiable
everywhere except at zero. Hence the training criterion is smooth when restricted to
Sλ.
Condition 3: The Hessian matrix of LT (·,λ) with respect to II(λ) is I>I(λ)X>TXTII(λ) +
λ2I. The first summand is positive semi-definite. As long as λ2 > 0, the contribution
of the identity matrix ensures the Hessian is positive definite.
A.3.2 Additive Models with Sparsity and Smoothness Penalties
We use the notation in Section 2.4.2. In addition, let |J(λ)| be the number of elements in
J(λ). Let
U =
[
U (i1) ... U (i|J(λ)|)
]
(42)
where i` ∈ J(λ).
The gradient of the validation loss is
∇λL(yV , fθˆ(λ)(XV )) = −
IV ∑
i∈J(λ)
U (i)
∂
∂λ
βˆ
(i)
(λ)
>yV − IV ∑
i∈J(λ)
U (i)βˆ
(i)
(λ)
 (43)
where
∂
∂λ
βˆ(λ) = H(λ)−1
[
C0(βˆ(λ)) C
(
βˆ(λ)
)]
(44)
The Hessian H(λ) is
H(λ) = U>I>T ITU+λ0diag
{ 1
||U (i)βˆ(i)(λ)||2
(
I − βˆ
(i)
(λ)βˆ
(i)>
(λ)
||U (i)βˆ(i)(λ)||22
)}
i∈J(λ)
+I (45)
The vector C0(βˆ(λ)) is a vertical stack of the vectors
βˆ
(i)
(λ)∥∥∥U (i)βˆ(i)(λ)∥∥∥
2
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for i ∈ J(λ). The matrix C(βˆ(λ)) has columns i = 1, ..., p
Ci(βˆ(λ)) =


0
U (i)>D(2)>xi sgn
(
D(2)xi U
(i)βˆ
(i)
(λ)
)
0
 for i ∈ J(λ)
0 for i 6∈ J(λ)
(46)
Now we check that all three conditions are satisfied.
Condition 1: It seems likely that the space spanned by Sλ is a local optimality space,
though we are unable to formally prove this. The training criterion for this problem is
composed of generalized lasso penalties and a group lasso penalties. For the generalized
lasso, Tibshirani et al. (2011) proved that the solution path is smooth almost everywhere.
For the group lasso, there is empirical evidence that the active set is locally constant
almost everywhere with respect to the penalty parameter (Yuan & Lin 2006), but
this has not been formally proven. ? showed that the active set is locally constant
with respect to the response; we suspect similar techniques could be used to prove our
hypothesis.
Condition 2: We only need to establish that the generalized lasso and group lasso
penalties are twice-continuously differentiable in the directions of Sλ since the rest of
the training criterion is smooth. ‖Dθ‖1 is not differentiable at the points where Dθ
has zero elements. We must therefore restrict the derivatives to be taken in directions
such that the zero elements of Dθ remain constant. The `2 norm is twice-continuously
differentiable everywhere except at the zero vector. Hence the training criterion is
smooth when restricted to the differentiable space Sλ specified in Section 2.4.2.
Condition 3: The Hessian matrix in (45) is the sum of positive semi-definite matrices.
As long as  > 0, the contribution of the last summand I will make the Hessian matrix
positive-definite.
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A.3.3 Un-pooled Sparse Group Lasso
The gradient of the validation loss with respect to the penalty parameters is
∇λL(yV , fθˆ(λ)(XV )) = −
(
XV,I(λ)
∂
∂λ
βˆ(λ)
)> (
yV −XV,I(λ)βˆ(λ)
)
(47)
where
∂
∂λ
βˆ(λ) = −H(λ)−1
[
C(βˆ(λ)) sgn(βˆ(λ))
]
(48)
The Hessian H(λ) is
H(λ) =
1
n
X>T,I(λ)XT,I(λ) + diag
(
λm
||θ(m)||2
(
I − θ
(m)θ(m)>
||θ(m)||22
))
+ I (49)
The matrix C(βˆ(λ)) in (48) has columns m = 1, 2...,M
Ci(βˆ(λ)) =

0
βˆ
(m)
(λ)
||βˆ(m)(λ)||2
0
 (50)
where 0 are the appropriate dimensions.
The logic for checking all three conditions in Theorem 1 is similar to the other examples:
Condition 1: We hypothesize that the differentiable space Sλ is also a local optimality
space, though we have not formally proven this fact. We suspect this is true for the
same reasons discussed in Section A.3.2.
Condition 2: The `1 and `2 penalties are twice-differentiable when restricted to Sλ for
the same reasons discussed in Section A.3.2.
Condition 3: The Hessian matrix in (49) is the sum of positive semi-definite matrices.
It is positive definite for any  > 0 due to the last summand I.
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A.3.4 Low-rank Matrix Completion
Here we derive the differentiable space of the training criterion with respect to Γ. At λ, suppose
the fitted interaction matrix Γˆ(λ) has a singular value decomposition Uˆ (λ)diag(σˆ(λ))Vˆ
>
(λ).
We denote the ith singular value/vector with subscript i. Then the differentiable space with
respect to Γ at Γˆ(λ) is
Sλ,Γ =
{
B ∈ RN×N
∣∣∣Uˆ>i (λ)BVˆ i(λ) = 0 ∀i s.t. σi = 0} (51)
= span
({
Uˆ i(λ)b
>
u + bvVˆ
>
i (λ)
∣∣∣bu, bv ∈ RN , σi 6= 0}) (52)
The proof is a direct application of Theorem 1 in Watson (1992). The following lemma adapts
his results for our purposes. Note that if a matrix can be written as a univariate function
Γ˜(), its singular values and singular vectors can be numbered such that they are each a
function of , e.g. σi(), U i(), and V i() (Rellich 1969).
Lemma 1. Suppose Γ ∈ RN×N has a singular value decomposition Udiag(σ)V . Let
B = {B ∈ RN×N ∣∣U>i BV i = 0 ∀i s.t. σi = 0} (53)
The directional derivative of the nuclear norm ‖ · ‖∗ at Γ along B ∈ B is
lim
→0+
‖Γ + B‖∗ − ‖Γ‖∗

=
N∑
i=1
U>i BV i1[σi 6=0] (54)
Moreover, let the eigenvalues be numbered such that σi,B() denotes the ith singular value
of Γ + B. Then
B =
{
B ∈ RN×N
∣∣∣∣ dσi,B()d
∣∣∣∣
=0
= 0 ∀i s.t. σi = 0
}
(55)
Now we derive the gradient of the validation loss with respect to the penalty parameters.
One approach would be to follow Algorithm 2 exactly, which requires us to find an orthonormal
basis of (52). An alternative approach is to use the result in (55): the differentiable space is the
set of directions where the zero singular values remain locally constant. Assuming Condition 1
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holds, we only need to consider interaction matrices with rank at most r = rank(Γˆ(λ)).
Hence a locally equivalent training criterion is:
arg min
η,γ
Γ=Udiag(σ)V >
U ,V ∈RN×r,σ∈Rr
1
2
∥∥M −XIr(λ)η1> − (ZIc(λ)γ1>)> − Γ∥∥2T + λ0 ‖Γ‖∗
+
∑
g∈Jα(λ)
λg‖η(g)‖2 +
∑
g∈Jβ(λ)
λG+g‖γ(g)‖2 + 1
2

(‖η‖22 + ‖γ‖22 + ‖Γ‖2F )
(56)
s.t. V >V = I and U>U = I (57)
The locally equivalent training criterion is now smooth at its minimizer. The gradient
optimality conditions with respect to Γ can be taken with respect to the basis
{
Uˆ i(λ)e
>
j |i = 1, ..., r; j = 1, ..., N
}
∪
{
ejVˆ i(λ)
>|i = 1, ..., r; j = 1, ..., N
}
(58)
Note that this basis is quite different from that used in Algorithm 2; it is allowed to vary
with λ and its elements are not orthonormal. The benefit of this alternative approach is that
the gradient optimality condition for Γ is easy to derive. Taking the gradient with respect to
the directions in 58, we get:
0 = −Uˆ(λ)>
(
M −XIr(λ)ηˆ(λ)1> − (ZIc(λ)γˆ(λ)1>)> − Uˆ (λ)diag(σˆ(λ))Vˆ (λ)>
)
T
+ λ0Vˆ (λ)
> + diag(σˆ(λ))Vˆ (λ)>
(59)
0 = −
(
M −XIr(λ)ηˆ(λ)1> − (ZIc(λ)γˆ(λ)1>)> − Uˆ(λ)diag(σˆ(λ))Vˆ (λ)>
)
T
Vˆ (λ)
+ λ0Uˆ(λ) + Uˆ(λ)diag(σˆ(λ))
(60)
where (·)T zeroes out matrix elements that are not observed in the training set. The gradient
optimality conditions with respect to η and γ are derived using the usual procedure. To
get the partial derivatives of the fitted values with respect to λ, we implicitly differentiate
the gradient optimality conditions, as well as (57), with respect to λ and solve the resulting
system of linear equations. The gradient of the validation loss with respect to the penalty
parameters is straightforward to calculate once the partial derivatives are obtained. However,
we omit this tedious calculation.
29
We now show that the conditions in Theorem 1 are satisfied.
Condition 1: We hypothesize that the differentiable space Sλ defined in (31) is also
a local optimality space λ. For the group lasso penalties, we use the same reasons
mentioned in A.3.2 to justify this hypothesis. For the nuclear norm penalty, it has
been observed empirically that small perturbations in the penalty parameter result in
matrices with similar rank (Mazumder et al. 2010). This supports our belief that Sλ,Γ
is a local optimality space with respect to Γ at λ.
Condition 2: The only non-smooth components of the training criterion are the group
lasso and nuclear norm penalties. The group lasso penalty is twice-differentiable when
restricted to the differentiable space, using the same reasoning in Section A.3.2. From
(54), we see that the nuclear norm ‖Γ‖∗ is also twice-differentiable with respect to Γ
when restricted to Sλ,Γ.
Condition 3: The differentiable space for the training criterion with respect to Γ is a
linear space. Therefore there exists some orthonormal basis of the differentiable space.
Since the training criterion is the sum of convex functions with ridge penalties on all
the variables, the Hessian of the training criterion is positive definite for any  > 0.
A.4 Gradient Descent Details
Here we discuss our choice of step size and convergence criterion in gradient descent.
There are many possible choices for our step size sequence {t(k)} (Boyd & Vandenberghe
2004). We chose a backtracking line, which we describe here briefly. Let the criterion
function be L : Rn → R. Suppose that the descent algorithm is currently at point x with
descent direction ∆x. The algorithm is given below. It depends on constants α ∈ (0, 0.5)
and β ∈ (0, 1). In our examples initial step size was 1, and we backtrack with parameters
Algorithm 3 Backtracking Line Search
Initialize t = 1.
while L(x+ t∆x) > L(x) + αt∇L(x)T∆x do
Update t := βt
α = 0.001 and β = 0.1. During gradient descent, it is possible that the step size will result
30
in a negative regularization parameter; we reject any step that would set a regularization
parameter to below a minimum threshold of 1e-6.
Our convergence criterion is based on the change in our validation loss between iterates.
More specifically, we stop our algorithm when
L
(
yV , fθˆ(λ(k+1))(XV )
)
− L
(
yV , fθˆ(λ(k))(XV )
)
≤ δ
For the results in this manuscript we use δ = 0.0005.
A.5 Sensitivity to initialization points
Since the results of gradient descent and Nelder-Mead depend on their initialization points,
we ran a simulation to see how sensitive the methods were to where they were initialized and
how many initializations were used.
We tested a smaller version of the joint optimization problem in Section 2.4.2. Here we use
60 training, 30 validation, and 30 test observations and p = 15 covariates. The response was
generated from (34). We initialized λ by considering all possible combinations of (λ0, λ11)
where λ0, λ1 ∈ {10i : i ∈ {−2,−1, 0, 1}}.
In Figure 2 (left), we plot the validation error as the number of initializations increases.
The validation errors from both methods plateau quickly. Gradient descent manages to
find penalty parameters with lower validation error than Nelder-Mead. Figure 2 (right)
presents the distribution of validation errors resulting from the random initializations. On
average, gradient descent finds penalty parameters with lower validation error compared to
Nelder-Mead. The plots show that the methods are indeed sensitive to their initialization
points. For example, one could run a very coarse grid search on the two-parameter version of
the joint optimization problem and use the best penalty parameter values.
A.6 Additional simulation results
The simulation results in Section 3 show that joint optimization problems with many penalty
parameters can produce better models than those with only two penalty parameters. One
may wonder if this difference is due to the method used to tune the penalty parameters. Here
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Figure 2: Error of additive models tuned by Gradient Descent vs. Nelder-Mead. Left:
Validation error of models after as the number of initialization points increases. Right: The
distribution of validation errors. (Gradient Descent = GD, Nelder-Mead = NM)
we present results from tuning the two-penalty-parameter joint optimization problems from
Sections 3.2, 3.3, and 3.4 using gradient descent, Nelder-Mead, and Spearmint. As shown in
Table 7, the performance of these methods are very similar to grid search. Regardless of the
method used to tune the two-penalty parameter joint optimization, the resulting models all
have higher validation and test error compared to the models from the joint optimization
problem with many penalty parameters tuned by gradient descent.
A.7 Smoothness of the Validation Loss
Since our algorithm depends on the validation loss being smooth almost everywhere, a
potential concern is that the validation loss may not be differentiable at the solution of the
joint optimization problem. We address this concern empirically. Based on the simulation
study below, we suspect that the minimizer falls exactly at a knot (where our validation loss
is not differentiable with respect to λ) with measure zero.
In this simulation we solved a penalized least squares problem with a lasso penalty and
tuned the penalty parameter to minimize the loss on a separate validation set. We considered
a linear model with 100 covariates. The training and validation sets included 40 and 30
observations, respectively. The response was generated data from the model
y = Xβ + σ
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Table 7: Two-parameter joint optimization problems for the examples in Section 3. Standard
errors are given in parentheses. We abbreviated the methods as follows: Gradient Descent =
GD, Nelder-Mead = NM, Spearmint = SP, Grid Search = GS
Sparse additive models
Validation Error Test Error # Solves
GD 23.87 (0.97) 26.10 (0.86) 13.07
NM 28.86 (1.04) 29.97 (0.96) 100
SP 29.18 (1.07) 30.09 (1.08) 100
GS 28.71 (0.97) 29.42 (0.96) 100
Sparse Group Lasso
n=90, p=600, M=30
Validation Err Test Err # Solves
GD 46.82 (2.21) 49.33 (1.36) 21.43
NM 46.37 (2.24) 48.95 (1.35) 100
SP 45.70 (2.32) 49.35 (1.56) 100
GS 47.23 (2.26) 50.01 (1.40) 100
n=90, p=900, M=60
Validation Error Test Error # Solves
GD 45.71 (2.26) 50.31 (1.93) 20.77
NM 44.95 (2.24) 50.18 (1.82) 100
SP 49.59 (2.27) 56.54 (2.14) 100
GS 45.70 (2.27) 51.34 (1.86) 100
n=90, p=1200, M=100
Validation Error Test Error # Solves
GD 50.46 (2.30) 57.02 (1.94) 19.80
NM 49.92 (2.33) 55.46 (1.89) 100
SP 49.70 (2.26) 56.51 (2.16) 100
GS 50.00 (2.16) 57.14 (2.18) 100
Low-rank Matrix Completion
Validation Err Test Err Num Solves
GD 0.70 (0.04) 0.71 (0.04) 8.03 (0.79)
NM 0.71 (0.04) 0.71 (0.04) 100
SP 0.73 (0.04) 0.74 (0.04) 100
GS 0.71 (0.04) 0.72 (0.04) 100
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where β = (1, 1, 1, 0, ..., 0).  and X were drawn independently from a standard Gaussian
distribution. σ was chosen so that the signal to noise ratio was 2. For a given λ > 0 our
fitted β minimized the penalized training criterion
βˆ(λ) = arg min
β
‖y −Xβ‖2T + λ‖β‖1
We then chose the λ-value for which βˆ(λ) minimized the validation error.
In our 500 simulation runs, the penalty parameter that minimized the validation loss was
never located at a knot: Using a homotopy solver for the lasso, we were able to find the exact
knots (λ-values where variables enter/leave the model), and these points never achieved the
minimum value of the validation loss. While this is only one example, and not definitive
proof, we believe it is a strong indication that it is unlikely for solutions to occur regularly at
knots in penalized problems.
In addition, we believe that the behavior of our procedure is analogous to solving the
Lasso via sub-gradient descent. In the Lasso setting, sub-gradient descent with a properly
chosen step-size will converge to the solution. In addition, if initialized at a differentiable
β-value (ie. with all non-zero entries), then the lasso objective will be differentiable at all
iterates in this procedure with probability one. Admittedly, using the sub-gradient method to
solve the lasso has fallen out of favor. The current gold-standard methods, such as generalized
gradient descent, give sparse solutions at large enough iterates and achieve faster convergence
rates.
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