This paper considers nonlinear stochastic systems subject to random Markovian perturbations as the size of the perturbations increases. At an operating point of the system, its exponential stability can be assessed via the Lyapunov exponents. We define an index, the stability radius, which uses the Lyapunov exponents to determine the optimal system parameters for stabilization so that the system can withstand perturbations of maximal magnitude.
Introduction
The exponential stability of randomly perturbed systems at an operating point can be assessed via the linearization at this point, resulting in the linear random differential system d/dt x(t) = A( (t)) x(t). Here (t) is a random stationary process, and A is a n x n matrix with real entries. We assume that (t) is a function of a bounded Markov diffusion process, modeling the random parametric uncertainties in the system. Under a mild non-degeneracy condition one can show that this system has, w.p.1, a unique Lyapunov exponent that measures the exponential growth behavior of the solutions, compare [1] . The exponent is negative if and only if the system is almost surely exponentially stable. Now consider the situation where the random disturbance may vary in magnitude, i.e. the process (t) depends on a parameter 0, e.g. (t) = (t). We then study the stability radius of the system r:= inf { 0, > 0}.
This radius separates the noise intensities at which the linear system is exponentially stable from the noise intensities at which the system is unstable. If the system depends on one (or several) parameters, an approach to system design may consist of tuning the system parameters to values at which the stability radius is maximal, i.e. at which the system can withstand the maximal amount of noise without becoming unstable.
This paper presents the setup and some results for stochastic stability radii, as well as illustrative examples. The first paper to mention the use of Lyapunov exponents for the study of randomly perturbed power systems was [2] , studying a system perturbed by white noise in dimension 2. To the best of our knowledge, the use of stability radii for the design of power systems is explored here for the first time.
Markov Stochastic Systems and their Lyapunov Exponents
Consider the linear random differential system d/dt x(t) = A( (t)) x(t).
(
Here (t) is a random stationary process, and A is a n x n matrix with real entries. We assume that (t) is a function of a bounded Markov diffusion process (t), i.e. (t)=f( (t)), and (t) satisfies a stochastic differential equation with C vector fields on a compact C manifold M. We also assume that (t) is non-degenerate, and hence it has a unique invariant probability distribution on M. For this setup, which is common in applications, we refer to [3] .
The Lyapunov exponents (x, ) of the linear system (1) for each initial value x R n are defined as (x, ) := lim sup t 1/t log x(t, ) .
Under the mild non-degeneracy condition that the Markov pair process ( (t),x(t)) is hypoelliptic (compare [1] or [2] ) the Lyapunov exponents of the system (1) are almost surely a constant, independent of the initial value x 0. This Lyapunov exponent determines the almost sure stability of the system (1): If <0 then the system is a.s. exponentially stable, and If >0 then the system is a.s. exponentially unstable.
The Stability Radius
Now consider the situation where the random disturbance may vary in magnitude, i.e. the process (t) depends on a parameter 0, e.g. (t) = f( (t)). Under the hypoellipticity condition for each , we now have Lyapunov exponents ( ) for each 0. This allows us to define the stability radius of (1) as the infimum of the disturbance magnitudes at which the system is not exponentially stable, i.e.
Of course, one could also define a stability radius as r 0 := sup { 0, ( ) < 0}, but defining stability radii as in (3) is common in the (deterministic) robust control literature, compare [4] , Chapter 11.1. Of course we always have r 0 r, and we do not know if r 0 < r can occur in the stochastic context; the strict inequality is possible for deterministically perturbed systems.
We now extend the discussion of stability radii to nonlinear systems with fixed points (operating points): Consider the nonlinear system d/dt y(t) = g(y(t), (t)) with fixed point y 0 R n . We assume that g is a C vector field, and we denote the linearization of this system at y 0 by (1) . Using again the parameter 0 to describe the varying perturbation size (t) = f( (t)) we consider the family of non-linear stochastic systems (4 ), with perturbation (t) instead of (t): d/dt y(t) = g(y(t), (t)).
We define the non-linear stability radius of (4 ) at the operating point y 0 as r nl (y 0 ) := inf{ 0, the system (4 ) is not almost surely asymptotically stable at y 0 }.
The relationship between the nonlinear stability radius r nl (y 0 ) of (4 ) and the linear stability radius of (1 ) is given by the following result.
Theorem. Consider the nonlinear system (4 ) with its linearization (1 ), and assume that the operating point y 0 is asymptotically stable for the unperturbed system (with = 0). Then we have r 0 r nl (y 0 ) r.
In particular, if ( ) is strictly increasing at = r, then r 0 = r nl (y 0 ) = r.
The proof of this theorem is quite technical, it requires a version of the invariant manifold theorem for stochastic differential equations, see [5] and [6] .
The stability radius has been defined such that it separates, for linear and nonlinear systems, the noise intensities at which the system is exponentially stable from the noise intensities at which the system is unstable. If a system depends on one (or several) parameters, an approach to system design may consist of tuning the system parameters to values at which the stability radius is maximal, i.e. at which the system can withstand the maximal amount of noise without becoming unstable. This design strategy requires the numerical computation of the almost sure Lyapunov exponents of -families of linear stochastic systems. We refer the reader to [7] for a discussion of the implementation for large scale systems. 
Examples

Two-dimensional linear system
We consider the linear oscillator of the form x''(t) + 2b(1+ (t))x'(t) + x(t) = 0, where the background noise (t) is an Ornstein-Uhlenbeck process and (t)= sin (t). For = 0 the (deterministic) Lyapunov exponent is, of course, the maximal real part of an eigenvalue of the system. Note that, dependent on the damping parameter b, this real part is minimal for b = 1, and it increases as b increases. For > 0 and b > 1 the (stochastic) Lyapunov exponents first decrease with increasing noise size, i.e. the system becomes more stable. Beyond a critical point, the Lyapunov exponents increase with the size of the noise, compare Figure 1. 
4-Generator, 2-area power system
This system is adapted from [8] and [9] , with PSS (power system stabilizer) at machine 4, see Figure 2 . The stochastic perturbation (t)= sin (t) acts at each machine. We consider the almost sure stability of the system, i.e. its Lyapunov exponent, depending on the gain parameter of the PSS. Under 'normal' operating conditions we obtain the following picture, Figure 3 .
For this system, the stability radius, as a function of the system parameter, is basically constant, i.e. precise tuning is not necessary from a stability point-of-view.
We now consider the same system under stressed conditions, i.e. we increase the load at bus 10 in the receiving (right hand) area of the system. In this situation we obtain the stability diagram shown in Figure 4 . We see that the stability radius of this system is positive, i.e. the system has stability reserve against stochastic perturbation, for parameter settings in the interval [0, 2.7] . The vertical blue line indicates the parameter value corresponding to the maximum of the level curves. The optimal value for the = 0 line, i.e. for the stability radius, is achieved for the gain value of the PSS set at 2.0. 
Conclusions
In this paper we have introduced an index for the stability reserve of mechanical systems perturbed by stochastic processes: the stability radius. The Stability Radius Criterion then reads: Tune the system parameters to the values that guarantee maximum stability radius as the size of the perturbation increases. As an example we analyzed an electric power system: the 4-machine 2-area IEEE test system. Under stressed operating conditions, which are common in today's large networks, the stability radius criterion determines a unique value for the optimal gain of the power system stabilizer.
