On factors of synchronized sequences  by Carpi, Arturo & D’Alonzo, Valerio
Theoretical Computer Science 411 (2010) 3932–3937
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
On factors of synchronized sequences
Arturo Carpi a,∗, Valerio D’Alonzo b
a Dip. di Matematica e Informatica, Università di Perugia, Italy
b Dip. di Matematica e Applicazioni, Università di Napoli ‘‘Federico II’’, Italy
a r t i c l e i n f o
Article history:
Received 15 January 2010
Received in revised form 22 July 2010
Accepted 3 August 2010
Communicated by D. Perrin
Keywords:
Synchronized sequence
Automatic sequence
Factor complexity
Palindromic complexity
a b s t r a c t
Let k ≥ 2 be an integer. A sequence of natural numbers is k-synchronized if its graph is
represented, in base k, by a right-synchronized rational relation. We show that the factor
complexity and the palindromic complexity of a k-synchronized sequence are k-regular
sequences. We derive that the palindromic complexity of a k-automatic sequence is k-
automatic.
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1. Introduction
In the study of the combinatorial properties of infinite words, a fundamental role is played by factor complexity (see, e.g.,
[2] and references therein). For instance, Sturmian words are characterized as non-eventually periodic words with minimal
subword complexity.
Some further information on the structure of an infinite word can be obtained by counting the distinct factors of
each length satisfying some given property. For instance, Allouche, Baake, Cassaigne and Damanik studied the notion of
palindromic complexity [1]. The palindromic complexity of an infinite word is the function counting, for each non-negative
integer n, the number of distinct palindromic factors of length n of the considered word.
The notion of automatic sequence (or uniform TAG sequence) was introduced by Cobham [9]. Informally, a sequence is k-
automatic if its nth term is a state function of a finite statemachine reading the expansion of n in base k. Allouche and Shallit
[3,4] generalized this notion introducing k-regular sequences: in this case, the nth term of the sequence is the coefficient of
the expansion of n in base k, in a rational formal power series with non-commutative variables.
In [8], the notion of a k-synchronized sequence was introduced. Roughly speaking, given an integer k ≥ 2, a sequence of
natural numbers is said to be k-synchronized if its graph is represented, in base k, by a right-synchronized rational relation.
This is an intermediate notion between k-automatic sequences and k-regular sequences. Indeed, while any k-synchronized
sequence is k-regular, k-automatic sequences can be identified with bounded k-synchronized sequences.
In this note, we study the factor complexity and the palindromic complexity of k-synchronized sequences, as well as
some related notions.
In particular, we prove that both the factor complexity and the palindromic complexity of a k-synchronized sequence
are k-regular sequences. This ensure, in particular, that these functions have polynomial time complexity.
Moreover, we show that the palindromic complexity of a k-automatic sequence is k-automatic. This extends a result of
[1], where the k-automaticity of the palindromic complexity of fixed points of certain uniform morphisms was proved.
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The paper is organized as follows: Section 2 contains the definitions and notions necessary for our work. In Section 3 we
recall some basic properties of k-regular, k-synchronized, and k-automatic sequences. In Section 4 we establish the main
results of the paper.
2. Preliminaries
Let A be a nonempty set, or alphabet. In the following, A∗ will denote the free monoid generated by A. The elements of A
are called letters and those of A∗ words. The neutral element of A∗ or empty word is denoted by ϵ. Any non-empty word w
can be written asw = a1a2 · · · an, with a1, a2, . . . , an ∈ A, n > 0. The integer n is the length ofw and is denoted by |w|. The
length of ϵ is 0. For any n ≥ 0, the set of the words of length n on the alphabet A is denoted by An. A word u is a factor of w
ifw = rus for some words r and s. We denote byw∼ the word anan−1 · · · a1. The wordw is a palindrome ifw = w∼. The set
of palindromes is denoted by PAL.
An infinite word (from left to right) w over the alphabet A is a mapping w : N → A where N is the set of non-negative
integers. The set of all infinite words over A is denoted by Aω . One can represent an infinite wordw as
w = w0w1 · · ·wn · · · ,
where for any n ≥ 0,wn = w(n) ∈ A. For i, j such that 0 ≤ i ≤ j, we set
w[i, j] = wiwi+1 · · ·wj.
For technical reasons, we set also w[i, i − 1] = ϵ, i ≥ 0. The words w[i, j] are the factors of the infinite word w. The set of
factors ofw is denoted by Fact(w).
We let N denote the semiring N completed with the adjunction of∞ (with 0∞ = ∞0 = 0). Let w ∈ Aω and S ⊂ A∗.
We call S-complexity ofw the function pw,S : N→ N defined by
pw,S(n) = Card(Fact(w) ∩ S ∩ An), n ≥ 0.
Thus, the S-complexity ofw counts the number of distinct factors ofw of each length belonging to S.
If S = A∗, then pw,S is simply denoted by pw and is called the factor complexity of w. If S = PAL, then pw,S is called the
palindromic complexity ofw.
We briefly recall the notion of rational N -subset of a monoid. For further details, the reader is referred to the classical
handbook of Eilenberg [10]. AnN -subset of a monoidM is any element ofN M , i.e., any application S : M → N . The image
of any w ∈ M by S is said to be the multiplicity of w in S and is denoted by ⟨S, w⟩. The set {w ∈ A∗ | ⟨S, w⟩ ≠ 0} is the
support of S.
The sum and the product of twoN -sets R and S are theN -sets R+ S and RS respectively defined by
⟨R+ S, w⟩ = ⟨R, w⟩ + ⟨S, w⟩, ⟨RS, w⟩ = ⟨R, w⟩⟨S, w⟩, w ∈ M.
With these two operations,N M is a semiring. Moreover, inN M is defined a total unary operation ∗ by
⟨S∗, w⟩ =
−
n≥0
⟨Sn, w⟩, S ∈ N M , w ∈ M. (1)
A N -subset of M is rational if it belongs to the smallest subsemiring of N M containing the N -sets with finite support and
closed for the operation ∗.
The following Evaluation Theorem [12] will be useful in this paper. Its proof can be found, for instance, in [10].
Theorem 2.1. Let A be a finite alphabet, M be a monoid, X be a rational N -subset of A∗ and S be a rational N -subset of the
monoid A∗ ×M. Then, theN -subset Y of M defined by
⟨Y ,m⟩ =
−
w∈A∗
⟨X, w⟩⟨S, (w,m)⟩ (2)
is a rationalN -subset of M.
With any subset R ofM we may associate theN -subset R defined by
⟨R,m⟩ =

1 ifm ∈ R,
0 otherwise.
If R is a rationalN -set, then R is said to be an unambiguous rational set.
If in (2) one takes X = A∗ and S = R, where R is a subset of A∗ ×M , one obtains
⟨Y ,m⟩ = Card{w ∈ A∗ | (w,m) ∈ R}, m ∈ M. (3)
Thus, from the Evaluation Theorem we obtain the following
Corollary 2.2. Let A be a finite alphabet, M be a monoid, and R be an unambiguous rational subset of the monoid A∗ ×M. Then,
theN -subset Y of M defined by (3) is rational.
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Among the unambiguous rational sets, a particular mention is due to synchronized rational relations. Let Ai, 1 ≤ i ≤ r ,
be r alphabets, r ≥ 1 and $ ∉ri=1 Ai be a new symbol. A subset ρ of the monoid
M = A∗1 × A∗2 × · · · × A∗r
is a right-synchronized rational relation if the set
($t−|w1|w1, . . . , $t−|wr |wr) | (w1, . . . , wr) ∈ ρ, t = max
1≤i≤r
|wi|

,
is a (unambiguous) rational subset of the monoid
M ′ = (A1 ∪ {$})∗ × (A2 ∪ {$})∗ × · · · × (Ar ∪ {$})∗
(see, e.g., [14]).
Now we recall the notion of rational series. The reader is referred for instance to [5] for a comprehensive presentation.
Let K be a semiring and A be an alphabet. A formal series on A with coefficients in K, or K-subset of A∗ is any element of KA∗ .
The support of a formal series and the operations of sum and product of two formal series can be defined analogously to
those of N -sets. Moreover, the unary operation ∗ is defined by (1) for all the series S such that ⟨S, ϵ⟩ = 0. The definition
makes sense, because in such a case, ⟨Sn, w⟩ = 0 for all n > |w|. A formal series is said to be rational if it belongs to the
smallest subsemiring of KA
∗
containing the series with finite support and closed for the operation ∗.
One can easily verify that any rational N -subset X of the monoid M = A∗ such that ⟨X, w⟩ ≠ ∞ for all w ∈ A∗, is a
rational series with coefficients in N.
3. Synchronized sequences
Let us consider an integer sequence x = (xn)n≥0. For any k ≥ 2, the k-kernel of x is the set of the sequences
(xken+r)n≥0, with e ≥ 0, 0 ≤ r < ke.
A sequence is k-automatic if its k-kernel is finite. A sequence is k-regular if its k-kernel generates a Z-module of finite type.
As proved in [3], a k-regular sequence is k-automatic if and only if it has a finite range.
For any n ∈ N, we shall denote by [n]k the standard expansion of n in base k. Thus, w = [n]k is a word on the digit
alphabet Dk = {0, 1, . . . k − 1} and, more precisely, w ∈ D∗k \ 0D∗k . The following characterization of k-regular sequences
was proved in [3].
Proposition 3.1. Let x = (xn)n≥0 be an integer sequence and let X be the formal series on Dk defined by
⟨X, w⟩ =

xn ifw = [n]k,
0 ifw ∈ 0D∗k .
(4)
Then, x is a k-regular sequence if and only if X is a rational series.
Now, let (xn)n≥0 be a sequence of elements ofN . Following [6], we will say that such a sequence is k-regular if theN -set
X defined by (4) is rational.
Let k, r ≥ 2 be positive integers. We shall say that a subset R of Nr is a k-synchronized relation if the set
{([n1]k, . . . , [nr ]k) | (n1, . . . , nr) ∈ R}
is a right-synchronized rational relation in D∗k × · · · × D∗k . The following lemma [8] gives some examples of k-synchronized
relations.
Lemma 3.2. The relations
{(n, n) | n ∈ N}, {(m, n,m+ n) | m, n ∈ N}, {(m, n) | m, n ∈ N,m < n}
are k-synchronized, for all k ≥ 2.
By projection of a relation σ ⊂ Nr we mean any of the r relations,
{(n1, . . . , ni−1, ni+1, . . . , nr) | ∃ni ∈ N, (n1, . . . , nr) ∈ σ }, 1 ≤ i ≤ r.
From the analogous properties of right-synchronized rational relations, one derives the following closure properties of the
family of k-synchronized relations (see [8]).
Proposition 3.3. For any k ≥ 2, the class of k-synchronized relations is closed for Boolean operations, Cartesian product,
projection, and permutation of coordinates.
A sequence of non-negative integers w = (wn)n≥0 will be called a k-synchronized sequence if its graph Gw = {(n, wn) |
n ∈ N} is a k-synchronized relation.
Any k-synchronized sequence is k-regular and any k-automatic sequence of nonnegative integers is k-synchronized [8].
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4. Factors of synchronized sequences
A sequence of non-negative integers w = (wn)n≥0 may be viewed as an infinite word on the alphabet A = N. Thus, for
any subset S of A∗, we may consider the S-complexity ofw, which is a sequence of elements ofN . In this section, we study
the factor complexity and the palindromic complexity of k-synchronized sequences, where k ≥ 2 is an integer.
Let S be a subset of A∗. We denote by OCCw,S the set
OCCw,S = {(i, h) ∈ N× N | w[i, i+ h− 1] ∈ S}.
Thus, OCCw,S gives the occurrences of the words of S as factors ofw.
Proposition 4.1. Let w = (wn)n≥0 be a k-synchronized sequence and S a subset of A∗. If OCCw,S is a k-synchronized relation,
then the S-complexity ofw is a k-regular sequence.
Proof. Consider the relation
FIRSTw = {(n, h) ∈ N× N | w[i, i+ h− 1] ≠ w[n, n+ h− 1] for 0 ≤ i < n}.
Roughly speaking, FIRSTw gives the ‘first occurrence’ of any factor in w. The relation FIRSTw is k-synchronized (cfr. [8]).
Therefore, by Proposition 3.3, the relation OCCw,S ∩ FIRSTw is k-synchronized, too. In other terms, the set
γ = {([n]k, [h]k) | (n, h) ∈ OCCw,S ∩ FIRSTw}
is a right-synchronized, and therefore unambiguous, rational relation. In view of Corollary 2.2, theN -subset P of D∗k defined
for any v ∈ D∗k by
⟨P, v⟩ = Card({w ∈ D∗k | (w, v) ∈ γ })
is a rationalN -set. Notice that if v = [h]k, h > 0, then
⟨P, v⟩ = Card({n ∈ N | (n, h) ∈ OCCw,S ∩ FIRSTw})
and the set {n ∈ N | (n, h) ∈ OCCw,S ∩ FIRSTw} gives the first occurrences in w of the factors of length h belonging to S.
One derives that ⟨P, v⟩ = pw,S(h). Moreover, ⟨P, v⟩ = 0 whenever v is not the standard k-ary expansion of an integer. Thus,
⟨P, v⟩ ≠ ∞ for all v ∈ D∗k , so that P is a rational series with integer coefficients. By Proposition 3.1, it follows that pw,S is a
k-regular sequence. 
Taking S = A∗, we obtain the following
Theorem 4.2. The factor complexity of a k-synchronized sequencew is a k-regular sequence.
Actually, ifw is not bounded, then one has pw(n) = ∞ for all n > 0. Thus the previous proposition is interesting only in
the case where w is an automatic sequence. In such a case, one has the following proposition which extends to automatic
sequences a result on the fixpoint of primitive uniform morphisms of Mossé [13]. We recall that the first difference of an
integer sequence (p(n))n≥0 is the sequence (p(n+ 1)− p(n))n≥0.
Proposition 4.3. Let w be a k-automatic sequence. Then, its factor complexity pw is a k-regular sequence. Moreover, the first
difference of the factor complexity is k-automatic.
Proof. As any k-automatic sequence is k-synchronized, the first assertion is a trivial consequence of Theorem 4.2. Moreover,
from the closure properties of the class of k-regular sequences, it follows that the first difference of the sequence pw is k-
regular.
We remark that the first difference of the factor complexity of an automatic sequence is bounded. Indeed, as proved
in [9], the factor complexity of an automatic sequence is linearly bounded. Moreover, Cassaigne [7] proved that the factor
complexity of a sequence is linearly bounded if and only if its first difference is bounded.
We conclude that the first difference of the sequence pw is a bounded k-regular sequence and, therefore, it is
k-automatic. 
Now we study palindromic factors of k-synchronized sequences. We start with the following lemma.
Lemma 4.4. Letw = (wn)∞n=0 be a k-synchronized sequence. Then,
σw = {(i, j, h) ∈ N3 | h > 0, w[i, i+ h− 1] = (w[j− h+ 1, j])∼},
is a k-synchronized relation.
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Proof. Let Gw be the graph of the sequencew.We consider the following relations:
σ1 = {(i, i′, i′′, j, j′, j′′, h) ∈ N7 | i′ = i+ h},
σ2 = {(i, i′, i′′, j, j′, j′′, h) ∈ N7 | (i, i′′) ∈ Gw},
σ3 = {(i, i′, i′′, j, j′, j′′, h) ∈ N7 | j = j′ + h},
σ4 = {(i, i′, i′′, j, j′, j′′, h) ∈ N7 | (j′, j′′) ∈ Gw},
σ5 = {(i, i′, i′′, j, j′, j′′, h) ∈ N7 | i′′ = j′′}.
These relations are k-synchronized. In fact, this follows easily from Proposition 3.3 and Lemma 3.2. By Proposition 3.3, their
intersection
σ6 =
5
i=1
σi = {(i, i+ h, wi+h, j, j− h, wj−h, h) ∈ N7 | i, j, h ∈ N, wi+h = wj−h}
is a k-synchronized relation. The relation
σ7 = {(i, j, h) ∈ N3 | wi+h = wj−h}
is a k-synchronized relation as it is a projection of σ6. By Lemma 3.2 the relation
ρ = {(h′, h) | h′, h ∈ N, h′ < h}
is a k-synchronized relation. By Proposition 3.3, the relation
(N2 × ρ) \ (σ7 × N2) = {(i, j, h′, h) ∈ N4 | h′ < h, wi+h′ ≠ wj−h′} (5)
is k-synchronized. We notice that
N3 \ σw = {(i, j, h) ∈ N3 | w[i, i+ h− 1] ≠ (w[j− h+ 1, j])∼}
= {(i, j, h) ∈ N3 | ∃h′ ∈ N, h′ < h, wi+h′ ≠ wj−h′}.
Thus, N3 \ σw is a projection of relation (5) and therefore, by Proposition 3.3, it is k-synchronized. Again by Proposition 3.3,
its complement σw , is a k-synchronized relation. 
The previous lemma allows us to show that the hypotheses of Proposition 4.1 are satisfied when S = PAL.
Proposition 4.5. Ifw = (wn)n≥0 is a k-synchronized sequence, then OCCw,PAL is a k-synchronized sequence, too.
Proof. Let σw be the relation defined in Lemma 4.4. The relations
σ = {(i, j, j′, h) ∈ N4 | j′ = j− h+ 1},
σ ′ = {(i, j, j′, h) ∈ N4 | i = j′}
σ ′′ = {(i, j, j′, h) ∈ N4 | (i, j, h) ∈ σw}
are k-synchronized relations, by Proposition 3.3 and Lemmas 3.2 and 4.4. By Proposition 3.3, it follows that also their
intersection is a k-synchronized relation. However, one has
σ ∩ σ ′ ∩ σ ′′ = {(i, i+ h− 1, i, h) ∈ N4 | h > 0, w[i, i+ h− 1] ∈ PAL}.
Hence, OCCw,PAL is a projection of this relation and, therefore, it is a k-synchronized relation. 
From Propositions 4.1 and 4.5 we derive the following result.
Theorem 4.6. The palindromic complexity of a k-synchronized sequence is a k-regular sequence.
Remark 4.7. As pointed out in [3] the nth termof a k-regular sequence can be computed usingO(log n) operations (additions
and multiplications of integers). Hence, from Theorems 4.2 and 4.6 one derives that both the factor complexity and the
palindromic complexity of a k-synchronized sequence can be computed in polynomial time.
We now focus our attention on the palindromic complexity of automatic sequences.
Theorem 4.8. The palindromic complexity of a k-automatic sequence is a k-automatic sequence.
Proof. Let w = (wn)n≥0 be a k-automatic sequence on an alphabet A. We may assume, with no loss of generality, that A is
a subset of N. Thus, w is a k-synchronized sequence and, by Theorem 4.6, the palindromic complexity pw,PAL is a k-regular
sequence.
Allouche et al. [1] proved that the palindromic complexity of a k-automatic sequence is bounded. Since any bounded
k-regular sequence is k-automatic, we conclude that pw,PAL is a k-automatic sequence. 
Remark 4.9. As proved in [9] the fixed points of uniform morphisms are automatic words. Thus, by the previous theorem,
the palindromic complexity of these words is automatic. We recall that this fact has been proved in [1] in the special case
of ‘uniform morphisms of class P’ satisfying a further technical condition. According to [11], P is the class of the morphisms
σ : A∗ → A∗ such that σ(A) ⊆ w PAL for somew ∈ PAL.
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