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Soil moisture and terrestrial snow mass are two important hydrological states
needed to accurately quantify terrestrial water storage and streamflow. Soil moisture
and terrestrial snow mass can be measured using ground-based instrument networks,
estimated using advanced land surface models, and retrieved via satellite imagery.
However, each method has its own inherent sources of error and uncertainty. This
leads to the application of data assimilation to obtain optimal estimates of soil mois-
ture and snow mass. Before conducting data assimilation (DA) experiments, this
dissertation explored the use of two different observation operators within a DA
framework: a L-band radiative transfer model (RTM) for soil moisture and sup-
port vector machine (SVM) regression for soil terrestrial snow mass. First, L-band
brightness temperature (Tb) estimated from the RTM after being calibrated against
multi-angular SMOS Tb’s showed good performance in both ascending and descend-
ing overpasses across North America except in regions with sub-grid scale lakes and
dense forest. Detailed analysis of RTM-derived L-band Tb in terms of soil hydraulic
parameters and vegetation types suggests the need for further improvement of RTM-
derived Tb in regions with relatively large porosity, large wilting point, or grassland
type vegetation. Secondly, a SVM regression technique was developed with explicit
consideration of the first-order physics of photon scattering as a function of different
training target sets, training window lengths, and delineation of snow wetness over
snow-covered terrain. The overall results revealed that prediction accuracy of the
SVM was strongly linked with the first-order physics of electromagnetic responses
of different snow conditions. After careful evaluation of the observation operators,
C-band backscatter observations over Western Colorado collected by Sentinel-1 were
merged into an advanced land surface model using a SVM and a one-dimensional en-
semble Kalman filter. In general, updated snow mass estimates using the Sentinel-1
DA framework showed modest improvements in comparison to ground-based mea-
surements of snow water equivalent (SWE) and snow depth. These results motivate
further application of the outlined assimilation schemes over larger regions in order
to improve the characterization of the terrestrial hydrological cycle.
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Chapter 1: Introduction
1.1 Terrestrial Hydrological Cycle
The terrestrial water and energy cycles play a crucial role in understanding
the complicated interaction between the land surface and atmosphere [221]. Un-
derstanding the water and energy cycles leads to improved knowledge of available
water resources for human beings as well as ecosystems.
Figure 1.1: Schematic of hydrological cycle.
The water cycle is composed of different hydro-meteorological variables such
as precipitation, evapotranspiration, soil moisture, snow, and runoff (Figure 1.1).
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Among these variables, both soil moisture and snow are regarded as important vari-
ables to estimate or predict the seasonal streamflow [113]. Soil moisture is defined
as a water stored in the soil above the water table [24]. Snow has been known as
“water tower” as it stores winter precipitation and discharges it through snowmelt
during springtime [125]. It supplies freshwater to more than 1.2 billion people (ap-
proximately one-sixth of the world’s population) for agricultural and human us-
age [13,20,197]. Seasonal variation of both soil moisture and snow directly influence
to the runoff. Snowmelt during the springtime significantly increases streamflow,
which influences the terrestrial hydrological cycle. In case of soil moisture, it di-
rectly influences the partitioning of surface energy fluxes (latent heat and sensible
heat fluxes) as well as precipitation fluxes, and in turn, exerts a first-order control on
streamflow [72]. More specifically, when the intensity of precipitation and snowfall
exceeds the infiltration capacity during saturated soil moisture conditions, it leads
to the generation the surface runoff [196,229].
1.1.1 Measurement of Terrestrial Hydrologic Cycle
In order to measure these hydro-meteorological variables, ground-based net-
works (e.g., Soil Climate Analysis Network [SCAN], Snowpack Telemetry [SNO-
TEL], Global Surface Summary of the Day [GSOD], and FLUXNET) have been
extensively utilized with an advantage of direct quantification and high accuracy at
the point-scale, which leads to the application of ground-based measurements to help
evaluate hydrologic states estimated from satellite-based retrievals as well as from
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land surface models [19, 25, 38, 43, 59, 135, 137, 193]. However, ground-based mea-
surements are limited in terms of spatio-temporal coverage of hydro-meteorological
variables at all locations in space and time. More specifically, the limited spatial
footprint and sparse and/or uneven distribution of ground-based stations makes it
difficult to accurately discern the spatial variation of hydro-meteorological variables.
As an alternative, remote sensing observations are a feasible option to discern the
spatio-temporal variations of hydro-meteorological variables over large areas without
direct physical contact.
1.2 Microwave Remote Sensing Observations
In recent decades, satellite observations have been regarded as a vital informa-
tion source to capture the spatio-temporal variation of land surface state and fluxes,
which leads to their wide application across different hydrological fields [184, 201].
Satellite observations provide complete global coverage that helps overcome many
of the sparsity issues that plague ground-based observational networks. Satellite
observations can be subdivided into different frequencies (e.g., visible, infrared, and
microwave) depending on the range of wavelength, λ, within the electromagnetic
spectrum. Among the different types of observations, the microwave portion (1
mm≤ λ ≤ 1 m) of the spectrum offers tremendous potential for monitoring several
hydro-meteorological variables including land surface temperature [94,143], precipi-
tation [99,103], soil moisture [156,214], and terrestrial snow [33,106,200]. Compared
with the visible and infrared spectrums, microwave (MW) observations have a rel-
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atively long wavelength that is effectively transparent to atmospheric conditions
(e.g., cloud cover and dust), hence, can view more of the terrestrial environment as
compared to relatively shorter wavelengths such as visible or thermal infrared. In
addition, water molecules are highly interactive with MW photons, which can be
exploited for hydrological research applications.
MW remote sensing sensors can be classified into passive (e.g., radiometers)
and active (e.g., radars) observations based on the type of instrument [211]. Pas-
sive microwave (PMW) sensors measure the naturally emitted radiance from the
environment, including the land surface. This observational variable is commonly
provided as a brightness temperature. Brightness temperature (Tb) is defined as
the equivalent temperature of thermally emitted microwave radiation from the ob-
ject [90] and is computed as the physical temperature times the emissivity. In terms
of active microwave (AMW), the sensor sends out a microwave pulse and measures
the returning signal from the measured object (e.g., land surface). This observa-
tional variable is commonly returned to as the backscatter coefficient (σ0). The
underlying principle for using MW observations to study hydrological variables is
based on the different electromagnetic response depending on the dielectric prop-
erties of the surface [12]. Due to the strong interaction of MW radiation (within
a specific portion of the MW spectrum), the presence or absence of water is often
a first-order control on the electromagnetic response of that MW radiation, be it
passive or active in nature.
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1.3 Land Surface Modeling
A land surface model (LSM) is another option to overcoming the spatio-
temporal limitations of ground-based measurements. A LSM yields estimates of
the water and energy fluxes at the land surface across various spatial and tem-
poral scales by solving the physical equations of water and energy conservation
related to complex land-atmosphere interactions and near-surface boundary con-
ditions [68]. Many LSMs have been developed and utilized in hydrology includ-
ing the Community Land Model (CLM; [46]), Mosaic Land Surface Model [114],
Variable Infiltration Capacity (VIC; [130]), Joint UK Land Environment Simulator
(JULES; [16]), and NOAH-Multiparameterization (NOAH-MP; [154]). Land surface
estimates from LSMs has been extensively evaluated by comparing against ground-
based measurements across the globe (e.g., [19,25,135,193]). Moreover, LSM outputs
can be utilized for the purpose of evaluating remote sensing-based hydrometeoro-
logical variables [63, 167, 193]. However, hydrological states estimated from LSMs
contain their own inherent uncertainties triggered from the different model param-
eterization schemes, model boundary conditions, and initial conditions [49,176].
1.4 Data Assimilation Framework
Data assimilation (DA) is defined as a series of statistical algorithms that
jointly use the theoretical (a priori) knowledge of the system model along with
observations (or retrievals) in order to improve the knowledge of the past, present,
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and future system states [175]. DA has been widely applied in hydrological fields
due to the limitation in collecting high-quality fluxes from the hydrological cycle
over extensive areas [144]. Estimates of hydrological states from a land surface
(geophysical) model have advantages in providing spatio-temporal variations in each
of the states while measurements generally provides less-biased information than
the model or remote sensing-based products alone. Thus, the main goal of DA
is to produce optimal estimates of geophysical variables that are superior to both
model-alone estimates and remote sensing observations [144].
A DA framework can be divided into two general categories: variational data
assimilation and sequential data assimilation. The main difference between varia-
tional and sequential data assimilation is the length of assimilation window: varia-
tional data assimilation (e.g., 3D-var and 4D-Var) fits the dynamic model with all
available observations during a period of interest while sequential data assimilation
(e.g., Kalman-type filters) updates the state at each observation time (a.k.a., on-line
approach) [151]. In this dissertation, the focus is on the sequential data assimilation
based on the advantage of relatively lower computational expense and the flexibility
to couple hydrologic models with comparable or better accuracy than variational
data assimilation [198].
Typical examples of sequential data assimilation include the Kalman filter,
extended Kalman filter, and ensemble Kalman filter (EnKF) [71]. EnKF is a classical
sequential data assimilation frameworks that implements a finite number of ensemble
replicates to serve as a low-dimensional approximation of the conditional probability
density function (PDF) of state error covariance using a Monte Carlo approach [71].
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The general idea of the EnKF is illustrated in Figure 1.2.
Figure 1.2: Schematic of the ensemble Kalman filter (EnKF).
As part of the the EnKF routine, ensemble replicates are propagated in time
and updates of model states are determined by the mean and spread of the ensem-
ble that approximates the state distribution. The use of ensemble replicates has
an advantage in reducing the problem dimension using a low-rank approximation
of the error covariance matrix and by reducing the associated computational ex-
pense [71]. The update and propagation of the EnKF is processed with a relatively
small number of ensembles, which serves as a low-dimensional approximation of the
conditional probability density function of the state error covariance matrix. More-
over, the EnKF does not require the underlying assumption of standard Kalman
filter, which is limited in application only to linear models with assumption of mu-
tually independent, Gaussian errors.
The EnKF consists of various components including the forward model (a.k.a.,
state system), state and observation matrices, model and observation error terms,
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and the observation operator (Figure 1.3). Among these components, the observa-
tion operator is regarded as one of the most essential components. The main role of
the observation operator is to bridge the model state space and observation space.
It significantly influences the performance of the EnKF as it is highly connected to
the determination of the amount of update as well as the error characterization in
the EnKF. Detailed formulation and description of the EnKF is provided in Section
4.2.3.
Figure 1.3: General schematic of the Open Loop (OL; model-only simulation) and
data assimilation procedures.
1.5 Methodological Review of Soil Moisture
1.5.1 Remote Sensing of Soil Moisture
Emitted MW radiation from the soil surface is sensitive to various traits of the
soil such as surface roughness, soil texture, vegetation cover, and moisture content
[122,155]. Among these components, soil moisture content at the soil surface is one
of the crucial components influencing the different electromagnetic response. In the
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lower portion of the MW spectrum (e.g., 3 cm ≤ λ ≤ 30 cm), the dielectric constant
of water and dry soil is known as 80 and 3.5, respectively [155]. This difference leads
to differences in the emissivities between dry and wet soil (approximately 0.6 and
0.95, respectively), and hence, results in significant differences in Tb depending, in
part, on the amount of soil moisture present [183].
Among the wide spectrum of microwave frequencies, wavelengths longer than
10 cm have been applied for retrieving soil moisture as a longer wavelength min-
imizes the effect of vegetation and surface roughness on Tb [163]. For example,
several space-borne L-band radiometers have been successfully launched in order
to retrieve soil moisture. In November 2010, the Soil Moisture and Ocean Salinity
(SMOS) mission was launched by the European Space Agency (ESA) with a pri-
mary objective of monitoring global soil moisture and sea surface salinity [109,110].
SMOS retrieves soil moisture every three days with spatial resolution ranged from
27 km to 55 km.
The U.S. National Aeronautics and Space Administration (NASA) launched
the Soil Moisture Active Passive (SMAP) mission at 31 January 2015 in order to
monitor the surface soil moisture and freeze/thaw status using an L-band radiome-
ter, which provides a spatial and temporal resolution of ∼10 km and ∼3 days,
respectively [69]. One of the main differences between SMOS and SMAP is that the
former measures Tb at a single incidence angle while the latter uses the Tb observed
at various incidence angles.
SMOS and SMAP soil moisture have been extensively evaluated across the
globe and have shown reasonable agreement with the ground-based soil moisture
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observations [43,101,137]. Jackson et al. [101] compared the soil moisture retrieved
from SMOS and the Advanced Microwave Scanning Radiometer for the Earth Ob-
serving System (AMSR-E) against the in-situ surface (∼ 5 cm) soil moisture obser-
vations from four experimental watersheds established by United States Department
of Agriculture (USDA). Results showed that SMOS demonstrated better correlation
coefficient (R) and root mean square error (RMSE) than the AMSR-E observations.
In general, R and RMSE ranged from 0.7 to 0.8 and 0.030 m3m−3 to 0.049 m3m−3 for
the SMOS soil moisture product. Collow et al. [43] also evaluated the soil moisture
retrieved from SMOS by comparing with multiple in-situ observational networks
(e.g., U.S Climate Reference Network (USCRN), SCAN, Oklahoma Mesonet, and
Cosmic Ray) surface soil moisture observations (∼ 5 cm) over the Great Plains
of the United States. Statistical comparisons showed that the R ranged from 0.5
to 0.9 while SMOS soil moisture yielded a dry bias over the study area. Ma et
al. [137] assessed the soil moisture from SMAP, SMOS, AMSR2, and ESA Climate
Change Initiative (CCI) products across the globe through comparison with soil
moisture from several ground-based networks. The results confirmed that SMOS
and SMAP products showed superior statistical performance in most of the regions
with R higher than 0.72, in general. In terms of bias and unbiased RMSE, SMAP
showed better agreement with ground-based observation than SMOS in most re-
gions. However, soil moisture retrieval via L-band radiometer images still contains
uncertainties triggered by various parameters such as surface roughness, soil texture,
and vegetation parameters (e.g., vegetation optical depth) and other environmental
conditions (e.g., precipitation) [31,39]
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1.5.2 Data Assimilation of Soil Moisture
Another method to estimate the soil moisture is to implement the L-band MW
observations into land surface models through a data assimilation (DA) framework.
Typically, a radiative transfer model (RTM) is implemented as the observation op-
erator in DA framework [29, 52, 53, 132]. The RTM is a physically-based model
that accounts for the interactions among land surface, vegetation, and atmosphere
states by prescribing specific process-based equations to the various components in-
cluding dielectric properties of the land surface, surface roughness, and microwave
emission and scattering by vegetation and near-surface soil [153, 159]. Examples
of commonly-used RTMs include the L-band Microwave Emission of the Biosphere
(L-MEB; [217]), Land Parameter Retrieval Model (LPRM; [158]), Land Surface Mi-
crowave Emission Model (LSMEM; [64]), and the Community Microwave Modeling
Platform (CMEM; [55]).
Prior to conducting DA, previous research has evaluated the capability of the
RTM to calculate accurate Tb so that it can adequately serve as observation operator
in DA. Pellarin et al. [161] used the L-MEB model to generate L-band Tb predictions
by employing land surface estimates from the Interactions between Soil, Biosphere,
and Atmosphere (ISBA) model using atmospheric forcings from the International
Satellite Land Surface Climatology Project Initiative I (ISLSCP I) and soil and veg-
etation characteristics from ECOCLIMAP. Drusch et al. [65] used the CMEM model
to calculate the L-band Tb over the globe with the European Centre for Medium-
Range Weather Forecasts (ECMWF) reanalysis datasets, vegetation information
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from ECOCLIMAP, and soil texture and density from Food and Agricultural Orga-
nization (FAO). CMEM-based Tb was evaluated through the comparison against the
Skylab S-194 Tb observations from 1990 to 2000 across North America and South
America. This study employed 10 different calibration schemes for the RTM pa-
rameters such as surface roughness and vegetation-related parameters. The results
confirmed that the overall domain-averaged biases for North America and South
America were revealed as 10.7 K and 9.8 K, respectively. De Lannoy et al. [53] cou-
pled a zero-order tau-omega RTM into the NASA Goddard Earth Observing System
(GEOS) Catchment Land Surface Model (Koster et al. [115]) to compute L-band Tb
worldwide. This paper utilized two different schemes in terms of dealing with vari-
ous RTM parameters: 1) look-up table based parameterization and 2) calibration of
parameters with SMOS Tb observation from July 2011 to July 2012 using a particle
swarm optimization scheme, a metaheuristic optimization scheme implemented with
swarms of different parameter values to solve complex problem [48]. Evaluation of
RTM-based Tb with SMOS Tb observations that were not used for calibration (e.g.,
July 2010 to July 2011) confirmed that the global mean absolute bias of Tb calcu-
lated without calibration was revealed as 7.1 K. However, RTM-derived Tb with the
SMOS calibration schemes showed significant improvement with a global average of
absolute bias as 2.7 K.
The aforementioned studies showed the capability of using a RTM to produce
accurate Tb estimates. Soil moisture DA was then conducted by employing the RTM
to map the geophyiscal states (e.g., soil temperature, soil moisture, and vegetation
water content) from the LSMs into observation space (i.e., Tb). De Lannoy and
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Reichle [52] assimilated SMOS Tb observations into Catchment Land Surface Model
(herein referred to as Catchment) coupled to a RTM using an ensemble Kalman Fil-
ter (EnKF) to improve soil moisture estimates across the North America. The RTM
uses the land surface estimates computed from Catchment using boundary condi-
tions provided by the Modern-Era Retrospective Analysis for Research and Appli-
cation (MERRA) product [177]. In addition, RTM parameters were calibrated with
SMOS v620 Tb observations using a similar scheme as conducted in De Lannoy et
al. [53]. Soil moisture from the Open Loop (i.e., model-only simulation) and assimi-
lated soil moisture were compared against in-situ measurements from the SCAN and
US Climate Reference Network (USCRN). The results confirmed that approximately
80% and 65% of improvement was observed in the surface soil moisture and root-
zone soil moisture estimates, respectively, with unbiased root mean square difference
ranging from -0.004 m3/m3 to -0.001 m3/m3. Hostache et al. [96] assimilated SMOS
Tb observations (from 2010 to 2015) into the SUPERFLEX hydrological model [73]
by implementing the CMEM version 5.1 RTM to improve the overall accuracy of
soil moisture across the Murray-Darling basin in Australia. Hostache et al. [96]
implemented the local ensemble transformation Kalman filter for data assimilation.
For the operation of the SUPERFLEX model, the ERA-Interim reanalysis datasets
were used as boundary conditions and vegetation information from ECOCLIMAP
was employed. Comparison of the Open Loop (OL) and DA-based soil moisture
conducted with ground-based soil moisture observation revealed that updated soil
moisture via DA showed improved statistics (e.g., correlation coefficient, root mean
square deviation [RMSD], and unbiased RMSD) over the OL results. Furthermore,
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the correlation coefficient was improved in both surface soil moisture (from 0.78 to
0.80) and root-zone soil moisture (from 0.70 to 0.73).
1.6 Methodological Review of Snow
1.6.1 Remote Sensing of Snow
Passive microwave observations have also been used to characterize snow mass
using Tb over snow-covered terrain as snow mass is closely related to the behavior
of emitted microwave radiation from the terrestrial surface [104]. Namely, Tb over
snow-covered terrain is highly influenced by the physical properties of snowpack
such as snow depth, snow density, snow stratigraphy, snow grain size, snow grain
shape, and liquid water content. Retrieval of snow water equivalent (SWE) and snow
depth from PMW generally relies on the spectral gradient as a difference between
two or more brightness temperatures (Tb) at two or more different frequencies. A
relatively low frequency (18-19 GHz) is transparent in the snowpack and emitted
radiation reaches the radiometer while a higher frequency (36-37 GHz) undergoes
more scattering, which reduces the arrival of emitted radiation to radiometer [42].
These aforementioned first-order physics lead to developing the simple quasi-linear
algorithm for SWE retrieval using various PMW imagery such as Scanning Multi-
channel Microwave Radiometer (SMMR) [33], Special Sensor Microwave Imager
(SSM/I) [78], AMSR-E [105].
Given the plethora of PMW-based SWE products, many researchers have eval-
uated the accuracy of these SWE products through a comparison with ground-based
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measurements [40,59,202]. These papers demonstrated that even though PMW im-
agery has a relatively coarser spatial resolution, SWE from PMW retrievals showed
reasonable performance in comparison with ground-based measurements as well as
model-based estimates. At the same time, however, it also showed significant un-
certainties resulting from complex snow stratigraphy (e.g., deep snow, depth hoar,
snow grain size, and internal ice crusts) as well as external conditions (e.g., densely-
vegetated regions or sub-grid scale lakes) [42, 59,78,202].
AMW has been regarded as an alternative option to retrieve snowpack infor-
mation (e.g., SWE, snow depth, and snow wetness) through measuring the inten-
sity of the returned signal generated by a radar (a.k.a., backscatter). Spaceborne
synthetic aperture radar (SAR) is one type of AMW remote sensing based on an
imaging radar onboard on the satellite platform with side-looking geometry [147].
SAR measures the backscatter from a land surface; backscatter is dependent on the
dielectric properties of the snow-covered terrain as well as the surface roughness
and the geometry of scattering snow media [141, 204, 212]. Figure 1.4 illustrates
the typical propagation of microwave photons through a snowpack using an active
microwave sensor.
In general, total backscatter from snow-covered terrain (σ0total) can be observed
through the sum of the following three components: 1) backscatter from the air-snow
interface, σ0air, 2) volume scattering within the snowpack, σ
0
snow, and 3) backscatter









Figure 1.4: Description of scattering mechanisms over snow-covered terrain (based
on the [204]).
Radar backscatter over a snow-covered surface is linked to several parameters,
including viewing characteristics of the sensor (e.g., frequency, polarization, and
geometry), snow structure (e.g., liquid water content, snow grain size, snow grain
shape, and snow stratification), and underlying soil (e.g., soil dielectric constant
and surface roughness) [14]. For MW frequencies lower than L-band (1.25 GHz),
σ0snow from within the snowpack is minimal as the snow grain size is much smaller
than the L-band wavelength [188]. In contrast, the magnitude of σ0snow, as well
as σ0ground are highly dependent on the dielectric properties of the snowpack at C-
band (5.5 GHz) or higher frequencies [129,188]. The incidence angle, defined as the
angle between the incoming signal that is perpendicular to the surface, is another
important component as it determines the path of the microwave photon inside the
snowpack [14]. According to Snell’s law, specifying the change in incidence angle
depending on a change of medium, a large incidence angle at the snow-air interface
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results in more refraction within the snow layer, which leads to a greater increase
in backscatter as detected at the radar receiver [188].
The polarization, which represents the direction of transmission or reception of
the electromagnetic wave, is also important in terms of characterizing the underlying
snowpack. Polarization can be classified into linear, circular, or elliptical forms based
on the amplitude and phase differences [4]. Each polarization can be classified into
co-polarized (i.e., vertical transmit and vertical receive; σ0V V ) and cross-polarized
(i.e., vertical transmit and horizontal receive; σ0V H) forms depending on the direction
of the transmitted and received signal. When the shape of the snow particle is
spherical, the σ0V V is preferred for use in a snowpack retrieval due to the negligible
backscatter in cross-polarization [14]. In reality, however, Yueh et al. [228] showed
that σ0V H can also provide useful information when non-spherical snow particles
or densely packed snow layer exists that cause multi-path backscatter. Nager et
al. [150] also demonstrated that σ0V H can help discriminate between wet snow and
snow-free condition with less angular dependence at a low incidence angle. However,
the σ0V H at a high incidence angle contains non-negligible noise. Therefore, Nagler
et al. [150] suggested the utilization of both σ0V V and σ
0
V H for snow retrievals using
SAR.
Based on the fundamental electromagnetic theory that reflected on the backscat-
ter from snow-covered terrain, a variety of different spaceborne SARs have been
utilized for estimating snow cover extent, snow depth, and SWE. Table 1.1 summa-
rizes the detailed specification of various spaceborne SAR systems widely used for
retrieving snowpack information. SAR imagery has been primarily used to deter-
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Table 1.1: Brief description of spaceborne SAR instruments.
Satellite Frequency [GHz] Polarization Temporal Coverage
ERS-1/2 5.3 single 1991/07 ∼ 2011/04
RADARSAT-1 5.3 single 1993/11 ∼ 2013/03
RADARSAT-2 5.405 single & dual 2007/12 ∼ present
Envisat 5.331 single & dual 2002/08 ∼ 2010/10
TerraSAR-X 9.65 single & dual 2017/11 ∼ present
Sentinel-1A/B 5.405 single & dual 2014/03 ∼ present
mine snow cover area (SCA) based on a threshold detection algorithm. For example,
Rott and Nagler [180] developed a snow mapping algorithm over mountain areas lo-
cated in Austria using ERS-1 SAR data. This study proposed the threshold-based
classification algorithm, which is based on the threshold calculated as the ratio of
backscatter from wet snow cover versus that from snow-free conditions (a.k.a. ref-
erence image). When the ratio is less than the threshold value (defined as -3 dB
via frequency distribution of the ratio at dry and wet snow surface) the specific
area is classified as snow-covered terrain. The application of this algorithm showed
reasonable accuracy at classifying wet snow but showed poorer performance during
dry snow conditions. Similar research was conducted in the Eastern Alps of Austria
using ERS-1/2 and RADARSAT SAR data [148]. They used a similar algorithm
introduced in Rott and Nagler [180] except that dry snow at higher elevations was
excluded by using a digital elevation map. Comparison of SAR-based snow cover
retrieval with Landsat-5 Thematic Mapper showed overall pixel-by-pixel agreement
ranged from 81 to 85% while SAR-based snow cover underestimates coverage at the
edge of the snowpack. Pivot [166] used RADARSAT and ERS-2 datasets to char-
acterize the snow-covered area in the northern Hudson Bay Lowlands in Canada
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during the winter seasons of 1997 and 1998 via comparison with ground-based ob-
servations. Backscatter increased with respect to SWE when frost penetrated the
first 20 cm of the surface soil while backscatter showed no significant change at lo-
cations where backscatter is dominated by scattering at the snow-land interface.
Nagler et al. [150] also used a threshold-based segmentation to build snow cover
maps based on Sentinel-1 observations over Iceland and the European Alps. Their
study used the ratio of snow-covered and snow-free backscatter observation for both
co- and cross-polarization separately that is transformed to the unit of dB. Then,
these two ratios were combined using a weighting factor, which was a function of
the local incidence angle. These calculations lead to the threshold of -2 dB for
classifying snow-free and snow-covered regions. Evaluation of Sentinel-1 snow maps
using Landsat-7 Enhanced Thematic Mapper (ETM) normalized snow difference in-
dex (NDSI) images showed the overall pixel-by-pixel possibility of detection ranged
from 0.95 to 0.97. However, Nagler et al. [150] mentioned the presence of significant
error and uncertainty in Sentinel-1 snow maps in regions of dense forest as scatter-
ing is predominated by the canopy rather than the underlying snow. Hence, rather
than using threshold-based approaches, Singh et al. [191] introduced the utilization
of a polarization factor, which is the ratio of backscatter from the cross-polarized
and co-polarized observations collected by the Advanced Land Observation Satellite
(ALOS)-Phased Array-Type L-Band Synthetic Aperture Radar (PARSAR). Singh
et al. [191] utilized a supervised classification routine to extract the wet snow regions
based on a polarization factor. Results revealed that the newly proposed classifica-
tion scheme showed better accuracy than other wet snow mapping algorithms when
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compared with snow cover maps obtained via optical remote sensing.
There are relatively few studies focused on the estimation of SWE or snow
depth using SAR due to the difficulty in capturing the complex scattering mech-
anisms over snow-covered terrain [126]. Bernier et al. [15] estimated SWE using
RADARSAT images during the winter of 1998 and 1999 at La Grande River water-
shed in eastern Canada. The SWE retrieval algorithm can be divided into two steps:
1) estimate the thermal resistance of the snowpack layer via linear regression with
the backscatter ratio of winter (snow-covered) versus fall (snow-free) observations
and 2) estimate SWE by multiplying the thermal resistance with a parameter that
is a function of mean snow density. Mean SWE from RADARSAT at the watershed
scale was similar to that from interpolated SWE maps determined using ground-
based measurements. However, point-scale comparisons of RADARSAT-based SWE
with ground-based measurements showed a clear overestimation at the lowest and
highest incidence angles. Instead of using a linear relationship to obtain SWE, Li
et al. [126] estimated snow depth and SWE for dry snow based on SAR interfer-
ometry (i.e., synthetic aperture radar interferometry (InSAR) and differential SAR
interferometry (DInSAR)) that are based on the phase difference at the air-snow
interface, which is influenced by the refraction of the MW radiation penetrating
the snowpack layer. This algorithm was applied using Envisat C-band Advanced
Synthetic Aperture Radar (ASAR) over the Manas River Basin in China. Evalua-
tion of SWE estimates using Envisat suggests the potential to estimate snow depth
and SWE even though uncertainties related to terrain characteristics as well as in-
cidence angle effect still need to be addressed. Conde et al. [44] utilized a similar
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approach as Li et al. [126] to obtain the temporal variation of SWE using Sentinel-1
datasets over northeastern Finland from December 29, 2015 to January 22, 2016.
Comparison with ground-based SWE measurements showed good accuracy in terms
of root mean square error (∼6 mm) but contained uncertainties associated with the
presence of wet snow as well as the overlying forest cover.
1.6.2 Snow Estimation using Machine Learning
Machine learning (ML) is defined as an algorithm that can learn a highly-
sophisticated relationship between inputs and outputs for a given physical system
based on statistical inference [127]. The term learning (a.k.a., training) suggests
an optimization procedure that reduces the differences between the observations
and the model estimates [195]. ML has advantages in improving computational
efficiency by replacing the time-consuming human activity of discovering regularities
in the training data by using automated techniques [123]. In this regard, it has
been widely applied across a wide range of scientific and engineering fields in the
forms of prediction, classification, and pattern recognition [77]. Examples of ML
techniques include decision trees, random forests, artificial neural networks (ANNs),
and support vector machines (SVMs).
1.6.2.1 ML and Snow Cover Extent
ML techniques have also been applied to snow-related studies. In the context
of snow cover mapping, optical remote sensing has been widely used with ML tech-
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niques to improve the accuracy of snow-covered area mapping. Simpson and McIn-
tire [190] used a feed-forward recurrent ANN to discriminate snow-covered land
from clouds and snow-free land pixels using Advanced Very High Resolution Ra-
diometer (AVHRR) and Geostationary Observing Environmental Satellite (GOES)
system. Validation of the snow cover retrieval using SNOTEL measurements showed
the high classification accuracy (ranged from 94% to 97%) while it showed signifi-
cant uncertainty in forest-covered regions with complex terrain. Similarly, Dobreva
and Klein [61] applied a multi-layer, feed-forward ANN to estimate the snow cover
fraction (SCF) using Moderate Resolution Imaging Spectroradiometer (MODIS)
surface reflectances, NDSI, Normalized Difference Vegetation Index (NDVI), and
IGBP land cover over North America for the years 2000 to 2003. The comparison of
ANN-based and original MOD10 SCF maps with Landsat ETM+ binary snow cover
map revealed that both products showed reasonable accuracy with a coefficient of
determination ranging from 0.79 to 0.97 and RMSE between 0.12% to 0.23% across
the different land cover types. Most notably, the ANN-based SCF map showed rela-
tively higher accuracy than the MOD10 product in deciduous and mixed agriculture
and forest land cover types.
1.6.2.2 ML and Snow Mass Estimation
In the case of retrieving SWE and snow depth, PMW datasets have also been
used as inputs to ML techniques [34, 47, 208]. Cao et al. [27] utilized an ANN with
Bayesian regularization to estimate the snow depth using AMSR-E Tb from 2002 to
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2003 over the Qinghai-Tibet Plateau, Tibet. Inputs to the ANN include four Tbs
at both vertical and horizontal polarization at either 18.7 GHz or 36.5 GHz. Split
samples of the ground-based snow depth measurements were used as training targets
and the other subset used for validation. Evaluation of the ANN-based snow depth
retrieval was performed with the comparison of snow depth estimated from the [33]
algorithm known as the Spectral Polarization Difference algorithm (SPD; [7]) along
with a temperature gradient algorithm (i.e., TGI; [120]). The results showed that
ANN-based snow depth retrievals yielded reasonable statistics with the highest cor-
relation coefficient and lowest mean square error when compared to ground-based
measurements. Tedesco et al. [203] also utilized an ANN to invert SSM/I Tb into
SWE and snow depth estimates during the years 1996 to 1999 at 12 different test
sites across Finland. Tbs observed at 19 GHz and 37 GHz at both polarizations
were selected as inputs, and then ground-based SWE and snow depth measure-
ments were selected as training targets. ANN-based SWE and snow depth were
compared among three existing retrieval algorithms (e.g., SPD, Helsinki University
of Technology (HUT), and Chang et al. [33] model) against ground-based measure-
ments. The results revealed that ANN-based SWE and snow depth estimates yielded
the best statistical results with the lowest root mean square error and the highest
coefficient of determination. However, Tedesco et al. [203] highlighted limitations
regarding the low applicability to regions without ground-based measurements be-
cause successful training of ML techniques is severely limited in data-sparse regions.
Xiao et al. [223] introduced support vector machine regression to develop the snow
depth retrieval algorithm using Tb from SSM/I and Special Sensor Microwave Im-
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ager/Sounder (SSMIS) for a 25 year period (1992-2016) across Eurasia. Utilizing
Tbs at different frequencies, other parameters such as latitude, longitude, land cover
type, elevation, and day of the year were also selected as input datasets for SVM.
The SVM-based snow depth estimates were compared with algorithms introduced
in Chang et al. [33], the SPD algorithm, and ANN-based snow depth [203]. Results
revealed that SVM-based snow depth yielded the highest correlation coefficient with
the lowest root mean square error when compared to ground-based measurements.
Overall, the SVM snow depth retrieval showed advantages in improving the accu-
racy of estimated snow depth, but deficiencies including the influence of terrain and
vegetation still need to be addressed.
Rather than estimating SWE or snow depth dependent on point-based mea-
surements as the training dataset, Tb over the snow-covered terrain can be used
in conjunction with ML techniques without the need for ground-based information.
Forman et al. [75] predicted PMW Tbs with an ANN over snow-covered terrain across
North America during the period 2002 to 2011. Inputs to the ANN included land
surface geophysical variables relevant to define snowpack conditions using the NASA
Catchment land surface model. The ANN was trained using the Tbs observed by
AMSR-E at three different frequencies (10.65, 18.7, and 36.5 GHz) and two different
polarization (horizontal and vertical). Validation of ANN-based Tbs was conducted
by split-sample validation with AMSR-E Tbs that were not used for training as well
as airborne-derived Tb suggested that ANN could reasonably estimate Tb during both
snow accumulation and ablation phases. However, Forman et al. [75] highlighted
ML limitations with respect to the condition of input and training datasets. For
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example, the modeling of internal ice layers, snow grain shape, or snow grain size is
not considered in Catchment while PMW Tb is modulated by such influences. Anal-
ogously, Forman and Reichle [74] utilized SVM regression to estimate the Tb over
North America using the same inputs and training datasets as Forman et al. [75] and
compared the feasibility of SVM and ANN in terms of Tb prediction. The results
confirmed that Tb estimated from the SVM was unbiased with an anomaly R of 0.7
across the study area. The main reason for this phenomenon is that SVM is trained
for each frequency and polarization with multiple tuning parameters while the ANN
was trained with all frequency and polarization combinations simultaneously. Sim-
ilar results could be found in Forman and Xue [77] that also used both ANN and
SVM to predict the PMW Tb observed from SSM/I.
In the case of space-borne SAR, it has rarely been used in ML to estimate the
snowpack conditions or snow mass even though AMW imagery provides relatively
finer spatial resolution than PMW imagery. He et al. [92] examined the application
of an SVM classifier to map snow cover information from the Radarsat-2 Polarimetric
SAR datasets over the Tianshan mountains in China during snow accumulation and
ablation period in 2013. Validation of the snow cover map with Gaofen-1 wide-field
viewer data showed a mean pixel-by-pixel accuracy of 73.6% and 82.7% for snow
accumulation and ablation period, respectively. Tsai et al. [207] used Sentinel-
1 backscatter and ancillary datasets (e.g., topographic elevation information from
Shuttle Radar Topography Mission [SRTM] and land cover information from the
European Space Agency Climate Change Initiative) using a random forest (a.k.a.,
one type of an unsupervised machine learning algorithm) to classify the wet and dry
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snow more efficiently. The training period was selected within the first hydrological
year (August 2016 to July 2017) and predicted snow classification was validated
during the second hydrological year (August 2017 to July 2018). Validation of
ML-based snow classification with snow cover information retrieved from Landsat
8 (suggested in Nagler et al. [150]) showed overall pixel-by-pixel comparison ranged
from 75% to 90% over the majority of land cover types except for grasslands.
1.6.3 Snow Mass Estimation using Data Assimilation
1.6.3.1 Snow Covered Area Assimilation to Update Snow Mass
Retrieved snow cover information from satellite imagery has been utilized to
update the state variables estimated from hydrological models through various DA
frameworks, including simple direct insertion, variational approaches, and Kalman-
filter based approaches [49]. A number of snowpack-related variables such as SCA,
SCF, SWE, and snow depth from in-situ measurements or satellite retrievals have
been applied in a DA framework in different forms. Rodell and Houser [178] used di-
rect insertion to assimilate MODIS snow cover retrievals into the Mosaic LSM [114]
in order to improve the accuracy of snow-water storage. Roy et al. [181] also inte-
grated snow cover information from MODIS and the NOAA Interactive Multisen-
sor Snow and Ice Mapping System (IMS) into the Modéle Hydrologique Simplifié
à l’Extême (MOHYSE) hydrological model using the direct-insertion method in
order to improve simulated springtime streamflow in Quebec, Canada. They ap-
plied a simple SWE threshold rule: when the model (observation) has more snow
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than the observation (model), the former was fixed to the threshold. Evaluation
of simulated discharge with ground- and model-based discharge revealed a slight
improvement in root mean square error while it did not show improvement in the
Nash-Sutcliffe coefficient. Direct insertion has the advantage of simplicity but has
significant limitations in the consideration of uncertainties in the observations or
geophysical model [206].
As an alternative to direct insertion, Kalman-type filters, including the ex-
tended Kalman filter (EKF) and Ensemble Kalman filter (EnKF), have been em-
ployed. Andredis and Lettenmaier [3] used an EnKF with a snow depletion curve
(serving as the observation operator by converting snow cover fraction into snow
water equivalent) to assimilate MODIS snow cover information into the Variable
Infiltration Capacity (VIC) model to improve the SWE from 1999 to 2003 across
the Snake River basin in the United States. Evaluation of assimilated SWE against
ground-based measurements revealed a slight improvement in correlation coefficient
and root mean square error with the greatest level of improvement during the snow
ablation season. Arsenault et al. [5] compared the ability of direct insertion versus an
EnKF to assimilate MODIS SCF retrievals into the Community land surface model
(CLM) to improve SWE estimates in Washington state and Colorado. Validation
of assimilated SWE against the SNOTEL and National Weather Service Coopera-
tive Observer Program (Co-op) network showed that direct insertion showed slight
improvement at lower elevations while it disrupted the regional water mass balance.
Alternatively, the EnKF showed good performance over high elevation areas with
little violation in water mass balance. De Lannoy et al. [49] also used the EnKF
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to assimilate AMSR-E SWE and MODIS snow cover retrievals into the Noah LSM
over Northern Colorado from 2002 to 2010. The authors conducted several different
experiments, including single sensor assimilation (e.g., AMSR-E SWE or MODIS
snow cover only) and multi-sensor assimilation (e.g., with or without downscaling)
using the AMSR-E SWE product. Validation of updated (posterior) product SWE
and snow cover with ground-based measurements (i.e., SNOTEL and Co-op) re-
vealed marginal improvements in terms of root mean square error and correlation
coefficient when the snow was deep or the region was completely snow-covered. SCF
assimilation improved the onset timing of snow season, but it did not significantly
improve posterior SWE estimates.
1.6.3.2 SWE Assimilation to Update Snow Mass
As assimilation of snow cover information does not significantly improve the
quality of SWE estimates, researchers have tried to directly use the SWE retrieved
from PMW observations. Dong et al. [62] assimilated SWE retrievals from AMSR-
E into a three-layer snow hydrology model using an extended Kalman filter and
compared it with Open Loop (i.e., without assimilation) and in-situ measurements.
Results showed that assimilated snow depth was superior in accuracy to model-only
and satellite-based SWE. However, when the model-based SWE exhibited more than
100 mm at the beginning of the snow season, assimilated SWE did not show any
improvement. Montero et al. [146] also assimilated the Satellite Application Facil-
ity on Support to Operational Hydrology and Water Management (H-SAF) SWE
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retrievals into the Hydrologiska Byr̊ans Vattenbalansavdelning (HBV) conceptual
hydrological model [133] in order to improve model accuracy of streamflow. As-
similation was conducted using the Moving Horizon Estimation (MHE) technique,
which is classified as a variational assimilation method, over Germany and Turkey
during the period of 2010 to 2013. Assimilated SWE showed some improvement
in terms of streamflow estimation while it also showed uncertainties related to wet
snow conditions as well as to an accurate snow accumulation and ablation period
as inferred from the satellite-based product.
After attempting to assimilate SWE retrievals derived from ∆Tb observations,
researchers started to directly implement ∆Tb for assimilation as it is revealed as
more efficient than utilizing PMW-based SWE retrievals [93]. Graf et al. [86] as-
similated ∆Tb retrieved from AMSR-E Tb at 18.7 and 36.5 GHz with horizontal po-
larization into the Japanese Meteorological Agency (JMA) Simple Biosphere Model
(SiB) model to improve the snow depth for the period of November 2002 to March
2003 over Eastern Siberia. Graf et al. [86] used the Microwave Emission Model
Layered Snowpack (MEMLS) RTM as the observation operator to convert model
states (i.e., snow depth) into observation space (i.e., Tb). The results confirmed that
assimilated snow depth showed better performance than the Open Loop (OL) as
well as the AMSR-E SWE retrievals. However, several sources of errors such as
the lack of known snow grain size as well as model structure error in MEMLS still
need to be addressed. Che et al. [36] assimilated ∆Tb between 18.7 and 36.5 GHz
from AMSR-E into CLM using an EnKF to improve the accuracy of estimated snow
depth over Eastern Siberia from October 2003 to April 2004. The DA framework
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showed improvement in snow depth during the snow accumulation period. How-
ever, it contained significant uncertainties during the snow ablation period due to
the presence of wet snow. Xue et al. [225] also conducted an assimilation exper-
iment using AMSR-E Tb into the NASA Catchment model using an EnKF from
2002 to 2011 across North America. Even though the overall DA framework was
similar to research discussed directly above, Xue et al. [225] used a SVM as the
observation operator when mapping the model states into Tb space rather than a
RTM as done in previous studies. Assimilated SWE and snow depth were compared
with in-situ measurements as well as against reference datasets (e.g., Global Snow
Monitoring for Climate Research [GlobSnow and Canadian Meteorological Centre
[CMC] daily snow depth product). The assessment of assimilated SWE and snow
depth showed slightly better statistical performance than the OL which resulted in
the improvement of cumulative runoff.
1.6.3.3 SAR Assimilation to Update Snow Mass
Besides snow data assimilation using PMW imagery, SAR observations also
have several advantages in terms of improving snowpack estimates given the quasi-
independence with atmospheric conditions, high-spatial resolution, and sensitivity
toward the presence of volumetric mediums on the land surface [164]. Despite these
advantages, there are relatively few studies employing SAR observations into a DA
framework to improve snowpack estimates. Nagler et al. [149] assimilated MODIS
snow cover information and Envisat ASAR data into a snowmelt-runoff model in
30
Austrian Alps from 2005 to 2006. Assimilated runoff showed good agreement with
ground-based measurements. This assimilation procedure updates the nominal SCA
estimates by employing the interpolated weather station datasets at northern Fin-
land from 2004 to 2006. Analysis of assimilated SCA through comparison with
MODIS snow cover retrievals showed improvement in RMSE and R. When the for-
est cover is accounted for prior to assimilation, statistics of assimilated SCA showed
more statistical improvement. Laojus et al. [136] improved the snow cover area map-
ping from RADARSAT through the weather station assimilation method, which is
a simple method to update the snow cover area information using satellite-based
and ground-based interpolated snow information.
1.7 Research Objectives and Science Questions
Throughout the vein of research introduced above, the potential of microwave
observations to explore the soil moisture and snow mass information is demon-
strated. At the same time, however, retrieval of soil moisture and snow mass
information using microwave observations exhibited uncertainties with regards to
vegetation, soil characteristics, and complicated snow stratification. This motivates
the application of data assimilation to improve the accuracy of soil moisture and
snow mass information. As a part of the data assimilation framework, radiative
transfer models and machine learning techniques have been used as the observation
operators in data assimilation frameworks with the benefit of providing reasonable
estimates of microwave observations.
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In response to the potential use of microwave observation to better inform soil
moisture and snow mass estimates, the research presented below is intended to help
address the overarching scientific question: “Can radiative transfer model and
machine learning techniques serve as effective observation operators in
the assimilation of microwave observations into a land surface model to
better characterize soil moisture and terrestrial snow mass?” In order to
address the scientific question, the following three specific scientific hypothesis will
be addressed:
Scientific Hypothesis 1: A radiative transfer model can serve as an effec-
tive observation operator to improve soil moisture by reproducing accurate L-band
Tb estimates.
Scientific Hypothesis 2: The accuracy of predicted C-band backscatter
using a machine learning algorithm will be influenced by the consideration of first-
order physics scattering mechanisms depending on snow conditions as well as the
number of available datasets for both training targets and inputs.
Scientific Hypothesis 3: Inclusion of a machine learning algorithm as the
observation operator into an advanced land surface model using an ensemble-based
DA framework will improve the accuracy (and reduce the uncertainty) of modeled
snow mass estimates.
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1.8 Structure of Thesis
The overall dissertation is composed of five chapters. In Chapter 1, the im-
portance of acquiring of soil moisture and snow mass information using different
techniques (e.g., ground-based measurement, remote sensing, machine learning, and
data assimilation) as well as a review of the current literature are discussed. It also
outlines the overall objective and detailed scientific hypothesis of this research.
In Chapter 2, the capability of support vector regression is introduced, which is
used as an observation operator in the snow DA framework as presented in Chapter
4. More specifically, SVMs were generated with additional physical constraints ad-
dressing first-order physics of electromagnetic responses for different snow conditions
through considering the influence of training target sets, training window length,
and snow wetness conditions. Chapter 2 outlines the integration of the fundamen-
tal concepts of scattering mechanisms within the snowpack into the SVM training
and prediction procedure, which enhances the accuracy of predicted backscatter.
Furthermore, it motivates the application of well-trained support vector regression
into a snow DA framework. This chapter has been submitted to the IEEE Journal
of Selected Topics in Applied Earth Observations and Remote Sensing entitled as
“Prediction of active microwave backscatter over snow-covered terrain across West-
ern Colorado using a land surface model and support vector machine regression”.
In Chapter 3, a zero-order radiative transfer model (RTM) implemented into
the NASA Goddard Earth Observing System (GEOS) was used to estimate L-band
Tb across North America. For the operation of RTM, various RTM parameters (e.g.,
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vegetation and surface roughness parameters) were calibrated based on multi-year
SMOS observations. RTM-derived Tbs were then assessed through comparison with
the daily Tb observations collected by the L-band radiometer onboard the Aquarius
satellite. More specifically, RTM-derived Tbs were evaluated as a function of soil hy-
draulic parameters and vegetation types. The goal of this work was to verify the use
of the RTM to estimate L-band Tbs in the context of soil moisture estimation so that
Aquarius Tb observations could eventually be included in NASA’s data stream to
improve modeled surface soil and root zone soil moisture in GEOS-5. This chapter
formed a manuscript entitled “Evaluation of GEOS-5 L-Band Microwave Bright-
ness Temperature using Aquarius Observations over Non-Frozen Land across North
America” which is in review with the Remote Sensing.
In Chapter 4, C-band backscatter observations from Sentinel-1 were integrated
into the Noah-Multiparameterization (Noah-MP) land surface model using well-
trained SVMs developed in Chapter 2 in conjunction with a one-dimensional en-
semble Kalman filter (EnKF) in order to improve the accuracy of terrestrial snow
mass estimates. Evaluation of the assimilation framework is conducted by comparing
results from both the Open Loop (OL; model-only run without the benefit of C-
band backscatter observations) and data assimilation (DA; model run after merging
with C-band backscatter observations) results using in-situ measurements of snow
water equivalent and snow depth collected across Western Colorado. The research
presented in Chapter 4 is the first known attempt to merge C-band backscatter
observations with a land surface model using a SVM as the observation operator
for the purpose of improving the accuracy of modeled snow mass estimates. Part of
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this chapter is under preparation for submission to a peer-reviewed journal.
Chapter 5 provides the overall conclusions and summary of key findings from
the different experiments regarding improvements in soil moisture as well as snow
mass information. Moreover, the implications and future directions of research based
on these results is discussed, and the new and novel components of this research
contributed to the hydrologic science community are also compiled and summarized.
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Chapter 2: Prediction of Active Microwave Backscatter over Snow-
covered Terrain across Western Colorado using a Land
Surface Model and Support Vector Machine Regression
2.1 Overview
Previous research addressed the capability of machine learning (ML) algo-
rithms (e.g., artificial neural network [ANN] and support vector machine regression
[SVM]) to reproduce plausible space-borne passive microwave (PMW) Tb observa-
tions over snow-covered terrain [2, 74, 77]. In addition, follow-on studies [121, 224]
revealed that a SVM can serve as an efficient observation operator to produce pre-
dicted PMW Tb as part of a data assimilation framework aimed to improve the snow
mass estimates within a land surface model. For backscatter observations, however,
ML has been widely utilized as a classifier (e.g., snow free versus snow-covered terrain
and dry snow versus wet snow) rather than for backscatter prediction. Therefore,
the primary objective of this chapter is to investigate the robustness of a SVM gen-
erated with the additional physical constraints addressing the first-order scattering
mechanisms over snow-covered terrain in order to predict C-band backscatter as a
function of geophysical inputs that reasonably represent the relevant characteristics
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of the snowpack. More specifically, SVM prediction will be evaluated as a function of
different training targets, training windows, and physical constraints regarding snow
wetness. Section 2.2 provides the description of study area, data, and model while
Section 2.3 describes the detailed methodological review of developing a physically-
constrained SVM over snow-covered terrain. In Section 2.4, the evaluation of SVM
prediction is performed based on different criteria (e.g., training targets, training
windows, and snow wetness delineation) is described. Lastly, conclusions and a final
discussion is presented in Section 2.5.
2.2 Study Area, Data, and Land Surface Model
2.2.1 Study Area
The study domain selected here is Western Colorado within the latitude of
36.875◦N and 41.125◦N and longitude of 104.375◦W and 109.125◦W (Fig. 2.1).
The study area includes three national forests in the southern Rocky Mountains
(i.e., San Juan [7.603 km2], Rio Grande [7.527 km2], and Grand Mesa [1.400 km2]).
The range of elevation for the selected study domain lies between 1314 m and
4125 m with over 60% of the total study area at elevations higher than 2250
m. The dominant forest cover in the study domain is lodgepole pine, classified
as an evergreen conifer, according to the United States Forest Service forest type
map (https://data.fs.usda.gov/geodata/rastergateway/forest_type). An-
nual meteorological characteristics of these regions suggest a wet, rainy season dur-
ing the summer along with winter storms in high elevations starting from November
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Figure 2.1: Maps of the study domain showing (a) elevation obtained from SRTM
30 m datasets and (b) forest cover fraction obtained from the global forest cover
datasets from Hansen et al. [91].
to early May [30]. The primary reason for selecting Western Colorado as study
domain is that it contains a variety of snow conditions across a range of topographic
and land cover types. Furthermore, the selection of this domain helps leverage the
NASA SnowEx campaign, which is a multi-year airborne and ground-based snow
campaign with the primary objective to assess the characteristics of snow using in-
situ and remotely-sensed observations [111]. Two primary evaluation sites – Grand
Mesa and Senator Beck – are located within the study area. Grand Mesa, in par-
ticular, is known as one of the largest flat-topped mountains in the world. Since
SAR observations generally contain geometric distortions over complex terrain, the
investigation of SAR over flat terrain can help minimize the geometric distortion,




Sentinel-1 is a constellation of two satellites (Sentinel-1A and -1B launched in
April 2014 and April 2016, respectively) developed by the European Space Agency
as a component of the European Copernicus Program [8]. Sentinel-1 ensures the
data continuity of previous SAR systems, including ERS-2 and ENVISAT, with the
main objective of continuously monitoring the land surface, ocean, and ice during
all-weather, day-and-night conditions [170]. Both Sentinel-1A and Sentinel-1B carry
C-band SAR sensors with a 180◦ difference in orbital phase [205]. Sentinel-1 has
a revisit frequency of 12 days for each satellite, which results in achieving a 6-
day global revisit frequency between the two different satellites. However, it has
an irregular data acquisition scenario over North America until 2017 due to the
evolving observation (operational) scenarios, and as a result, impacts the availability
of Sentinel-1A and -1B products in these regions [131].







Polarization Single Dual Dual Dual
Swath Width 80 km 250 km 400 km 20 km× 20 km
Spatial resolution 5m× 5m 5m× 20m 20m× 40m 5m× 5m





Sentinel-1 provides four exclusive image acquisition modes (e.g., Strip-map,
Interferometric Wide swath [IW], Extra Wide swath, and Wave [WV] mode). Table
2.1 describes the main differences and characteristics of each mode. In the case of
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Table 2.2: Main characteristics of Sentinel-1 IW ground range detected (GRD)
products.
Product Type GRD-High
Center Frequency 5.407 GHz
Swath Width 250 km
Incidence Angle 18.3◦ – 46.8◦
Resolution 20 m × 22 m
Pixel Spacing 10 m × 10 m
IW and EW modes, a relatively large swath can be obtained by virtue of terrain
observation with a progressive scan SAR (TOPSAR) technique. TOPSAR allows the
antenna steering in both azimuth and range directions, which enables the acquisition
of more information from the target with different sub-swaths [56].
Along with the data acquisition modes, Sentinel-1 has three different process-
ing levels: 1) Level-0 product providing the unfocused and compressed backscat-
ter observations, 2) Level-1 data (Single Look Complex; SLC and Ground Range
Detected; GRD) that utilizes baseline processing algorithms, and 3) Level-2 data
(Ocean; OCN) products that apply advanced processing algorithms to the Level-
1 products for wind, wave, and other applications. As the primary focus of this
research is to apply C-band backscatter in analyzing terrestrial snowpack character-
istics, the Sentinel-1 IW GRD datasets are used here. Table 2.2 describes the main
characteristics of the Sentinel-1 IW GRD datasets.
Before applying the Sentinel-1 imagery to this analysis, it is essential to first
preprocess the datasets in order to remove several sources of noise such as geometric
distortion, speckle, and thermal noise [80,160]. Accordingly, standard pre-processing
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Figure 2.2: Description of Sentinel-1 preprocessing steps conducted through the
google earth engine.
steps (Figure 2.2) were employed using Google Earth Engine with an additional in-
cidence angle normalization step following the procedures as outlined in Lievens et
al. [131]. The pre-processed Sentinel-1 imagery was then regridded (as an arith-
metic average) onto a 0.01-degree equidistant cylindrical grid in order to match the
resolution of the land surface model used in this analysis (see Section 2.2.3 for more
details).
2.2.3 Land Information System
The NASA Land Information System (LIS) is a software framework devel-
oped at the NASA Goddard Space Flight Center to integrate a suite of land surface
models (LSMs), satellite observations, ground-based measurements, and data as-
similation in order to obtain improved posterior estimates of land surface states
and fluxes [118]. The main advantage of the LIS framework is the flexibility and
high-performance computing capabilities, including advanced software techniques,
that enables computational tractability in integrating and assimilating observations
across regional and global scales. LIS is comprised of three main components: 1)
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the Land surface Data Toolkit (LDT), 2) LIS core, and 3) Land Validation Toolkit
(LVT). LDT is the prepocessor for LIS, which processes the input datasets to use
in the LSMs [6]. It also allows the processing of model parameters, meteorological
forcing datasets, and initial conditions to meet the needs of DA-related data pro-
cessing requirements. LIS core is the main infrastructure that enables the various
LSMs including Noah-MP, CLM, VIC, and Community Atmosphere Biosphere Land
Exchange (CABLE) with high performance computation using input datasets gener-
ated via LDT [118]. The last component in LIS system is LVT, which is designed to
conduct evaluation and intercomparison of the simulated geophysical variables from
LIS with large validation datasets including ground-based measurements, remotely-
sensed datasets, and reanalyses [119]. It also enables the analysis of estimates from
LIS subsystems including DA, optimization, and radiative transfer models.
Among the various suite of LSMs included in LIS, Noah-MP was selected for
use in this study. Noah-MP is based on the Noah LSM and allows for multiple pa-
rameterizations of the different processes (e.g., energy balance within the vegetation
canopy, snowpack metamorphosis, frozen soil and infiltration, and interaction be-
tween soil moisture and ground water) of land-atmospheric interactions [154]. Niu
et al. [154] discussed how Noah-MP employs a three-layer, physically-based snow
model that considers melting and refreezing of snow, which results in a more accurate
quantification of snow mass than those from different land surface models [199,226].
The NASA Modern-Era Retrospective analysis for Research and Application, ver-
sion 2 (MERRA-2) [82] product was selected for use as the meteorological boundary
conditions. The input datasets (e.g., land cover type, soil texture, and topography)
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were processed using the Land Data Toolkit [6] and initial conditions were adjusted
during the spin-up period, starting from January 1980 to March 2015. After the
spin-up period, all subsequent experiments utilize the same initial conditions in an
effort to minimize initial condition errors and uncertainty. Geophysical variables
derived from LIS have a spatial and temporal resolution of 0.01◦ (equidistant cylin-
drical projection) and daily (averaged 15-minute model estimates), respectively.
2.3 Experimental Setup
2.3.1 Support Vector Machine
Machine learning (ML) is rapidly becoming an essential research tool to im-
prove the knowledge of complex hydrologic processes [28]. ML is an algorithm that
can learn a highly sophisticated, non-linear relationship between inputs and outputs
for a given physical system based on statistical inference [127]. The term learning
(a.k.a., training) suggests an optimization procedure that reduces the differences
between the observations and the model estimates [195]. ML has advantages in im-
proving computational efficiency by replacing the time-consuming human activity
of discovering regularities in the training data by using automated techniques [123].
Examples of ML techniques include decision trees, random forests, artificial neural
networks, and support vector machines.
Support vector machine (SVM) regression is one of the supervised machine
learning algorithms that maps the input space into higher dimensional feature space
using a kernel function [213]. SVMs have been widely utilized in hydrologic fields
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with a variety of purposes such as spatial pattern recognition [128,179], classification
[92,168], and temporal prediction [2, 74,77,87,121,227].
He et al. [92] examined the application of a SVM classifier to map snow cover
using Radarsat-2 Polarimetric SAR over the Tianshan mountains in China. Xiao
et al. [223] explored snow depth retrieval with support vector machine regression
using brightness temperatures (Tb) from the SSM/I and Special Sensor Microwave
Imager/Sounder across Eurasia. Ahmad et al. [2], Forman and Reichle [74], and
Forman and Xue [77] utilized SVMs to predict Tb over snow-covered terrain using
observed Tb from different passive microwave radiometers. This study here focuses
on predicting C-band backscatter over snow-covered terrain using SVM regression.
The overall framework, in general, follows that of Forman and Reichle [74], although
it uses different training targets and LSMs along with different physical consider-
ations in the context of active versus passive remote sensing of snow. A detailed
description of the SVM training and prediction procedure is introduced below.
2.3.2 SVM Regression
Figure 2.3 shows the general schematic of support vector machine regression
used in this study. Assume a [M × N ] training matrix, x, such that it contains
N = 4 different geophysical variables simulated from Noah-MP for characterizing
the physical conditions of snow at M different times for a given location in space.
The training target (z; Sentinel-1 backscatter observations in this paper) has a
size of [M × 1]. Suppose the [1 × N] input vector (y) is comprised of geophysical
44
Figure 2.3: General schematic of support vector machine regression.
variables estimated from the LSM to characterize the physical properties of snow
at a given time and location. When the input datasets are trained based on the
co-polarized (i.e., vertical transmit and vertical receive; σ0V V ) and cross-polarized
(i.e., vertical transmit and horizontal receive; σ0V H) backscatter observations from
Sentinel-1, predicted backscatter at co- (σ̂0V V ) and cross-polarization (σ̂
0
V H) can be
computed through the nonlinear SVM expressed as follows:
σ̂0V V
σ̂0V H
 = f(x) = M∑
i=1
(αi − α∗i )k(xi, y) + δ (2.1)
where M indicates the number of available training target sets in time at a given lo-
cation in space; αi and α
∗
i represents the dual Lagrangian multipliers at time i; and δ
represents the bias (a.k.a., offset) coefficients that are all defined during the training
procedure. x is the training matrix with a size of [M × N] comprising model input
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vectors x at the times of the M training targets [74]. k(xi, y) = exp{−γ||xi − y||2}
is a scalar radial basis kernel function (RBF) that helps map the geophysical inputs
into the observation space. The rationale for choosing a RBF for the kernel in this
study is based on previous research proved that showed a RBF yielded satisfactory
performance in solving complicated, nonlinear hydrologic problems [9,60]. The solu-
tion to equation (2.1) is calculated by employing the LIBSVM library [35], which is
an open source machine learning library developed by National Taiwan University.
Please see Appendix B for more details on the SVM regression procedure
2.3.3 SVM Inputs, Training Targets, and Outputs
One of the most important steps to develop a well-designed ML algorithm is
the selection of relevant input variables [22]. Thus, an exhaustive sensitivity analysis
was first conducted with nine geophysical variables from Noah-MP (Figure 2.4) to
select the most appropriate combination of input datasets for SVM regression. Here,
the normalized sensitivity coefficient (NSC; Willis and Yeh [219]) was utilized to
assess the sensitivity of predicted backscatter from the SVM to each state variable
















where M oj and P
o
j is the initial metric and state value, respectively. M
i
j indicate the
perturbed metric value and ∂Pi is the amount of perturbation. Note that i and j
indicate the index for state and output metric, respectively. In this study, each LIS
input state was perturbed ±2.5 % one at a time. Here, we assume the independence
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Figure 2.4: List of input datasets for SVM regression with corresponding scattering
algorithm.
between any two states even if the NSC is still dependent throughout all states.
Comparison of NSCs from different states can provide valuable information as to
verify the theoretical scattering mechanisms in the snow-covered terrain as well as
choose reasonable input datasets for predicting backscatter with SVM.
Table 2.3: Geophysical states used as input for SVM training and prediction.
Model State Unit Unit conversion factor
Snow Water Equivalent m 10
Snow Density kg/m3 0.01
Snow Liquid Water Content mm 1
Top-layer snow temperature K 0.01
Near surface temperature K 0.01
Leaf Area Index [-] 1
Bottom-layer snow temperature K 0.01
Top-layer soil temperature K 0.01
Top-layer soil moisture m3/m3 10
Figure 2.5 exhibits the NSCs of each state vector for dry snow (e.g., December,
January, and February) and wet snow (e.g., March, April, and May) period. The
results revealed that both snow density and SWE showed the highest NSCs during
both seasons. In the case of SLWC, it showed the third highest sensitivity (co-pol:
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Figure 2.5: Summary of domain-averaged Normalized Sensitivity Coefficients of
predicted backscatter during (a) dry and (b) wet snow seasons for both co- and
cross-polarized observations.
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0.02 and cross-pol: 0.004) during the spring season (Figure 2.5(b)) while the dry
snow season showed sensitivity near zero at both polarizations (Figure 2.5(a)). This
result is reasonable given wet snow has more liquid water inside the snowpack than
dry snow due to the snow melting. In addition to NSCs, statistical metrics (e.g.,
bias, relative bias, RMSE, unbiased RMSE, and standard error ratio) were computed
with respect to different input states from Noah-MP. The selection of input states
followed the order represented in Table 2.3. For example, the number of datasets as
five represents that it used 1) SWE, 2) snow density, 3) SLWC, 4) top layer snow
temperature, and 5) leaf area index as inputs for training. Dimensioned statistics
(e.g., bias, RMSE, and ubRMSE) as well as relative bias showed that utilizing four
input states (e.g., SWE, snow density, SLWC, and top layer snow temperature) pro-
duced the most reasonable accuracy of predicted backscatter (Table 2.4). Moreover,
all statistics (including both dimensioned and dimensionless) approached asymp-
totic values after four input states. These results provided rationale that using a
selection of four input states (listed in Table 2.5) for SVM regression was the most
appropriate.
As the four variables have different ranges of magnitude, each variable was
first rescaled using a scale factor in order to remove the different orders of magni-
tude, which will significantly influence the weights and SVM prediction capability.
In addition to the LSM state variables, the Interactive Multisensor Snow and Ice
Mapping (IMS) [152] binary snow cover product was used to further constrain the
SVM training only when snow cover is positively detected using the visible and
thermal-based snow cover estimation algorithm.
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Table 2.4: Statistical summary of evaluation metrics as a function of the input
states.
(a) σV V 1 2 3 4 5 6 7 8 9
Bias -0.53 -0.48 -0.49 -0.16 -0.32 -0.32 -0.32 -0.32 -0.32
Relative Bias 4.79 4.39 4.46 1.43 2.92 2.89 2.89 2.89 2.89
RMSE 1.46 1.45 1.43 1.38 1.34 1.34 1.34 1.34 1.34
ubRMSE 1.17 1.17 1.16 1.03 1.14 1.14 1.14 1.14 1.14
Standard Error
Ratio
1.21 1.20 1.18 1.14 1.11 1.11 1.11 1.11 1.11
(b) σV H 1 2 3 4 5 6 7 8 9
Bias -0.55 -0.52 -0.53 -0.47 -0.4 -0.4 -0.4 -0.4 -0.4
Relative Bias 3.01 2.83 2.92 3.10 2.56 2.55 2.55 2.55 2.55
RMSE 1.40 1.38 1.37 1.12 1.15 1.15 1.15 1.15 1.15
ubRMSE 1.12 1.12 1.10 0.73 0.94 0.94 0.94 0.94 0.94
Standard Error
Ratio
1.11 1.10 1.09 0.89 0.92 0.92 0.92 0.92 0.92
Note:Units for bias, RMSE, and ubRMSE are dB. Relative bias has units
of % and standard error ratio is dimensionless.
Training targets (and outputs) for the SVM were selected as σ0V V and σ
0
V H as
observed by Sentinel-1 over snow-covered terrain. Backscatter coefficients observed
at different polarizations contain different information about terrestrial snow. Gen-
erally, σ0V V for dry snow tends to have limited sensitivity to snow as the backscatter

















σ̂0V V dB none
σ̂0V H dB none
a Column-integrated estimates.
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from the snow-land interface often dominates over snow volume scattering [10].
Nevertheless, the sensitivity of σ0V V during wet snow conditions is relatively high
due to the significant absorption and reflection from the snowpack [131, 150]. In
terms of σ0V H , it generally shows more sensitivity than σ
0
V V during both dry and wet
snow conditions due to the depolarization of the microwave signal caused by multi-
ple scatterings within the snowpack [228]. Based on these different characteristics,
backscatter at different polarizations were trained separately.
2.3.4 Training Procedures
A SVM was trained at each 0.01◦ equidistant cylindrical model grid location
in order to explicitly consider the heterogeneity of regional climatology, land cover
type, and topography. At each pixel, a separate SVM was generated for produc-
ing predicted co-polarized (σ̂0V V ) and cross-polarized (σ̂
0
V H) backscatter separately.
Available Sentinel-1 observations from April 2015 to August 2016 and September
2017 to August 2018 were utilized for training, which includes two complete winter
seasons. Sentinel-1 observations from September 2016 to August 2017 were excluded
in order to be used to evaluate the SVM prediction, which is described further in
Section 2.3.5.
There are numerous considerations when developing a physically–constrained,
well–designed SVM, including parameter setups, input datasets, training targets,
and training windows. Accordingly, the first experiment was conducted to analyze
the influence of different training targets on SVM prediction performance. Sentinel-
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1 observes backscatter along ascending and descending overpasses. One of the main
differences between the ascending and descending overpass is the local overpass
time. Ascending measures backscatter at approximately 6 p.m. local time while
descending measures backscatter at approximately 6 a.m. local time. Moreover,
the ascending and descending tracks have different incidence and azimuth angles in
complex terrain, which leads to a different backscatter intensity [182]. Normalizing
the incidence angle for both ascending and descending overpasses during the pre-
processing step (previously described in Section 2.2.2) reduces the influence of the
local incidence angle. Hence, more available training targets (which, in general, is
advantageous given a sparse training set) can be obtained by combining both the
ascending and descending overpasses. However, it remains to be seen if combining
different overpasses is advantageous or disadvantageous. Consequently, Sentinel-1
backscatter from the ascending node versus the descending node versus the combined
overpasses were trained separately in order to explore the different impacts on SVM
performance.
The second experiment is designed to examine the influence of different train-
ing windows on the prediction accuracy of the SVM across which to collect the
Sentinel-1 training targets. Figure 2.6 shows the concept of three different train-
ing windows: 1) fortnightly, 2) monthly, and 3) seasonal. The fortnightly training
procedure includes 2-weeks of overlap before and after the specific fortnight (14-day
period) in order to reduce temporal discontinuities between different SVMs [75].
Analogously, the monthly training period includes the month before and month af-
ter the specific month of training during the collection of the training targets. In the
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Figure 2.6: Schematic description of fortnightly versus monthly versus seasonal
training approaches. Different training windows provide different degrees of wet
versus dry snow delineation. Bold arrows indicate the training period and dashed
arrows represent the temporal overlap. The gray dotted lines represent periods of
time not included in the training data for the period ti. The shorter window provides
better discrimination, but the trade-off is a less robust SVM due to fewer training
targets as a function of time.
case of a seasonal training window, it includes the Sentinel-1 observations during
the entire snow season (e.g., from September to May). The underlying rationale of
the fortnightly training window is to generate a physically-constrained SVM that
more carefully considers the first-order control on the different electromagnetic re-
sponses from dry snow versus wet snow. Dry snow is regarded as a scatterer of
MW radiation while wet snow is regarded as an absorber given that the presence
of liquid water within the snowpack results in a large increase in permittivity [186].
Thus, a shorter training window can enhance the delineation between dry versus
wet snow. On the other hand, elongating the length of the training window ensures
more available training data for the SVM even though there is more possibility to
comingle the observations containing a different electromagnetic regime.
Lastly, explicit SVM training for dry snow versus wet snow conditions was
conducted separately in order to explicitly analyze the influence of snow wetness on
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Figure 2.7: Conceptual model of active MW backscattering mechanisms during (a)
dry snow conditions and (b) wet snow conditions (modified from [67]).
SVM prediction efficacy. Figure 2.7 illustrates the different scattering mechanisms
over dry and wet snow conditions. During dry snow conditions, a snowpack is a mix-
ture of air and ice. Microwave radiation can penetrate deeper into a dry snowpack
(i.e., less absorption) than during wet snow conditions. Accordingly, backscatter
from the underlying ground is more influential on the total observed backscatter
relative to other scattering components (Figure 2.7(a)). When the snow depth or
snow surface roughness increases, the influence of backscatter from within the snow-
pack as well as at the air-snow interface increases. Correspondingly, the influence of
backscatter from the underlying ground is reduced [220]. In the case of wet snow,
which is now a heterogeneous mixture of air, ice, and water, the photons cannot
penetrate as deeply into the snow due to the decrease in scattering albedo and the
corresponding increase in the absorption of microwave radiation associated with the
existence of liquid water inside the snowpack [187, 220]. Accordingly, backscatter
over wet snow is primarily dominated by backscatter at the air-snow interface in
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most situations (Figure 2.7(b)). However, during the ripening stage, backscatter
over wet snow can also be increased due to the complex wet snow metamorphism,
including an increase in snow surface roughness and an increase in the snow grain
size during overnight refreezing [139]. Considering the different electromagnetic re-
sponses of C-band radiation during for dry snow versus wet snow conditions (based
on the snow wetness in the a priori LSM estimates) provides one more mechanism to
explore different physically-constrained training techniques to the machine learning
procedure.
2.3.5 Evaluation Scheme
Predicted backscatter for both polarizations were evaluated by comparing
against Sentinel-1 backscatter observations not used during training (i.e., from Sep
2016 to Aug 2017). This ensures that the validation dataset is entirely independent
from the Sentinel-1 datasets used for training. One of the main reasons to select
Sep 2016 to Aug 2017 for validation is that this period was considered as a typical
snow year for the available years in Sentinel-1 records.
In order to quantitatively evaluate the predicted backscatter from the SVM,
domain-averaged bias, root mean square error (RMSE), and unbiased RMSE (ubRMSE)
were computed by averaging the metrics across the snow-covered grid cells in this






(σ̂0pol − σ0pol) (2.3)
where n is the number of predicted and observed backscatter values collocated at a
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given location in space and time and σ̂0pol [dB] and σ
0
pol [dB] represents the predicted
and observed backscatter at a given polarization, respectively. Bias is one of the
goodness-of-fit statics that explains the systematic error. RMSE is a dimension-







(σ̂0pol − σ0pol)2 (2.4)
In addition, ubRMSE is utilized to identify the random error by removing the bias
from RMSE as:
ubRMSE2 = RMSE2 − bias2 (2.5)
These statistics were calculated over the course of the entire validation period.
In addition, statistics during the snow accumulation and snow ablation periods were
calculated separately as the delineation of dry snow versus wet snow motivates three
different experiments outlined in Section 2.3.4. Seasonal snow, in general, can be
divided into a snow accumulation period and a snow ablation period. The snow accu-
mulation period typically has relatively dry snow conditions while the snow ablation
period has relatively wetter snow conditions. When considering the regional clima-
tology of Western Colorado, December, January, and February (DJF) are treated
here as the snow accumulation period and March, April, and May (MAM) are
treated here as the snow ablation period [185].
As part of the statistical evaluation, the presence of statistically significant
differences between the various domain-averaged statistics was conducted using the
two-sided Wilcoxon signed rank sum test [218]. Wilcoxon signed rank test is a non-
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parametric hypothesis test to examine the null hypothesis that central tendencies
of two samples are not different [142]. The main reason for selecting the Wilcoxon
signed rank test is that the predicted and observed backscatter is non-Gaussian,
which violates the assumption for the two-sample t-test.
2.4 Results and Discussions
2.4.1 Influence of Training Targets on SVM Prediction
The influence of different training target sets on the robustness of SVM predic-
tion over snow-covered terrain was explored by using three different training target
sets: 1) Sentinel-1 observations from ascending (6 p.m. local time) overpasses only,
2) descending (6 a.m. local time) overpasses only, and 3) the combination of the
two different overpasses. In this section, the same geophysical inputs acquired from
LIS (listed in Table 2.5) were utilized for SVM regression and a fortnightly training
window was selected for each of the three different scenarios. With these experi-
mental setups, predicted backscatter from the different sets of training targets were
evaluated by comparing against Sentinel-1 observations during Sep. 2016 to Aug.
2017, which were not used for SVM training. Table 2.6 summarizes the spatial cov-
erage as well as the domain-averaged statistics of predicted σ̂0V V and σ̂
0
V H using the
three different training sets for the validation period.
Among the three different training target sets, predicted backscatter using the
descending-only overpasses showed the lowest magnitude of domain-averaged bias
at both co- and cross-polarizations. The computed bias for the descending-only
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Table 2.6: Domain-averaged statistics of predicted backscatter from ascending-only,
descending-only, and the combination of both ascending and descending overpasses
















Ascending-only -0.89 -0.84 1.64 1.36 0.91 0.73 7.2
Descending-only -0.74 -0.82 1.58 1.36 1.16 0.80 11.9
Combination -0.83 -0.95 2.54 2.06 2.08 1.54 15.2
Note: All statistics are different at p = 0.05 using Wilcoxon signed rank sum test.
training targets were within the range from -5.37 to 4.86 dB with a spatial mean
of -0.74 dB for σ̂0V V . Similarly, the bias of σ̂
0
V H with descending-only training tar-
gets ranged from -4.92 to 3.85 dB with the spatial mean of -0.82 dB. In the case
of ascending-only and combined training target sets, it revealed a relatively wider
range of biases than descending-only training sets at both polarizations. For exam-
ple, predicted backscatter of σ̂0V V with ascending-only training sets and combined
training sets showed the bias ranging from -12.3 dB to 11.7 dB and -10.2 dB to
14.5 dB, respectively. This difference in the range of bias resulted in exhibiting the
lowest mean RMSE at both polarizations over the study area when descending-only
training targets were used (Table 2.6). Among the three different training target
sets, the combined training target set showed the highest RMSE and ubRMSE at
both polarizations. This result is also confirmed in the first row of Figure 2.8 in
that combined training targets showed wider spread than other training target sets.
Different statistical behavior for ascending and descending overpasses is a con-
sequence of the different electromagnetic responses from the snowpack in accordance
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Figure 2.8: Probability plots of observed and predicted co-polarized backscatter
during the validation period collected in both time and space. The different columns
represent the different training targets: ascending-only (left column), descending-
only (middle-column), and combination of ascending and descending (right column).
The different rows represent the different training windows (fortnightly, monthly,
and seasonal training period from the top to bottom). The dashed line represents
the 1:1 line.
59
with the data acquisition times. As discussed earlier in Section 2.3.3, the local time
of ascending and descending overpass is approximately 6 p.m. and 6 a.m., re-
spectively. Differences in observation time often results in having different snow
conditions based on the diurnal melt-refreeze metamorphism. Diurnal variation of
the air temperature results in small amounts of diurnal melting and refreezing at
the snow surface. Accordingly, the descending acquisitions prior to sunrise (∼6
a.m. local time) tends to minimize wet snow conditions and are relatively dry given
refreezing while ascending acquisitions following sunset (∼6 p.m. local time) are
often relatively wet at the surface by comparison. In the case of combined training
targets, the mixture of signals from ascending and descending overpasses within a
single training matrix resulted in producing more uncertainties, which is revealed
as relatively larger RMSE and ubRMSE than the other training target sets.
Figure 2.9 illustrates the spatial distribution of bias, RMSE, and ubRMSE
using three different training target sets over the study domain. Notably, the com-
bined training set showed the highest percentage of spatial coverage as more training
datasets are available through combining observations from ascending as well as de-
scending overpasses. At the same time, however, higher magnitudes of bias, RMSE,
and ubRMSE were seen in the predicted backscatter when using the combined train-
ing target set. More specifically, comparison of Figure 2.9 with the elevation map
presented in Figure 2.1(a) suggests that a relatively large magnitude of negative
bias was observed within the elevation range of 2500 m to 3500 m. Throughout the
different training target sets, all three sets commonly showed that more than 69%
(77.5% for ascending-only, 71.9% for descending-only, and 69.5% for combined) of
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Figure 2.9: Spatial distribution of bias (top row), RMSE (middle row), and ubRMSE
(bottom row) of co-polarized backscatter (σ̂0V V ) for the validation period Sep. 2016
to Aug. 2017. The different columns represent the training target sets for ascending
only (left column), descending only (middle column), and combination of ascending
and descending (right column). The white space in each map represents where there
are no available SVM predictions at locations due to either no existence of snow in
the LSM or insufficient Sentinel-1 observations for use during training.
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pixels with a larger magnitude of negative bias (relative to the lower decile of bias)
were located within the specific elevation range. This phenomenon is likely caused
by the influence of vegetation on C-band backscatter. Comparison of the eleva-
tion map (Figure 2.1(a)) with the forest cover fraction illustrated in Figure 2.1(b)
showed that most of the pixels with high forest cover fraction are located within
the elevation range of 2500 m to 3500 m. Huang and Andereeg [98] stated that this
specific elevation band contained heterogeneous forest with aspen tress and moun-
tain snowberry as under-story species. Westman and Paris [216] and Dedieu et
al. [58] mentioned that backscatter observed over the heterogeneous forest is highly
influenced by vegetation-related scattering components such as multiple scatterings
within the canopy and scattering from the forest floor, which results in reducing the
sensitivity of C-band backscatter toward the snow.
In terms of the percent spatial coverage among the different training target
sets, the combination of ascending and descending observations showed the highest
spatial coverage followed by descending-only and ascending-only observations (Table
2.6 and Figure 2.9). The explanation for this behavior is that the the combination
of two different sets of overpasses increases the number of available training targets,
which results in more predicted backscatter at more locations across the study area.
Figure 2.10 summarizes the domain-averaged statistics of predicted σ̂0V V and
σ̂0V H during the snow accumulation and ablation periods. Comparing the two differ-
ent periods, the accuracy of predicted backscatter during the snow ablation (wet)
period showed more negative bias than the snow accumulation (dry) period. The
magnitude of bias during the snow accumulation period ranged from -0.93 to -0.64
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dB and was less negative than for the snow ablation period that ranged from -1.15
to -0.72 dB. In terms of different training target sets, the descending-only set showed
slightly smaller absolute bias, RMSE, and ubRMSE at both polarizations than did
the ascending-only set or the combined set during both the snow accumulation pe-
riod and snow ablation periods (Figure 2.10). Statistics from the descending-only
training set showed a modest range of bias from -0.84 to -0.64 dB. Similarly, RMSE
and ubRMSE also yielded moderate results relative to the other training target sets
and ranged from -0.84 to -0.64 dB and 1.28 to 1.68 dB for RMSE and ubRMSE,
respectively. In the case of the combined training set, ubRMSE was relatively large
during both the snow accumulation (1.84 dB for σ̂0V V and 1.31 dB for σ̂
0
V H) and the
snow ablation (2.10 dB for σ̂0V V and 1.56 dB for σ̂
0
V H) periods (Figure 2.10).
Distinctive statistical behaviors during snow accumulation and ablation pe-
riods are largely governed by the different physical characteristics of the snow de-
pending during the different observation times. That is, snowpack during the snow
ablation period is apt to have deeper and wetter snow than during the snow accu-
mulation period, which introduces more heterogeneity within the snowpack given
the presence of internal ice crusts, depth hoar, and wind slabs. Moreover, during
the snow ablation period starting from March, in general, tends to have wetter snow
surface as the top layer of snowpack experiences some degree of melt during the af-
ternoon given more incoming solar radiation reaching the snow surface coupled with
relatively warmer air temperatures. As mentioned in Section 2.3.3, the ascending
and descending overpass times are 6 p.m. and 6 a.m. local time, respectively. As a
result, the top of the snow surface will be relatively wetter during the ascending over-
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Figure 2.10: Domain-averaged statistics of predicted backscatter for three different
training target sets during the (a) snow accumulation (December, January, and
February) period and (b) snow ablation (March, April, and May) period. Asterisks
indicate statistically significant differences between all pairs using the Wilcoxon
signed rank sum test (p < 0.05).
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pass (6 p.m. local time) while colder air temperatures during the nighttime cause
the refreezing of any wet snow at the surface prior to sunrise, which corresponds
to the descending overpass time (6 a.m. local time). These different conditions
at the snow surface lead to the different electromagnetic responses as described in
Section 2.3.4, and in turn, result in different statistical behavior for the ascending
and descending overpasses. Furthermore, merging observations acquired from both
ascending and descending overpasses tends to introduce more random errors related
to different electromagnetic responses given the difference in snow conditions (e.g.,
daytime versus nighttime observations) as well as differences in viewing geometry.
2.4.2 Influence of Training Window Length on SVM Prediction
The spatial distribution of bias calculated by comparing the predicted backscat-
ter, σ̂0V V , against the corresponding Sentinel-1 observations not used during the
training for different training windows and training sets across the validation pe-
riod is depicted in Figure 2.11. Overall results showed that the magnitude of bias
was reduced in accordance with an increase in the training window. For example,
elongating the training window from fortnightly to seasonal resulted in reducing the
magnitude of bias in the south-western and middle portions of the study area (Figure
2.11). Domain-averaged bias for ascending-only training sets also revealed significant
improvement in bias comparing fortnightly training (-0.89 dB) and seasonal train-
ing (0.04 dB). Similar statistical behavior was observed for both descending-only
and combined training sets in both co- and cross-polarizations. However, compar-
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ing Figure 2.11(a) with 2.11(g) and Figure 2.11(c) with 2.11(i), the southern and
northwestern regions of the study domain using seasonal training period showed a
relatively larger, positive bias (approximately 4–5 dB) than in other parts of study
area.
Figure 2.11: Spatial distribution of bias for co-polarized backscatter (σ̂0V V ) during
the validation period from Sep. 2016 to Aug. 2017. The different columns repre-
sent the different training target sets: ascending-only (left column), descending-only
(middle column), and combination of ascending and descending (right column). The
different rows represent the different training windows (fortnightly, monthly, and
seasonal from the top to bottom).
In terms of spatial coverage, the elongation of the training window resulted in
the increase of spatial coverage (Figure 2.11). In general, the increased generation
of SVMs makes it possible to make more predictions across the study domain when
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there are more available training datasets as a function of time and space. More
specifically, ascending-only and combined training sets showed a significant increase
in SVM spatial coverage in comparison with descending-only training set. For in-
stance, spatial coverage for the combined training sets was revealed as 15.3%, 20.3%,
and 33.9% for fortnightly, monthly, and seasonal training periods, respectively. Sim-
ilarly, spatial coverage of combined training sets (30.1%) was significantly expanded
comparing with the fortnightly training period (7.18%) for ascending-only training
sets. This provides clear evidence that elongation of the training window leads to
an increase in availability of training data, and in turn, results in generating more
SVMs at more locations as well as providing more predicted backscatter at more
locations. In the case of descending-only training sets, the seasonal training period
showed a slight increase in spatial coverage from fortnightly training while there
was no difference in spatial coverage between monthly and seasonal training period.
The fortnightly, monthly, and seasonal training period yielded a spatial coverage
of 11.9%, 12.2%, and 12.2%, respectively. This behavior was highly influenced by
the limited number of descending observations over the study area during the study
period. Potin et al. [169] mentioned that the initial stage of Sentinel-1 operations
primarily focused on the European continent based on the pre-defined observation
scenario. Accordingly, Sentinel-1 observations obtained from descending nodes have
significant gaps prior to May 2017 within the Western Colorado study area based on
the evolving Sentinel-1 (operational) observation scenario designed by ESA. More
specifically, dual-polarized (i.e., σ̂0V V and σ̂
0
V H) Sentinel-1 observation with IW mode
were mostly observed by ascending overpasses prior to May 2017. Thus, the oper-
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ational limitation of dual-polarized observations during IW mode over descending
overpasses limits the available training period to the 2017-18 winter season for gen-
erating SVMs over study domain. This operational issue prior to May 2017 is the
cause of the limited increase in the amount of spatial coverage for the descending-
only training activities.
Overall, including more training data via increasing the length of the training
window enables the existence of more SVMs, and in turn, resulted in more pre-
dicted backscatter across the study domain. At the same time, however, increasing
the training matrix also resulted in introducing more uncertainties due to a more
diverse electromagnetic response during a larger variety of snowpack conditions. For
instance, a seasonal training window utilizes Sentinel-1 observations from the spring
(i.e., March, April, and May) and fall (i.e., September, October, and November) in
order to predict the backscatter during the winter season (i.e., December, January,
and February). However, it is known that fall and spring have distinctively different
snowpack characteristics. The snowpack is relatively shallow and dry during the fall
season while the spring season has relatively deeper and wetter snow, which leads to
more complex snow stratigraphy with internal ice crusts. Accordingly, elongation of
the training window resulted in including the mixture of electromagnetic response
from dry, shallow snow mixed with deeper, wetter snow in a single training matrix
that tends to weaken the robustness of the SVM predictions, and hence, results in
worsening the accuracy of predicted backscatter.
Figure 2.12 and Figure 2.13 summarized the domain-averaged statistics (e.g.,
bias, RMSE, and ubRMSE) of predicted backscatter at both co- and cross-polarization
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Figure 2.12: Summary of domain-averaged statistics (e.g., bias, RMSE, and
ubRMSE) of predicted backscatter for fortnightly, monthly, and seasonal training
windows during the snow accumulation (December, January, and February) period.
N.S. represents no statistically-significant difference between pairs at p=0.05 using
the Wilcoxon signed rank sum test. Other datasets achieved statistically-significant
differences at p=0.05 if not marked. Left-most column used ascending-only training
targets; middle column used descending-only training targets; right-most column
used a combination of the two. The different bar colors represent different train-
ing window lengths. Top and bottom rows represent the co-polarized (σ̂0V V ) and
cross-polarized (σ̂0V H) backscatter.
using the three different training target sets and three training periods during the
snow accumulation and ablation periods, respectively. According to Figure 2.12,
the magnitude of bias, RMSE, and ubRMSE was reduced, in general, as the train-
ing period elongated from fortnightly to seasonal. For the predicted co-polarized
backscatter, σ̂0V V , at ascending overpasses, the magnitude of bias decreased from
-0.79 dB (fortnightly training) to 0.07 dB (seasonal training). Similar behavior was
observed for RMSE (1.64 dB for fortnightly training and 1.08 dB for seasonal train-
69
Figure 2.13: Same as Figure 2.12 except for the snow ablation (March, April, and
May) period.
ing) as well as ubRMSE (1.06 dB for fortnightly training and 0.93 dB for seasonal
training). In the case of combined training target sets, bias for predicted σ̂0V V showed
gradual decreasing pattern (e.g., -0.87 dB, -0.59 dB, and -0.10 dB for fortnightly,
monthly, and seasonal training, respectively) in accordance with the increase of the
training window length. Similar results were revealed for RMSE and ubRMSE in
that fortnightly training showed highest magnitude while seasonal training showed
the lowest magnitude. These statistical results illustrate that more training data
with a given temporally sparse datasets often results in generating a more robust
SVM although the training matrix becomes more complex containing information
from different types of snow (e.g., wet versus dry, shallow versus deep).
Domain-averaged statistics during the snow ablation depicted in Figure 2.13
70
depicted analogous statistical behavior with that of the snow accumulation period
in that magnitude of bias, RMSE, and ubRMSE from three different training tar-
get sets were decreased in accordance with the elongation of training window, in
general. For example, predicted σ̂V V using ascending-only and combined training
target sets revealed a decreasing trend in bias and RMSE. Similar behavior was ob-
served for σ̂V H using the combined training set such that bias decreased from -1.00
dB to -0.83 dB, 2.09 dB to 1.88 dB, and 1.52 dB to 1.36 dB for bias, RMSE, and
ubRMSE, respectively. At the same time, however, an opposite statistical behavior
was sometimes observed during the snow ablation period in that the magnitude of
statistics were increased as the length of training window elongated. For instance,
the magnitude of bias from predicted σ̂V H using ascending-only training set was in-
creased from monthly training (-0.89 dB) to seasonal training (-0.91 dB). Similarly,
ubRMSE of σ̂V V using ascending-only training was slightly increased from monthly
training (1.05 dB) to seasonal training (1.11 dB) even if seasonal training contains
the largest number of training data at a given location. Further, ubRMSE for the
combined training set for σ̂0V H also showed a slight increasing trend as the training
window was elongated from fortnightly to monthly (Figure 2.13). These phenomena
provide evidence that merging observations from different snow conditions within
the same training matrix introduces more random errors in the predicted backscat-
ter. Overall, the results bring up questions regarding which training window is the
most adequate for a robust SVM. Among the different training window approaches,
the fortnightly training period has the best likelihood of physically constraining ei-
ther a dry snow or wet snow signal within the single training matrix. On the other
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hand, the monthly and seasonal training periods have a higher likelihood of contain-
ing a mixture of wet and dry snow conditions, which leads to a mixture of scattering
(dry) and absorbing (wet) electromagnetic responses for the same location that than
leads to a SVM with less predictive efficacy. This brings about the conundrum of
quality of training data versus the number of training data within a sparse set of
training targets in both space and time. In the limit as the number of training data
approach infinity, the physically-constrained approaches should be superior, but is
not always evident given the severity of the data sparsity in this study.
2.4.3 Influence of Separate Training for Dry versus Wet Snow Con-
ditions
Statistical analysis of predicted backscatter using different sets of training
targets (i.e., ascending-only, descending-only, and combined datasets) and training
windows (i.e., fortnightly, monthly, and seasonal) emphasized that the mixture of
different electromagnetic responses from different snow conditions resulted in weak-
ened SVM performance. Section 2.3.3 also highlighted the inherent characteristics
of C-band signal during dry versus wet snow conditions. The focus here is on exam-
ining the influence of different snow wetness conditions toward SVM prediction by
comparing the statistics of predicted backscatter with and without explicit dry snow
and wet snow delineation based on Noah-MP snow liquid water content estimates.
Previous research has used a variety of methods to characterize snowmelt. For
example, diurnal amplitude variation [102] and cross-polarized gradient ratio [1] has
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been used for PMW observations to detect snowmelt. In this study, however, snow
liquid water content from the Noah-MP simulation was utilized as a constraint for
delineating dry snow versus wet snow. More specifically, SVMs for dry snow and wet
snow pixels were generated separately while four input datasets (e.g., SWE, snow
density, snow liquid water content, and top layer snow temperature) remained the
same. Note that snow wetness estimates from Noah-MP are not perfect. However,
considering the absence of ground-based snow wetness measurements, it is assumed
here that the model-based estimates are a feasible proxy. Using the Noah-MP snow
wetness estimates, wet snow is defined here simply as when the snow liquid water
content was greater than zero. Similar to the previous sections, three different sets of
training targets (i.e., ascending-only, descending-only, and combined training sets)
were used separately in this section.
Figure 2.14 shows the spatial distribution of bias for predicted co-polarized
backscatter, σ̂0V V , using the three different training sets without and with dry snow
versus wet snow delineation via Noah-MP. Note that the increase in white space
in the bottom row (relative to the top row) is due to fewer training targets being
available, and hence, fewer SVMs that can be generated due to the increased data
sparsity. The use of modeled liquid water content from Noah-MP added another
physical constraint during SVM training. As such, the size of the training matrix
was further reduced, which resulted in fewer trained SVMs that in turn reduced the
spatial coverage. Comparing Figure 2.14(a)-(c) with Figure 2.14(d)-(f), generating
separate SVMs for dry and wet snow pixels modestly resulted in reducing the mag-
nitude of bias. Table 2.7 also shows that separate training for dry and wet snow
73
Figure 2.14: Spatial distribution for bias of predicted σ̂0V V without explicit dry versus
wet snow delineation (top row) and with explicit dry versus wet snow delineation
(bottom row) from Sep. 2016 to Aug. 2017. The different columns represent the
training sets for ascending only (left column), descending only (middle column), and
combination of ascending and descending (right column).
resulted in improving most of the domain-averaged statistics of predicted backscat-
ter at both polarizations in spite of the reduced number of targets for use during
training. For the ascending-only and descending-only training target sets, the bias,
RMSE, and ubRMSE were slightly improved only when using the explicit dry versus
wet snow delineation during training. Most notably, σ̂0V H from the descending-only
training set showed significant improvement in bias from -0.72 dB to -0.40 dB. Even
though the combined training set also showed slight improvement in ubRMSE for
both σ̂0V V and σ̂
0
V H , the bias and RMSE were slightly increased when using the ex-
plicit dry versus wet delineation during training. This phenomenon was due, in large
part, to the different observation times for ascending and descending overpasses. As
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Table 2.7: Domain-averaged statistics of predicted backscatter using the three dif-
ferent training sets (a) without dry versus wet snow classification and (b) with dry
versus wet snow classification based on Noah-MP. Statistical evaluations are based
on comparison to Sentinel-1 observations from Sep. 2016 to Aug. 2017 not used
during training.
(a) Bias [dB] RMSE [dB] ubRMSE [dB]











Ascending-only -0.16 -0.48 1.38 1.12 1.03 0.73
Descending-only -0.60 -0.72 1.58 1.36 1.23 0.90
Combination -0.48 -0.72 2.22 1.77 1.86 1.36
(b) Bias [dB] RMSE [dB] ubRMSE [dB]
Datasets σ̂V V σ̂V H σ̂V V σ̂V H σ̂V V σ̂V H
Ascending-only -0.12 -0.39 1.37 1.09 1.05 0.69
Descending-only -0.30 -0.40 1.52 1.23 1.16 0.88
Combination -0.54 -0.67 2.30 1.78 1.59 1.14
Note: All statistics are different at p = 0.05 using Wilcoxon signed rank sum test
mentioned earlier, the different observations at different times (overpasses) will of-
ten have different snow conditions depending on the diurnal melting and refreezing
cycle. Accordingly, even if the specific pixel is classified as a wet or dry snow pixel
based on the modeled snow liquid water content, the combined overpass training set
is often composed of a mixture of both wet snow and dry snow signals.
In addition to the comparison of accuracy before and after applying the dry
versus wet snow delineation, statistics of predicted backscatter based on explicit dry
versus wet snow delineation were classified into dry and wet snow pixels and an-
alyzed in order to evaluate the efficacy of the physically-constrained SVM (Figure
2.15). Separation of dry and wet snow pixels also relies on the liquid water content
estimates from Noah-MP. For the domain-averaged bias, dry snow periods showed
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slightly better performance than for wet snow. σ̂0V V over dry snow pixels yielded a
bias of -0.15 dB while wet snow pixels showed comparable or slightly higher mag-
nitude of bias with -0.31 dB. The results showed that predicted backscatter over
dry snow and wet snow pixels using ascending-only training exhibited comparable
statistical performance. Similar behavior was observed with σ̂0V H with a domain-
averaged bias of -0.43 dB and -0.51 dB for dry and wet snow, respectively. In terms
of RMSE and ubRMSE, dry and wet snow pixels showed comparable statistical re-
sults. For example, σ̂0V V over dry snow pixels yielded RMSE and ubRMSE of 1.38
dB, and 1.09 dB, respectively, which were similar for wet snow pixels (1.37 dB for
RMSE and 1.13 dB for ubRMSE). Similarly, RMSE of σ̂0V H over dry snow pixels was
1.08 dB which showed similar statistical performance as for wet snow pixels (1.09
dB). As mentioned earlier, ascending overpasses often have relatively wetter surface
snow conditions due to the small amount of diurnal melting during the afternoon.
It is believed that this leads to the similar statistical behavior over dry snow pixels
versus wet snow pixels using the ascending-only training set.
In the case of descending-only and combined training sets, wet snow pixels
showed a lower magnitude of bias than did dry snow pixels. Bias of σ̂0V V and σ̂
0
V H
using the descending-only training set was -1.45 dB and -1.40 dB for dry snow
while it was reduced to -0.11 dB and -0.23 dB during wet snow conditions. Similar
behavior was observed for combined training sets in that bias of wet snow pixels
(-0.16 and -0.25 dB for σ̂0V V and σ̂
0
V H , respectively) showed a smaller magnitude
than that of dry snow pixels (-0.82 and -0.96 dB for σ̂0V V and σ̂
0
V H , respectively).
Moreover, descending-only training sets showed lower RMSE at wet snow pixels
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Figure 2.15: Domain-averaged statistics of predicted backscatter for three different
training approaches at (a) dry snow locations and (b) wet snow locations during
the validation period of Sep. 2016 to Aug. 2017. Asterisks indicate statistically
significant differences between all pairs using the Wilcoxon signed rank sum test (p
< 0.05).
than dry snow pixels at both polarizations (Figure 2.15).
In general, C-band backscatter has a deeper penetration depth for dry snow
(∼20 m) than wet snow (∼3 cm) due to the difference in snowpack properties (i.e.,
snow grain size, snow density, and snow liquid water content) [140]. Furthermore, C-
band backscatter during dry snow conditions, in general, is dominated by backscat-
ter at the snow-land interface compared to other components listed in Equation 1.1
(i.e., volume scattering or air-snow interface scattering) [129]. This behavior leads to
no significant difference between backscatter from snow-free conditions versus shal-
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low, dry snow conditions [150], while volume scattering (and hence backscatter) still
plays an important role to total backscatter during deep, dry snow conditions [131].
Conversely, backscatter during wet snow conditions is generally controlled by ei-
ther backscatter from the air-snow interface or by volume scattering depending on
the snow wetness [129]. At the same time, the influence of backscatter from the
snow-ground interface is minimized due to the increase of absorption. Hence, the
backscatter has a relatively larger variability during wet snow conditions as C-band
radiation undergoes a large amount of absorption and/or reflection (Figure 2.7).
This increased sensitivity during wet snow conditions provides more information
content for the SVM to yield better predictions regarding C-band backscatter (and
its relation to snow mass) as compared to the SVM predictions during dry snow
conditions when C-band backscatter is predicated more on backscatter from the
snow-land interface rather than volume scattering associated with terrestrial snow
mass. These differences in the fundamental physics result in a better statistical
performance as related to snow mass when the snow is wet rather than dry.
2.5 Conclusions and Future Work
The main goal of this paper was to assess the feasibility of physically-constrained
SVMs to predict C-band backscatter over snow-covered terrain in Western Col-
orado. When considering the first-order physics of scattering and absorption over
snow-covered terrain, the influence of training target sets, training window length,
and dry versus wet snow delineation on SVM efficacy were examined to develop a
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well-trained SVM. Backscatter coefficients observed from Sentinel-1 as well as geo-
physical variables from Noah-MP over the snow-covered regions were utilized as
training targets and input vectors for SVM training, respectively.
Predicted backscatter using the different sets of training targets commonly
showed that over 69% of locations with larger negative bias than the lower decile
were located within the elevation range of 2500 m to 3500 m. This suggests the
reduced sensitivity of C-band backscatter to snow due to the influence of volume
scattering in regions with overlying heterogeneous forest cover. Among the different
training target sets (e.g., ascending-only, descending-only, and the combination of
the two), combining both ascending and descending datasets showed advantages in
extending the spatial coverage of prediction (15.2%) due to an increased number
of points in time for training. However, this approach degraded the RMSE (2.54
dB for σ̂0V V and 2.06 dB for σ̂
0
V H) and ubRMSE (2.08 dB for σ̂
0
V V and 1.54 dB
for σ̂0V H) due to the mixture of different signals during different snow conditions
(i.e., dry scattering snow mixed with wet absorbing snow). Ascending-only and
descending-only training sets yielded more robust SVM-based predictions during the
snow accumulation and ablation periods based on the relationship between diurnal
melt, diurnal refreezing, and the corresponding overpass time.
Elongation of the training window length also allows for the usage of more
available training data (in time) for SVM training, which results in an increase in the
spatial extent of predicted backscatter via the SVMs. More specifically, the spatial
coverage of predicted backscatter using the combined training target set and seasonal
training window was maximized up to 33.9%. In terms of statistical behavior,
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seasonal training showed, in general, slightly better statistical improvements in all
three training target sets throughout the validation year. More specifically, the
magnitude of bias from the combined training sets with a seasonal training window
(-0.10 dB for σ̂0V V and -0.50 dB for σ̂
0
V H) was significantly decreased when compared
with that using the fortnightly training window (−0.83 dB for σ̂0V V and -0.95 dB
for σ̂0V H). Similar behavior was shown when comparing the statistics from the snow
accumulation and snow ablation periods while RMSE and ubRMSE for ascending-
only and descending-only training sets tended to increase along with elongation of
training window. These results suggest that elongation of the training window length
can improve the accuracy of predicted backscatter by obtaining more training target
sets in space and time. At the same time, however, it was evident that the elongated
training window also resulted in a slight degradation in the seasonal variability of
the snowpack due to a mixture of signals from different (i.e., dry versus wet; shallow
versus deep) snow conditions.
Considering the behavior of C-band backscatter and its dependence on liquid
water content within the snowpack, dry and wet snow pixels were trained separately
using modeled snow liquid water content from Noah-MP. The results confirmed that
separate training of dry versus wet snow pixels resulted in reducing the magnitude
of bias, RMSE, and ubRMSE of ascending-only and descending-only training sets.
For example, the bias of descending-only was reduced from -0.60 to -0.30 dB for σ̂0V V
and -0.72 to 0.40 dB for σ̂0V H . Moreover, separate training for dry versus wet snow
pixels, and the physical constraints associated with the different electromagnetic
responses of the snow, demonstrated different performance at wet snow locations
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versus dry snow locations. For instance, the bias of the combined training target set
showed -0.82 dB for σ̂0V V and -0.96 dB for σ̂
0
V H while wet snow pixels showed much
lower biases with -0.16 dB for σ̂0V V and -0.25 dB for σ̂
0
V H . This implies that C-band
backscatter showed relatively higher sensitivity toward wet snow than dry snow
due to the different electromagnetic responses (e.g., scattering versus absorption)
depending on the different snow conditions, which influences the penetration depth
as well as the dominant scattering component.
In summary, prediction of C-band backscatter over snow-covered land using
a physically-constrained machine learning approach suggests that explicit consid-
eration of the first-order physics as related to different scattering mechanisms in
accordance with snow conditions is essential in achieving reasonable accuracy. Fur-
ther, this paper provides a fundamental framework utilizing SVM regression as an
observation operator within a data assimilation system to be pursued in a follow-on
study in order to improve model-derived snow mass information based on a Bayesian
merger of an advanced land surface model with C-band backscatter observations.
This paper also highlights the necessity of considering the first-order physics dur-
ing machine learning training in order to ensure the machine learning algorithm
produces the right answer for the right reason.
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Chapter 3: Evaluation of GEOS L-Band Microwave Brightness Tem-
peratures using Aquarius Observations over Non-Frozen
Land across North America
3.1 Overview
Previous research showed that L-band brightness temperatures (Tb) from SMOS
and SMAP demonstrated skill in retrieving soil moisture estimates across the globe
while also containing significant uncertainty over densely vegetated areas [45]. This
motivates merging L-band microwave observations into a land surface model using a
radiative transfer model (RTM) as the observation operator. RTMs have shown the
ability to reasonably reproduce L-band Tb [65,161]. However, prior to conducting a
data assimilation experiment to enhance soil moisture estimates, it is important to
first explore the error characteristics and uncertainties in the observation operator
(RTM in this case) prior to conducting assimilation.
The overall objective of this chapter is to investigate the performance of the
zero-order tau-omega RTM embedded in the Goddard Earth Observation System
(GEOS) through comparison with Tb observations collected by the Aquarius L-band
radiometer over North America. More specifically, performance of RTM-derived Tb
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was investigated in terms of soil hydraulic parameters (e.g., porosity and wilting
point) and vegetation types. Section 3.2 describes the zero-order tau-omega RTM
as well as the calibration schemes of RTM parameters. Section 3.3 provides the
datasets utilized as part of this study. Section 3.4 describes the statistical indices
used for evaluating RTM-derived Tb. Description of the the statistical performance
of RTM-derived Tb is presented in Section 3.5 and key findings and conclusions are
summarized in Section 3.6.
3.2 L-band Radiative Transfer Model
3.2.1 Zero-Order Tau-Omega Model
A radiative transfer model (RTM) is a mathematical formulation describing
the propagation of electromagnetic radiation through a medium accounting for emis-
sion, absorption, transmission, and scattering [32]. A zero-order tau-omega model
is one of the widely used solutions to solve the radiative transfer equations and es-
timate L-band Tb [145]. Figure 3.1 describes the schematic of a tau-omega model to
estimate L-band Tb. Brightness temperature at the top of the atmosphere, Tb,TOA,
consists of upward and downward atmospheric radiation along with surface and veg-
etation components. The tau-omega model simplifies Tb estimation at the top of
atmosphere Tb,TOA, at polarization p = (H,V ) as:
Tb,TOV,p = Ts(1− rp)Ap + Tc(1− ωp)(1− Ap)(1 + rpAp) + Tb,ad,prpA2p (3.1)
Tb,TOA,p = Tb,au,p + Tb,TOV,p × exp(−τatm,p) (3.2)
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Figure 3.1: Conceptual drawing for the tau-omega model used to esti-
mate L-band Tb.
where Tb,TOV,p [K] is the brightness temperature at top of the vegetation, Ts [K] is
the surface soil temperature, and Tc [K] is the canopy temperature that is assumed
to equal Ts [53]. Tb,au,p [K] and Tb,ad,p [K] are the upward and downward atmospheric
radiation, respectively. rp [-] is the rough surface soil reflectivity, ωp [-] is the scat-
tering albedo, Ap [-] is the vegetation attenuation, and τatm,p [-] is the atmospheric
optical depth used for representing atmospheric attenuation. Note that atmospheric
components (e.g., Tb,au,p, Tb,ad,p, and τatm,p) follows the Pellarine et al. [161].
Vegetation attenuation, Ap, is calculated through the vegetation opacity model
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τveg,p = bp × VWC = bp × LEWT × LAI (3.4)
where θ [rad] is the incidence angle and τveg,p is the vegetation opacity at nadir.
τveg,p [-] is a function of the vegetation structure parameter bp [-] and the vegetation
water content VWC [kg m-2]. VWC is calculated as the product of leaf equivalent
water thickness, LEWT [kg m-2], and leaf area index, LAI [m2 m-2]. The rough
surface reflectivity rp in Equation (3.1) is calculated as a function of smooth surface
reflectivity Rp via:
rp = [(1−Q)Rp +QRq] exp(−h cosN θ) (3.5)
where Q [-] is the polarization mixing factor due to surface roughness, N [-] is the
angular dependence, and q indicates polarizations (V,H) when p = (H,V ). The
smooth surface reflectivity, Rp, is computed from the Fresnel equations, which is
dependent on the soil dielectric constant that varies with soil moisture [209]. The
dielectric constant formulation used in the RTM is based on Wang and Schmugge




hmax SM ≤ wt
hmax +
hmin−hmax
poros−wt (SM − wt), wt < SM ≤ poros
(3.6)
where poros [m3 m-3] represents porosity and wt [m3 m-3] is the transitional soil
moisture calculated as a function of wilting point [215]. hmax and hmin represent
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the roughness height when soil moisture is at saturation and less than transitional
soil moisture, respectively. Based on Equation 3.6, effective roughness height is
dependent on the soil moisture as different amounts of liquid water results in a
variation of the dielectric constant, and in turn, influences the effective roughness
height.
From Equation (3.1), it is evident that vegetation attenuates the microwave
emission from the soil and simultaneously adds its own contribution to the measured
microwave Tb. In addition, precipitation interception by overlying vegetation and
ground litter also affects microwave emission from the soil [88]. The RTM employed
in this study neglects interception and littering effects [53].
3.2.2 RTM Parameter Calibration Scheme
The GEOS RTM utilizes several state variables (e.g., soil temperature, surface
soil temperature, and vegetation water content) from the NASA Catchment Land
Surface Model [115]. As the RTM is composed of various parameters described in
Section 3.2.1, calibration of the RTM parameters is essential to obtain the climato-
logically unbiased Tb estimates from the model [53]. Among the various parameters,
effective roughness height (h), scattering albedo (ω), and the vegetation structure
parameter (bp) are regarded as important parameters in terms of reducing the uncer-
tainties for RTM-derived Tb [53,171]. Accordingly, these parameters were calibrated
against multi-angular SMOS Level 1 version 504 Tb observations to compute the
Tb estimates at the top of vegetation for both horizontal and vertical polarizations.
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Figure 3.2: Maps of calibrated and uncalibrated area across the study domain.
During the calibration, a particle swarm optimization search algorithm [107] was
employed in order to remove the long-term mean and standard deviation of Tb,
and in turn, resulted in minimizing the climatological difference between different
datasets [53]. Figure 3.2 depicts the maps of calibrated and uncalibrated regions
across the study domain. Note that the regions near inland water bodies and the
northern part of the study area were not included for calibration scheme as these
areas have limited number of SMOS observations during non-frozen soil conditions
for use during calibration. For the regions where SMOS observations are unavail-
able for calibration, these RTM parameters were filled in by using an average of
calibrated parameters for other regions with the same vegetation class.
There are several parameters not selected for the calibration. For example,
parameters regarding soil hydraulic parameters (e.g., porosity and wilting point)
were not included in calibration scheme in order to maintain the consistency with
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soil temperature and soil moisture derived from GEOS [53]. Moreover, several RTM
parameters such as leaf equivalent water thickness (LEWT) and angular dependence
(Nrp) were not selected for calibration as these parameters are indirectly calibrated
using the effective roughness height (h) and vegetation structure parameter (bp).
For these parameters, literature-based lookup tables which were used in SMAP soil
moisture calculation as well as other RTMs (e.g., L-MEB, LSMEM, and CMEM)
values associated with each vegetation class were assigned.
RTM Tb estimates are generated globally every 3 hours on the 36-km Equal
EASE grid [23] in terrestrial areas with non-frozen soil conditions. Prior to calibra-
tion, the available SMOS observations underwent extensive quality control. L-band
microwave signals are often prone to contamination by radio frequency interference
(RFI) [157] that arises from a variety of transmitters used in communication ap-
plications. As the accuracy of L-band Tb is significantly degraded due to the RFI
corruption, large portions of Europe and Asia were masked out due to strong RFI
contamination. During the RTM calibration process using SMOS, further quality
control was applied during frozen soil conditions when the model-based land surface
temperature was less than 273.4 K. The tau-omega model used here [53] is only
applicable during non-frozen soil conditions. Furthermore, SMOS observations col-
lected near water bodies, during intense precipitation events (i.e., precipitation >
10 mm/h), or in the presence of snow cover (i.e., snow water equivalent > 10−4 kg
m-2) were excluded from calibration.
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3.3 Datasets
3.3.1 Aquarius Satellite Mission
The Aquarius mission is a joint collaboration between NASA and the Argen-
tinian space agency, Comisión Nacional de Actividades Espaciales (CONAE), with
participation from Brazil, Canada, France, and Italy. Aquarius was launched on
10 June 2011 and ended on 8 June 2015 due to a hardware failure [124]. The pri-
mary objective of the Aquarius mission was to monitor the seasonal variation of sea
surface salinity in global scale. The Aquarius instrument is onboard the Argentine
Satellite de Applicaciones Cientificas-D (SAC-D) observatory, a sun-synchronous,
polar-orbiting satellite with an altitude of 657 km [17]. Aquarius is a combination
of three L-band (1.413 GHz) passive radiometers and L-band active scatterometer
(1.26 GHz). The Tb observations employed in this study are derived only from the
passive radiometers.
L-band Tb observations in this study are obtained from radiometers over the
non-frozen soils because the primary focus in this chapter is soil moisture. Three
passive radiometers provide Tb observations at a spatial resolution (i.e., approximate
field-of-view) of 76 km×94 km, 84 km×120 km, and 96 km×156 km, with incident
angles of 29.36◦, 38.49◦, and 46.29◦, respectively. These incident angles are denoted
as beam #1, beam #2, and beam #3, respectively. The minor axis of each beam
is in the along-track direction while the major axis is aligned in the cross-track
direction. Each radiometer is directed toward the night side of the Earth in order to
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avoid sun glint. Aquarius observations have a 7-day revisit frequency with ascending
and descending overpasses around 6 a.m. and 6 p.m. local time, respectively.
The Aquarius instrument went through a pre-launch and post-launch calibra-
tion in order to improve the accuracy of observed Tb [165]. Pre-launch calibration
includes the internal and external (a.k.a. laboratory test) receiver calibration as
well as calibration of the antenna switch-matrix. Post-launch calibration includes
the correction of diode temperature, exponential drift, antenna patterns, RFI, and
cold-sky calibration [18]. After the pre- and post-launch calibration, the atmo-
spheric contribution was removed when processing the Level-1 product to a Level-2
Tb product. This study utilized Level-2, version-4 Aquarius Tb provided by the
NASA Jet Propulsion Laboratory (JPL; ftp://podaac.jpl.nasa.gov) in the Hi-
erarchical Data Format (HDF5).
3.3.2 Preprocessing of Aquarius Observation
Besides the calibration, Aquarius Tb underwent post-processing. As the pri-
mary objective of this chapter is to evaluate the RTM-derived Tb, the individual
Aquarius overpasses were resampled onto the 36-km Equal-Area Scalable Earth
(EASE) grid [23], which is the same grid used for the Catchment simulations. For
a given orbital track, the individual Aquarius Tb observations that were centered
within a particular EASE grid cell were identified and then used to compute a mean
Tb value for that EASE grid cell. If more than one Aquarius observation (over a
collection period of a few seconds) fell within a single EASE grid cell, then the arith-
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metic average was applied to that entire cell. In addition, the value applied at a
single cell center was also applied to the relevant neighboring cells (as a function of
look angle) such that the approximate field-of-view for each of the three beams was
correspondingly approximated on the relatively fine-scale 36-km EASE grid. The
process was repeated for each of the three beams for every Aquarius overpass during
the period 25 Aug 2011 through 8 Jun 2015, which represents the entire Aquarius
measurement record.
After preprocessing, both the RTM-based Tb estimates (for all three beams)
and the Aquarius Tb observations were properly geolocated in space and time for
subsequent statistical analysis. In order to focus on terrestrial soil moisture esti-
mates, 36-km EASE grid cells with a water fraction greater than 0.05 were excluded
from the analysis because the observed Aquarius Tb’s did not represent the same
physical processes as the RTM output (i.e., the RTM does not account for the pres-
ence of surface water impoundments). In addition, grid cells with fewer than 40
observations collected over the course of the four-year study period were excluded
from the analysis in order to yield statistically significant statistics.
3.3.3 Soil Classification and Soil Hydraulic Parameters
Soil information used in this chapter was based on the updated soil classifica-
tion scheme addressed in [50]. This scheme was developed based on the Harmonized
World Soil Database version 1.21 provided by Food and Agricultural Organization
and the State Soil Geographic (STATSGO2) database from U.S. Department of
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Figure 3.3: Cumulative Distribution Function, F(x), of (a) porosity and
(b) wilting point across the study area, including the sampling density
of each category. Q1 to Q3 represents the end points of the first to
third quartiles, respectively, and define the four categories in subsequent
statistical analyses.
Agriculture (USDA) in order to update the soil classification schemes by explic-
itly considering soil organic content. This classification contains 253 soil classes,
including 252 classes from three sets of low to moderate organic carbon categories
with 84 different mineral classes defined from the refined soil texture triangle plus
one additional peat class with a very high organic content. Based on the updated
soil classification scheme, soil hydraulic parameters (SHPs) are determined through
the pedotransfer functions suggested by Wosten et al. [222] using the percentage of
clay, silt, and organic matter [50]. Among the SHPs, porosity and wilting point are
92
selected for investigation in this paper as these parameters directly influence the di-
electric constant and surface roughness variables that are used within the RTM. For
the analysis, porosity and wilting point were divided into four different categories
based on the quartile values drawn from the cumulative distribution function of each
variable across our study domain (Figure 3.3). For example, Category I collects the
value within the range of the zero to first quartile (0% to 25%) while Category IV
collects the value from third to fourth quartile (75% to 100%).
3.3.4 Vegetation and Irrigation Data
For the calculation of RTM-derived Tb, land cover information from the Mod-
erate Resolution Imaging Spectroradiometer (MOD12Q1 collection 4 with 500 m
spatial resolution) International Geosphere-Biosphere Programme (IGBP) classifi-
cation schemes [79] was employed. However, the NASA Catchment Land Surface
Model (Catchment) uses six broad land cover classes (i.e., Broadleaf evergreen,
Broadleaf deciduous, needleleaf, grassland, shrub, and dwarf) which are based on
the GLOBCOVER 2009 datasets [138]. Accordingly, 16 global IGBP classes were
mapped into six dominant land cover classes across North America in order to
subsequently analyze the performance of RTM Tb over different vegetation types.
Figure 3.4(a) represents the vegetation classes across the North America. Note that
broadleaf evergreen forest was excluded from subsequent analysis as it accounts for
less than 5% across the study domain.
Furthermore, as cropland is lumped into the grassland category in the Catch-
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Figure 3.4: Map of (a) vegetation classes discretized based on the Catch-
ment model and (b) irrigation classes based on Global Map of Irrigation
Area (GMIA) dataset across the North America. Five sub-categories are
divided based on the percentage of irrigation area (e.g., 0-0.1%, 0.1-10%,
10-100%).
ment model, the Global Map of Irrigation Area (GMIA; Siebert et al. [189]) dataset
is used to illustrate the percentage of area with actual irrigation relative to the total
area in order to analyze the influence of irrigation over the grassland regions in the
RTM-derived Tb. As the GMIA dataset has a spatial resolution of 5 arc minutes
by 5 arc minutes, it is resampled onto the 36 km EASE grid in order to coincide
with the Catchment model. Further, the GMIA dataset was discretized into three




Statistical evaluation of the RTM-based Tb,RTM was conducted by calculating
bias and root mean square error (RMSE) through comparison with Aquarius Tb












(Tb,RTM − Tb,obs)2 (3.8)
where n is the number of colocated (in space and time) brightness temperature
observations and predictions, Tb,RTM [K] is the brightness temperature predicted
by the RTM, and Tb,obs [K] is the brightness temperature observed by Aquarius.
In general, bias is a measure of systematic error that indicates the over- or under-
prediction of the observation while RMSE accounts for both systematic and non-
systematic (random) errors [142]. Additionally, unbiased root mean square error
(ubRMSE) [70] was computed, which is the RMSE after first removing the bias.
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3.5 Results and Discussions
3.5.1 Comparison between RTM, SMOS, and Aquarius Brightness
Temperatures
Prior to analyzing the RTM-derived Tb, Aquarius Tb observations were com-
pared to both SMOS Level 1 version 504 and RTM-derived Tbs colocated in space
and time. This analysis is valuable in that different Tb behavior, according to in-
cidence angle, influences the soil moisture retrieval as well as the data assimilation
framework. Kerr et al. [108] mentioned that angular dependency of Tb critically
influences the determination of surface roughness and vegetation structure param-
eters, which in turn, affects the accuracy of retrieved soil moisture. Moreover,
this analysis can provide potential insights to determine off-diagonal components in
RTM-derived Tb error covariance as cross correlations between different incidence
angles and polarizations are non-negligible in future DA framework [52].
Figure 3.5 highlights the angular dependency of the spatio-temporal mean Tb
across North America from co-located values among SMOS-, RTM-, and Aquarius-
based Tb’s. The SMOS incidence angles that were closest to the corresponding
Aquarius incidence angles are selected for comparison. In general, the mean Tb at
horizontal polarization decreases with increasing incidence angle. Conversely, the
mean Tb at vertical polarization generally increases in accordance with increasing
incidence angle. In terms of the difference among different Tbs, an increase of inci-
dence angle resulted in more difference of RTM Tb versus either SMOS or Aquarius
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Figure 3.5: Spatio-temporally averaged Tb across the study period (from
25 August 2011 to 7 June 2015) over North America as a function of
incidence angle from SMOS, RTM, and Aquarius.
Tb. Kornelsen et al. [112] explained that the increase of incidence angle influences
the microwave attenuation from the soil surface as well as the dielectric roughness,
which can lead to a higher difference in Tb at higher incidence angle. However, Tb
from both SMOS and Aquarius showed little sensitivity (i.e., less than 1 K) from
40◦ to 45◦ at vertical polarization.
Figure 3.6 highlights the maps of bias, RMSE, and ubRMSE of the RTM-
based estimates for beam #1 at horizontal polarization (relative to Aquarius) with
ascending and descending overpasses across North America. Overall computed bias
for ascending overpasses ranged from -8.13 K to 8.58 K with domain-averaged bias
of 0.79 K (Figure 3.6(a)). In the case of descending overpasses, it showed more nega-
tive bias than ascending overpasses (as shown in Figure 3.6(c)) with the bias ranged
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Figure 3.6: Statistical maps of bias (top row), RMSE (middle row), and
unbiased RMSE (bottom row) between Aquarius and RTM Tb during the
study period (from 25 August 2011 to 7 June 2015) over North America
for beam #1 at H-polarization. Left and right columns represent the
ascending and descending overpasses, respectively.
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between -11.7 K to 4.55 K and a domain-averaged bias of -2.79 K. Similar behavior
was observed for both beam #2 and beam #3 across the ascending and descending
overpasses with bias ranged from -12.8 K to 8.85 K and -14.1 K to 8.40 K for beam
#2 and beam #3, respectively. Opposite signs of biases calculated from ascending
and descending overpasses resulted from the different observation times. Aquarius
has ascending and descending overpasses around 6 a.m. and 6 p.m. in local time,
respectively. Holmes et al. [95] and De Lannoy et al. [53] suggested that the opposite
sign of bias from ascending and descending overpasses could result from the large
magnitude of diurnal biases in the soil temperature estimated from the land surface
model. The northern part of Canada near Lake Winnipeg and Hudson Bay has a
relatively high magnitude of negative bias (i.e., greater than -13.3 K) throughout the
different beams and polarizations. Locations immediately next to water bodies near
the Great Lakes, Great Salt Lake, Lake Winnipeg, and Hudson Bay represented
anomalously large, positive biases (approximately 40 K). In addition, some large
areas in and around the boreal forest regions in northern Canada show higher bias
(18.6 K and 12.7 K for ascending and descending overpasses, respectively), which is
also likely due to the presence of significant numbers of sub-grid scale lakes. These
phenomena are further exacerbated by the resampling of the Aquarius Tb onto a
relatively finer scale grid. That is, Aquarius Tb was oversampled onto the 36-km
EASE grid in order to facilitate the comparison with RTM-derived Tb. However,
when the footprint of the Aquarius Tb includes open water bodies that extend be-
yond a particular 36-km EASE grid cell, the resampled, neighboring pixels will still
contain information partially contaminated by the nearby open water bodies. Ad-
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ditionally, the lack of a module for open water in the current RTM also resulted in
some strongly biased Tb simulation results.
RMSE (Figure 3.6(c) and 3.6(d)) and ubRMSE (Figure 3.6(e) and 3.6(f))
statistics for beam #1 ascending and descending overpasses at horizontal polariza-
tion showed similar patterns of bias. RMSE of beam #1 at horizontal polarization
ranged from 3.99 K to 17.4 K across the different overpasses with domain-averaged
RMSE of 11.6 K and 14.9 K for ascending and descending overpasses, respectively.
Similarly, ubRMSE mostly ranged from the 2.20 K to 13.1 K throughout the ascend-
ing and descending overpasses with domain-averaged ubRMSE of 7.93 K and 7.85 K,
respectively. Nearly identical patterns are witnessed for the other beams and polar-
ization combinations (not shown). The RMSEs are mostly within the range of 4.13
K to 18.9 K for both ascending and descending overpasses across the study domain
for all three beams at horizontal polarization. However, vertical polarization RMSE
results are, in general, smaller than their horizontal polarization counterparts with
RMSE values generally ranging from 3.99 to 16.4 K, 4.14 to 15.2 K, and 3.83 to 14.8
K for beams #1, #2, and #3, respectively (not shown). Large RMSE values are
found in the northern part of Canada and near large water bodies associated with
correspondingly large bias values (see Figure 3.6(a) and 3.6(b).) Unbiased RMSE
results are shown in Figure 3.6(e) and 3.6(f) for beam #1 at horizontal polariza-
tion, and typically range from 0 to 14.2 K, except in the central United States and
Canada, where values typically range from 12.0 to 17.7 K for both ascending and
descending overpasses. Similar ranges of unbiased RMSE were found for beams #2
and #3 at horizontal polarization. The ubRMSE values are slightly smaller at ver-
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tical polarization and typically range between 10.1 to 15.2 K in the Central United
States and between 1.39 to 5.43 K everywhere else.
Besides the statistics over all the pixels across the study domain, statistical
performance of calibrated and uncalibrated grid cells using SMOS Tb observations
(illustrated in Figure 3.2) were separately evaluated for the purpose of analyzing the
influence of calibration on the RTM Tb accuracy. Figure 3.8 and Figure 3.9 represent
the statistical performance of ascending and descending overpasses over calibrated
and uncalibrated grid cells (depicted in Figure 3.2), respectively. The overall result
confirmed that calibrated pixels showed better bias, RMSE, and ubRMSE than un-
calibrated pixels. For example, the computed bias for ascending overpass mostly
ranged from -7.03 K to 4.00 K (calibrated pixel) and -7.48 K to 8.33 K (uncali-
brated pixel) with domain-averaged bias of 0.79 K and 2.17 K for calibrated and
uncalibrated pixels, respectively. The descending overpass also showed similar be-
havior as the ascending overpasses with the calculated bias ranged from -10.1 K to
0.92 K and -9.73 K to 3.43 K for calibrated and uncalibrated pixels, respectively.
As most of the regions near water bodies and northern boreal forest were excluded
from the calibration (Figure 3.2), results showed a relatively high magnitude of bias,
RMSE, and ubRMSE as compared to other regions. In the case of the regions with
a high percentage of irrigation (Figure 3.4(b)), both calibrated (Figure 3.7) and
uncalibrated (Figure 3.8) pixels showed relatively high bias, RMSE, and ubRMSE
as compared to other regions across the different overpasses. Comparing calibrated
and uncalibrated pixels, statistics over calibrated pixels showed slight improvement
in comparison with uncalibrated regions. Detailed discussion about performance
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over irrigated areas is provided in Section 3.5.3.
Figure 3.7: Statistical maps of bias (top row), RMSE (middle row), and unbiased
RMSE (bottom row) between Aquarius and RTM Tb during study period (from 25
August 2011 to 7 June 2015) at calibrated regions over North America for beam #1
at H-polarization. Left and right columns represent the ascending and descending
overpasses, respectively.
3.5.2 Performance as a Function of Soil Hydraulic Parameters
Performance of the RTM-derived Tb is evaluated as a function of soil hydraulic
properties (SHPs) across the study domain. Figure 3.9 and Figure 3.10 show the
statistical results of the comparison between RTM and Aquarius Tb as a function
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Figure 3.8: Statistical maps of bias (top row), RMSE (middle row), and unbiased
RMSE (bottom row) between Aquarius and RTM Tb during study period (from
25 August 2011 to 7 June 2015) at uncalibrated regions over North America for
beam #1 at H-polarization. Left and right columns represent the ascending and
descending overpasses, respectively.
of porosity and wilting point, respectively. The whisker ranges from the 5th to
95th percentiles of the computed statistics whereas the boxplot highlights the 75th,
50th, and 25th percentiles. According to Figure 3.9, the median bias (i.e., 50th
percentile of the boxes shown in the leftmost column of the subplots) is lowest in
Category III for ascending overpasses with a value of -0.05 K and Category II for
descending overpasses with a value of -1.58 K. Across the different overpasses, the
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Figure 3.9: Statistical comparison for different porosity categories di-
vided based on the CDF (Figure 3.4a) for beam #1 at H-polarization.
The different rows show results for ascending and descending overpasses.
The different columns represent the results of bias, RMSE, and unbiased
RMSE. Note that numbers above the boxes indicate the number of sam-
ples for each category.
highest porosity (Category IV) corresponds to the poorest agreement between the
RTM Tb estimates and the Aquarius Tb observations for both ascending (-2.62 K) and
descending (-5.94 K) overpasses. RMSE and ubRMSE plots presented in the second
and third columns of Figure 3.9 also revealed that the highest porosity category
showed the highest median values of 11.9 K (RMSE) and 9.83 K (ubRMSE) for
ascending and 13.0 K (RMSE) and 9.31 K (ubRMSE) for descending overpasses.
Statistics over calibrated pixels also showed similar behavior in that the highest
porosity category revealed the highest median bias.
Similar to the behavior of porosity, a higher wilting point, in general, corre-
sponds to a weaker agreement between the RTM Tb estimates and the Aquarius Tb
observations (Figure 3.10). Median bias for these four categories are 1.41 K, 0.50
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Figure 3.10: Statistical comparison for different wilting point categories
divided based on the CDF (Figure 3.4b) for beam #1 at H-polarization.
The different rows show results for ascending and descending overpasses.
The different columns represent the results of bias, RMSE, and unbiased
RMSE. Note that numbers above the boxes indicate the number of sam-
ples for each category.
K, -0.40 K, and -2.67 K for ascending overpasses and -1.98 K, -2.89 K, -4.29 K,
and -5.80 K for descending overpasses, respectively. Similar behavior was shown for
calibrated pixels over both ascending and descending overpasses in that the highest
median bias was shown at the highest wilting point category (Category IV). RMSE
and ubRMSE for the different wilting point categories also suggest more RTM un-
certainty in the highest wilting point category (Category IV) with values of 11.7
K (RMSE) and 9.32 K (ubRMSE) for ascending and 12.7 K (RMSE) and 9.15 K
(ubRMSE) for descending overpasses, respectively.
High values of uncertainties for RTM Tb in soils with large porosity or large
wilting point can be explained through the influence on the surface roughness and
dielectric constant. Soils with higher porosity or wilting point tend to have a higher
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fraction of clay [215]. As clay has a large surface to volume ratio (relative to silt),
it has an affinity for binding a greater percentage of water molecules, which causes
a variation in the dielectric constant [155]. Additionally, an increase in wilting
point or porosity will influence the calculation of effective roughness height in the
RTM (Equation 3.6) when the soil moisture is within the range of transition point
and porosity [53]. Improper parameter estimation of effective roughness height
significantly influences the calculation of surface reflectivity, and in turn, results
in reduced accuracy of RTM derived Tb. Another possible cause is related to the
lack of SMOS observations for use during calibration over regions parameterized as
peat, which features high porosity values (approximately 0.8). Furthermore, because
peatlands are typically also water-rich, the screening of SMOS data for open water
fractions less than 0.05 yielded a limited number of observations in these areas.
3.5.3 Performance as a Function of Vegetation Type
In a similar manner as conducted for soil hydraulic parameters, a statisti-
cal evaluation of predicted Tb performance was conducted as a function of vege-
tation type over ascending and descending overpasses separately. Statistical com-
parisons for horizontal polarization are shown in Figure 3.5.3. Two forest classes
(e.g., broadleaf deciduous and needleleaf forest) showed better agreement with lower
median bias, RMSE, and ubRMSE between the RTM and Aquarius observations
relative to other vegetation classes. For beam #1 at H-polarization, ascending over-
passes showed a median bias of 1.37 K and -0.49 K and descending overpasses showed
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Figure 3.11: Statistical comparison over the dominant vegetation classes
(Figure 3.4) for beam #1 at H-polarization. The different rows show
results of bias, RMSE, and unbiased RMSE. The different columns show
results for ascending and descending overpasses. The upper and lower
whiskers represent 95th and 5th percentiles, respectively, whereas the
boxes show the median line along with 75th and 25th percentiles.
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a median bias of -1.30 K and -2.63 K for broadleaf deciduous and needleleaf forest,
respectively. In terms of the range between the 5th and 95th percentile values of
bias and RMSE, the grassland and shrub vegetation types showed a more narrow
range than did dwarf vegetation. Among the different vegetation classes, grassland
showed the largest magnitude of bias, RMSE, and ubRMSE for both ascending and
descending overpasses across the study domain. Median biases for ascending and
descending overpasses were -3.4 K and -7.35 K, respectively. Similarly, the RMSE
and ubRMSE plots presented in Figure 3.5.3(c) through Figure 3.5.3(f) showed poor
performance in Tb estimation in grasslands. Ascending overpasses showed the range
of RMSE and ubRMSE as 7.42 K to 19.9 K and 5.97 K to 17.4 K, respectively. Sim-
ilarly, descending overpasses showed the range of RMSE and ubRMSE from 8.31 K
to 21.5 K and 5.88 K to 16.2 K, respectively.
De Lannoy et al. [53] also revealed similar behavior in that Tb estimates from
the RTM exhibited low uncertainties over dense vegetation while large uncertainties
were observed over regions with grassland. Poor performance in grassland regions
might result from poorly parameterized agricultural croplands. Mahanama et al.
[138] mentioned that irrigated croplands, rainfed croplands, and Mosaic cropland
(50-70%) are classified as grassland in the Catchment model. Accordingly, additional
analysis was conducted through statistical comparisons for different categories of
irrigation area percentage introduced in Section 3.3.3.
Statistical comparison of Aquarius and RTM Tb in accordance with different
percentages of irrigated areas within a pixel (via GMIA) revealed that pixels with
more than 80% of irrigated area showed the highest bias for ascending and descend-
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Table 3.1: Statistical comparison of RTM-derived Tb at beam #1 horizontal po-
larization depending on the different percentage of pixel with irrigation scheme (I)
provided by GMIA datasets. Units for bias, RMSE, and ubRMSE are K.
(a) Ascending I≥10% 0.1%≤I<10% I <0.1%
# of samples 138 521 202
bias -4.95 -3.29 -2.80
RMSE 14.3 14.0 13.8
ubRMSE 12.0 11.8 12.5
(b) Descending I≥10% 0.1%≤I<10% I <0.1%
# of samples 192 494 159
bias -7.81 -6.06 -6.03
RMSE 16.7 15.4 13.5
ubRMSE 11.8 11.6 11.0
ing overpasses (Table 3.1). Moreover, according to Figure 3.4, major irrigation-
dominated regions including parts of Nebraska, the Lower Mississippi River Basin,
and the California Central Valley [162] are classified as grassland even though they
are intensively irrigated croplands. De Lannoy and Reichle [52] and Rains et al. [172]
revealed that SMOS observations have potential capability of containing informa-
tion regarding the irrigation. This result suggests that predicted Tb will likely be less
accurate due to a lack of an explicit irrigation scheme in the land surface model (and
hence not considered in the RTM) [54]. Irrigation, in general, makes soil moisture
wetter and physical temperature lower via relatively cool water added to warm soil in
conjunction with evaporative cooling, which leads to a lower Tb. Because irrigation
is not explicitly accounted for the Catchment model, uncertainties of soil moisture
during irrigation tend to increase. As the soil moisture underestimates in the model,
it leads to an overestimate of the effectiveness roughness height in the RTM based
on Equation 3.6 depending on the magnitude of soil moisture in comparison with
wilting point and porosity. These phenomenon result in underestimation of surface
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reflectivity (Equation 3.5), and in turn, underestimation of surface reflectivity as
well as the brightness temperature at the top of atmosphere (Equation 3.1).
3.6 Conclusions and Future Work
The overall objective of the research was to evaluate the RTM-based L-band Tb
estimates through comparison with Aquarius Tb observations collected by a space-
borne L-band radiometer over North America. The evaluation process was per-
formed as a function of soil hydraulic parameters and vegetation types, which are
regarded as two essential factors to be considered when using Tb to retrieve soil
moisture. Overall evaluation was conducted for the entire Aquarius period from 25
August 2011 to 7 June 2015. Analyses were performed at all three incidence angles
(29.36◦, 38.49◦, and 46.29◦, a.k.a., beams #1, #2, and #3) from Aquarius at both
horizontal and vertical polarizations, and for ascending and descending overpasses.
Overall comparison of RTM-derived Tb with Aquarius Tb observations (for both
ascending and descending overpasses) revealed that RTM-derived Tb showed good
performance with Aquarius Tb across the study domain except within some regions
that are not included in the calibration scheme due to a lack of available SMOS
observations. Areas near to, or with, dynamic ponding or static lakes exhibited
relatively large uncertainties due to the oversampling of Aquarius Tb as well as lack
of an open water module in the current RTM. Statistics computed over different soil
hydraulic parameters (e.g., porosity and wilting point) revealed that higher porosity
and higher wilting point corresponded to poorer statistics due to the variation in
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surface roughness and dielectric constant.
Among the vegetation classes, broadleaf deciduous and needleleaf forest yielded
the best statistics in terms of bias, RMSE, and ubRMSE. The RTM exhibited bet-
ter performance in regions of dwarf vegetation as compared to the shrub land and
grassland vegetation types. The RTM exhibited the lowest accuracy in grasslands
among the five different vegetation classes, which is largely attributed to regions
of agricultural irrigation and a lack of local irrigation schemes as well as a lack of
inter-annual crop rotations in the land surface model that serves as the input to the
RTM.
In summary, RTM-derived Tb does a reasonable job in reproducing L-band Tb
observations from Aquarius over different soil hydraulic properties and vegetation
types across North America. Better agreement between the RTM-derived estimates
and the Aquarius observations was witnessed with decreasing porosity and wilt-
ing point. The RTM-derived Tb produced reasonable statistics for most vegetation
types while further consideration of cropland (which is classified as grasslands in
this study) could improve the accuracy of the RTM. These findings support the
usefulness of SMOS Tb observations to calibrate RTM parameters, and in turn, es-
timate reasonable L-band Tb from the RTM. Furthermore, these findings can be
leveraged into a follow-on study by including Aquarius L-band Tb in a data assim-
ilation framework for the purpose of improving soil moisture estimates in a land
surface model. For example, as most of the northern part of the study domain was
not calibrated due to the presence of abundant sub-grid scale lakes, relaxing the
constraints of SMOS Tb with regards to the distance to open water bodies could
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assure more SMOS observations for use during calibration. Furthermore, an update
of the current RTM by including a module for open water should also be considered.
In terms of error characterization, larger observation errors need to be assigned for
grassland areas as well as for regions with high porosity soil and high wilting points.
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Chapter 4: Estimation of Snow Mass Information through Assimila-
tion of C-band Synthetic Aperture Radar Observations
using an Advanced Land Surface Model and Support Vec-
tor Machine Regression
4.1 Overview
Beyond the retrieval of snow water equivalent (SWE) and snow depth based on
remote sensing imagery, data assimilation (DA) has been widely applied to extend
the value of remotely-sensed observations while also enhancing model estimates of
snow. The ultimate goal of using DA is to acquire optimal estimates of snow mass
information that is superior to both the observations or the model-only estimates. In
terms of snow mass assimilation, snow cover estimates (e.g., snow cover area [SCA]
and snow cover fraction [SCF]) from optical imagery or brightness temperatures, Tb,
from passive microwave (PMW) radiometry have been typically used for updating
snow mass. In terms of active microwave (AMW) observations, there are relatively
few studies employing space-borne SAR imagery into a DA framework in order to
improve estimates of snowmelt runoff and snow stratigraphic profiles [136,164]. The
study presented in this section is the first attempt to integrate C-band backscatter
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observations into an advanced land surface model (LSM) to improve terrestrial snow
mass estimates. Notably, the investigation of a physically-constrained support vector
machine (SVM) regression technique developed in Chapter 2 suggests that SVMs can
serve as an observation operator in terms of snow mass assimilation. Accordingly,
this chapter is intended to address the scientific hypothesis that integration of the
SVM regression into a LSM as part of a DA framework will improve the accuracy
of snow mass estimates.
Section 4.2 provides the overall introduction of DA as well as the one-dimensional
ensemble Kalman filter (EnKF) used to assimilate the C-band backscatter observa-
tions into the LSM. Section 4.3 describes the brief introduction of datasets, models,
and the study area. In Section 4.4, the assessment of updated SWE and snow depth
through comparison with a model-only run (i.e., without data assimilation) as well
as against ground-based measurements is introduced. Afterwords, study conclusions
and discussion are presented.
4.2 Datasets, Models, and Methods
4.2.1 Sentinel-1 Backscatter Observations
In a similar fashion as discussed in Chapter 2, Sentinel-1 IW GRD backscatter
observations were selected as the primary application with a focus on terrestrial
snow mass estimates. Moreover, Sentinel-1 backscatter observations underwent the
same preprocessing steps introduced in Section 2.2.2 using Google Earth Engine to
mitigate geometric distortions (e.g., foreshortening and overlying) as well as thermal
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and speckle noises. Additionally, Sentinel-1 observations were resampled onto a 0.01◦
equidistant cylindrical grid to coincide with the spatial resolution of geophysical
estimates from the Noah-MP land surface model. One main difference in this chapter
is that Sentinel-1 observations for only ascending overpasses (approximately 6 p.m.
local time) was utilized rather than observations from descending overpasses or a
combination of ascending and descending overpasses in order to minimize random
errors caused by the mixture of different electromagnetic responses from different
snow conditions (e.g., dry snow versus wet snow) as summarized in Section 2.3.4.
4.2.2 Land Information System
The NASA Land Information System (LIS) is an inclusive software framework
developed at the Goddard Space Flight Center. LIS contains various components
including advanced land surface models (LSMs), various types of observation read-
ers (e.g., ground and satellite observations), DA algorithms, and high-performance
computing routines all with the primary objective of enhancing the knowledge of
land-atmosphere interactions [118]. Among the various LSMs provided within LIS,
the Noah-multiparameterization (Noah-MP; [154]) model was chosen for this study.
The basic framework of Noah-MP follows the Noah LSM while it augments
multiple parameterization options to improve the representation of land-atmosphere
interactions [154]. In terms of snow, Noah-MP contains a physically-based snow
model with three snow layers and improved snow albedo schemes, which results in
better representation of snow mass estimates as well as snowmelt timing as compared
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to the Noah LSM [154,226]. Selection of the parameterizations applied in Noah-MP
follows the schemes introduced in Kwon et al. [121].
Before running each simulation, initial conditions for the model were estab-
lished during a spin-up period (e.g., January 1980 to May 2015) using a single
replicate followed by a 20-member ensemble of model realizations computed from
an additional model run from May 2015 to August 2016 based on perturbed me-
teorological fields from the Modern-Era Retrospective analysis for Research and
Application, version 2 (MERRA-2; [82]) and Tropical Rainfall Measuring Mission
(TRMM) products as boundary condition (details outlined in Section 4.2.3). With
the established ensemble of initial conditions, Noah-MP was simulated using both
model-only (a.k.a., Open Loop) and data assimilation techniques on a 0.01◦ equidis-
tant cylindrical grid with a daily time step (aggregated up from 15-minute model
run) from September 2016 to August 2017.
4.2.2.1 Ground-based Measurements and Study Area
Evaluation of snow mass estimates (i.e., SWE and snow depth) from both
the model-alone simulation (a.k.a. Open Loop; OL) and the DA simulation was
conducted through a comparison with SWE and snow depth measurements from
the SNOwpack TELemetry (SNOTEL) network. SNOTEL is a ground-based mea-
surement network operated by the U.S. Department of Agriculture National Re-
sources Conservation Services (NRCS; https://www.wcc.nrcs.usda.gov/snow/)
and provides SWE, snow depth, precipitation, and air temperature measurements.
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In this study, SWE and snow depth measurements during the validation period (e.g.,
September 2016 to August 2017) were collected from 112 stations located within the
study domain (Figure 4.1). The average elevation for the selected sites was 3071 m
with the lowest elevation being 2268 m (Battle Mountain; WY317) and the highest
elevation being 3542 m (Sargents Mesa; CO 1128).
Figure 4.1: Geographic location of the study domain including the locations of
SNOTEL stations. The black lines in the right-most figure represent the boundary
lines of subbasins (Hydrological Unit Code level 4 scale) provided by the USGS.
4.2.3 Data Assimilation Framework
This study utilized a one-dimensional EnKF to integrate Sentinel-1 backscatter
observations into the Noah-MP land surface model. One main advantage of the
EnKF is that it does not require linear models or Gaussian errors, which leads to its
wide application in numerous hydrologic studies including soil moisture [89,97,174],
snow mass [51,81,192,225], and streamflow [41,57,85].
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As part of the EnKF routine, ensemble replicates are propagated in time and
updates of model states are determined by the mean and spread of the ensemble
replicates which approximate the state distribution. During the propagation step,
the a priori state vector at time step t, yj−t , is calculated as a function of a posteriori
model state vector at time step t−1, yj+t−1, forcings, uj,t−1, and additive model error,
αj, which can be written as:
yj−t = f(y
j+
t−1, uj,t−1, αj) for j ∈ [1, 2, . . . Nr] with y(t = t0) = y0 (4.1)
where j represents a given replicate that is propagated with the geophysical (land
surface) model and Nr represents the number of the ensemble replicates. In this
study, Nr=20 ensemble replicates was selected based on Kwon et al. [121]. The
symbol f(·) indicates the nonlinear geophysical model operator (i.e., Noah-MP in




t +Kt[(Zt + ε
j)−Mt(yj−t )] (4.2)
where yj−t and y
j+
t indicate the a posteriori and a priori model state of the jth
ensemble at time step t, respectively. Zt is the Sentinel-1 backscatter observations
at measurement time t that is perturbed with measurement error, εj, following a
Gaussian distribution of mean zero and observation error covariance, Cvv. Mt(y
j−
t )
is the backscatter estimate from the observation operator, Mt(·), which maps the
geophyiscal model space to observation space. In this study, SVM regression serves
as Mt(·) (see section 4.2.4 for details). Kt is the Kalman gain, which is a relative
weight between the observation error and model error that determines the amount
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t )) represents the error cross-covariance between the a pri-





j )) denotes the error (sample) covariance of the estimated
backscatter derived from the observation operator and Cvv is the error covariance
of the Sentinel-1 backscatter observations. Based on Lievens et al. [132], 0.32 dB2
was selected as the error covariance of the Sentinel-1 backscatter observations.
Perturbation of model forcings is one key aspect in the OL and DA simulations
that implicitly quantifies the uncertainty of the boundary conditions, and hence, the
resulting snowpack based on ensemble replicates. Details of the perturbation scheme
follows that introduced in Kwon et al. [121] and Reichle et al. [175]. Selected param-
eters for perturbation include the radiation components (i.e., downwelling shortwave
and downwelling longwave radiation), near-surface air temperature, and precipita-
tion. An overview of the perturbation parameters are summarized in Table 4.1.
Throughout all four boundary conditions highlighted in Table 4.1, a first-order au-
toregressive model temporal correlation of 1 day was used. In the case of shortwave
radiation and precipitation, these parameters were perturbed using additive, zero-
mean Gaussian distributions while multiplicative, log-normal distributions with a
mean of one was utilized to perturb longwave radiation and near-surface air tem-
perature.
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Table 4.1: Overall summary of perturbations of meteorological forcing datasets
for both OL and DA. Note that M and A represents multiplicative and additive,







AR(1) SW LW P Ta
Shortwave Radiation (SW) M 0.5 1 day 1
Longwave Radiation (LW) A 50 Wm−2 1 day -0.5 1
Rainfall Rate (P) M 0.5 1 day -0.8 0.5 1
Near-Surface
Air Temperature (Ta) A 1 K 1 day 0.3 0.6 -0.1 1
4.2.4 Support Vector Machine Observation Operator
The main role of the observation operator, Mt(·), within the DA framework
is to map the model states (e.g., SWE estimated from Noah-MP) into observation
(i.e., backscatter) space. Existing studies [2, 75, 77, 121] demonstrate the ability of
machine learning (ML) algorithms as an effective observation operator (alternative
to a radiative transfer model, e.g.) for snow mass assimilation. More specifically,
Chapter 2 revealed that the physically-constrained support vector machine (SVM)
regression developed over snow-covered terrain successfully reproduced the C-band
backscatter observations when considering the different electromagnetic response
from different snow conditions.
Given the [1 × N] input vector (y) that represents four geophysical variables
from Noah-MP (e.g., SWE, snow density, snow liquid water content, and top layer
snow temperature), the general solution to SVM regression can be expressed as:σ̂V V
σ̂V H
 = f(x) = M∑
i=1
(αi − α∗i )k(xi, y) + δ (4.4)
where σ̂V V and σ̂V H denotes the predicted co- and cross-polarized backscatter from
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the well-trained SVM, respectively. Training matrix, x, contains the model input
vectors, y, at the times of m training targets at a given pixel with a matrix size of [M
× N], where M indicates the number of a available Sentinel-1 observations for SVM
training [74]. αi and α
∗
i indicate the dual Lagrangian multipliers and δ represents
the offset coefficients. Among the different kernel types, the Gaussian radial basis
kernel function, k(xi, y) = exp{−γ||xi − y||2}, was selected in this study. Solution
of Equation 4.4 was conducted using the LIBSVM library [35], which is an open
source machine learning module provided by National Taiwan University. SVM
training and prediction follows the procedure outlined in the Section 2.3.4 and is
also summarized in the following section.
4.2.4.1 SVM Training and Prediction Procedure
Training targets (and outputs) include both co-polarized (σV V ) and cross-
polarized (σV H) Sentinel-1 backscatter observations over snow-covered terrain, which
is conditionally constrained by the Interactive Multisensor Snow and Ice Map-
ping System (IMS) snow cover products from National Oceanic and Atmospheric
Administration/National Environmental Satellite, Data, and Information Service
(NOAA/NESDIS). In this section, backscatter at different polarizations were trained
separately because of the different electromagnetic response in σV V and σV H de-
pending on the snow wetness. For example, σV V does not show significant variation
during the dry snow season as the long deeper penetration depth of C-band radi-
ation leads the total backscatter to be predominantly controlled by the snow-land
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interface [129]. However, an increase of liquid water content within the snowpack
during wet snow conditions leads to more absorption and reflection of C-band pho-
tons, which results in the sharp decrease of σV V [131]. In the case of σV H , C-band
photon scattering is more variable as it is more sensitive to multiple scatterings
within the snowpack as compared to co-polarized C-band radiation [66,228].
During the SVM training phase, Sentinel-1 observations during April 2015 to
August 2016 and September 2017 to August 2018, were selected for use. In order
to implement a split-sampling procedure, Sentinel-1 observations during September
2016 to August 2017 were excluded from SVM training and instead were used dur-
ing the validation procedure. For training of each grid cell, a fortnightly training
period was used that includes 2-week period before and after the specific fortnight
of interest. This was done to better capture the snow seasonality while also reducing
discontinuities between one fortnightly period and the next [75].
Besides the training target, the selection of optimal input variables plays an
important role in implementing physical constraints into the statistical learning pro-
cess. Following the techniques outlined in Section 2.4, four snow-related geophysical
variables estimated from Noah MP (i.e., SWE, snow density, snow liquid water, and
top-layer snow temperature) were selected for this study. Selection of this particular
set of input datasets was predicted by the C-band scattering mechanisms over the
snow-covered terrain.
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4.2.4.2 SVM Controllability Issues
In general, the controllability of the system is guaranteed if and only if chang-
ing the inputs of the system can change the system output [210]. For the use of
SVM regression as an observation operator in this DA framework, it is assumed that
errors in the prognostic model states(s) are correlated back to the SVM-based pre-
dictions [121]. Once the appropriate type and number of input datasets and training
targets are established, the SVM-based DA framework, in general, is controllable.
In short, controllability issues arise when the trained SVM is required to make pre-
dictions based on inputs (scenarios) that were not witnessed during the training
procedure. Unfortunately, as mentioned in Section 2.2.2, irregular data acquisition
before early 2017 might influence the number of available training datasets, at times,
lead to the generation of an uncontrollable SVM-based observation operator that,
in turn, results in degrading the accuracy of snow mass estimates via DA.
In order to minimize this controllability issue, a rule-based DA update was uti-
lized in this study. First, when considering the typical range of Sentinel-1 backscatter
observations over snow-covered terrain (e.g., ranged from -30 dB to 0 dB in both
σV V and σV H), assimilation was turned off when the predicted backscatter was out-
side of this specific range. Further, when the absolute deviation between predicted
and observed backscatter is larger than an established threshold (e.g., 10 dB based
on the previous chapter), the assimilation routine was turned off. These simple rules
are intended to help mitigate issues related to a lack of SVM controllability that
occurs infrequently, but has deleterious effects when it does occur.
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4.2.4.3 Evaluation Metrics
For the evaluation of DA performance, snow estimates, including SWE and
snow depth, from both the OL and Sentinel-1 DA were compared against the ground-
based measurements. Even though only SWE was directly updated in the Sentinel-1
DA framework, it is worthwhile to evaluate snow depth as it is also directly impacted
by the updated SWE assuming a constant snow density [76].
Correlation coefficient (R), bias, and root mean square error (RMSE) are se-













(〈yest,j〉 − ymeas,j)2 (4.6)
R =
∑Ns





where 〈yest,j〉 represents the ensemble mean of SWE or snow depth estimates at time
j obtained from both OL and Sentinel-1 DA. ymeas,j denotes the ground-based SWE
or snow depth at time j. 〈ȳest〉 is the time-averaged ensemble mean of SWE or snow
depth estimates from the OL or Sentinel-1 DA. ȳmeas denotes the time-averaged
SWE or snow depth from the ground-based measurements. R is a measure of the
agreement in seasonal variation between the model estimates and ground-based
measurements. Bias represents the systematic error while RMSE accounts for both
systematic and non-systematic errors. In addition, unbiased RMSE (ubRMSE; [70])
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was also included to address the non-systemic error by removing the bias from
RMSE.
4.3 Results and Discussion
4.3.1 DA with and without Rule-based Updates
Performance of Sentinel-1 DA with and without rule-based updates (intro-
duced in Section 4.2.4.2) was evaluated in order to assess the influence of the rule-
based updates toward the robustness of the Sentinel-1 DA. As SWE is the only
state variable which is directly updated through the assimilation, daily SWE esti-
mates from both OL and Sentinel-1 DA (with and without rule-based update) were
























































Figure 4.2: Domain-averaged goodness-of-fit statistics for SWE estimates simulated
from OL and Sentinel-1 DA (with and without rule-based updates) in comparison
against the SNOTEL SWE measurements. DAv1 does not include the rule-based
updates whereas DAv2 does. Error bars represent the 95% confidence interval. As-
terisks indicate that evaluation metrics calculated for the experiment (e.g., DAv1
or DAv2) yielded statistically significant differences with those calculated from the
Open Loop
at a 5% significance level.
Figure 4.2 summarizes the domain-averaged R, bias, RMSE, and ubRMSE
calculated by comparing SWE estimates from the OL and Sentinel-1 DA simulations,
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including both with and without rules-based updates (denoted as DAv1 and DAv2,
respectively) against SNOTEL SWE measurements from 112 stations within the
study domain. The results confirmed that Sentinel-1 DA with the rule-based update
showed significant improvement in R and bias compared to Sentinel-1 DA without
the update rules as well as compared to the OL. Sentinel-1 DA without the rule-
based update showed no significant difference in terms of domain-averaged bias with
OL (-0.16 m) while Sentinel-1 DA with the rules-based update showed a less negative
domain averaged bias of -0.11 m. Similarly, OL and Sentinel-1 DA without rule-
based update did not show a significant difference in R (0.44) while Sentinel-1 DA
with the rule-based update showed better agreement in terms of seasonal behavior
with ground-based measurements (R=0.52).
Figure 4.3: Spatial maps of correlation coefficient, R, computed between SNOTEL
and (a) OL SWE and (b) Sentinel-1 DA (without rule-based update) SWE from
September 2016 to August 2017. The difference in R between the OL and Sentinel-
1 DA is shown in (c). The red colors (positive values) in (c) suggests that Sentinel-1
DA agrees better with SNOTEL SWE than does the OL. Oppositely, blue colors
(negative values) indicate that the OL showed better agreement with SNOTEL SWE
than did Sentinel-1 DA.
The spatial distribution of R for the SWE estimates from OL and Sentinel-1
DA without the rule-based update versus SNOTEL SWE measurements and dif-
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ferences in skill are shown in Figure 4.3. Among the available SNOTEL stations,
56 sites out of 112 SNOTEL stations yielded better performance by OL than did
Sentinel-1 DA without the rule-based update. Similar behaviors were observed from
bias, RMSE, and ubRMSE in that more than 50% of available stations indicated
that the OL performed better than Sentinel-1 DA without the rule-based update.
However, Figure 4.3(c) illustrates that the difference between R calculated from DA
without the rule-based update and OL against SNOTEL measurements showed that
most of the stations indicated no significant improvement in SWE estimates between
the OL and Sentinel-1 DA. Among all SNOTEL stations within the study domain,
CO 717 (Ripple Creek, CO) showed the largest decrease in R (Figure 4.3(c)) and a
relatively large degradation in bias (from -0.06 m to -0.31 m) as well as RMSE (from
0.40 m to 0.49 m). Accordingly, the time series of SWE simulated from OL and
Sentinel-1 DA (without and with rule-based updates) against ground-based SWE
measurements are shown in Figure 4.4 for the detailed analysis.
Figure 4.4: Time series of SWE estimated from OL (blue) and Sentinel-1 DA with
(red) and without (green) rule-based updates along with SNOTEL measurements
(black dots) at Ripple Creek station (CO 717; 40.1◦N 107.3◦W). Solid lines repre-
sent the ensemble mean of SWE and corresponding shadow region represents the
ensemble spread of the SWE estimates.
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Figure 4.5: Time series of observed and predicted co-polarized (σV V ) and cross-
polarized (σV H) backscatter at Ripple Creek station during 1 January 2017 to 28
February 2017. The left and right column represents the Sentinel-1 DA without
(a.k.a., DAV1) and with the rule-based update (a.k.a., DAV2), respectively.
Results revealed that both OL and Sentinel-1 DA (with and without rule-based
updates) showed a similar trend before 5 January 2017. However, Sentinel-1 DA with
and without rule-based updates showed significantly different behavior after 5 Jan-
uary 2017 in that Sentinel-1 DA without the rule-based update showed a significant
decrease in SWE while Sentinel-1 DA with rule-based update showed an increasing
trend of SWE (Figure 4.4). The main reason for this phenomenon is the influence
of the rule-based update into Sentinel-1 DA. Figure 4.5 illustrates the time series of
observed Sentinel-1 backscatter and predicted backscatter via the observation oper-
ator at both co-polarized (σV V ) and cross-polarized (σV H) backscatter from January
to February 2017. It reveals that the predicted σV H showed reasonable agreement
between predicted and observed backscatter while σV V showed a large discrepancy.
Given the limited number of training datasets as well as a lack of Sentinel-1 obser-
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vations, SVM regression tends to predict a heavily biased predicted backscatter at
this location. For example, predicted σV V represented in Figure 4.5(a) produced
higher magnitude of backscatter than the observed σV V . This behavior results in
decreasing the SWE estimates (Figure 4.4). In the case of DA with the rule-based
update, because the assimilation switch for σV V is turned off and only σV H is used
in calculating the Kalman gain, the updated SWE has a slightly better agreement
with the SNOTEL SWE measurements relative to the OL. Moreover, another ad-
vantage of applying the rule-based update is to further influence the accuracy of
predicted backscatter. As the SVM utilizes the updated (a posterior) geophysical
variables to predict the σV V and σV H , it results in improving the accuracy of the
predicted backscatter in the following days. For example, Sentinel-1 DA without
rule-based update showed a slight increase in predicted σV V on 29 January 2017
while Sentinel-1 DA with rule-based update showed a slight decrease in predicted
σV V , which better agrees with the magnitude of observed σV V (Figure 4.5(a) and
(b)).
4.3.2 Evaluation of SWE against Ground-based Measurements
The primary focus of this section is the evaluation of Sentinel-1 DA with
the rule-based update (hereafter denoted as Sentinel-1 DAv2) through comparison
against the SNOTEL SWE measurements from September 2016 to August 2017.
Domain-averaged statistics presented in Figure 4.2 indicated that Sentinel-1 DAv2
yielded the significant improvement in R and bias while the magnitude of RMSE and
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Figure 4.6: Spatial maps of correlation coefficient, R, (top row) and bias (bottom
row) computed against the SNOTEL SWE measurement from September 2016 to
August 2017. Left and middle columns represent the statistics of OL SWE and
Sentinel-1 DAv2 (with rule-based update) SWE, respectively. The differences in R
and bias are shown in (c) and (f), respectively. The red colors (positive values) in
(c) suggests that Sentinel-1 DAv2 agrees better with SNOTEL SWE than does the
OL. Oppositely, blue colors (negative values) indicate that the OL showed better
agreement with SNOTEL SWE than did Sentinel-1 DAv2.
ubRMSE were slightly increased. Figure 4.6 illustrates the temporal mean of R and
bias as well as improvements in statistical metrics at the SNOTEL stations when
using Sentinel-1 DAv2. In the case of OL, R ranged from -0.21 to 0.99 while R for
Sentinel-1 DAv2 ranges from -0.18 to 0.99. Among all available SNOTEL stations,
more than 90% yielded a statistical improvement, indicating that Sentinel-1 DAv2
resulted in better agreement in terms of seasonal variation with the SNOTEL SWE
measurements relative to the OL simulation. Similar behavior was observed for bias
in that Sentinel-1 DAv2 showed a smaller magnitude in bias than the OL (Figure
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4.6(f)). The bias in SWE estimated from the OL ranged from -0.55 m to 0.11 m
while the bias of SWE simulated from Sentinel-1 DAv2 ranges between -0.49 m to
0.24 m. In general, SWE estimates from Sentinel-1 DAv2 showed less bias than the
OL at 84 SNOTEL stations (out of a total of 112) located within the study domain.
Figure 4.7: Scatter plots of the bias, RMSE, and ubRMSE in accordance with the
peak of SWE observed from SNOTEL stations. Note that blue and red dot repre-
sents the Open Loop (e.g., model-only simulation) and Sentinel-1 DAV2, respectively.
According to Figure 4.6(d) and (e), most of the bias was negative across the
study domain. One of the main reasons for the discrepancy between simulated and
measured SWE can be explained through the spatial scale mismatch. Ground-based
measurements have a spatial footprint of ∼1 m2 while SWE estimates from both the
OL and Sentinel-1 DAv2 have a spatial footprint of ∼106 m2. Furthermore, the bias
in SWE estimates from both the OL and Sentinel-1 DAv2 is increasingly negative
with an increase in the amount of peak SWE (Figure 4.7(a)). One possible expla-
nation for this phenomenon is related to the difficulty in representing the complex
snow stratigraphy as snow becomes deeper. The increase in SWE uncertainty with
higher peak SWE can be also explained by errors in the snow albedo. Snow albedo
is a first-order control in the partitioning of available energy at the surface, and in
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turn, influences the amount of snowmelt [11]. Kumar et al. [117] assimilated the
Moderate Resolution Imaging Spectroradiometer (MODIS) albedo retrievals in the
Noah-MP land surface model over the continental U.S. The results confirmed that
model-only run tends to significantly underestimate snow albedo during the winter
period (e.g., November to March). Underestimation of the snow albedo results in an
increase of the net radiation and snowmelt, and in turn, reduces the peak snow accu-
mulation. Furthermore, Bosilovich et al. [21] revealed that MERRA2 precipitation
showed relatively large uncertainties over the Rockies due to the orographic effect
related to the complex topography. Uncertainties in precipitation significantly influ-
ences to the accuracy of MERRA-2 snowfall data. Liu and Margulis [134] addressed
that raw MERRA2 snowfall product showed significant underestimation when com-
pared against the ensemble-based snowfall reanalysis datasets implemented with the
uncertainty of precipitation.
Focusing on the evaluation of the OL and Sentinel-1 DAv2 performance, inte-
gration of C-band backscatter observations with machine learning as the observation
operator helped to slightly reduce the magnitude of bias with the trend line slightly
approaching to the slope of zero (Figure 4.7(a)). RMSE and ubRMSE represented in
Figure 4.7(b) and (c) also showed that Sentinel-1 DAv2 showed slight improvement
as the trend line of Sentinel-1 DAv2 is less than for the OL simulation. However, the
bias in Sentinel-1 DAv2 showed more spread in terms of bias, RMSE, and ubRMSE
at relatively low peak SWE values.
Domain-averaged statistics of SWE estimates from both the OL and Sentinel-1
DAv2 during the snow accumulation (e.g., December, January, and February) and
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Table 4.2: Domain-averaged statistics of SWE estimated from the OL and Sentinel-1
DAv2 relative to SNOTEL SWE measurements. Note that statistics with an asterisk
denote statistically significant differences between the SWE estimates from the OL
and Sentinel-1 DAv2 at a 5% level of significance.
Period R [-] Bias [m] RMSE [m] ubRMSE [m]
Snow OL 0.75 -0.10 0.14 0.07
Accumulation DAv2 0.81 -0.03* 0.14 0.07
Snow OL 0.32 -0.29 0.33 0.11
Ablation DAv2 0.40 -0.22* 0.31 0.13*
snow ablation (e.g., March, April, and May) are summarized in Table 4.2. Overall,
statistics during the snow accumulation period showed better performance than dur-
ing the snow ablation period. Domain-averaged bias was significantly reduced from
-0.10 m (OL) to -0.03 m (Sentinel-1 DAv2) and R also revealed slight improvement
from 0.75 (OL) to 0.81 (Sentinel-1 DAv2) yet did not achieve statistical significance
at the 5% significance level. Even though domain-averaged bias showed significant
improvement in Sentinel-1 DAv2, the RMSE and ubRMSE yielded no significant skill
difference between the OL and Sentinel-1 DAv2. This phenomenon is also revealed
in Figure 4.7(a) in that the bias in Sentinel-1 DAv2 showed a relatively wider spread
relative to the OL when the peak SWE is less than 0.4 m.
In the case of the snow ablation period, the magnitude of statistical metrics
was lower than that for the snow accumulation period. More specifically, the ranges
of R were within the range of -0.17 to 0.93 for OL and -0.17 to 0.96 for Sentinel-1
DAv2. In the case of the bias, the OL yielded a bias range from -0.95 m to 0.15 m
while the bias of Sentinel-1 DAv2 ranged from -0.62 m to 0.20 m. RMSE does not
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reveal any significant differences between the OL and Sentinel-1 DAv2; ubRMSE
showed a slight increase from 0.11 (OL) to 0.13 (Sentinel-1 DAv2) with a statistical
significance of 5%.
4.3.3 Evaluation of Snow Depth against Ground-based Measurements
Figure 4.8: Time series of the estimated snow depth from OL and Sentinel-1 DA
as well as SNOTEL snow depth measurement at Mineral Creek (CO 629; 40.23◦N
106.6◦W) during September 2016 to August 2017. Note that solid line represents
the ensemble mean of the snow depth estimates while shading of corresponding color
represents the ensemble spread of snow depth estimates.
Figure 4.8 represents the time series of snow depth at Mineral Creek (CO 629;
40.23◦N 106.6◦W) from September 2016 to August 2017. The reason for selecting
this site is fairly typical seasonal variation of snow among the 112 SNOTEL stations.
These results confirmed that both the OL and Sentinel-1 DAv2 showed good agree-
ment in capturing seasonal patterns with the ground-based snow depth measure-
ments. Among the various statistical metrics, bias showed the most improvement
from -0.24 m (OL) to -0.03 m (Sentinel-1 DAv2). Sentinel-1 DAv2 showed slightly
better performance in capturing the seasonal variation of SNOTEL snow depth
measurement with a slightly higher magnitude of R (0.90) than the OL (0.81).
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Similarly, RMSE and ubRMSE of DA (0.30 m and 0.29 m, respectively) showed
improvement compared to the RMSE and ubRMSE of the OL (0.38 m and 0.31 m,
respectively). In addition, Sentinel-1 DAv2 showed advantages over the OL from
late-March (Figure 4.8). That is, the OL showed a significant, rapid snowmelt exist
immediately after the peak in early-March and then the snow disappeared by 15
Apr 2017. However, snow depth estimates from Sentinel-1 DAv2 were similar to
the SNOTEL measurements in late-March and yielded a slightly longer snow season
compared to the OL. According to the global forest cover datasets [91], this site
showed a high forest cover fraction of around 0.7. Chen et al. [37, 38] mentioned
that high vegetation cover fraction often results in shortening the snow period in
Noah-MP snow mass estimates as an increase of canopy during spring leads to the
increase of longwave radiation from the sub-canopy that often results in early snow
disappearance. With the assimilation of Sentinel-1 observations during the snow
ablation period that contains relatively deeper and wetter snow, Sentinel-1 DAv2
resulted in the improvement in the updated snow depth.
The spatial distribution of R for the snow depth estimates from the OL and
Sentinel-1 DAv2 compared to SNOTEL snow depth measurements revealed that
over 50% of the SNOTEL stations (e.g., 54% for OL and 66% for Sentinel-1 DA)
showed R larger than 0.6. R for the OL and Sentinel-1 DAv2 ranged from -0.05
to 0.98 and -0.03 to 0.98, respectively. In terms of the difference of R from OL
versus SNOTEL measurements and Sentinel-1 DAv2 versus SNOTEL measurements
illustrated in Figure 4.9(c), 101 out of 112 SNOTEL stations showed improvement
as a result of Sentinel-1 DAv2. In terms of bias, snow depth showed a similar pattern
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Figure 4.9: Spatial maps of correlation coefficient, R, (top row) and bias (bottom
row) computed against the SNOTEL snow depth measurement from September 2016
to August 2017. Left and middle columns represent the statistics of the OL and
Sentinel-1 DAv2 (with rule-based update), respectively. The differences in R and
bias are shown in (c) and (f), respectively. The red colors (positive value) in (c)
suggests that Sentinel-1 DAv2 agrees better with the SNOTEL snow depth than
does the OL. Oppositely, blue color (negative values) indicate that the OL showed
better agreement with SNOTEL snow depth than does Sentinel-1 DAv2.
with SWE in that negative bias was dominant across the study domain. The bias
of the OL ranged from -1.41 m to 0.31 m while the bias of Sentinel-1 DAv2 ranged
between -1.29 m to 0.56 m. Differences in the magnitude of the bias between the
OL and Sentinel-1 DAv2 showed that approximately 80% of the stations showed
improvement in snow depth when estimated with Sentinel-1 DAv2 (Figure 4.9(f)).
Table 4.3 summarizes the domain-averaged R, bias, RMSE, and ubRMSE of
the snow depth estimates from the OL and Sentinel-1 DAv2 during the snow accu-
mulation and snow ablation periods. Most of the statistics indicate improvement
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Table 4.3: Domain-averaged statistics of snow depth estimated from the OL and
Sentinel-1 DAv2 relative to SNOTEL snow depth measurements. Note that statis-
tics with an asterisk denote statistically significant differences between the OL and
Sentinel-1 DAv2 at a 5% level of significance.
Period R [-] Bias [m] RMSE [m] ubRMSE [m]
Snow OL 0.73 -0.42 0.53 0.22
Accumulation DAv2 0.79 -0.24* 0.46 0.20
Snow OL 0.58 -0.72 0.81 0.27
Ablation DAv2 0.65* -0.57* 0.75 0.29
via Sentinel-1 DAv2 during both the snow accumulation and ablation periods. More
specifically, the bias of Sentinel-1 DAv2 during the snow accumulation and snow
ablation periods showed a significant improvement at a 5% significance level. The
bias during the snow accumulation period ranged from -1.18 m to 0.28 m for the
OL whereas Sentinel-1 DAv2 yielded bias ranging from -0.93 m to 0.45 m. Similar
behavior was observed for RMSE and R with a slight improvement in Sentinel-1
DAv2 compared with the OL. Overall improvement in Sentinel-1 DAv2 with regards
to snow depth is similarly related to the overall improvement in SWE.
4.4 Conclusions and Future Work
The main goal of this chapter is to improve snow mass estimates (i.e., SWE
and snow depth) by assimilating C-band backscatter observations into an advanced
land surface model using support vector machine regression and a one-dimensional
ensemble Kalman filter. The DA experiment was conducted across the snow-covered
terrain of Western Colorado for September 2016 to August 2017. The SWE and snow
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depth estimates in the Open Loop (i.e., without assimilation) and DA simulation
were compared against measured SWE and snow depth at 112 SNOTEL stations.
Before evaluating the performance of Sentinel-1 DA, the influence of applying
a rule-based update, which prescribes the expected range of backscatter over the
snow-covered terrain, was evaluated by comparing SWE estimates from DA with and
without the rule-based update against the SNOTEL SWE measurements. In general,
more than 50% of the SNOTEL stations yielded a slight improvement in R and
bias; however, many of these improvements were small values close to zero. When
constraints on the range of predicted backscatter, σ̂0V V and σ̂
0
V H were introduced
using a rule-based update, the improvements were much more significant. The rule-
based update helped mitigate some of the SVM controllability issues related to a
limited number of available training datasets. Furthermore, the application of rule-
based update also improved the accuracy of SVM-based predicted backscatter during
the SWE update, and in turn, improved the overall accuracy of SWE estimates.
A detailed assessment of SWE estimates from Sentinel-1 DAv2 (a.k.a. DA
with the rule-based update) showed the capability of Sentinel-1 DAv2 to improve the
accuracy of SWE estimates relative to the OL run. Detailed analysis of bias, RMSE,
and ubRMSE for the SWE estimates from Sentinel-1 DAv2 also revealed the most
improvements in the accuracy of the SWE estimates. More specifically, more than
75% of the SNOTEL stations showed improvement in bias and R. Statistical analysis
of the SWE estimates from Sentinel-1 DAv2 during both the snow accumulation and
snow ablation periods revealed the improvements, in general, when compared against
the OL. More specifically, the bias showed statistically significant improvements
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during both the snow accumulation (e.g. -0.10 m for OL to -0.03 m for Sentinel-1
DAv2) and snow ablation periods (e.g. -0.29 m for OL to -0.22 m for Sentinel-
1 DAv2). In the case of RMSE and ubRMSE, there was no statistically significant
difference between the OL and Sentinel-1 DAv2 while ubRMSE was slightly degraded
in Sentinel-1 DAv2. In addition, bias, RMSE, and ubRMSE from Sentinel-1 DAv2
showed more statistical spread when the peak SWE calculated from SNOTEL SWE
measurements was relatively small, which is partly related to the relatively small
sensitivity of C-band backscatter in dry, shallow snow.
Updated snow depth estimates via Sentinel-1 DAv2 also showed improvement
compared to the OL. Specifically, more than 54% of the SNOTEL stations showed
improvement in both R and bias. Seasonal variations in the snow depth estimates
from the OL and Sentinel-1 DAv2 showed reasonable agreement with the SNOTEL
measurements. More specifically, Sentinel-1 DAv2 showed advantages during the
snow ablation period in that both magnitude and seasonal variation of snow depth
matched closer to that of the SNOTEL measurements than the OL. Furthermore,
Sentinel-1 DAv2 slightly extended the snow season relative to the OL. The statistical
behavior of snow depth estimates during the snow accumulation and snow ablation
period also yielded an improvement in accuracy when using the Sentinel-1 DAv2. The
snow ablation period showed a more significant improvement in R and bias at 5%
level of significance. Overall, improvement in snow depth estimates from Sentinel-
1 DAv2 is highly related to the improvement in SWE estimates as snow depth is
recalculated based on the updated SWE assuming constant snow density before
and after the update. Moreover, integration of Sentinel-1 backscatter observations
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helped improve the accuracy of snow mass estimates. At the same time, however,
random errors were added via Sentinel-1 DAv2 due to the complex electromagnetic
responses of C-band backscatter in snow, the presence of noise in the backscatter
observations, and limitations in the efficacy of the SVM-based observation operator.
In summary, this study helped demonstrate the capability support vector ma-
chine (SVM) regression as an observation operator within a C-band backscatter
observation assimilation framework in order to improve the characterization of ter-
restrial snow mass. Furthermore, the rule-based update implemented during DA
helped mitigate some of the controllability issues of SVM regression when trained
by sparse training datasets. This research further motivates the application of
physically-constrained SVM regression that considers the first-order physics of the
electromagnetic response of terrestrial snow.
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Chapter 5: Conclusions and Future Research
5.1 Conclusions
This dissertation focused on the evaluation of two different types of observa-
tion operators: 1) a radiative transfer model (RTM), and 2) a machine learning
algorithm for the improvement of soil moisture and terrestrial snow mass estimates,
respectively. Furthermore, a machine learning-based observation operator was uti-
lized in the Sentinel-1 data assimilation framework in order to improve the terrestrial
snow mass estimates across regional scales. The overall scientific question explored
in this study is:“Can a radiative transfer model and a machine learning techniques
serve as effective observation operators in the assimilation of microwave observations
into a land surface model to better characterize soil moisture and terrestrial snow
mass?”
In Chapter 2, a physically-constrained support vector machine (SVM) was
designed to predict C-band backscatter observations over snow-covered terrain in
Western Colorado. More specifically, different types of training targets, training
window lengths, and delineation of snow with respect to the liquid water content
were considered in conjunction with the first-order electromagnetic response of snow.
Evaluation of predicted backscatter yielded reasonable accuracy when compared
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against the Sentinel-1 observations. More specifically, a combination of ascending
overpasses with descending overpasses yielded a significant increase in spatial cov-
erage and the lowest magnitude of bias, but introduced more random errors due to
the mixture of signals from different snow conditions. Similarly, elongation of the
training window length resulted in acquiring more spatial coverage and improvement
in bias while RMSE and ubRMSE were slightly increased. Lastly, separate training
of dry snow versus wet snow revealed the improvement in statistical performance
when compared with predicted backscatter without the dry snow versus wet snow
delineation.
In Chapter 3, L-band brightness temperatures (Tb) are estimated from a zero-
order tau-omega RTM calibrated with multi-angular SMOS Tb observations across
North America. RTM-derived Tb was compared against Aquarius Tb observations
colocated in space and time as a function of soil hydraulic parameters and vege-
tation types. The overall comparison showed that RTM-derived Tb showed good
performance during both ascending and descending overpasses excluding the pres-
ence of sub-grid scale lakes and densely-forested regions. RTM-derived Tb showed
good performance over relatively low porosity soils and low wilting point soils while
uncertainty was increased along with the increase of porosity and wilting point. In
terms of vegetation types, broadleaf and needleleaf forest showed reasonable sta-
tistical performance while grassland vegetation showed the highest uncertainty due
to a lack of irrigation schemes and inter-annual crop rotation with the land surface
model.
In Chapter 4, the SVM regression based explored in the Chapter 2 was uti-
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lized as observation operator along with a one-dimensional ensemble Kalman filter
in order to integrate C-band backscatter observations into an advanced land surface
model with the goal of improving terrestrial snow mass estimates. DA experiments
were conducted from September 2016 to August 2017 over snow-covered terrain
across Western Colorado and evaluated through comparison against SNOTEL mea-
surements. Before conducting the evaluation of updated SWE and snow depth, the
influence of applying a rule-based updates, which prescribes an expected range of
observed backscatter over snow-covered terrain, on DA performance was also ex-
amined. DA with the rule-based update yielded significantly better statistics than
the traditional DA approach without the rules as well as the OL when compared
against SNOTEL measurements. More notably, the rule-based update exhibited
more robustness in overcoming SVM controllability issues and influencing the ac-
curacy of SVM-based predicted backscatter. Assessments of SWE and snow depth
estimates from Sentinel-1 DA showed significant improvement in terms of R and
bias when compared against measured SWE and snow depth from SNOTEL sta-
tions. Sentinel-1 DA highlighted advantages during the snow ablation period in that
the snow season was slightly extended and the magnitude of SWE and snow depth
showed better agreement with SNOTEL measurements.
Overall results lead to the conclusion that RTM and machine-learning based
algorithms can serve as effective observation operators in future DA studies by suc-
cessfully reproducing L-band brightness temperature and C-band backscatter over
snow-covered terrain, respectively. Furthermore, the well-trained support vector ma-
chine regression algorithm demonstrated skill within the Sentinel-1 DA framework,
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which leads to a better characterization of terrestrial snow mass estimates.
5.2 Main Contributions and Novelty of Research
This dissertation includes the first attempt to utilize SVM regression over
snow-covered terrain for the purpose of predicting C-band backscatter as presented
in Chapter 2. More specifically, physically-constrained approach based on the first-
order physics of scattering mechanisms over the snow-covered terrain yielded mod-
erate accuracy in terms of statistical comparison. Key findings can be summarized
as follows:
• Among the different training target sets, C-band backscatter observations from
the descending overpass are preferred for use in snow mass data assimilation
framework.
• Examination of different training window suggests that a monthly training
window best balances the spatial coverage with prediction accuracy.
• SVM training using wet snow versus dry snow delineation is strongly recom-
mended as the approach implicitly considers the different first-order scattering
mechanisms over snow-covered terrain.
Chapter 3 showed that a RTM-derived L-band Tb yielded reasonable accuracy
in comparison with the Aquarius L-band Tb observations across North America.
Overall results encourage the use of the L-band RTM as an observation operator
in a future soil moisture DA framework. Major findings and contribution to the
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scientific community can be summarized as follows:
• Multi-angular SMOS Tb observations serve as an effective calibration dataset
to obtain accurate L-band Tb estimates from the RTM.
• Uncertainties of RTM-derived Tb estimates with respect to soil hydraulic pa-
rameters and vegetation cover types can help better characterize error covari-
ances to be used in a further soil moisture DA framework.
Chapter 4 is new and novel in that C-band backscatter was integrated into the
Noah-MP land surface model using SVM regression and an ensemble Kalman filter
with the objective of improving terrestrial snow mass estimates. Key findings from
Chapter 4 are summarized as follows:
• Integration of C-band backscatter over snow-covered terrain yielded systematic
improvements in SWE and snow depth estimates when compared against the
model-only simulation.
• DA showed larger improvements of snow mass estimates during the snow ab-
lation period rather than the snow accumulation period due to the increased
sensitivity of C-band radiation in a wet (ripe) snowpack.
5.3 Future Research Plans
5.3.1 Aquarius Brightness Temperature Assimilation
Evaluation of the RTM-derived Tb showed the ability to serve as an observa-
tion operator within a soil moisture data assimilation framework. Key findings in
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Chapter 3 can be further implemented into a future soil moisture DA framework.
For example, the calibration scheme using SMOS observations should be modified
by relaxing the constraints regarding the distance to open water bodies in order to
improve the accuracy of RTM-derived Tb near open water bodies. In addition, a
spatially-variant observation error can be more accurately prescribed. For example,
regions with relatively high porosity soils and high wilting point soils as well as
grassland land cover types should have a relatively large magnitude of observation
error as compared to other regions.
5.3.2 Robustness Experiments of SVM Framework
Although physically-constrained support vector regression showed reasonable
performance in predicting backscatter over the snow-covered terrain, several com-
ponents can still result in the overall improvement of SVM performance. First, an
extension of the training period can result in obtaining more Sentinel-1 observa-
tions, and in turn, better yield unbiased predicted backscatter via support vector
machine regression. Furthermore, consideration of including more geophysical vari-
ables from LSM as input datasets for SVM should be explored. For example, the
scattering mechanism during the dry snow conditions showed that backscatter from
the snow-land interface becomes the dominant scattering component. Thus, includ-
ing a dynamic estimates of root mean square height (defined as a standard deviation
of surface elevation variation) or a dynamic estimates of soil roughness could help to
improve the predicted backscatter during the snow accumulation period. Further-
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more, as backscatter is significantly influenced by the vegetation cover, normalized
difference vegetation index (NDVI) and enhanced vegetation index (EVI) can be an-
other consideration accounting for the accumulation of biomass as an input dataset
for SVM training. Lastly, better characterization of dry snow versus wet snow con-
ditions should be considered. The current analysis utilized the snow liquid water
content from Noah-MP as a proxy to classify dry versus wet snow conditions while
it also contains uncertainty. Thus, a combination of snow wetness information from
LSM as well as passive and active microwave imagery should be included in future
work.
5.3.3 Examination of Physically-constrained Machine Learning in
Snow Mass DA
In Chapter 4, the examination of SVM trained ascending-only training target
sets with a fortnightly training window utilized in the DA framework resulted in the
improvement of terrestrial snow mass estimates. Based on these results, Sentinel-1
DA could be extended to using different training target sets (e.g., descending-only
observations and combination of ascending and descending overpasses) and different
training windows (e.g., monthly and seasonal training periods) and then assess the
influence on the accuracy of updated snow mass estimates. Furthermore, significant
improvements of predicted backscatter along with the delineation of dry versus wet
snow pixels described in Chapter 2 can be also implemented into the Sentinel-1
DA framework. As the first-order physics of different scattering mechanisms with
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regards to different snow wetness conditions should be considered in the Sentinel-1
DA framework, it is expected to improve the overall accuracy of daily snow mass
estimates during both the snow accumulation and snow ablation periods.
5.3.4 Extension of Sentinel-1 DA to Hydro-meteorological Fluxes
Along with the improvement of terrestrial snow mass estimates with the Sentinel-
1 DA framework, it can be further hypothesized that the improvement in SWE mag-
nitude as well as the elongation of the snow period would result in improvements
in other hydrological variables. More specifically, it is hypothesized that updated
snow mass estimates could also improve the accuracy of streamflow estimates from
the LSM based on the improved snow melt information from DA. Furthermore, a
combination of streamflow routing model (e.g., Hydrological Modeling and Analysis
Platform (HyMAP; Getirana et al. [83, 84]) along with Sentinel-1 DA updates dur-
ing the snow melt period would likely be reflected in changes to the surface runoff.
Evaluation of runoff at daily and monthly timescales could be conducted through
comparison with ground-based streamflow observations provided by USGS and the
Global Runoff Data Centre (GRDC).
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Appendix A: L-band Radiative Transfer Model
The L-band RTM utilized in Chapter 3 requires 32 different parameters in
order to estimate the L-band brightness temperature (Tb). For this study, an in-
cidence angle of 42.5◦was utilized, which corresponds to the incidence angle of the
SMOS level 1C product. Table A.1 summarizes the initially assigned values for the
key RTM parameters utilized for parameterizing the soil roughness (e.g., roughness
parameter [h], angular dependence [Nrp ], and scattering albedo [ω]) and vegetation
conditions (e.g., leaf equivalent water thickness [LEWT] and vegetation structure
parameter [bp]). Note that all the variables excluding the LEWT and Nrp were
calibrated using multi-angular SMOS observations based on the particle swarm op-
timization search algorithm introduced in Kennedy and Eberhart [107].
For the soil-texture dependent parameters such as fraction of the different
types of soils (e.g., sand, clay, and silt) as well as the soil hydraulic parameters
(e.g., porosity and wilting point) were not selected for calibration in order to assure
the consistency with the soil moisture and soil temperature as estimated from the
Catchment land surface model [53]. Figure A.1 shows the spatial pattern of sand,
clay, and silt fractions across the study domain based on the soil classification scheme
introduced in De Lannoy et al. [50].
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Figure A.1: Maps of (a) sand, (b) clay, and (c) silt fractions across the
study domain.
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Figure A.2: Maps of porosity utilized in the GEOS L-band RTM across
the study domain.
Figure A.3: Maps of wilting point (WP) utilized in the GEOS L-band
RTM across the study domain.
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Table A.1: Summary of the literature-based values assigned for the calibration of the
key parameters accounting for surface roughness and vegetation conditions (modified
from De Lannoy et al. [53]). Note that subscript p represents the polarization (i.e.,
horizontal or vertical polarization).
Land cover h=hmin=hmax [-] ω [-] LEWT [kgm
-2] bp[-] Nrp
Broad deciduous 1.66 0.05 1 0.33 0
Neeedleleaf deciduous 1.66 0.05 1 0.33 0
Grassland 1.66 0.05 0.5 0.2 0
Shrub 1.66 0.05 0.5 0.3 0
Dwarf 1.66 0.05 0.5 0.15 0
Figures A.2 and A.3 illustrate the spatial distribution of porosity and wilting
point, respectively, which are used in the L-band RTM in this study. Parameteriza-
tion of wilting point (WP) was computed using the fraction of sand (fs) and clay
(fc) shown in the Figures A.1(a) and (b) following the equation A.1.
WP = 0.06774− 0.00064× fs + 0.00478× fc (A.1)
Wilting point is also utilized to estimate the transition of soil moisture (WT),
which plays a key role in parameterizing effective roughness height (h) described in
Section 3.2.1. Figure A.4 describes the WT over the study domain. WT is calculated
as follows:
WT = 0.48×WP + 0.165 (A.2)
In addition to the WT, field capacity is utilized in the L-band RTM which is
represented in Figure A.5. Field capacity is included in the RTM as an additional
constraint in the parameterization of effective roughness height, h.
In order to parameterize the electromagnetic response of vegetation, vegetation
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Figure A.4: Maps of transition of soil moisture (WT) utilized in GEOS-5
L-band RTM across the study domain
Figure A.5: Maps of field capacity (FC) utilized in the GEOS-5 L-band
RTM across the study domain
153
transmissivity (τveg,p) is calculated based on the LEWT, bp, and leaf area index
(LAI). τveg,p is further utilized in acquiring the vegetation attenuation (Ap) expressed
in Equation 3.2.1. Figures A.6 and illustrate the spatial distribution of the τveg,p
and Ap, respectively, over the study domain for 02 July 2012.
Figure A.6: Maps of vegetation transmissivity (τveg,p) for 02 July 2012
over the study domain.
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Figure A.7: Maps of vegetation attenuation (Ap) for 02 July 2012 across
the study domain.
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Appendix B: Support Vector Machine Regression
Figure B.1 illustrates a schematic for the one-dimensional, nonlinear support
vector machine (SVM) regression along with the variables utilized in SVM regres-
sion. Assume a [M × N ] training matrix, x, such that it contains N = 4 different
geophysical variables simulated from Noah-MP (e.g., snow water equivalent, snow
density, snow liquid water content, and top layer snow temperature) used in char-
acterizing the physical conditions of snow at M different times for a given location
in space. The training targets (z; Sentinel-1 backscatter observations in this paper)
have a size of [M × 1].
Figure B.1: Schematic for nonlinear support vector machine regression and corre-
sponding variables. Note that dots on the dashed lines represents the data points
selected as the so-called support vectors.
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This study utilized the ε-SV regression introduced in Vapnik [213]. The main
goal for ε-SV regression is to minimize the objective function, which can be written
as:
f(ω, δ) = 〈w · φ(x)〉+ δ (B.1)
where ω is a weighting factor and φ(x) is nonlinear function for mapping the geo-
physical variables into observation (i.e., backscatter) space. 〈w · φ(x)〉 refers to the
inner (dot) product of ω and φ(x). δ represents the bias coefficient. As the main
goal of SVM regression is to optimize parameters to increase the accuracy of f(ω, δ),
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where C(> 0) is the user-defined constant representing the trade-off between toler-
ance of ε and f(ω, δ) [194]. In this study, C is estimated based on the difference
between the maximum and minimum training targets (e.g., co-polarized and cross-
polarized backscatter). ξi and ξ
∗
i are slack variables and zi represents the Sentinel-1
backscatter observation at timestep i. For the ε, representing the margins, the range
was set from 0 ∼ 5 before SVM training and it is optimized during the training pro-
cedure. Optimization of equation B.2 is commonly regarded as a dual optimization
problem [35] and can be solved by applying a dual set of Lagrangian multipliers (αi
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(B.3)
In real-world applications, computation of 〈φ(xi) · φ(xj)〉 can be too compu-
tationally costly, which motivates one to employ a kernel technique for improving
computational efficiency by directly mapping the solution into higher-dimensional
space [75, 194]. There are different types of kernel functions that can be used such
as linear, nonlinear, and polynomial forms [26]. Among them, the radial basis
kernel function (RBF) is employed in this study due to its advantages in dealing
with datasets having nonlinear relationships between inputs and outputs (training
target). As such, the kernel function can be expressed as:
k(xi, xj) = 〈φ(xi), φ(xj)〉 = exp{−γ‖xi − xj‖2} (B.4)
where xi and xj represent a single instance of x in time and space and ‖·‖ represents
the Euclidean norm between φ(xi) and φ(xj). The positive parameter, γ, is an
adjustable parameter to control the width of the Gaussian variable. When γ is
small, more weight will be given to the points closer to xi while a larger γ indicates
more importance to points far from xi. In this study, the initial range of γ was
prescribed from the 2−7 to 27.
Replacing the dot product with the RBF kernel function expressed in Equation
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(αi − α∗i )k(xi, xj) + δ (B.7)
Note that bias coefficient, δ is computed during the training procedure based on
the Karush-Kuhn-Tucker (KKT) conditions [116], and in turn, w can be calculated
so that which is utilized for estimating the prediction. Details of the SVM training
and prediction schematic is summarized in Figure B.2.
Figure B.2: Schematic of the regression procedures constructed by the support
vector machine [173].
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Example maps of different parameter values for the trained support vector
machines during 15 January 2017 to 29 January 2017 using combined training target
sets and fortnightly training window are shown in Figures B.3 and B.4. The total
number of parameters in a trained SVM is dependent on the number of so-called
support vectors, which is dependent on the size of the training set. Therefore, there
is no singular, deterministic number of the parameter values illustrated in Figures
B.3 and B.4 merely demonstrate a few of the myriad of parameter values in in order
to provide the reader with a better idea for how a well-trained SVM in this study is
constructed. For instance, SWE and snow density showed positive bias during the
15 January 2017 to 29 January 2017 ranged between 8.3 to 12.5 and 16.0 to 20.0,
respectively. In case of snow liquid water content, most of bias showed the negative
value (ranged from -8.3 to -6.5) during the period. The range of weights lied from
-0.27 to 0.15 throughout the different input variables.
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Figure B.3: Maps of bias coefficient, δ, for (a) SWE, (b) snow density, (c) snow liquid
water content, and (d) top layer snow temperature used for predicting backscatter
during 15 January 2017 to 29 January 2017.
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Figure B.4: Maps of weighting factor, w, for (a) SWE, (b) snow density, (c) snow liq-
uid water content, and (d) top layer snow temperature used for predicting backscat-
ter during 15 January 2017 to 29 January 2017.
162
Bibliography
[1] Abdalati, W., and Steffen, K. Snowmelt on the Greenland Ice Sheet
as Derived from Passive Microwave Satellite Data. Journal of Climate 10, 2
(1997), 165–175.
[2] Ahmad, J. A., Forman, B. A., and Kwon, Y. Analyzing machine learn-
ing predictions of passive microwave brightness temperature spectral difference
over snow-covered terrain in High Mountain Asia. Frontiers in Earth Science
7 (2019), 212.
[3] Andreadis, K. M., and Lettenmaier, D. P. Assimilating remotely
sensed snow observations into a macroscale hydrology model. Advances in
Water Resources 29, 6 (2006), 872–886.
[4] Angueira, P., and Romo, J. A. Equipment and Subsystem Technology
Aspects: A Radio Link Designer Approach. John Wiley & Sons, Ltd, 2012,
ch. 4, pp. 100–173.
[5] Arsenault, K. R., Houser, P. R., De Lannoy, G. J. M., and
Dirmeyer, P. A. Impacts of snow cover fraction data assimilation on mod-
eled energy and moisture budgets. Journal of Geophysical Research: Atmo-
spheres 118, 14 (2013), 7489–7504.
[6] Arsenault, K. R., Kumar, S. V., Geiger, J. V., Wang, S., Kemp,
E., Mocko, D. M., Beaudoing, H. K., Getirana, A., Navari, M.,
Li, B., Jacob, J., Wegiel, J., and Peters-Lidard, C. D. The Land
surface Data Toolkit (LDT v7.2) – a data fusion environment for land data
assimilation systems. Geoscientific Model Development 11, 9 (2018), 3605–
3621.
[7] Aschbacher, J. Land surface studies and atmospheric effects by satellite
microwave radiometry. PhD dissertation, University of Innsbruck, 1989.
163
[8] Aschbacher, J., and Milagro-Peréz, M. P. The European Earth mon-
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Famiglietti, J., Gochis, D., van de Giesen, N., Houser, P., Jaffé,
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