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Abstract
In this paper, we study the stochastic heat equation in the spatial domain Rd
subject to a Gaussian noise which is white in time and colored in space. The spatial
correlation can be any symmetric, nonnegative and nonnegative-definite function that
satisfies Dalang’s condition. We establish the existence and uniqueness of a random
field solution starting from measure-valued initial data. We find the upper and lower
bounds for the second moment. As a first application of these moments bounds, we find
the necessary and sufficient conditions for the solution to have phase transition for the
second moment Lyapunov exponents. As another application, we prove a localization
result for the intermittency fronts.
Keywords. The stochastic heat equation; moment estimates; intermittency; intermit-
tency front; measure-valued initial data; Lyapunov exponents.
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1 Introduction
In this paper, we will study the following stochastic heat equation,

(
∂
∂t
− ν
2
∆
)
u(t, x) = ρ(u(t, x)) M˙(t, x), x ∈ Rd, t ∈ R∗+ := ]0,∞[ ,
u(0, ◦) = µ(◦)
(1.1)
∗Research partially supported by a fellowship from Swiss National Science Foundation (P2ELP2 151796).
†Research supported by the NSF Grant No. 0932078000 while the author was in residence at the Math-
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where M˙ is a Gaussian noise (white in time and homogeneously colored in space), ν > 0 is
the diffusion parameter, ρ is a globally Lipschitz continuous function satisfying linear growth
condition:
Lρ := sup
z∈R
|ρ(z)|
|z| <∞.
The initial data µ is a deterministic and locally finite (regular) Borel measure. Informally,
E
[
M˙(t, x)M˙(s, y)
]
= δ0(t− s)f(x− y)
where δ0 is the Dirac delta measure with unit mass at zero and f is a “correlation function”
(i.e., a nonnegative, nonnegative definite, and symmetric function that is not identically
zero). The Fourier transform of f is denoted by fˆ
fˆ(ξ) = Ff(ξ) =
∫
Rd
exp (−i ξ · x) f(x)dx.
In general, fˆ is again a nonnegative and nonnegative-definite measure, which is usually called
the spectral measure. When fˆ is genuinely a measure, fˆ(ξ)dξ is to be understood as fˆ(dξ).
For existence of a random field solution to (1.1), a necessary condition for the correlation
function f is Dalang’s condition [7, 12]:
Υ(β) := (2π)−d
∫
Rd
fˆ(dξ)
β + |ξ|2 < +∞ for some and hence for all β > 0. (1.2)
For the lower bound of the second moment, we will need a stronger assumption on ρ:
l ρ := inf
x∈R
ρ(x)
|x| > 0. (1.3)
There are two main contributions in this paper. The first one is that the initial data
can be Borel measures such as the Dirac delta measure. The second contribution is that we
obtain point-wise moment formulas of the following nature (e.g., ρ(u) = λu):
E [u(t, x)u(t, x′)] = λ−2
∫∫
R2d
µ(dz)µ(dz′)K(t, x− z, x′ − z′; z′ − z), (1.4)
for some kernel function K. When ρ is nonlinear, the above moment formula turns into lower
and upper bounds. With these moment bounds, we are able to prove several equivalent
conditions for phase transition for the second moment Lyapunov exponents and we are able
to establish existence of intermittency fronts.
In order to state our main results, we need to introduce some notation. Note that by
the Jordan decomposition, the initial measure µ can be decomposed as µ = µ+ − µ− where
2
µ± are two non-negative Borel measures with disjoint support. Denote |µ| := µ+ + µ−. The
requirement for the initial measure µ is that∫
Rd
e−a|x|
2|µ|(dx) < +∞ , for all a > 0 , (1.5)
where |x|2 = x21 + · · · + x2d. Denote this set of measures by MH
(
Rd
)
. The solution to the
homogeneous equation is
J0(t, x) := (µ ∗G(t, ◦)) (x) =
∫
Rd
G(t, x− y)µ(dy)
where
G(t, x) = (2πνt)−d/2 exp
(
−|x|
2
2νt
)
.
Then the condition (1.5) is equivalent to that J0(t, x) with µ replaced by |µ| is finite for all
t > 0 and x ∈ Rd. This is an extension of the work [3] from R to Rd. If the initial measure
has a bounded density, then Dalang’s condition (1.2) is a necessary and sufficient condition
for (1.1) to have a random field solution; see [7, 10, 12, 14]. We will show that this statement
is still true for all initial measures in MH(Rd), provided that either ρ(u) = λu is linear or
the weak positivity (comparison) principle holds, namely,
u(t, x) ≥ 0 a.s. for all t > 0 and x ∈ Rd whenever µ ≥ 0. (1.6)
Note that the comparison principle is true with some restrictions either on initial data or
on the spatial correlation function f , or on both; see [5, 15, 19]. The most general form,
i.e., the one under (1.2) and for µ ∈ MH(Rd), µ ≥ 0, will be a separate project. The weak
comparison principle (1.6) is assumed throughout this paper. Along the proof of existence
of solution, we obtain a moment formula of the type in (1.4).
Using the moment formula (1.4), we will study the asymptotic behaviors of the solution.
We first define the upper and lower (moment) Lyapunov exponents of order p (p ≥ 2) by
mp(x) := lim sup
t→+∞
1
t
logE (|u(t, x)|p) , mp(x) := lim inf
t→+∞
1
t
logE (|u(t, x)|p) . (1.7)
If the initial data are homogeneous (i.e., µ(dx) = Cdx for some constant C ∈ R), then both
mp(x) and mp(x) do not depend on x. In this case, a solution is called fully intermittent if
m2 > 0 and m1 = 0 by Carmona and Molchanov [1, Definition III.1.1]. See [13] for a detailed
discussion of the meaning of this intermittency property. For non-homogeneous initial data,
we call a solution fully intermittent if infx∈Rd m2(x) > 0 and m1(x) ≡ 0.
Foondun and Khoshnevisan proved in [10, Theorem 1.8] and [9, Theorem 2] that if the
correlation function f satisfies Dalang’s condition (and some other mild conditions), and if
ρ(x) satisfies (1.3), then for constant initial data, when l ρ is sufficiently large, the second
moment of the solution to (1.1) has at least exponential growth in time:
inf
x∈Rd
m2(x) > 0. (1.8)
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We will show that the condition that lρ should be sufficiently large is necessary in certain
situations. Moreover, we will strengthen the statement (1.8) into infx∈Rd m2(x) > 0.
More generally, we will study the necessary and sufficient conditions for the phase transi-
tion of the second moment Lyapunov exponents. Under (1.3), we call the solution u(t, x) to
(1.1) has a second order phase transition if there exist two nonnegative constants 0 < λc ≤
λc <∞, such that 

supx∈Rd m2(x) = 0 if (lρ ≤) Lρ < λc,
infx∈Rd m2(x) > 0 if λc < lρ (≤ Lρ).
(1.9)
Here the two parameters Lρ and lρ play the role of λ for the Anderson model ρ(u) = λu. We
will prove that the phase transition happens if and only if
Υ(0) := lim
β→0
Υ(β) <∞. (1.10)
As a consequence, we have the following statements:
1. No phase transition happens when d = 1 or 2.
2. Phase transition happens if and only if
d ≥ 3 and
∫
Rd
f(z)
|z|d−2dz <∞. (1.11)
3. Let Bt be a Brownian motion on R
d starting from the origin with E(|Bt|2) = νt. Define,
for t > 0,
k(t) := E(f(Bt)) =
∫
Rd
f(z)G(t, z)dz,
h1(t) := E
[∫ t
0
f(Bs)ds
]
=
∫ t
0
k(s)ds.
(1.12)
Then (1.10) holds if and only if
lim
t→∞
h1(t) <∞. (1.13)
Remark 1.1. It is well-known that if f ∈ S(Rd) (the Schwartz test function), then
h1(∞) = C1
∫
Rd
f(x)
|x|d−2dx = C2
∫
Rd
fˆ(ξ)
|ξ|2 dξ = C3Υ(0);
see. e.g., [18, Lemma 2, Chapter 5] for the second equality. In this case, the equivalence of
(1.10), (1.11), and (1.13) is clear.
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Remark 1.2. Condition (1.11) sets restrictions on the behaviors of f both at the infinity
and around zero. In particular, when d ≥ 3, in order to have phase transition, the local
integrability of f around zero is not enough, and the tails should not be too fat. Note that
the local integrability of f in (1.11) is stronger than that in Dalang’s condition (1.2).
We summarize these results in the following theorem. Recall that µ > 0 means that
µ ≥ 0 (nonnegative) and µ 6= 0 (non-vanishing).
Theorem 1.3. Suppose that the initial data µ ∈MH(R) is such that µ ≥ 0 and∫
Rd
e−β|x|µ(dx) < +∞ for all β > 0. (1.14)
If Υ(0) <∞, then (1.9) holds. On the other hand, if Υ(0) =∞ and µ > 0, then the solution
u(t, x) is fully intermittent. Moreover,
Condition (1.10)⇐⇒ Condition (1.11)⇐⇒ Condition (1.13). (1.15)
The condition (1.11) tells us that to have phase transition, the behaviors of f(x) both at
the origin and at the infinity matter. If f is radial f(x) = f˜(|x|), the integral condition in
(1.11) reduces to
∫∞
0
f˜(r)rdr <∞.
Let us first have a look of the cases when f(0) < ∞. Examples of such kernel functions
include the Ornstein-Uhlenbeck-type kernels f(x) = exp (−c|x|α) for α ∈ ]0, 2] and c > 0, the
Poisson kernel f(x) = (1 + |x|2)−(d+1)/2 and the Cauchy kernel f(x) = ∏dj=1(1 + x2j )−1. All
these examples satisfy the condition (1.11) for d ≥ 3. When ρ(u) = λu, the above results
are proved using the Feynman-Kac representation of the solution by Nobel [16, Theorem
9], and its discrete counterpart (Zd replaced by Rd) has been well studied by Carmona and
Molchanov [1].
The typical examples for f(0) =∞ are the Riesz kernels f(x) = |x|−α with α ∈ ]0, 2∧d[ .
They fail the integrability condition in (1.11) due to their fat tails. Hence, there is no phase
transition. Recently, this case has also been studied by Foondun, Liu and Omaba [11].
Another application of our moment formula (1.4) is the study of the intermittency front.
Following [6], define the following growth indices:
λ(p) := sup
{
α > 0 : lim inf
t→∞
1
t
sup
|x|≥αt
logE (|u(t, x)|p) > 0
}
, (1.16)
λ(p) := inf
{
α > 0 : lim sup
t→∞
1
t
sup
|x|≥αt
logE (|u(t, x)|p) < 0
}
. (1.17)
These quantities characterize the propagation speed of “high peaks”; see [6, 3] for more
details. The higher spatial dimension cases have more geometry than the one space dimen-
sional case. Here we will give a rough characterization of the locations of the peaks using
the space-time cones. Refined investigations in this direction will be a separate project.
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Theorem 1.4. Suppose that ρ satisfies (1.3) and the initial data µ ≥ 0 satisfies that∫
Rd
eβ|x|µ(dx) < +∞, for some β > 0. (1.18)
Then
0 ≤
√
ν θ∗ ≤ λ(2) ≤ λ(2) ≤
√
d
2
(
νβ +
θ
β
)
< +∞, (1.19)
where the two constants θ := θ(ν,L2ρ) and θ∗ := θ∗(ν, l
2
ρ) are defined as follows
θ(ν,L2ρ) := inf
{
β > 0 : Υ (2β/ν) <
ν
2L2ρ
}
, (1.20)
θ∗(ν, l
2
ρ) := lim
t→∞
1
t
log
∞∑
n=0
([
2
√
3
]−d
l2ρ
)n
h1(t/n)
n. (1.21)
Moreover, if Υ(0) = ∞, then θ∗(ν, l2ρ) > 0 (strict inequality) for all ν > 0 and lρ > 0.
Otherwise, θ∗(ν, l
2
ρ) is strictly positive when either l ρ is sufficiently large or ν is sufficiently
small.
Remark 1.5. When d = 1, f = δ0, ρ(u) = λu, and the initial measure µ ≥ 0 satisfies (1.18),
it is proved in [3] that
λ2
2
≤ λ(2) ≤ λ(2) ≤ βν
2
+
λ4
8νβ
,
in particular, when β ≥ λ2/(2ν), λ(2) = λ(2) = λ2/2. On the other hand, as shown in
Example A.4, θ = ν−1λ4 and θ∗ = (6πνe
2)−1λ4. Hence, by (1.19), when β ≥ λ2/ν,
0.0847335 λ2 ≈ λ
2
e
√
6π
≤ λ(2) ≤ λ(2) ≤ λ2.
These estimates in (1.19) are not as sharp as those in [3] but they cover more general noises.
Throughout this paper, ||·||p denotes the Lp(Ω) norm.
This paper is organized as follows. We first study the existence and uniqueness of a ran-
dom field solution to (1.1) under rough initial conditions in Section 2. The phase transition
result (Theorem 1.3) is proved in Section 3. The growth indices result (Theorem 1.4) is
proved in Section 4. Finally, some examples are listed in the Appendix.
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2 Existence and uniqueness
2.1 Some prerequisites
Throughout this subsection let R(x, y) be a non-negative and non-negative definite kernel in
the sense that ∫∫
R2d
R(x, y)ψ(x)ψ(y)dxdy ≥ 0, for all ψ ∈ C∞c
(
R
d
)
,
where C∞c
(
Rd
)
be the test functions, i.e., functions in C∞
(
Rd
)
with compact support.
Suppose that R(x, y) satisfies the following condition:∫∫
K×K
R(x, y)dxdy < +∞ , for all compact sets K ∈ Rd.
Associated with such R, there is a non-negative and locally finite measure, denoted by µR,
over Rd such that
µR(K) :=
∫∫
K×K
R(x, y)dxdy , for all Borel sets K ⊆ Rd .
Definition 2.1. A spatially R-correlated Gaussian noise that is white in time is an L2(Ω)-
valued mean zero Gaussian process{
F (ψ) : ψ ∈ C∞c
(
R1+d
) }
,
such that
E [F (ψ)F (φ)] =
∫ t
0
ds
∫∫
Rd
ψ(s, x)R(x, y)φ (s, y) dxdy .
Note that if R(x, y) = h(x − y) for some kernel h, then the above definition reduces
to the spatially homogeneous Gaussian noise that is white in time [7]. In particular, if
h(x− y) = δ0(x− y), then this noise becomes the space-time white noise and the associated
measure µR reduces to the Lebesgue measure on R
d.
We need some criteria to check whether a random field is predictable. As in [7], we extend
F to a σ-finite L2-valued measure B → F (B) defined for bounded Borel sets B ∈ R+ × Rd
and then define
Mt(A) := F ([0, t]× A), A ∈ Bb
(
R
d
)
.
Let (Ft, t ≥ 0) be the filtration given by
Ft := σ
(
Fs(A) : 0 ≤ s ≤ t, A ∈ Bb
(
R
d
)) ∨ N , t ≥ 0,
which is the natural filtration augmented by all P -null sets N in F , where Bb(Rd) is the
collection of Borel measurable sets with finite Lebesgue measure. The family of subsets of
R+×Rd×Ω, which contains all sets of the form {0}×F0 and ]s, t]×A×F , where F0 ∈ F0,
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F ∈ Fs for 0 ≤ s < t and A is a rectangle in Rd, is called the class of predictable rectangles.
The σ-field generated by the predictable rectangles is called the predictable σ-field, which is
denoted by P. Sets in P are called predictable sets. A random field X : Ω × R+ × Rd 7→ R
is called predictable if X is P-measurable.
For p ∈ [2,∞[ , denote Pp to be the set of all predictable and L2R
(
R+ × Rd; Lp (Ω)
)
integrable random fields. More precisely, f ∈ Pp if and only if f is predictable and
||f ||2M,p :=
∫∫∫
R∗+×R
2d
R(x, y) ||f(s, x)f (s, y)||p
2
dsdxdy < +∞ , (2.1)
where ||·||p denotes the Lp(Ω)-norm. In particular, if R(x, y) = δ0(x− y), then
||f ||2M,p =
∫∫
R∗+×R
d
||f(s, x)||2p dsdx.
Clearly,
P2 ⊇ Pp ⊇ Pq, for 2 ≤ p ≤ q < +∞.
The following proposition is useful to check whether a random field belongs to Pp or not.
Proposition 2.2. Suppose that for some t > 0 and p ∈ [2,∞[, a random field
X =
{
X (s, y) : (s, y) ∈ ]0, t[×Rd }
has the following properties:
(i) X is adapted, i.e., for all (s, y) ∈ ]0, t[×Rd, X (s, y) is Fs-measurable;
(ii) X is jointly measurable with respect to B (R+ × Rd)× F ;
(iii) ||X||M,p < +∞.
Then X(·, ◦) 1]0,t[(·) belongs to Pp.
This proposition is an extension of Dalang & Frangos’s result in [8, Proposition 2] in
the two senses: (1) the second moment of X can blow up at s = 0 or s = t, which is the
case, e.g., when the initial data is the Dirac delta measure; (2) the condition that X is
L2(Ω)-continuous has been removed. The proof of this proposition follows essentially the
same arguments as the proof of the the case where d = 1 and the noise is white in both
space and time variables; see [3, Proposition 3.1].
2.2 Statement of the result
We formally write the SPDE (1.1) in the integral form
u(t, x) = J0(t, x) + I(t, x) (2.2)
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where
I(t, x) :=
∫∫
[0,t]×Rd
G(t− s, x− y)ρ(u(s, y))M(ds, dy).
The above stochastic integral is understood in the sense of Walsh [7, 20].
Definition 2.3. A process u =
(
u(t, x), (t, x) ∈ R∗+ × Rd
)
is called a random field solution
to (1.1) if
(1) u is adapted, i.e., for all (t, x) ∈ R∗+ × Rd, u(t, x) is Ft-measurable;
(2) u is jointly measurable with respect to B (R∗+ × Rd)× F ;
(3) ||I(t, x)||2 < +∞ for all (t, x) ∈ R∗+ × Rd;
(4) The function (t, x) 7→ I(t, x) mapping R∗+ × Rd into L2(Ω) is continuous;
(5) u satisfies (2.2) a.s., for all (t, x) ∈ R∗+ × Rd.
Denote
J1(t, x, x
′) := J0(t, x)J0(t, x
′)
and g(t, x, x′) := E [u(t, x)u(t, x′)]. Then by Itoˆ’s isometry, g satisfies the following integral
equation (for ρ(u) = λu)
g(t, x, x′) = J1(t, x, x
′) + λ2
∫ t
0
ds
∫∫
R2d
dzdz′ g(s, z, z′)
×G(t− s, x− z)G(t− s, x′ − z′)f(z − z′).
(2.3)
Replacing the function g on the r.h.s. of (2.3) by (2.3) itself repeatedly suggests the following
definitions. For h, w : R+ × R3d 7→ R, define the operation “⊲”, which depends on f , as
follows
(h⊲ w) (t, x, x′; y) :=
∫ t
0
ds
∫∫
R2d
dzdz′ h(t− s, x− z, x′ − z′; y − (z − z′))
×w(s, z, z′; y) f(y − (z − z′)).
(2.4)
By change of variables,
(h⊲ w) (t, x, x′; y) :=
∫ t
0
ds
∫∫
R2d
dzdz′ h(s, z, z′; y − [(x− z)− (x′ − z′)])
×w(t− s, x− z, x′ − z′; y) f(y − [(x− z)− (x′ − z′)]).
(2.5)
Note that for general f , this convolution-type operator is not symmetric, h ⊲ w 6= w ⊲ h,
except for some special cases, such as, f ≡ 1 or f = δ0. Operators of this type have been
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studied in Chen’s thesis [2, Chapter 3] 1. Some calculations show that by introducing the
additional variable y, this operator becomes associative, i.e., for h, w, v : R+ × R3d 7→ R,
((h⊲ w)⊲ v) (t, x, x′; y) = (h⊲ (w ⊲ v)) (t, x, x′; y);
See Lemma B.1 below. We will use the following convention: If h is a function from R+×R2d
to R, when applying the operation ⊲ to h, it is meant for hˆ(t, x, x′; y) := h(t, x, x′).
For t > 0 and x, x′, y ∈ Rd, define recursively:
L0(t, x, x′; y) := G(t, x)G(t, x′)
and for n ≥ 1,
Ln(t, x, x′; y) := (L0 ⊲ Ln−1) (t, x, x′; y).
For λ ∈ R, define formally
Kλ(t, x, x′; y) :=
∞∑
n=0
λ2(n+1)Ln(t, x, x′; y).
The convergence of the above series is proved in Lemma 2.7 below. We will use the following
convention for Kλ:
K := Kλ K := KLρ K := Klρ . (2.6)
Using these notation and conventions, we see that (2.3) can be written in the following way:
g(t, x, x′) = J1(t, x, x
′) + λ2 (L0 ⊲ g) (t, x, x′; 0), (2.7)
which suggests that
g(t, x, x′) = J1(t, x, x
′) + (K⊲ J1) (t, x, x′; 0).
Theorem 2.4. For any µ ∈ MH(Rd), the SPDE (1.1) has a unique (in the sense of ver-
sions) random field solution
{
u(t, x) : t > 0, x ∈ Rd} starting from µ. This solution is L2(Ω)-
continuous. Moreover, the following moment estimates are true:
(1)If ρ(u) = λu, then the two-point correlation function is equal to
E [u(t, x)u(t, x′)] = J1(t, x, x
′) + (K ⊲ J1) (t, x, x′; 0) (2.8)
= λ−2
∫∫
R2d
µ(dz)µ(dz′)K(t, x− z, x′ − z′; z′ − z). (2.9)
1The operator in [2, Chapter 3] is more general. Indeed, by taking the spatial dimension to be 2d, and
θ2(t, x) = f(xˆ − xˆ′) where x = (xˆ, xˆ′) with xˆ, xˆ′ ∈ Rd, one reduces the operator in [2, Chapter 3] to the
current operator.
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(2) If |ρ(x)| ≤ Lρ |x| for all x ∈ R with Lρ > 0 and if µ ≥ 0, then
E [u(t, x)u(t, x′)] ≤ L−2ρ
∫∫
R2d
µ(dz)µ(dz′)K(t, x− z, x′ − z′; z′ − z). (2.10)
(3) If ρ satisfies (1.3), then
E [|u(t, x)u(t, x′)|] ≥ l−2ρ
∫∫
R2d
µ(dz)µ(dz′)K(t, x− z, x′ − z′; z′ − z). (2.11)
Note that the condition in part (2) is true if the weak comparison principle holds and
µ ≥ 0. In a recent paper [4], an explicit expression for this kernel function K is obtained
when d = 1 and f(x) = δ0(x).
2.3 Proof of Theorem 2.4
We will first prove some results. Recall the definition of the function k(t) in (1.12). By the
Fourier transform, this function k(t) can also be rewritten in the following form
k(t) = (2π)−d
∫
Rd
fˆ(dξ) exp
(
−νt
2
|ξ|2
)
, (2.12)
from which one can see that t 7→ k(t) is a nonincreasing function. For t ≥ 0 and y ∈ Rd,
define h0(t, y) := 1 and for n ≥ 1,
hn(t, y) :=
∫ t
0
ds hn−1(s, y)k(t− s)Tν/4(t− s, y), (2.13)
where
Tν(t, x) := exp
(
−|x|
2
νt
)
.
Define
Hν(t, y; γ) :=
∞∑
n=0
γnhn(t, y). (2.14)
We will use the convention that
hn(t) := hn(t, 0) and Hν(t; γ) := Hν(t, 0; γ).
Lemma 2.5. For all t ≥ 0 and γ ≥ 0,
Hν(t; γ) ≤ exp (θt) ,
where this constant θ can be chosen as
θ := θ(ν, γ) = inf
{
β > 0 : Υ (2β/ν) <
ν
2γ
}
. (2.15)
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Moreover, if Υ(0) <∞ and γ < 2Υ(0)/ν, then
Hν(t; γ) ≤ ν
ν − 2γΥ(0) for all t ≥ 0.
Proof. Notice that for β > 0,∫
R+
e−βthn(t)dt =
1
β
(∫
R+
e−βtk(t)dt
)n
=
1
β
[
2
ν
Υ
(
2β
ν
)]n
.
Because Υ(β)→ 0 as β →∞, by increasing β, we can make sure that 2ν−1Υ (2β/ν) γ < 1.
The smallest β that satisfies (2.15) gives the constant θ. When Υ(0) <∞, notice that
lim
t→∞
h1(t) = lim
β→0+
2
ν
Υ(2β/ν). (2.16)
Hence, by the induction, hn(t) ≤ [2ν−1Υ(0)]n for all n ≥ 0. This completes the proof of
Lemma 2.5.
Even though the integrand in the definition of hn is positive, due to the presence of t in the
integrand, the following result is nontrivial (considering, e.g.,
∫ t
0
(s(t− s))−2/3ds = Ct−1/3).
Lemma 2.6. For n ≥ 0 and y ∈ Rd, all functions t ∈ R+ 7→ hn(t, y) are nondecreasing.
Proof. Fix y ∈ Rd. The case n = 0 is true by definition. Suppose that it is true for n. For
all ǫ ≥ 0, by the induction assumption,
hn+1(t+ ǫ, y) =
∫ t+ǫ
0
ds hn(t + ǫ− s, y)k(s)Tν/4(s, y)
≥
∫ t
0
ds hn(t + ǫ− s, y)k(s)Tν/4(s, y)
≥
∫ t
0
ds hn(t− s, y)k(s)Tν/4(s, y) = hn+1(t, y).
This proves the lemma.
Recall the convention (2.6) for Ln.
Lemma 2.7. Suppose that the correlation function f satisfies Dalang’s condition (1.2). Then
for all n ≥ 1, t ≥ 0, x, x′, y ∈ Rd,
Ln(t, x, x′; y) ≤ 2n G(t, x)G(t, x′)hn(t), (2.17)
Ln(t, x, x′; y) ≥ (2
√
3 )−ndG(t, x)G(t, x′)Tν(t, x− x′) hn (t/2, y) , (2.18)
Hence,
Kλ(t, x, x′; y) ≤ L0(t, x, x′)Hν
(
t; 2λ2
)
, (2.19)
Kλ(t, x, x′; y) ≥ L0(t, x, x′)Tν(t, x− x′)Hν(t/2, y; (2
√
3 )−dλ2). (2.20)
12
Proof. By definition,
L1(t, x, x′; y) =
∫ t
0
ds
∫∫
R2d
dzdz′ G(s, z)G(s, z′)f(y − (z − z′))
×G(t− s, x− z)G(t− s, x′ − z′).
Notice that (see [3, Lemma 5.4])
G(s, z)G(t− s, x− z) = G
(
s(t− s)
t
, z − s
t
x
)
G(t, x)
and similar for the other pair. So
L1(t, x, x′; y) = G(t, x)G(t, x′)
∫ t
0
ds
∫∫
R2d
dzdz′ f(y − (z − z′))
×G
(
s(t− s)
t
, z − s
t
x
)
G
(
s(t− s)
t
, z′ − s
t
x′
)
.
(2.21)
Because
F [G(t, ◦)](ξ) = exp
(
−νt
2
|ξ|2
)
,
the double integral over dzdz′ in (2.21) is equal to
(2π)−d
∫
Rd
fˆ(dξ) exp
(
i
(
y − s
t
(x− x′)
)
· ξ − νs(t− s)
t
|ξ|2
)
=
∫
Rd
dz f(z)G
(
2s(t− s)
t
, z + y − s
t
(x− x′)
)
. (2.22)
Now let us prove (2.17). From (2.21) and (2.22), it is clear that
L1(t, x, x′; y) ≤ (2π)−dG(t, x)G(t, x′)
∫ t
0
ds
∫
Rd
fˆ(dξ) exp
(
−νs(t− s)
t
|ξ|2
)
. (2.23)
Because s/2 ≤ s(t− s)/t for s ∈ [0, t/2], by symmetry, the above double integral is equal to
2
∫ t/2
0
ds
∫
Rd
fˆ(dξ) exp
(
−νs(t− s)
t
|ξ|2
)
≤ 2
∫ t/2
0
ds
∫
Rd
fˆ(dξ) exp
(
−νs
2
|ξ|2
)
= 2(2π)d
∫ t/2
0
k(s)ds = 2(2π)dh1(t/2)
≤ 2(2π)dh1(t),
where in the last step we have applied Lemma 2.6. The induction step is routine. This
proves (2.17) and hence (2.19).
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As for the lower bound, we first prove the case n = 1. Because f is nonnegative and
G
(
2s(t− s)
t
, z + y − s
t
(x− x′)
)
≥ 2− d2G
(
s(t− s)
t
, z + y
)
Tν(t, x− x′)
= 2−
d
2 (2πνs(t− s)/t)−d/2e− |z+y|
2
2νs(t−s)/sTν(t, x− x′)
≥ 2− d2 (2πνs(t− s)/t)−d/2e− |z|
2+|y|2
νs(t−s)/sTν(t, x− x′)
= 2−d(πνs(t− s)/t)−d/2e− |z|
2
νs(t−s)/s e−
|y|2
νs(t−s)/sTν(t, x− x′)
= 2−dG
(
s(t− s)
2t
, z
)
e−
|y|2
νs(t−s)/sTν(t, x− x′)
≥ 2−dG
(
s(t− s)
2t
, z
)
e−
|y|2
νs/2Tν(t, x− x′)
= 2−dG
(
s(t− s)
2t
, z
)
Tν(t, x− x′)Tν/2(s, y), (2.24)
where we have used the fact that s(t− s)/t ≥ s/2, which is equivalent to s ∈ [0, t/2]. we see
that from (2.21) and (2.22),
L1(t, x, x′; y) ≥2−dG(t, x)G(t, x′)Tν(t, x− x′)
×
∫ t/2
0
ds Tν/2(s, y)
∫
Rd
dz f(z)G
(
s(t− s)
2t
, z
)
≥2−dG(t, x)G(t, x′)Tν(t, x− x′)
×
∫ t/2
0
ds Tν/4(s, y)
∫
Rd
dz Tν/2(t− s, z)f(z)G
(
s(t− s)
2t
, z
)
.
Because the function z 7→ f(z)Tν/2(t−s, z) is a valid correlation function, i.e., it is symmetric,
nonnegative, and nonnegative-definite, by taking Fourier transform and since s(t−s)/(2t) ≤
s/2, one can see that∫
Rd
dz Tν/2(t− s, z)f(z)G
(
s(t− s)
2t
, z
)
≥
∫
Rd
dz Tν/2(t− s, z)f(z)G (s/2, z)
≥ 3−d/2
∫
Rd
dz f(z)G(s/6, z)
≥ 3−d/2
∫
Rd
dz f(z)G(s, z) ≥ 3−d/2k(s), (2.25)
Hence,
L1(t, x, x′; y) ≥ 2−d3−d/2G(t, x)G(t, x′)Tν(t, x− x′)
∫ t/2
0
Tν/4(s, y)k(s)ds,
where the integral is equal to h1(t/2, y). Therefore, the case n = 1 is true.
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Assume that (2.18) is true up to n. Then
Ln+1(t, x, x′; y) = (L0 ⊲ Ln) (t, x, x′; y)
≥(2
√
3 )−nd
∫ t
2
0
ds hn
(
t− s
2
, y
)∫∫
R2d
dzdz′ G(s, z)G(s, z′)
×G(t− s, x− z)G(t− s, x′ − z′)
× Tν(t− s, (x− z)− (x′ − z′))f(y − [(x− z)− (x′ − z′)])
≥(2
√
3 )−nd
∫ t
2
0
ds hn (t/2− s, y)
∫∫
R2d
dzdz′ G(s, x− z)G(s, x′ − z′)
×G(t− s, z)G(t− s, z′)Tν(t− s, z − z′)f(y − [z − z′])
=(2
√
3 )−nd
∫ t
t
2
dr hn (r − t/2, y)
∫∫
R2d
dzdz′ G(r, z)G(r, z′)
×G(t− r, x− z)G(t− r, x′ − z′)Tν(r, z − z′)f(y − [z − z′]), (2.26)
where we have used the fact that s 7→ hn(s, y) is nondecreasing (Lemma 2.6). Notice that
Tν(r, z − z′) ≥ Tν/2(r, y − (z − z′))Tν/2(r, y).
By the same arguments as those in (2.21) and (2.22) with the correlation function f(z)
replaced by z 7→ f(z)Tν/2(r, z), the double integral dzdz′ in (2.26) becomes
G(t, x)G(t, x′)Tν/2(r, y)
∫
Rd
dz Tν/2(r, z)f(z)G
(
2r(t− r)
t
, z + y − r
t
(x− x′)
)
.
By (2.24), the above quantity is bounded from below by
2−dG(t, x)G(t, x′)Tν(t, x− x′)Tν/4(r, y)
∫
Rd
dz Tν/2(r, z)f(z)G
(
r(t− r)
2t
, z
)
,
where we have used the fact that Tν/2(r, y)
2 = Tν/4(r, y). Then apply (2.25) with s replaced
by t− r to get
Ln+1(t, x, x′; y) =(2
√
3 )−(n+1)dG(t, x)G(t, x′)Tν(t, x− x′)
×
∫ t
t/2
ds hn(r − t/2, y)Tν/4(r, y)k(t− r).
Because r ∈ ]t/2, t[ , Tν/4(r, y) ≥ Tν/4(t− r, y). Hence,∫ t
t/2
ds hn(r − t/2, y)Tν/4(r, y)k(t− r) ≥
∫ t
t/2
ds hn(r − t/2, y)Tν/4(t− r, y)k(t− r)
=
∫ t/2
0
hn(t/2− s, y)Tν/4(s, y)k(s),
where the integral is equal to hn+1(t/2, y). This proves the case n + 1 and (2.18). Finally,
(2.20) is a direct consequence of (2.18). This completes the whole proof of Lemma 2.7.
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Lemma 2.8. For all µ ∈MH(Rd) and all t ≥ 0, x, x′ ∈ Rd,
(K ⊲ J1) (t, x, x′; 0) =λ−2
∫∫
R2d
µ(dy)µ(dy′)K(t, x− y, x′ − y′; y′ − y)− J1(t, x, x′). (2.27)
Proof. We first prove (2.27). Writing J0(t, z) and J0(t, z
′) in the integral forms and applying
the arguments in the proof of Lemma 2.7, we see that
(K⊲ J1) (t, x, x′; 0) =
∫ t
0
ds
∫∫
R2d
dzdz′
∫∫
R2d
µ(dy)µ(dy′)G(s, z − y)G(s, z′ − y′)
× f(z′ − z)K(t− s, x− z, x′ − z′; z′ − z).
By change of variables, zˆ = z − y and zˆ′ = z′ − y′, and by Fubini’s theorem,
(K⊲ J1) (t, x, x′; 0) =
∫∫
R2d
µ(dy)µ(dy′)
∫ t
0
ds
∫∫
R2d
dzˆdzˆ′ f((y′ − y)− (zˆ − zˆ′))
×G(s, zˆ)G(s, zˆ′)K(t− s, x− y − zˆ, x′ − y′ − zˆ′; (y′ − y)− (zˆ − zˆ′))
=
∫∫
R2d
µ(dy)µ(dy′) (K⊲ L0) (t, x− y, x′ − y′; y′ − y).
Then use the recursion K ⊲ L0 = λ−2K −L0 to get (2.27).
Proof of Theorem 2.4. The proof follows the same six steps as those in the proof of [3,
Theorem 2.4] with some minor changes:
(1) Both proofs rely on estimates on the kernel function K. Instead of an explicit formula
as for the heat equation case (see [3, Proposition 2.2]), Lemma 2.7 ensures the finiteness and
provides a bound on the kernel function K.
(2) In the Picard iteration scheme (Steps 1–4 in the proof of [3, Theorem 2.4]), we need to
check the Lp(Ω)-continuity of the stochastic integral, which then guarantees that at the next
step, the integrand is again in P2, via [3, Proposition 3.4]. The statement of [3, Proposition
3.4] is still true for G(t, x) on Rd; see [2, Proposition 2.3.13]. Note that during each iteration,
the measurability is guaranteed by Proposition 2.2 (in place of [3, Proposition 3.1])
(3) In the first step of the Picard iteration scheme, the following property is useful: For
all compact sets K ⊆ R+ × Rd,
sup
(t,x)∈K
(K ⊲ [1 + J1]) (t, x, x; 0) < +∞.
For the heat equation, this property is discussed in [3, Lemma 3.9]. Here, Lemma 2.8 gives
the desired result with minimal requirements on the initial data. This property, together
with the calculation of the upper bound on the function K in Lemma 2.7, guarantees that
all the Lp(Ω)-moments of u(t, x) are finite. This property is also used to establish uniform
convergence of the Picard iteration scheme, hence Lp(Ω)–continuity of (t, x) 7→ I(t, x).
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(4) The moment formula (2.8) is clear from the Picard iterations. The formula (2.9) is
due to Lemma 2.8.
As for (2.10), we only need to consider the nonlinear case. By (1.6), the function
g(t, x, x′) = E [u(t, x)u(t, x′)] satisfies (2.3) with “=”, λ and K replaced by “≤” Lρ and
K, respectively.
Similarly, for the lower bound (2.11), thanks to (1.3), the above g function satisfies (2.3)
with “=” and λ replaced by “≥” and lρ, respectively. Hence, this integral inequality is solved
by (2.11), i.e., by (2.9) with “=” and λ replaced by “≥” and lρ, respectively.
This completes the proof of Theorem 2.4.
3 Conditions for phase transitions: proof of Theorem
1.3
In this section, we will prove Theorem 1.3. We need some lemmas. Lemma 3.1 will be used
at the end of the proof of Theorem 1.3.
Lemma 3.1. Fix a > 0. Let c = νπ/(2a2). Then for all t ∈ R+ × Rd,∫
[−a,a]d
G(t, y)dy ≥ (1 + c t)−d/2 ,
and ∫ t
0
ds
∫
[−a,a]d
G(s, y)dy ≥


2c−1
(√
ct+ 1− 1) if d = 1,
c−1 log(1 + c t) if d = 2,
2 [c(d− 2)]−1 (1− (1 + c t)1−d/2) if d ≥ 3.
Proof. We only need to prove the case where d = 1. Notice that∫ a
−a
G(t, y)dy = 2Φ
(
a√
νt
)
− 1,
where Φ(x) is the distribution of the standard normal distribution. Denote
F (t) :=
√
1 +
νπ
2a2
t
[
2Φ
(
a√
νt
)
− 1
]
.
Clearly, F (0) = 1. By l’Hospital’s rule, limt→∞ F (t) = 1. By studying F
′(t), one can
show that for some t0 > 0, F (t) is nondecreasing over [0, t0] and nonincreasing over [t0,∞].
Therefore, F (t) ≥ 1. The rest calculations follow Example A.2.
Lemma 3.2. For all y ∈ Rd, we have that
lim
t→∞
h1(t) <∞ ⇐⇒ lim
t→∞
h1(t, y) <∞.
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Proof. Because h1(t, y) ≤ h1(t), the “if” part is clear. On the other hand, for any ǫ ∈ ]0, t[ ,
h1(t, y) ≥
∫ t
ǫ
ds k(s)Tν/4(s, y) ≥ Tν/4(ǫ, y) [h1(t)− h1(ǫ)] .
This proves the lemma.
Define
H∗ν (t, y; γ) :=
∞∑
n=0
γnh1(t/n, y)
n.
Lemma 3.3. (1) For all t ≥ 0, y ∈ Rd and γ > 0, Hν(t, y; γ) ≥ H∗ν (t, y; γ).
(2) For all a > 0 and y ∈ Rd, if γ ≥ e/h1(a, y), then
H∗ν (t, y; γ) ≥
et/a − 1
e− 1 , for all t ≥ 0.
(3) If limt→∞ h1(t) =∞, then for all γ > 0 and all y ∈ Rd, we have that
H∗ν (t, y; γ) ≥
et/a − 1
e− 1 , for all t ≥ 0,
where a > 0 is the value such that h1(a, y) = e/γ.
Proof. (1) This is because hn(t, y) ≥ h1(t/n, y)n for n ∈ N, which is true by induction.
(2) Fix a > 0 and y ∈ Rd. Note that h1(t, y) is nondecreasing. So when h1(a, y) > e/γ,
∞∑
n=0
γnh1(t/n, y)
n ≥
t/a∑
n=0
γnh1(t/n, y)
n ≥
t/a∑
n=0
γnh1(a, y)
n ≥ e
⌊t/a⌋+1 − 1
e− 1 ≥
et/a − 1
e− 1 .
(3) Fix arbitrary γ > 0 and y ∈ Rd. One can find a > 0 such that h1(a, y) = e/γ. Then
apply the same arguments as those in (2).
Proof of Theorem 1.3. Fix µ ≥ 0. We first note that if both ρ1 and ρ2 satisfy (1.3) and
ρ1(x) ≤ ρ2(x) for all x ∈ R, then the second moments of the corresponding solutions u1(t, x)
and u2(t, x) both starting from µ satisfy the following comparison relation:
||u1(t, x)||2 ≤ ||u2(t, x)||2 .
Note that ||·||p denotes the Lp(Ω)-norm. This is clear from Itoˆ’s isometry (2.3). Hence, in
the following, we need only consider the linear case: σ(x) = λx with λ > 0.
We start with the case where Υ(0) <∞. From (2.23), we know that
L1(t, x, x′; y) ≤ (2π)−d G(t, x)G(t, x′)
∫ ∞
0
ds
∫
Rd
fˆ(dξ) exp
(
−νs
4
|ξ|2
)
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=
4
ν(2π)d
G(t, x)G(t, x′)
∫
Rd
fˆ(dξ)
|ξ|2 .
Denote θ := 4
ν(2π)d
Υ(0). Hence, by induction,
Ln(t, x, x′; y) ≤ θnG(t, x)G(t, x′)
and if λ2θ < 1, i.e.,
λ ≤ 2−1(2π)d/2ν1/2Υ(0)−1/2 =: λc,
then
K(t, x, x′; y) ≤ G(t, x)G(t, x′) 1
1− θλ2 .
By (2.10), for all µ ∈MH(Rd) with µ ≥ 0,
||u(t, x)||22 ≤ J20 (t, x)
1
1− θλ2 .
Since µ satisfies (1.14), for all β > 0,
J0(t, x) ≤
(
sup
y∈Rd
G(t, x− y)eβ|y|
)∫
Rd
e−β|y|µ(dy).
Notice that
G(t, x− y)eβ|y| ≤
d∏
i=1
1√
2πνt
exp
(
−(xi − yi)
2
2νt
+
β√
d
|yi|
)
= (2πνt)−d/2 exp
(
β2ν
2
t +
β√
d
d∑
i=1
|xi|
)
.
Therefore,
sup
x∈Rd
m2(x) ≤ β2ν for all β > 0,
which implies that supx∈Rd m2(x) = 0. On the other hand, part (2) of Lemma 3.3 shows that
when λ is sufficiently large, then infx∈Rd m2(x) > 0.
When Υ(0) = ∞, the moment bound (2.8), Lemma 2.7 and part (3) of Lemma 3.3
together imply that infx∈Rd m2(x) > 0. The statement m1(x) ≡ 0 is due to (1.6).
The equivalence between (1.10) and (1.13) is due to (2.16). The implication “(1.11)⇒(1.13)”
is because that
lim
t→∞
h1(t) = (2π)
−d
∫ ∞
0
dt
∫
Rd
fˆ(dξ) exp
(
−νt
2
|ξ|2
)
=
2
ν(2π)d
∫
Rd
fˆ(dξ)
|ξ|2 .
On the other hand, if d ≤ 2, then Lemma 3.1 implies that (1.13) fails. This proves the
implication “(1.13)⇒(1.11)”. This completes the whole proof of Theorem 1.3.
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4 Intermittency fronts: proof of Theorem 1.4
We first consider the following lemma which will be used in the proof of Theorem 1.4:
Lemma 4.1. If µ ≥ 0 satisfies (1.18) for some β > 0, then we have
J20 (t, x) ≤ C2(2πνt)−d exp
(
− 2β√
d
|x|+ νβ2t
)
,
where C =
∫
Rd
eβ|x|µ(dx).
Proof. Notice that
|y1|+ · · ·+ |yd|√
d
≤ |y| =
√
y21 + · · ·+ y2d ≤ |y1|+ · · ·+ |yd|.
By the same arguments as the proof of [3, Lemma 4.4] with β replaced by β/
√
d,
J20 (t, x) ≤ C2(2πνt)−d
d∏
i=1
exp
(
− 2β√
d
|xi|+ νβ
2
d
t
)
≤ C2(2πνt)−d exp
(
− 2β√
d
|x|+ νβ2t
)
.
Proof of Theorem 1.4. We first prove the upper bound. By (2.9) and (2.19),
||u(t, x)||22 ≤ L−2ρ J20 (t, x) exp (θt) ,
where θ := θ(ν,Lρ) is defined in (2.15). Hence, by Lemma 4.1, for α > 0,
sup
|x|>αt
||u(t, x)||22 ≤ L−2ρ (2πνt)−d exp
(
− 2β√
d
αt + νβ2t+ θt
)
,
where C :=
∫
Rd
eβ|x|µ(dx). Now, the exponential growth rate are
− 2β√
d
αt+ νβ2t+ θt < 0 ⇐⇒ α >
√
d
2
(
νβ +
θ
β
)
,
which proves the upper bound.
Now we consider the lower bound. Denote κ := (2
√
3 )−d. By (2.11) and (2.20),
||u(t, x)||22 ≥ l−2ρ
∫∫
R2d
µ(dz)µ(dz′) L0(t, x− z, x− z′)Tν(t, z − z′)Hν
(
t/2, z − z′; κ l2ρ
)
.
Fix a constant a > 0 such that
∫
[−a,a]d
µ(dz) > 0. Denote ~a = (a, · · · , a) ∈ Rd. For z and
z′ ∈ [−a, a]d, we have that
Tν(t, z − z′) ≥ Tν(t, 2~a),
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and
Hν
(
t/2, z − z′; κ l2ρ
) ≥ Hν (t/2, 2~a; κ l2ρ) .
Notice that
L0(t, x− z, x− z′) ≥ (2πνt)−d exp
(
−2|x|
2 + |z|2 + |z′|2
νt
)
= 2−dL0(t/2, z, z′)Tν(t/2, x).
Thus,
||u(t, x)||22 ≥ l−2ρ C2t Tν(t/2, x)Hν
(
t/2, 2~a; κ l2ρ
)
.
where
Ct =
∫
[−a,a]d
G(t/2, z)µ(dz).
Hence, for α > 0,
sup
|x|≥αt
||u(t, x)||22 ≥ l−2ρ C2t exp
(
−2α
2t
ν
)
Hν
(
t/2, 2~a; κ l2ρ
)
,
and
lim inf
t→+∞
1
t
sup
|x|≥αt
log ||u(t, x)||22 ≥ −
2α2
ν
+ lim inf
t→∞
1
t
logHν
(
t/2, 2~a; κ l2ρ
)
.
Therefore, by part (1) of Lemma 3.3,
λ(2) ≥
(
ν lim inf
t→∞
1
t
logH∗ν
(
t, 2~a; κ l2ρ
))1/2
.
Then apply Lemma 3.3 for the above limit. This completes the proof of Theorem 1.4.
A Appendix: Examples
Example A.1. (Riesz kernels) Suppose f(z) = |z|−α with α ∈ ]0, 2 ∧ d[ . Then
k(t) = (2πνt)−d/2
∫ ∞
0
exp
(
− r
2
2νt
)
r−α+d−1
πd/2
Γ(1 + d/2)
dr = Cα,d t
−α/2,
with Cα,ν,d :=
ν−α/2
21+α/2
Γ((d−α)/2)
Γ(1+d/2)
, and
h1(t) = C
∗
α,ν,d t
1−α/2, Υ(β) = C ′α,ν,dβ
−1+α/2,
for some constants C∗α,ν,d =
ν−α/2
2α/2(2−α)
Γ((d−α)/2)
Γ(1+d/2)
and C ′α,ν,d > 0. By induction,
hn(t) = C
n
α,ν,d
tn(1−α/2)Γ(1− α/2)n
Γ(n(1− α/2) + 1) , for all n ≥ 0,
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and hence
Hν(t;λ
2) = E1−α/2,1
(
λ2Cα,ν,d Γ(1− α/2)t1−α/2
)
,
where Eα,β(z) is the Mittag-Leffler function with two parameters
Eα,β(z) :=
∞∑
n=0
zn
Γ(αn+ β)
, ℜα > 0, β ∈ C, z ∈ C;
see, e.g., [17]. The following asymptotic expansions are useful: As |z| → ∞,
Eα,β(z) ∼ 1
α
exp
(
z1/α
)− ∞∑
k=1
z−k
Γ(β − αk) , if 0 < α < 2 and | arg z| < απ/2, (A.1)
we have that
lim
t→∞
1
t
logHν(t;λ
2) = [Cα,ν,d Γ(1− α/2)]
2
2−α λ
4
2−α .
By Lemma 3.3,
lim inf
t→∞
1
t
logH∗ν (t;λ
2) ≥ C⋆α,ν,dλ
4
2−α , with C⋆α,ν,d =
(
C∗α,ν,d
e
) 2
2−α
.
Example A.2. (Ornstein-Uhlenbeck-type kernels) Suppose f(z) = exp (−|z|α) for α ∈ ]0, 2].
The case when α = 2 has closed forms:
k(t) = (2πνt)−d/2
∫ t
0
exp
(
− r
2
2νt
− r2
)
r+d−1
πd/2
Γ(1 + d/2)
dr = d−1(1 + 2νt)−d/2,
and
h1(t) =


ν−1
(√
2νt+ 1− 1) if d = 1,
(4ν)−1 log(1 + 2νt) if d = 2,
[ν(d− 2)d]−1 (1− (1 + 2νt)1−d/2) if d ≥ 3,
and
Υ(β) = (2π)−d
∫
Rd
πd/2e−|ξ|
2/2
β + |ξ|2 dξ = d
−12−deβ/2β
d
2
−1Γ
(
1− d
2
,
β
2
)
,
where Γ(ν, x) :=
∫∞
x
tν−1e−tdt is the incomplete Gamma function.
Example A.3. (Brownian motion case) When f(z) ≡ 1, the noise reduces to a space-
independent noise. In this case,
k(t) ≡ 1, h1(t) = t, Υ(β) = (2π)−dβ−1,
and by (2.15) and Lemma 3.3,
lim
t→∞
1
t
logHν(t;λ
2) =
λ2
(2π)d
, lim inf
t→∞
1
t
logH∗ν (t;λ
2) ≥ λ
2
e
.
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Example A.4. (Space-time white noise case) When d = 1 and f = δ0, we have that
k(t) =
1√
2πνt
, h1(t) =
√
2t
πν
, Υ(β) =
1
2
√
β
,
and by (2.15) and Lemma 3.3,
lim
t→∞
1
t
logHν(t;λ
2) =
λ4
2ν
, lim inf
t→∞
1
t
logH∗ν (t;λ
2) ≥ 2λ
4
πνe2
.
Example A.5. (Lower bound for d = 1, 2) When f(x) ≥ 1[−a,a]d(x) for some a > 0 and
d = 1, 2, then by Lemma 3.1 and 3.3,
lim inf
t→∞
1
t
logH∗ν (t;λ
2) ≥ νπ
2a2
[(
1 +
νπe
4a2λ2
)2
− 1
]−1
→ λ
2
e
as λ→∞ if d = 1,
and
lim inf
t→∞
1
t
logH∗ν (t;λ
2) ≥ νπ
2a2
[
exp
( νπe
2a2λ2
)
− 1
]−1
→ λ
2
e
as λ→∞ if d = 2.
B Associative property of the convolution “⊲”
Lemma B.1. Let h, w, and g be three real-valued functions defined on R+ × R3d. Suppose
that (h⊲ (w ⊲ g)) (t, x, x′; y) and ((h⊲ w)⊲ g) (t, x, x′; y) are well defined where t ≥ 0, x,
x′ and y ∈ Rd. Then
(h⊲ (w ⊲ g)) (t, x, x′; y) = ((h⊲ w)⊲ g) (t, x, x′; y).
Proof. By definition,
(h⊲ (w ⊲ g))(t, x, x′; y)
=
∫ t
0
ds1
∫∫
R2d
dz1dz
′
1 h(t− s1, x− z1, x′ − z′1; y − (z1 − z′1))
× (w ⊲ g) (s1, z1, z′1; y)f(y − (z1 − z′1))
=
∫ t
0
ds1
∫∫
R2d
dz1dz
′
1 h(t− s1, x− z1, x′ − z′1; y − (z1 − z′1))f(y − (z1 − z′1))
×
∫ s1
0
ds2
∫∫
R2d
dz2dz
′
2 w(s1 − s2, z1 − z2, z′1 − z′2; y − (z2 − z′2))
× g(s2, z2, z′2; y)f(y − (z2 − z′2))
Then by change of variables
sˆ1 = t− s2 zˆ1 = x− z2 zˆ′1 = x′ − z′2 ,
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sˆ2 = t− s1 zˆ2 = x− z1 zˆ′2 = x′ − z′1 ,
we see that
(h⊲ (w ⊲ g))(t, x, x′; y)
=
∫ t
0
dsˆ1
∫∫
R2d
dzˆ1dzˆ
′
1 g(t− sˆ1, x− zˆ1, x′ − zˆ′1; y)f(y − [(x− zˆ1)− (x− zˆ′1)])
×
∫ sˆ1
0
dsˆ2
∫∫
R2d
dzˆ2dzˆ
′
2 w(sˆ1 − sˆ2, zˆ1 − zˆ2, zˆ′1 − zˆ′2; y − [(x− zˆ1)− (x′ − zˆ′1)])
× h(sˆ2, zˆ2, zˆ′2; y − [(x− zˆ2)− (x′ − zˆ′2)])f(y − [(x− zˆ2)− (x′ − zˆ′2)])
=
∫ t
0
dsˆ1
∫∫
R2d
dzˆ1dzˆ
′
1 g(t− sˆ1, x− zˆ1, x′ − zˆ′1; y)f(y − [(x− zˆ1)− (x− zˆ′1)])
× (h⊲ w) (sˆ1, zˆ1, zˆ′1; y − [(x− zˆ1)− (x− zˆ′1)])
= ((h⊲ w)⊲ g) (t, x, x′; y).
This completes the proof of Lemma B.1.
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