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Spatial and temporal features of synaptic inputs
engage integration mechanisms on multiple scales,
including presynaptic release sites, postsynaptic
dendrites, and networks of inhibitory interneurons.
Here we investigate how these mechanisms coop-
erate to filter synaptic input in hippocampal area
CA1. Dendritic recordings from CA1 pyramidal neu-
rons reveal that proximal inputs from CA3 as well
as distal inputs from entorhinal cortex layer III (ECIII)
sum sublinearly or linearly at low firing rates due to
feedforward inhibition, but sum supralinearly at
high firing rates due to synaptic facilitation, produc-
ing a high-pass filter. However, during ECIII and
CA3 input comparison, supralinear dendritic inte-
gration is dynamically balanced by feedforward
and feedback inhibition, resulting in suppression of
dendritic complex spiking. We find that a particular
subpopulation of CA1 interneurons expressing neu-
ropeptide Y (NPY) contributes prominently to this
dynamic filter by integrating both ECIII and CA3 input
pathways and potently inhibiting CA1 pyramidal
neuron dendrites.
INTRODUCTION
The central nervous system processes sensory information
through many layers of neuronal circuitry, ultimately producing
signals that drive behaviors appropriate to the demands of the
environment. The signal transformations, or computations, that
occur at each stage of processing in the brain emerge from the
morphological and biophysical properties of the neurons
involved (Johnston et al., 1996; Magee, 2000; London and
Ha¨usser, 2005; Spruston, 2008), their anatomical and functional
connectivity (Bock et al., 2011; Briggman et al., 2011; Bargmann
and Marder, 2013), and their temporal dynamics (Abbott and
Regehr, 2004; George et al., 2011; Womelsdorf et al., 2014). It
is well-known that specific features of the sensory environment
and the behavior of an animal can be decoded from the rate
and timing of action potentials in neurons that process those fea-
tures (deCharms and Zador, 2000; Ahmed and Mehta, 2009).1274 Neuron 87, 1274–1289, September 23, 2015 ª2015 Elsevier IncHowever, the cellular and circuit mechanisms that integrate
and filter synaptic inputs to generate such receptive fields
remain poorly understood. In this study we focus on hippocam-
pal area CA1 as a model system for understanding how neuronal
circuits selectively respond to specific spatial and temporal pat-
terns of synaptic inputs.
The mammalian hippocampus processes and stores informa-
tion about the topology of spatial environments and the order of
events in time (O’Keefe, 1979; Buzsa´ki andMoser, 2013; Eichen-
baum, 2013). The firing patterns of CA1 pyramidal neurons
encode the position of an animal in physical space during navi-
gation, hence they are referred to as ‘‘place cells,’’ and their
spatial receptive fields as ‘‘place fields’’ (O’Keefe, 1979). The
local neuronal circuit in area CA1 that computes these distinctive
receptive fields shares prominent features with many circuits
throughout the brain (Grillner et al., 2005; Silberberg et al.,
2005; Womelsdorf et al., 2014), despite differences in the sour-
ces and content of the signals they process:
(1) Multiple input pathways of distinct origin target different
dendritic compartments of the output neurons (Petreanu
et al., 2009; Larkum, 2013). In CA1, it is an intrahippocam-
pal input from area CA3 that contacts basal and proximal
apical dendrites of pyramidal cells and an external cortical
input from ECIII that contacts distal apical tuft dendrites
(Witter, 1993; Kajiwara et al., 2008; Takahashi andMagee,
2009).
(2) Those pathways differentially activate multiple classes
of local inhibitory interneurons that also target specific
domains (Somogyi and Klausberger, 2005; Kajiwara
et al., 2008; Taka´cs et al., 2012; Somogyi et al., 2014).
In this study we investigate three genetically defined inter-
neuron subtypes, expressing either parvalbumin (PV),
neuropeptide Y (NPY), or somatostatin (SST), that res-
pectively innervate the perisomatic region, the apical den-
drites, and the distal tuft dendrites of CA1 pyramidal cells.
(3) Presynaptic neurotransmitter release at each input path-
way is stochastic, use-dependent, and target-selective
(Markram et al., 1998; Reyes et al., 1998; Losonczy
et al., 2002; Wierenga and Wadman, 2003; Mori et al.,
2004; Pouille and Scanziani, 2004; Richardson et al.,
2005; Sun et al., 2005; Klyachko and Stevens, 2006).
For example, it has been shown that synapses from
CA3 onto CA1 pyramidal cells exhibit an initially low
release probability (Pr) that robustly facilitates during.
bouts of repetitive firing, whereas synapses from the
same CA3 axons onto some CA1 interneurons have an
initially higher Pr that moderately facilitates or even de-
presses during a train (Wierenga and Wadman, 2003;
Sun et al., 2005).
(4) The cable properties of branching dendrites and their
expression of voltage-dependent ion channels can either
attenuate or amplify synaptic signals (Johnston et al.,
1996; Magee, 2000; Spruston, 2008), expanding the
diversity of neuronal circuit computations (London and
Ha¨usser, 2005).
(5) The resulting output signals reflect comparisons made
between the multiple input pathways (Larkum et al.,
1999; Spruston, 2008; Takahashi and Magee, 2009; Xu
et al., 2012; Larkum, 2013), as well as a dynamic balance
of excitation and inhibition (Pouille and Scanziani, 2004;
Haider et al., 2006; Klyachko and Stevens, 2006; George
et al., 2011; Isaacson and Scanziani, 2011).
One feature of CA1 that is more atypical is its lack of appre-
ciable excitatory feedback (Knowles and Schwartzkroin, 1981),
which presents an experimental advantage for measuring the
input-output transformation performed by a single neuronal cir-
cuit layer. In order to determine the contributions of various
network components to information processing within the CA1
microcircuit, we performed intracellular recordings from pyrami-
dal neuron dendrites and interneuron cell bodies in hippocampal
slices combined with electrical and optogenetic stimulation. We
found that pyramidal neurons select for bursts of synaptic inputs
that engage supralinear integration mechanisms and overcome
initial barriers of release probability and feedforward inhibition.
However, we also observedmultiple classes of CA1 interneurons
to summate synaptic inputs supralinearly. In particular, we iden-
tified a subpopulation of NPY+ interneurons at the border of the
CA3 and ECIII input layers that perform a similar dual pathway
coincidence detection operation as pyramidal cells, effectively
predicting and preventing complex spike output from CA1.RESULTS
Frequency-Dependent Input Summation in CA1
Pyramidal Cells and Interneurons
We measured temporal summation of synaptic inputs in each of
four cell types in the CA1 microcircuit at the two major input
pathways to CA1 (proximal input from CA3 and distal input
from ECIII, see diagrams in Figure 1). We observed that triplets
of excitatory postsynaptic potentials (EPSPs) do not summate
when evoked at 300 ms intervals by electrical stimulation of
afferent axons. If Pr at these synapses were static, and postsyn-
aptic integration mechanisms were linear, then EPSPs elicited
closer together in time would sum exactly linearly (these ex-
pected EPSP amplitudes for varying inter-stimulus intervals
(ISIs) are depicted in blue in Figure 1). In the absence of inhibition,
any divergence from this expected linear sum in the actual
measured response (black in Figure 1) could result from use-
dependent changes in Pr (Markram et al., 1998) as well as
postsynaptic amplification or attenuation by various voltage-
dependent ion channels, including AMPARs, NMDARs, Na+-,NeuCa2+-, K+-, and HCN-channels (Johnston et al., 1996; Magee,
2000; Losonczy and Magee, 2006; Spruston, 2008; Takahashi
and Magee, 2009; Grienberger et al., 2014). The combined influ-
ences of these diverse integration mechanisms comprise the
‘‘excitatory synaptic filter.’’ In the presence of inhibition, diverse
mechanisms could contribute to any reduction in measured
summation (red in Figure 1), including changes in Pr at excitatory
synapses onto inhibitory neurons, postsynaptic integration
mechanisms within inhibitory neurons, changes in Pr at inhibitory
synapses, effects of inhibition on dendritic excitability, and inhib-
itory interactions among interneurons (Mori et al., 2004; Pouille
and Scanziani, 2004; Richardson et al., 2005; Klyachko and
Stevens, 2006; George et al., 2011; Lovett-Barron et al., 2012;
Palmer et al., 2012; Pfeffer et al., 2013). These mechanisms
comprise the ‘‘inhibitory synaptic filter.’’ Here we quantify the
frequency dependence of these filters.
We found with intracellular recordings from apical trunk den-
drites at the border of strata radiatum (SR) and lacunosum-
moleculare (SLM) that pyramidal cells respond to both ECIII
and CA3 inputs with facilitating excitation (Figures 1A–1C).
While summation was reduced by inhibition, significant supra-
linearity persisted for ECIII inputs activated at 100 Hz (10 ms
ISI) and for CA3 inputs activated at 20 Hz or greater (%50 ms
ISI), generating a high-pass filter (Figures 1A–1C). Next we
targeted recordings to genetically labeled somata of PV+ inhib-
itory interneurons in strata pyramidale (SP) and oriens (SO)
(see Figures 1D, S1, and S2 and Experimental Procedures)
and found that they respond weakly to ECIII input (likely
through excitatory feedback from CA1 pyramidal neurons) but
respond robustly to CA3 input with facilitating excitation (Fig-
ures 1E and 1F). While previous studies have reported CA1
basket cells to receive depressing feedback inputs from CA1
pyramidal cells (Losonczy et al., 2002; Pouille and Scanziani,
2004), other work corroborates our observation of facilitation
at feedforward inputs from CA3 (Wierenga and Wadman,
2003), which was likely favored by our use of more physio-
logical levels of extracellular Ca2+ (Jones and Keep, 1988).
However, we found that inhibition onto PV+ cells reduces sum-
mation such that responses are supralinear only for low-input
frequencies (10 and 20 Hz, or 100 and 50 ms ISIs), generating
a low-pass filter (Figures 1E and 1F).
Recordings from NPY+ interneuron somata at the border of
SR and SLM (see Figures 1G, S1, and S2 and Experimental
Procedures) revealed facilitating excitation at both ECIII and
CA3 inputs (Figures 1H and 1I). In the presence of inhibition,
ECIII inputs exhibited supralinear summation for intermediate
input frequencies (10 and 40 Hz, or 100 ms and 25 ms ISIs),
as did CA3 inputs for all input frequencies 10 Hz and greater,
generating a band-pass filter (Figures 1H and 1I). SST+ somata
in stratum oriens (SO) (see Figures 1J, S1, and S2 and Experi-
mental Procedures) responded weakly to ECIII input stimu-
lation and only responded to CA3 input stimulation when
inhibition was blocked, and after a delay (Figures 1K and 1L),
consistent with previous reports that oriens lacunosum-molecu-
lare (O-LM) neurons lack direct inputs from ECIII and CA3
(Maccaferri and McBain, 1995; Kim et al., 2012) but receive
a facilitating feedback connection from CA1 pyramidal cells
(Ali and Thomson, 1998; Losonczy et al., 2002).ron 87, 1274–1289, September 23, 2015 ª2015 Elsevier Inc. 1275
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Figure 1. Nonlinear Summation in CA1 Depends on Input Pathway, Input Frequency, and Cell Type
(A) Schematic indicating recording position from the distal apical trunk dendrite of a CA1 pyramidal neuron near the border of SR and SLM (300 mm from the cell
body) during electrical stimulation of CA3 axons in SR and ECIII axons in SLM.
(B) Synaptic inputs from ECIII were stimulated across a range of inter-stimulus intervals (ISI) in the presence and absence of GABAergic inhibition. The average
EPSP recorded at 300 ms ISI without inhibition was used to calculate the expected EPSP waveform for other ISIs, assuming linear summation. Left: example
traces compare the expected (blue) EPSP waveform to the measured voltage responses with (red) and without (black) inhibition for inputs evoked at 10 ms ISI.
Right: summary data from these experiments display peak EPSP amplitude as mean ± SEM for each ISI (n = 15). Asterisks denote a significant difference
(p < 0.05) between the measured EPSP with inhibition (red) and the expected EPSP (blue). Unless otherwise indicated below, in all subsequent panels the
measured EPSP amplitude without inhibition (black) also differed significantly (p < 0.05) from the other two conditions at all ISIs, except for 300 ms, when the
expected EPSP is by definition equal to the measured EPSP without inhibition.
(C) Same as in (B) for synaptic inputs from CA3. EPSPs evoked by stimulation in either proximal SR or distal SR were pooled (n = 19).
(D–F) Same as in (A)–(C) for recordings from the cell bodies of PV+ interneurons in SP and SO. (E) n = 9. (F) n = 18. The measured EPSP without inhibition only
differed significantly (p < 0.05) from that with inhibition at ISIs of 300 ms, 25 ms, and 10 ms in both (E) and (F).
(G–I) Same as in (A)–(C) for recordings from the cell bodies of NPY+ interneurons at the border of SR and SLM. (H) n = 20. (I) n = 35. The measured EPSP without
inhibition only differed significantly (p < 0.05) from that with inhibition at ISIs of 300 ms, 100 ms, and 10 ms in (I).
(J–L) Same as in (A)–(C) for recordings from the cell bodies of SST+ interneurons in SO. (K) The measured EPSP without inhibition did not differ significantly from
that with inhibition at any ISI in (K), and only differed from the expected EPSP at 50 ms ISI (n = 4–5). (L) n = 8–14.
See also Figures S1 and S2.
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Synaptic Filter Dynamics in CA1 Pyramidal Neurons
during Dual Pathway Integration
The above observations suggest that the CA1 microcircuit acts
as a high-pass filter, favoring excitation over inhibition in pyrami-
dal cells when synaptic inputs from either ECIII or CA3 are acti-
vated repeatedly at high frequency. They also identify NPY+ cells
at the border of SR and SLM as a unique class of interneurons
that send dendrites into both layers (Figure S2) and are capable
of summating both input pathways supralinearly. We therefore
wondered how the excitatory and inhibitory synaptic filters in
CA1 evolve when both ECIII and CA3 inputs are coactive, as oc-
curs in vivo during spatial exploration (Buzsa´ki, 2002; Ahmed
and Mehta, 2009; Mizuseki et al., 2009; Buzsa´ki and Moser,
2013; Schomburg et al., 2014). Previous work has demonstrated
that, in the absence of inhibition, synchronous activity across
both input pathways recruits dendritic amplificationmechanisms
to generate complex spikes in CA1 pyramidal cells, which are
characterized by long-duration plateau potentials in the apical
trunk and high-frequency action potentials riding on a large
slow depolarization at the soma (Takahashi and Magee, 2009).
However, it is unclear how the local inhibitory microcircuit influ-
ences dual pathway integration.
We chose a spatially and temporally patterned stimulus to
mimic the timing and rhythmicity of synaptic inputs to CA1 place
cells in vivo during place field traversal (Buzsa´ki, 2002; Buzsa´ki
and Moser, 2013). Previous work has demonstrated that active
ensembles of ECIII and CA3 neurons fire in punctuated bursts
in sync with the oscillating extracellular local field potential
(LFP) in CA1 (Buzsa´ki, 2002; Ahmed and Mehta, 2009; Buzsa´ki
and Moser, 2013), with ECIII inputs exerting their peak influence
in CA1 near the start (or peak) of each theta cycle, followed by
CA3 inputs after a brief phase delay (Mizuseki et al., 2009;
Schomburg et al., 2014). For five simulated theta cycles with
duration 150 ms each, bursts of five stimuli were delivered at
100 Hz either to one electrode in SLM to activate ECIII inputs,
to two electrodes in SR to activate both proximal and distal
CA3 inputs, or all three electrodes simultaneously, with ECIII
stimuli preceding CA3 stimuli by 15 ms (schematized in Figures
2, 3, 4, 5, and 6).
Recordings from CA1 pyramidal neuron apical trunk dendrites
revealed striking dynamics in excitatory and inhibitory synaptic
filtering, both within and across theta cycles (Figures 2 and 3).
Under all stimulation conditions, pharmacologically blocking in-
hibition increased spike rate and advanced the phase of spike
onset (Figures 2A, 2C, 2D, 4D, and 4E), consistent with the pres-
ence of fast, early-onset feedforward inhibition that influences
the rate and timing of pyramidal cell firing (Pouille and Scanziani,
2001; Losonczy et al., 2010; Royer et al., 2012). When multiple
spikes occurred within a theta cycle, spike amplitudes
decreased and spike rise kinetics slowed throughout the train,
particularly during complex spike bursts (Figure S3). We vali-
dated that spikes detected in the apical trunk dendrite under
these conditions accurately reflect somatic output by simulta-
neously recording from the soma and apical trunk in a separate
group of cells (Figure S3) (see also Magee and Johnston, 1997;
Takahashi and Magee, 2009).
In order to quantify the degree of supralinear summation re-
sulting from both presynaptic release dynamics and postsyn-Neuaptic dendritic excitability during theta burst stimulation, and
to permit comparison across stimulation pathway conditions
with and without inhibition, we performed a similar analysis
of measured versus expected depolarization to that shown in
Figure 1 (see Experimental Procedures for details). Expected
waveforms of depolarization computed from the linear sum
of averaged single pulse responses to stimulation of individual
input pathways without inhibition are shown for reference in
blue in Figures 2A and 2B. The differences between measured
and expected waveforms of depolarization are shown in Fig-
ures 3A and 3B. Within each theta cycle, excitatory inputs
summated supralinearly, overcoming early phase inhibition
and recruiting pyramidal cells to spike (Figures 2A, 2C, 3A,
and 3C). However, a late phase inhibitory component reduced
dendritic integration and prevented simple spikes from pro-
gressing to long duration complex spikes (Figures 2A, 2E,
3A, 3C, and 3D). Across theta cycles, facilitating excitation
increased supralinear summation (Figure 3C), firing rate (Fig-
ure 2C), and spike width (Figure 2E). This facilitation within
and across theta cycles allowed punctuated bursts of ECIII in-
puts to overcome substantial distance-dependent attenuation
and to drive some CA1 cells to spike in the absence of CA3
input (Figures 2A and 2C), consistent with reports that ECIII in-
puts are sufficient to drive CA1 place cell firing in vivo (Brun
et al., 2002; Nakashiba et al., 2008). Contrary to previous
work that employed different recording and stimulation config-
urations (Ang et al., 2005; Chevaleyre and Siegelbaum, 2010)
(see Supplemental Experimental Procedures and Figure S7),
we did not find ECIII inputs to be subject to a more potent
inhibitory filter than CA3 inputs (Figures 2A, 2C, 3A, 3C, and
6B). Dendritic plateau potentials driving complex spike bursts
were only observed when ECIII and CA3 input pathways were
synchronously activated in the complete absence of inhibition
and reached their longest duration after multiple theta cycles
(Figures 2A, 2E, 3A, and 3C) (Takahashi and Magee, 2009).
However, inhibition completely prevented these regenerative
dendritic events.
We next tested the role of presynaptic Pr and short-term dy-
namics in shaping the excitatory and inhibitory synaptic filters
by increasing the extracellular Ca2+ concentration from near
physiological 1.3 mM to 2.5 mM (Jones and Keep, 1988;
Murthy et al., 1997). While this manipulation increased the
response to single pulse stimulation of CA3 inputs, as ex-
pected from an increase in basal release probability (Figure S4),
it converted changes in summation across theta cycles in py-
ramidal cells from facilitating to depressing (Figures 2B, 2C,
3B, 3C, and S4). It decreased the magnitude and advanced
the phase of supralinear summation (Figures 3B–3D), reduced
the duration of complex spikes induced by coactivation of
ECIII and CA3 inputs in the absence of inhibition (Figures 2B
and 2E), and completely prevented the ability of high-fre-
quency inputs to induce spiking in the presence of inhibition
(Figures 2B and 2C). Taken together, these results show that
use-dependent and target-selective changes in release proba-
bility, postsynaptic amplification in dendrites, and multiple
phasic components of inhibition all contribute to temporally
dynamic nonlinear filtering of synaptic input in CA1 pyramidal
cells.ron 87, 1274–1289, September 23, 2015 ª2015 Elsevier Inc. 1277
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Figure 2. Excitatory and Inhibitory Filter Dynamics Regulate CA1 Pyramidal Cell Spike Output
(A) Example traces of a distal dendritic recording from a CA1 pyramidal neuron during theta burst stimulation, schematized below in (B). Responses to the last 3/5
theta cycles of stimulation are shown for ECIII inputs alone (left), CA3 inputs alone (center), and both inputs together (right). The expected EPSPwaveforms (blue),
calculated as the linear sum of the averaged responses to single pulse stimulation of individual pathways without inhibition, as in Figure 1 (see Experimental
Procedures), are compared to the measured voltage responses with (red) and without (black) inhibition. Long duration dendritic complex spikes were observed
when ECIII and CA3 inputs were coactivated in the absence of inhibition.
(legend continued on next page)
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Coincidence Detection of ECIII and CA3 Inputs in CA1
Interneurons
In order to determine the contributions of various CA1 inter-
neuron subtypes to the dynamic inhibitory filter measured in
pyramidal cells, we next performed somatic recordings from
genetically labeled interneurons (Figure S2) using the same
dual pathway theta stimulation protocol described above. We
found that, in response to CA3 inputs, PV+ interneurons in SP
and SO exhibited facilitation followed by depression (Figures
5A and 5D), initiated spikes significantly earlier than pyramidal
cells (Figure 4E), and maintained high firing rates throughout
stimulation (Figures 4A and 4D), but were not driven to spike
by ECIII inputs alone (Figures 4A and 4D). Surprisingly, PV+ inter-
neurons did not further increase their firing rate during dual
pathway stimulation relative to CA3 alone (Figures 4A and 4D),
despite receiving feedback inputs from CA1 pyramidal cells,
which were most active during ECIII and CA3 coactivation (Fig-
ures 2A, 2C, and 4D). This was not due to saturation of firing
rate by CA3 feedforward inputs under these conditions because
PV+ cells increased their firing rates upon pharmacologically
blocking inhibition (Figure S5). Rather, it is possible that feed-
back inhibition as well as presynaptic depression at CA1 excit-
atory feedback inputs to PV+ cells limits their efficacy. Consistent
with the presence of both late phase excitation and inhibition
resulting from pyramidal cell output, supralinear summation in
PV+ cells was reduced in magnitude and slightly delayed in
phase during dual pathway stimulation compared to CA3 alone
(Figures 5A, 5D, and 5E).
In contrast, NPY+ interneurons at the border of SR and SLM
were driven to spike by either ECIII or CA3 inputs alone, and
further increased their firing rate during coincident stimulation
of bothpathways (Figures4Band4D), resemblingpyramidal neu-
rons. While supralinear summation of ECIII inputs in NPY+ cells
was reduced in magnitude and resulting spiking was delayed in
phase compared to pyramidal cells (Figures 4B, 4E, 5B, 5D,
and 5E), CA3 inputs facilitatedmore rapidly and robustly (Figures
5B, 5D, and 5E), causingNPY+cells to spike significantly earlier in
phase than pyramidal cells (Figures 4B and 4E). NPY+ cells also
responded to coincidence of ECIII and CA3 inputs by further
advancing the phase of spike onset (Figures 4B and 4E).
SST+ O-LM interneurons integrated inputs later in phase than
any other cell type (Figures 5C and 5E), consistent with their role
as an exclusively feedback-inhibitory component of the circuit
(Maccaferri and McBain, 1995; Kim et al., 2012). While ECIII
and CA3 input coactivation slightly advanced the phase of sum-
mation (Figures 5C and 5E) and spike onset (Figures 4C and 4E)
compared to CA3 alone, the spike rate of SST+ cells was not
significantly modulated (Figures 4C and 4D).(B) Same as in (A) except extracellular Ca2+ concentration was increased from nea
synaptic dynamics. Facilitation across cycles and complex spikes were reduced
(C) The mean spike rate per theta cycle, averaged across cells, is displayed as m
significant difference (p < 0.05) in slope across theta cycles between 1.3 mM Ca2
without inhibition. Hash symbols denote a significant difference (p < 0.05) across
(D) Same as in (C) for the phase of the first spike per theta cycle, averaged acros
fewer than two spiking cells in a given theta cycle were omitted from quantificat
(E) Same as in (D) for the width of the longest duration spike per theta cycle, averag
the voltage threshold of the first spike per burst.
See also Figure S3.
NeuDynamic Imbalance of Excitation and Inhibition in CA1
The above results clearly show that various components of the
excitatory and inhibitory synaptic filters in the CA1 microcircuit
are temporally dynamic. Each cell type integrates patterned
activity at each input pathway differently and responds with a
preferred rate and phase of firing. In order to further quantify
this temporally dynamic interplay between excitation and inhibi-
tion and compare across cell types, we defined a continuously
varying metric, ‘‘E:I Imbalance,’’ that captures the relative con-
tributions of excitation and inhibition to EPSP amplitude (see
Experimental Procedures). This metric is valued at 0.5 when
the entire excitatory response is completely cancelled by pre-
cisely balanced inhibition and is valued at 1 when blocking inhi-
bition has no effect on EPSP amplitude. Figure 6A displays the
average E:I Imbalance waveforms for each cell type recorded
during coactivation of both ECIII and CA3 input pathways. In
pyramidal neuron dendrites, E:I Imbalance rapidly increased (in
favor of excitation) at the start of each theta cycle of stimulation,
as repetitive input activation facilitated excitation and depressed
early phase feedforward inhibition (Figure 6A) (Mori et al., 2004;
Pouille and Scanziani, 2004; Klyachko and Stevens, 2006). How-
ever, before the end of stimulation and postsynaptic integration,
E:I Imbalance rapidly decreased (in favor of inhibition), reflecting
increasing contributions by late phase feedforward and feed-
back inhibition (Figure 6A) (Pouille and Scanziani, 2004). Excita-
tion and inhibition also fluctuated in and out of balance to varying
degrees and with distinct time courses in each of the recorded
interneuron subtypes (Figures 6A–6C). All three interneuron
subtypes remained out of balance later in phase than pyramidal
neurons (Figure 6C), consistent with their contributing to the
late phase inhibition received by pyramidal neurons. Interest-
ingly, NPY+ interneurons at the SR/SLM border were less
modulated by inhibition than any other cell type recorded (Fig-
ure 6B). These results underscore that spatiotemporally corre-
lated input patterns transiently disrupt the balance between
excitation and inhibition within neuronal microcircuits, which is
expected to contribute to the selectivity of neuronal receptive
fields (Richardson et al., 2005; Haider et al., 2006; Isaacson
and Scanziani, 2011; but see Atallah and Scanziani, 2009; Xue
et al., 2014).
Functional Impact of CA1 Interneuron Subtypes on
Dendritic Excitability
Of the three interneuron cell types characterized above, NPY+
‘‘border’’ interneurons exhibited spatial and temporal summa-
tion of synaptic inputs that was most similar to pyramidal neu-
rons, positioning this interneuron subtype as a strong candidate
to regulate nonlinear pathway interactions in pyramidal cells.r-physiological 1.3mM to 2.5mM to alter release probability (Pr) and short-term
.
ean ± SEM for each stimulation and recording condition. Asterisks denote a
+ (black closed circles, n = 11–37) and 2.5 mM Ca2+ (black open circles, n = 11)
theta cycles within the indicated stimulation and recording condition.
s cells (1.3 mM Ca2+: n = 7–19; 2.5 mM Ca2+: n = 5–11). Conditions containing
ion for that theta cycle in (D) and (E).
ed across cells. Calculated as the full width at half maximum voltage relative to
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Figure 3. Excitatory and Inhibitory Filter Dynamics Regulate Nonlinear Dendritic Integration in CA1 Pyramidal Cells
(A) Traces from the same stimulation and recording conditions as in Figure 2 were generated by offline removal of fast sodium spikes and hyperpolarizations
below resting membrane potential, followed by linear interpolation to isolate the underlying depolarization waveforms. Then the expected EPSP waveforms for
each cell, like the examples shown in blue in Figures 2A and 2B, were subtracted from the measured depolarization waveforms from recordings with (red) and
without (black) inhibition so that the resulting supralinear (above zero) and sublinear (below zero) components of synaptic summation could be visualized and
quantified. In many cells, dendritic depolarization not predicted by the expected linear sum persisted acrossmultiple simulated theta cycles of stimulationwithout
returning to baseline, particularly during long-duration complex spiking. These periods contribute to the quantification of the amplitude and phase of supralinear
summation shown here (see Experimental Procedures). Solid lines represent the mean ‘‘Measured  Expected’’ waveforms averaged across cells, and the gray
shaded areas represent the SEM across cells.
(B) Same as in (A) except extracellular Ca2+ concentration has been increased from near-physiological 1.3mM to 2.5mM to alter release probability (Pr) and short-
term synaptic dynamics. Supralinear summation was reduced.
(C) The peak amplitude of supralinear summation per theta cycle from the ‘‘Measured  Expected’’ waveforms shown in (A) and (B), averaged across cells, is
displayed as mean ± SEM for each stimulation and recording condition. Asterisks denote a significant difference (p < 0.05) in slope across theta cycles between
1.3mMCa2+ (black closed circles, n = 8–13) and 2.5mMCa2+ (black open circles, n = 9) without inhibition. Hash symbols denote a significant difference (p < 0.05)
across theta cycles within the indicated stimulation and recording condition.
(D) Same as in (C) for the phase of supralinear summation per theta cycle, averaged across cells. This is calculated from the center of mass of the supralinear
component of the ‘‘Measured  Expected’’ waveforms shown in (A) and (B). An additional asterisk in the right panel of (D) indicates a significant difference
(p < 0.05) in phase between 1.3 mM Ca2+ (red closed circles) and 2.5 mM Ca2+ (red open circles) with inhibition.
See also Figure S4.
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Figure 4. Coincidence Detection of ECIII and CA3 Inputs in CA1 Interneurons
(A–C) Example traces from recordings analogous to those in Figure 2, but from the cell bodies of CA1 interneurons. The expected EPSP waveforms (blue),
calculated as in Figures 1 and 2, are compared to the measured voltage responses with intact inhibition. (A) Traces represent recordings from PV+ interneurons in
SP and SO (purple). (B) Traces represent recordings from NPY+ interneurons at the border of SR and SLM (orange). (C) Traces represent recordings from SST+
interneurons in SO (green).
(D) Themean spike rate per theta cycle, averaged across theta cycles and cells, is displayed asmean ± SEM for each stimulation condition and neuronal cell type
(PYR: n = 11–37; PV+: n = 10; NPY+: n = 33–34; SST+: n = 16). Floating asterisks denote a significant difference (p < 0.05) between the indicated pathway
stimulation condition and ECIII inputs alone for the indicated cell type. Asterisks next to brackets denote a significant difference (p < 0.05) between CA3 inputs
alone and both inputs together for the indicated cell type.
(E) Same as in (D) for the phase of the first spike per theta cycle, averaged across theta cycles and cells (PYR: n = 7–18; PV+: n = 9; NPY+: n = 10–18; SST+: n = 6–8).
Cell types containing fewer than two spiking cells for a particular pathway stimulation condition were omitted from quantification for that condition. Hash symbols
denote a significant difference (p < 0.05) between the indicated cell type and pyramidal neurons with inhibition (red) for the indicated pathway stimulation
condition.
See also Figures S2 and S5.
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Figure 5. Phasic Nonlinear Summation in CA1 Interneurons
(A–C) ‘‘Measured Expected’’ traces were calculated using the procedure described in Figure 3 from the same pathway stimulation conditions and cell types as
in Figure 4. Solid lines represent themean ‘‘Measured Expected’’ waveforms averaged across cells, and the gray shaded areas represent the SEM across cells.
(A) Traces represent recordings from PV+ interneurons in SP and SO (purple). (B) Traces represent recordings from NPY+ interneurons at the border of SR and
SLM (orange). (C) Traces represent recordings from SST+ interneurons in SO (green).
(D) The peak amplitude of supralinear summation per theta cycle from the ‘‘Measured  Expected’’ waveforms shown in (A)–(C) and Figure 3A, averaged across
theta cycles and cells, is displayed asmean ± SEM for each stimulation condition and neuronal cell type (PYR: n = 8–13; PV+: n = 9; NPY+: n = 20–22; SST+: n = 9).
Floating asterisks denote a significant difference (p < 0.05) between the indicated pathway stimulation condition and ECIII inputs alone for the indicated cell type.
Asterisks next to brackets denote a significant difference (p < 0.05) between CA3 inputs alone and both inputs together for the indicated cell type. Hash symbols
denote a significant difference (p < 0.05) between the indicated cell type and pyramidal neurons with inhibition (red) for the indicated pathway stimulation
condition.
(E) Same as in (D) for the phase of supralinear summation per theta cycle, averaged across theta cycles and cells. This is calculated from the center of mass of the
supralinear component of the ‘‘Measured  Expected’’ waveforms shown in (A)–(C) and Figure 3A.
See also Figures S2 and S5.
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Figure 6. Dynamic Imbalance of Excitation and Inhibition in the CA1 Microcircuit
(A) Traces from the same pathway stimulation conditions and neuronal cell types as in Figures 2, 3, 4, and 5 were generated by offline removal of fast sodium
spikes and hyperpolarizations below resting membrane potential, followed by linear interpolation to isolate the underlying depolarization waveforms. Then the
measured depolarization waveforms from recordings with andwithout inhibition were used to calculate a continuousmetric, ‘‘E:I Imbalance’’ (further described in
Results and Experimental Procedures), so the relative contributions of the excitatory and inhibitory synaptic filters could be visualized and quantified. The re-
sulting ‘‘E:I Imbalance’’ waveforms for each neuronal cell type are displayed here from recordings during co-stimulation of ECIII and CA3 input pathways. Solid
lines represent the mean ‘‘E:I Imbalance’’ waveforms averaged across theta cycles and cells, and the gray shaded areas represent the SEM across cells. PYR
(red): n = 11–18; PV+ (purple): n = 8–10; NPY+ (orange): n = 27–28; SST+ (green): n = 11–15.
(B) The mean amplitude of ‘‘E:I Imbalance,’’ quantified by averaging waveforms of the type shown in (A) across time, theta cycles, and cells, is displayed as
mean ± SEM for each pathway stimulation condition and neuronal cell type. Floating asterisks denote a significant difference (p < 0.05) between the indicated
pathway stimulation condition and ECIII inputs alone for the indicated cell type. Asterisks next to brackets denote a significant difference (p < 0.05) between CA3
inputs alone and both inputs together for the indicated cell type. Hash symbols denote a significant difference (p < 0.05) between the indicated cell type and
pyramidal neurons (red) for the indicated pathway stimulation condition.
(C) Same as in (B) for the phase of ‘‘E:I Imbalance,’’ averaged across theta cycles and cells. This is calculated from the center of mass of waveforms of the type
shown in (A).To determine which interneuron subpopulations are capable of
mediating the inhibition of dendritic complex spiking shown in
Figure 2, we next tested the functional impact of each inter-
neuron class on dendritic excitability. We selectively activated
specific subpopulations of interneurons by expressing the
light-gated cation channel, channelrhodopsin-2 (ChR2), in aNeuCre recombinase-dependent manner. While the synaptically
induced dendritic plateau potentials shown in Figure 2 were
mediated partially by NMDA-Rs (Takahashi and Magee, 2009),
we found that step current injections to the distal apical dendritic
trunk region of pyramidal neurons were sufficient to induce peri-
odic dendritic trunk spikes with a prolonged duration (Figure 7).ron 87, 1274–1289, September 23, 2015 ª2015 Elsevier Inc. 1283
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Figure 7. CA1 Interneuron Subtypes Differentially Gate Dendritic Excitability
(A) Schematic indicating recording position from the distal apical trunk dendrite of a CA1 pyramidal neuron near the border of SR and SLM (300 mm from the cell
body) during spatiotemporally patterned optical stimulation of ChR2 in PV+ interneurons with a grid of light spots centered on SP.
(B) Example traces of a dendritic recording from a pyramidal neuron during a 300-ms-long step current injection (IInj) through the dendritic recording electrode
with (purple) or without (black) optical stimulation of PV+ interneurons, indicated by the blue dashes.
(C) The spike rate measured within a 100 ms window beginning at the start of optical stimulation, averaged across cells, is displayed as mean ± SEM for each IInj
amplitude. Asterisks denote a significant difference (p < 0.05) between recordings with and without optical stimulation for the indicated IInj amplitude (n = 11).
(D) Same as (C) for the area of dendritic trunk spikes measured within a 100 ms window beginning at the start of optical stimulation, calculated as the area under
the curve following offline removal of fast sodium spikes and linear interpolation, relative to the voltage threshold of the first spike per step IInj.
(E–H) Same as (A)–(D) for optical stimulation of NPY+ interneurons with a grid of light spots centered on the border of SR and SLM (n = 6–7).
(I–L) Same as (A)–(D) for optical stimulation of SST+ interneurons with a grid of light spots restricted to SO (n = 11–14).
See also Figures S1, S3, and S6.These dendritic trunk spikes resembled those observed in
neocortical layer 5 apical dendrites, which are mediated by
voltage-gated Ca2+ channels and participate in the initiation of
plateau potentials when combined with distal synaptic input
(Harnett et al., 2013). We then measured inhibitory gating of
these dendritic trunk spikes by pairing dendritic current injec-
tions with spatiotemporally patterned photoactivation of ChR2+
interneurons with a collimated laser beam (schematized in
Figure 7; see Experimental Procedures). We found that PV+ inter-
neuron activation with a grid of light spots centered on SP (Fig-
ure 7A) induced pauses in action potential firing in pyramidal
cells (Figure 7B), reduced firing rates within a moderate range
of injected current amplitudes (Figure 7C), and slightly reduced
the area of dendritic trunk spikes (Figure 7D). These findings
corroborate a recent report that inactivation of PV+ interneurons
in CA1 in vivo modulates the rate and timing of spiking in CA1
place cells (Royer et al., 2012).
Next we targeted SST+ O-LM neurons by restricting photoac-
tivation to SO (Figure 7I), resulting in a slight decrease in dendritic
trunk spike area during the light stimulus (Figures 7J–7L). Similar
results were also obtained by directly activating the terminals of1284 Neuron 87, 1274–1289, September 23, 2015 ª2015 Elsevier IncO-LM axons in SLM (Figures S6D–S6F). This effect is of lesser
magnitude than the reported effect of in vivo inactivation of
SST+ neurons on burst firing in CA1 place cells (Royer et al.,
2012). This discrepancy is likely accounted for by the fact that
O-LM inhibition is restricted to the distal dendritic tuft of pyrami-
dal neurons, while our current injection was located in the apical
trunk and lacked any synaptic NMDAR component; thus our
measurement could underestimate the potency of O-LM inhibi-
tion on nonlinear integration of synaptic inputs in SLM.
Finally, we activated NPY+ interneurons with light localized
either to distal SR and SLM (Figure 7E) or restricted to SR (Fig-
ure S6A). In both caseswe observed a dramatic reduction in sim-
ple and complex spiking in pyramidal neurons across a broad
range of injected current amplitudes (Figures 7F–7H, S6B, and
S6C). In many cases the induced inhibition completely aborted
long duration trunk spikes for a period outlasting the duration
of the light stimulus (Figure 7F), demonstrating that this subpop-
ulation of CA1 interneurons provides a powerful gate for the
amplification of dendritic signaling. A caveat is that, while the
PV-Cre and SST-Cre mouse lines labeled interneurons that
were 97% restricted to SP and SO, the NPY-Cre line was.
more heterogeneous, labeling not only interneurons at the SR/
LM border, but also interneurons in other layers, including
some O-LM neurons in SO and some putative neurogliaform
cells in SLM (Figure S1) (Price et al., 2005; Somogyi and Klaus-
berger, 2005). However, equivalent results were obtained
whether or not the photoactivation area included SLM (Figures
7E–7H and S6A–S6C), arguing against a major contribution by
neurons restricted to SLM. Furthermore, specific activation of
a larger population of O-LM neurons in the SST-Cre line did
not result in potent inhibition (Figures 7I–7L and S6D–S6F).
Therefore, we attribute the distinct effect of ChR2 activation in
NPY-Cre mice to neurons that contain processes in SR,
including the SR/LM ‘‘border’’ interneurons characterized here
(see example morphologies in Figure S2). Further refinement of
genetic access to these interneuron subpopulations will be
required to definitively determine their relative contributions to
dendritic inhibition. These data provide functional relevance to
the timing and firing rate information provided in Figures 4, 5,
and 6 and suggest that the dual pathway integration observed
in NPY+ interneurons contributes to the suppression of dendritic
plateau potentials and burst firing output from pyramidal neu-
rons observed in Figures 2 and 3.
DISCUSSION
In this study we functionally dissected the network components
of the local neuronal microcircuit in hippocampal area CA1 to
understand the mechanisms that underlie nonlinear signal
transformation and input feature selectivity. We found that syn-
aptic inputs to this neuronal circuit layer encounter a series of
spatiotemporal filters that select specific input patterns to be
amplified and propagated as output to the next layer of the cir-
cuit. The first frequency-dependent filter encountered lies in
presynaptic terminals, which exhibit differential short-term dy-
namics depending on the cell type of their postsynaptic target.
Our results show that, at both proximal (CA3) and distal (ECIII)
input pathways, inputs firing at low frequencies are attenuated
by rapid-onset feedforward inhibition and summated subli-
nearly, while inputs firing in punctuated bursts are amplified
by presynaptic facilitation and integrated supralinearly in den-
drites. However, even input patterns that transiently unbalance
excitation and inhibition in this manner and recruit pyramidal
cells to spike are subject to additional inhibitory filtering that
limits the mode and firing rate of output. We describe a source
of feedforward inhibition to pyramidal dendrites that potently
regulates dendritic complex spiking and suggest that feedback
inhibition to distal dendrites first integrates facilitating output
from pyramidal cells before providing a late-phase constraint
on burst duration.
In the presence of these multiple components of inhibition,
pyramidal cell firing rates were highest when coincident bursts
at both ECIII and CA3 input pathways were rhythmically acti-
vated for multiple simulated theta cycles, demonstrating that
slow changes in integration on the order of hundreds of millisec-
onds contribute to signal transformation in CA1. Under these
conditions, we also observed advances in spike phase across
theta cycles, another hallmark feature of CA1 place cells that
occurs in vivo as an animal progresses through a cell’s placeNeufield. While in our experiments, the rate and phase of presynaptic
spikes remained constant across theta cycles, CA3 spikes in vivo
exhibit increases in rate and advances in phase during place
field traversal (Mizuseki et al., 2009, 2012). It is expected that
such amplitude and phase modulation of inputs magnify these
changes in CA1 (Losonczy et al., 2010; Chance, 2012), but our
results suggest thatmechanisms intrinsic to theCA1microcircuit
also contribute.
If inhibition in CA1 can so effectively predict and prevent
supralinear integration in pyramidal cells, how are place cells
able to exhibit robust spatially selective firing in vivo? A recent
study of place cells in large environments reported that 35%
of CA1 pyramidal cells are silent in a 50 m linear track (Rich
et al., 2014). Of the remaining cells, 95% contain between 1
and 13 place fields covering between 1% and 18% of the total
length of the track (Rich et al., 2014). One possible explanation
for this sparse coding is that each place cell fires in any and
all locations where it receives strong excitatory input, but
most cells do not receive excitatory inputs corresponding to
82%–100% of locations in a given environment. However,
Lee et al. (2012) recently demonstrated that place fields can
be ‘‘awakened’’ in silent cells by somatic depolarization (see
also Bittner et al., 2015). This indicates that place cells do
receive a broader range of spatially tuned input than is revealed
by their firing patterns. Our data support a prominent role for the
inhibitory microcircuit in the selective gating of these spatially
tuned inputs. Interestingly, recent studies inactivating either
PV+ (Atallah et al., 2012; Royer et al., 2012) or SST+ (Royer
et al., 2012) interneurons have reported changes in firing rate
for cells within their receptive fields, a form of gain modulation,
but not significant changes in stimulus selectivity or tuning. This
raises the possibility that feedforward dendritic inhibitory mech-
anisms, including the NPY+ ‘‘border’’ interneurons character-
ized in this study, contribute more specifically to the shaping
of spatial receptive fields in the hippocampus. While earlier
studies hinted at the physiological properties and functional
impact of this class of interneurons (Lacaille and Schwartzkroin,
1988; Williams et al., 1994; Miles et al., 1996), the response
properties and feature selectivity of these interneurons in vivo
are completely unknown. Interestingly, a role for distal inhibition
in gating distal dendritic regenerativity has also been observed
in layer 5 pyramidal neurons in cortex (Larkum et al., 1999;
Palmer et al., 2012), suggesting this may be a common feature
of neuronal microcircuits in general.
While in this study we focused on three genetically defined
subpopulations of CA1 interneurons, previous work has estab-
lished prominent roles for additional inhibitory cell types not
included in our analysis. In particular, a diverse class of interneu-
rons expressing cholecystokinin (CCK) represent another source
of feedforward dendritic inhibition (Megı´as et al., 2001; Klaus-
berger, 2009; Basu et al., 2013). A recent thoroughmeta-analysis
of anatomical data (Bezaire and Soltesz, 2013) estimated that
PV+, SST+, CCK+, neurogliaform, and NPY+ ‘‘ivy’’ neurons
(Lapray et al., 2012) account for 56% of the interneurons and
58% of the GABAergic synapses onto pyramidal dendrites.
These sources likely contribute to the feedforward inhibition
observed in our study in response to single pathway stimulation
(Figures 1, 2, and 3). However, up to 40% of inhibitory boutonsron 87, 1274–1289, September 23, 2015 ª2015 Elsevier Inc. 1285
onto pyramidal dendrites remain unclassified (Bezaire and Sol-
tesz, 2013), and it is possible that the NPY+ interneurons at the
SR/SLM border characterized here fall into this category. Also
expected to contribute critically to signal integration are the
diverse actions of neuromodulators such as acetylcholine and
serotonin on excitability and synaptic dynamics of both pyrami-
dal neurons and interneurons in CA1 (Varga et al., 2009; Cea-del
Rio et al., 2011).
Recent intracellular studies of hippocampal place cells have
reported complex spikes to occur in vivo (Harvey et al., 2009;
Epsztein et al., 2011; Grienberger et al., 2014; Bittner et al.,
2015). Such events are estimated to account for 12.6% of all
spikes emitted by place cells within their place fields (Epsztein
et al., 2011). This relative sparsity is consistent with our finding
that, even when pyramidal neurons receive spatiotemporal
patterns of activity across both proximal and distal input path-
ways ideally suited for driving complex spikes, a feedforward
inhibitory component of the circuit simultaneously responds to
those same spatiotemporal correlations and decreases the
responsiveness of pyramidal cells, a form of predictive coding
(Srinivasan et al., 1982). Promising mechanisms to account
for epochs of increased complex spike probability include
neuromodulation (Hoffman and Johnston, 1999), disinhibition
(Pi et al., 2013), and heterogeneity in the fine spatial structure
of synaptic inputs (Druckmann et al., 2014).
EXPERIMENTAL PROCEDURES
All experiments and procedures were performed following protocols con-
sistent with U.S. National Institute for Health guidelines and approved by the
Institutional Animal Care and Use Committee at Janelia Research Campus,
HHMI.
Hippocampal Slice Recordings
For recordings from CA1 pyramidal neuron dendrites, longitudinal slices of
the hippocampus were prepared from 8- to 12-week-old rats (see Supple-
mental Experimental Procedures for detailed methods). Experiments involving
targeted recordings or optical stimulation of genetically defined inhibitory
interneurons were performed in slices from hemizygous knockin mice
expressing Cre under the control of the endogenous promoters for PV
(Hippenmeyer et al., 2005) (Jackson Laboratory), NPY (see Figure S8 and
Supplemental Experimental Procedures), or SST (Lovett-Barron et al., 2012;
Royer et al., 2012) (see Figures S1 and S2), crossed either to C57BL/6 (Charles
River Laboratories) or Ai9 tdTomato reporter mice (Madisen et al., 2010)
(Jackson Laboratory). For targeted patching of fluorescent interneurons, a
brief two-photon frame scan was used to simultaneously acquire a digital
image of emitted fluorescence aswell as a digital Dodt gradient contrast image
using a sub-stage detector. These images were then used as a reference to
visualize and patch target cells using a traditional analog camera and Ko¨hler
illumination.
Cell Type-Specific Photoactivation
A recombinant adeno-associated virus (rAAV2/7) supporting Cre-dependent
expression of ChR2-sfGFP (Figures 7 and S6) (Losonczy et al., 2010) was
used for the selective photoactivation of CA1 interneurons (see Supplemental
Experimental Procedures). A 473 nm continuous wave laser (Photonic Solu-
tions) with a rapid internal modulation circuit was used to control the power,
timing, and pulse duration (2 ms) of optical stimuli. Blue light was passed
through collimating lens prior to a 20X (NA 1.0) objective (Carl Zeiss), resulting
in 100 mW light power with a columnar beam geometry 20 mm in diameter
at the surface of the tissue. Using a galvanometer-based scanning system
(Prairie Technologies), the position of the spot was moved every 5 ms
in random order to positions within a 3 3 6 rectangular grid, spaced at1286 Neuron 87, 1274–1289, September 23, 2015 ª2015 Elsevier Inc75 3 125 mm intervals. Light power sufficient for photoactivation of CA1
interneurons expressing ChR2 was calibrated by recording from interneurons
in slices from VGAT-Cre mice (Vong et al., 2011) (Jackson Laboratory), which
resulted in spike rates for interneurons in SP (36.5 ± 24.0 Hz, n = 6), the
SR/SLM border (20.1 ± 15.1 Hz, n = 4), and SO (90.1 ± 23.1 Hz, n = 3) that
were comparable to those seen in response to electrical stimulation (Figures
S6G–S6I).
Data Analysis
Voltage recordings were analyzed with custom scripts written in Igor Pro
(Wavemetrics) (see Supplemental Experimental Procedures for details). In
quantifying nonlinear input summation (Figures 1, 3, 5, and S5), we sought
to characterize the transformation from spatiotemporal pattern of presynap-
tic spikes to postsynaptic depolarization, which included contributions from
both presynaptic release dynamics and postsynaptic dendritic excitability.
We used the average responses to low-frequency stimulation of single input
pathways, when release terminals are in their basal state, to calculate the
responses expected from linear temporal and spatial summation during
theta burst stimulation. These expected depolarization waveforms were sub-
tracted from measured depolarization waveforms to generate the traces
shown and quantified in Figures 3 and 5. Within this framework, the response
of a cell to high-frequency stimulation of multiple pathways would be equal
to the expected linear sum if (1) presynaptic release probabilities were static
and constant, and (2) spatial and temporal summation in the postsynaptic
cell were linear. This method of analysis permits a straightforward interpreta-
tion of the effect of inhibition on the transfer function from presynaptic spikes
to postsynaptic voltage, as well as direct comparison of the potency of inhi-
bition during stimulation of individual pathways to that during dual pathway
stimulation.
To quantify the dynamic interaction between excitation and inhibition, ‘‘E:I
Imbalance’’ waveforms (Figure 6) were calculated by the equation E / (E + I),
where E is the depolarization waveform measured in the absence of inhibition
and I is the difference between the depolarization waveforms measured in
the presence and absence of inhibition. This metric was only assigned a value
for time points when (E + I) was greater than 2 mV. ‘‘Phase’’ of supralinear
summation and ‘‘E:I Imbalance’’ was calculated from the center of mass of
the waveform, or the point in time that divides the area under the curve in
exactly half, for each theta cycle.
Statistics
All statistical modeling and hypothesis testing was performed using the
open source software for statistical computing, ‘‘R’’ (R Core Team, 2013).
We chose linear mixed effects modeling as a statistical framework that
tolerates multiparametric paired experimental designs (Pinheiro and Bates,
2000) (see Supplemental Experimental Procedures for details). Wald F-tests
were performed to determine the significance of the relationships between
measured parameters (e.g., spike rate) and experimental factors (e.g.,
stimulation pathway). Post-hoc z-tests were performed to determine the
significance of differences between levels of the examined factor (e.g., differ-
ences between specific stimulation pathway conditions). To account for
multiple comparisons, p values were adjusted for false discovery rate
(FDR) (Benjamini and Hochberg, 1995), and all comparisons with corrected
p values < 0.05 were considered to be statistically significant (see Supple-
mental Statistics Tables).
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
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