Abstract-We present a feasibility study of fast events parameters estimation algorithms regarding their execution time. It is the first stage of procedure used on data gathered from gas electron multiplier (GEM) detector for diagnostic of plasma impurities. Measured execution times are estimates of achievable times for future and more complex algorithms. The work covers usage of Intel Xeon and Intel Xeon Phi -high-performance computing (HPC) devices as a possible replacement for FPGA with highlighted advantages and disadvantages. Results show that less than 10 ms feedback loop can be obtained with the usage of 25% hardware resources in Intel Xeon or 10% resources in Intel Xeon Phi which leaves space for future increase of algorithms complexity. Moreover, this work contains a simplified overview of basic problems in actual measurement systems for diagnostic of plasma impurities, and emerging trends in developed solutions.
I. INTRODUCTION
M ANKIND civilization development is significantly based on introduction and deployment of new technologies. They provide better tools and devices utilization and transportation efficiency. However, most of them rely on fossil fuels (about 85%, presented in figure 1) which deposits can exhaust soon.
If their usage does not stop growing (presented in figure 1 ), Earth deposits of this materials will end in a matter of about 100 years (presented in figure 2 ). Renewal of deposits would require million years.
The fossil fuels generate a high amount of CO 2 that is detrimental to the environment. Their availability is also highly dependent on geographical location. Described problems lead to research for other less constrained and harmful sources of energy.
Much of mankind effort concentrates on renewable energy, which consists of energy extraction from water, wind, light, biomass, etc. Those solutions are acceptable in terms of environmental pollution, but occupy much space (e.g., solar power plants), interfere with the landscape (e.g., wind power plants) or cannot continuously produce power (e.g., due to lack of wind).
Nuclear energy can solve partially the mentioned above problems. The side effect of its usage is a big amount of radioactive waste, which half-life can reach millions of years. Aside from that, nuclear fuel is also a fossil fuel, and its deposits are limited. It is possible to reuse the nuclear waste again as a fuel, but such solutions are much less efficient. Due to nuclear plants malfunctions in the past, it is a controversial and on some level dangerous solution.
Based on described solutions, on the current level of technology, mankind do not have a way to obtain energy without negative side effects.
One of the proposed solutions is obtaining energy from thermonuclear fusion. It is based currently on deuterium and tritium fusion into helium, described in figure 3. Radioactively Fig. 3 . Simplified deuterium and tritium thermonuclear fusion. In order to enable this reaction Lawson criteria must be fulfilled. activated materials, used for thermonuclear fusion devices, remain radioactive for less than 100 years, what overcomes radioactive waste disposal. Due to reaction details, malfunctions are not so dangerous and result in slowing down and stopping the whole process. Fuel deposits are sufficient for millions of years and are not constrained geographically, what provides a solution of the previously described problems.
However, thermonuclear fusion is a complex process. One of developed areas is magnetic confinement of plasma. This can be implemented by usage of tokamak device.
To maximize experiment value and efficiency, fastcomputation and high-throughput measurement systems have to be used. While the experiment is successful, new clean energy source will emerge in everyday life.
II. TECHNICAL PROBLEMS
The increase of the throughput and accuracy of measurement systems relies on the usage of more and more complex components. In order to reach needed computational power, the newest technologies, techniques and devices have to be used in development.
The previously developed system relied heavily on FPGA calculations due to its highly parallel characteristic with high throughput combined with low latency. Both signal acquisition and data processing were done with this technology. However, such a solution is difficult to be improved due to implementation time and FPGA architecture limitations. The processing part of measurement systems needs to perform complex, mostly numerical algorithms, where the mentioned technology may be replaced with more convenient solutions. Currently, the High-Performance Computing (HPC) segment relies mostly on General-Purpose Computing on Graphics Processing Units (GPGPU), multi-core CPUs and many-core processors/coprocessors (e.g. Intel Xeon Phi). Those computational capabilities offered by those solutions, along with fast communication channels can meet latency limits needed in the described systems. However, there is a tradeoff between FPGA with very low latency, and HPC with lower implementation time and higher amount of available resources.
Time constraints emerge from the need to control dynamically changing experiments such as hot plasma diagnostics.
Previous works [3] consisted of fast and low-level implementation of impulse parameters estimation on Intel devices (Xeon and Xeon Phi) along with execution time optimization (presented in figure 8 ). Implementation of the required algorithm in the GEM measurement system, as a part of hot plasma diagnostics, with near real-time feedback (assumed maximal 10 ms of Round-trip time -RTT), requires maximal hardware utilization. This article concentrates on a feasibility study of usage Intel HPC devices as computational part of the described architecture.
III. GEM SYSTEM
Currently, the developed system [4] is built to detect plasma impurities in a tokamak during an experiment. Plasma, however, trapped in magnetic confinement, generates its own magnetic field. Superposition of both results in unwanted plasma movement in space. During contact with tokamak housing plasma gathers its atoms e.g., tungsten which is chosen as divertor coverage material in the WEST experiment. By usage of GEM detector the x-ray radiation generated by impurities in plasma can be measured. The measurement requires energy histogramming which is done in software. The architectural design of the system is shown in figure 4. The logical structure of the GEM measurement system is shown in figure 5 . Its purpose is to calculate pulse parameters (charge, time, duration, channel) from raw input signal samples. The next step is identification of clusters [5] (finding pulses generated by a single photon on the detector readout and combining them into a single event). Both mentioned steps are represented as Q part in figure 5 and are later used to calculate the histogram of energy distribution (H part in figure 5 ). Those algorithms create the "calculations part" and are described in [6] . In the proposed system the acquisition part is done in FPGA (DR in figure 5 ). In the previous implementation the "calculations part" was solely done in FPGA along with feedback. Such solution was sufficiently efficient in terms of time constraints but faced limitations described in section II. Most works during the optimization were done on the feedback part, where the previous system used an inefficient buffering (part M in figure 5 ) to store the measurements data and process them offline, regardless of experiment duration.
IV. SYSTEM ARCHITECTURE
The proposed solution migrates the processing part from FPGA to PC (presented in figure 5 ). To efficiently process data in the computational part the acquired data have to be serialized (Serial Data Acquisition -SDAQ part in figure 5 ).
The calculation of pulse parameters is an embarrassingly parallel problem, which can be easily divided between available computation threads. The optimal value of m and chunk sizes (presented in figures 10 and 12) have to be found in order to fully utilize hardware.
The actual system throughput can be calculated approximately as:
where ch is the number of acquisition channels, b -the size of a single sample in bits, d -the size of acquired sample frames, f e f f -the empirical value of maximum currently possible acquisition rate. Currently the throughput is about 32 milion pulses per second.
The communication with PC should minimize the buffer usage and use efficient data copy techniques. Currently, the communication is implemented with PCIe Gen 2.0 due to the requirements of the Xeon Phi used in research. However, the theoretically available bandwidth is sufficient. At 32 Gbit/s throughput [8] , 8 lanes will be utilized in 60% [9] , which is acceptable. Figure 9 shows usage of a single Direct Memory Access (DMA) core implementation which utilizes fully 8x of 16x available lines. Similar setup, as described in [9] , will be considered in the improved system. 
V. IMPLEMENTATION
The feasibility study evaluated the algorithm prepared and implemented during previous works [3] . The data used in the test was a single valid pulse, along with six noise pulses, hardware-acquired [3] (presented in figure 11 ), and multiplicated to meet the chunk size of a given test.
The research was done using one Xeon E5-2630 v4 CPU [10] (consisting of 10 cores, able to run 20 threads) and one Intel Xeon Phi 31S1P [11] (Knights Corner, 57 cores, 228 fully-fledged hardware threads) as coprocessor. The motherboard used was the Intel's S2600CW model [12] .
The tests consisted of the execution of code using OpenMP 4.0, as part of Intel Parallel Studio, with a different number of threads. The work was divided between cores with balanced granulation or adequate type [13] .
The Intel toolchain was used, included in Intel Parallel Studio XE 2016 with MPSS 3.7.2, run on CentOS 7.2 GNU/Linux distribution with stock kernel 3.10.0-327 version.
Execution times were measured by the use of clock gettime function and heavily profiled with the use of VTune Amplifier and usage of the intrinsics code. Intrinsics are the functions translated by compiler almost one to one to low level assembly code in order to maximize efficiency of algorithms and make possibility of use features not available otherwise.
VI. CHOOSING OPTIMAL THREAD NUMBER
Based on the figures 6 and 7, the number of threads for the fastest execution time can be calculated for various chunk sizes. However, the speedup percentage can vary between different chunk sizes, so the calculation of the appropriate number of threads should not only rely on given tables I and II but also on a speed-up percentage for the neighboring interval.
The research below does not include the memory access latency, which can be observed during future implementation testing. The used algorithm is concentrated on avoiding memory cache issues (eg. cache coherence, false sharing) with the usage of non-temporal read and write operations. A real-time kernel workaround should be considered for the implementation of the feasibility study in the full feedback loop. The purpose of this research is to estimate the minimal latency induced by threads during calculations and to determine directions of further research. In order to optimize communication to computation ratio, the calculations must be done in parallel. The data path is presented in figure 12 . Based on results from [9] presented in figure 9 , to fulfill the throughput requirements, it is necessary to use chunks not smaller than 200kB. The chosen size induces smaller latency than the larger ones, and ensures better CPU utilization, leaving more unused execution time available for future algorithm extensions. Regarding architecture proposed in figure 12 , the execution periods of individual threads will be overlapped, as shown in figure 10 . Using the data presented in figure 9 , we may determine the speed of chunk processing. With 200 kB chunks, it is possible to achieve 3000 MB/s of data transfer. As 3000MB=15360·200 kB, the processing time of a single package is 1s/15360=0.065 ms. The execution times are presented in Table III. With such overlapping, based on execution times, number of threads needed to run in feedback mode can be calculated (see figure 10) . With those results, it is possible to estimate the idle time of available resources. The results are presented in Table IV . The currently used S2600CW motherboard is compatible with Xeon Phi 31S1P [14] . It provides 2 CPU sockets and can be used in a typical configuration with 2 Xeon Phi devices. In this configuration, the estimated device usage needed to fulfill time requirements, will be 12.5% to 25% for CPUs and 5% to 10% for Xeon Phi, which results in 9% to 18% average system usage. The further tests may be done using other motherboards with 4 and more CPUs but Xeon Phi compatibility have to be considered.
VIII. CONCLUSIONS
The paper proposes the architecture, logical decomposition of the problem and efficiency analysis of the formerly implemented algorithm of pulse parameters estimation on Intel HPC devices. The comparison of work execution time depending on the number of threads and the size of input data chunk was performed. The estimated usage of CPU in proposed solution is up to 50% for a single Intel Xeon CPU and up to 20% for a single Intel Xeon Phi. With a possibility to use up to 4 devices on a single PC a lot of computational resources may be left to implement other parts of pulse parameters estimation algorithm and histogram calculation. Such solution may be used as a replacement of FPGA in a processing part of measurement systems, especially those based on GEM detectors.
The method may be used to achieve the desired balance between the RTT time, throughput and computational time for a different number of channels for algorithms of different complexity.
