Abstract-A measurement study was conducted of video streaming across a testbed with routers typical of those found at bottlenecks on the wired Internet. During 'bursty' traffic packet loss was not always fairly distributed between background flows and a video stream. The paper shows that packet-by-packet end-to-end delay, an alternative metric, has the ability to closely track queuing delay, responding to available bandwidth in a timely manner. A wider issue considered by the paper is to what extent one-way delay across a network path that includes bottleneck links can act to detect congestion.
I. INTRODUCTION
Video streaming over an internet is accomplished by determining the available bandwidth and adapting the video rate to that bandwidth. Rate adaptation is achieved either by changing the quantization parameter at a livevideo encoder, or for pre-stored video by means of a bitrate transcoder or by varying the rate through a scalable video technique. A video stream is often transported through UDP but controlled at the application layer with a suitable congestion controller such as TCP Friendly Rate Control (TFRC) [1] . In TFRC, during every roundtrip time, packet loss feedback helps determine the output rate and other TCP emulators [2] also incorporate packet loss.
Unfortunately, packet loss, which primarily occurs across the tight link in a network path, may not be a reliable indicator of congestion levels. At the time of deciding on a change in video rate, during conditions of 'bursty' traffic, packet losses might impact less on crosstraffic at the tight link and more on the video stream under control. The consequence could be that the video stream's rate would be erroneously quenched and the received video quality would deteriorate. On the other hand, because every packet can provide a meaningful signature or footprint of the queue size in a congested link, it is possible to observe and measure the level of congestion through packet-by-packet delay. This paper reinforces the view that delay-based congestion avoidance for video streaming under UDP transport [3] Manuscript received December 15, 2008 ; revised September 6, 2009 ; accepted October 1, 2009. may be preferable, as it is less affected by differential packet loss.
It may seem intuitively obvious that the packet loss can be derived from the packet delays by applying a delay bound. However, this may only be true for the aggregate of flows sharing a tight link or if there is only one flow across the tight link. When there is more than one flow, differential packet loss can occur, that is one flow across a tight link suffers more losses than other flows sharing the same link. In these circumstances, losses for one flow may not be a reliable indicator of the congestion level and delay of packets that are not dropped at an intermediate buffer may be a more reliable indicator. This is because delay indicates the congestion in the queue arising from all flows and not the packet losses that happen to be suffered by one flow. For example, a video stream could happen to loose more packets because of the relative arrival order of its packets at a critical buffer compared to the arrival order of coexisting flows.
Though delay-based control is relatively common for TCP-variants, for example [4] , in comparison it is rarely applied to the control of video streaming. The difficulty lies in how delay is measured. For one-way delay measurement, synchronization of clocks may become an issue over high-speed links in excess of 1 Gbit/s, so that a GPS-based clock may need to be employed [4] . An alternative is a relative delay measure such as InterPacket Delay Variation [5] . Yet, in Section III of this paper, analysis is provided that shows that if combined clock drift and serialization delays are much smaller than the congestion delay found from measurements then oneway delay is still relevant.
Though live experiments are not as easy to arrange as simulations and are dependent on available equipment, they indicate practical effects that may not be detected in simulations. Our experiments were performed on a simple video-streaming network testbed with Cisco routers through measurement of H.263+ encoded video. Congestion control depends on the ability to detection congestion at a tight link, the link with the smallest instantaneously available bandwidth on a network path at any one moment in time. Because through overprovisioning the Internet's core remains lightly-loaded [6] , as the majority of Internet traffic has not grown at the predicted rate [7] , hotspots at tight links occur at the network edges, at intersections between networks and at access points. Therefore, the testbed mimics typical conditions at such a tight link.
Section II of this paper considers related work on delay-based congestion control and the modeling of delay. If delay measurement is an effective indicator of congestion level then it can be effectively used for congestion control. Section III analyses why one-way delay may be preferable to round-trip time, despite doubts over clock synchronization error. Section IV describes the methodology for conducting the experiments in Section V. Also in Section V, the issue of one-way delay measurement is picked up from Section III. Finally, Section VI makes some concluding remarks.
II. DELAY-BASED CONGESTION CONTROL
Delay-based congestion avoidance [8, 9] has the potential to detect the first signs of congestion before congestion becomes endemic, consequently avoiding heavy packet loss (above around 10%) which has a very damaging effect on delivered video quality through temporal error propagation. Dabbous [10] employed delay-based congestion avoidance using the delay gradient [11] for interactive video applications to find the minimum possible delay without overly restricting throughput. In the process it was found that output oscillations were reduced along with delay variance. The method also avoided the 'phase effect' [12] , whereby packet-loss probe-based congestion control introduces unfairness between streams across the same link, as the same stream may repeatedly suffer packet loss at the congested link owing to an ordering effect.
In the TCP world, TCP Vegas [13] seeks to avoid the TCP loss penalty by reacting to changes in RTT. However, the correlation of Round Trip Time (RTT) with potential packet loss from congestion remains unresolved [14] . Congestion control for high delay-bandwidth product networks [8, 15] also may be delay-based, because of the need to anticipate congestion well in advance of packet loss feedback. For TCP, the two are not incompatible, and it is possible [16] to combine lossand delay-based control. Notice that, unless large jitter buffers are provided, TCP is inappropriate for transporting video because of the unbounded delays that may be introduced by TCP's reliability mechanism. However, in LDA+ [17] , packet loss and delay were already used for congestion control of video streaming through application layer control of UDP transport.
End-to-end packet delay is affected by cross-traffic, sending rate, and packet size and the behavior of routers. A measurement study of network delay characteristics by Piratla et al. [18] sought to model end-to-end delay by relating this to inter-packet gaps through a Markov process. It was found that at low data rates, packet delays were independent of each other and the measured delay distribution was sufficient to model delays but at high data rates it was necessary to consider the correlation between inter-packet gaps, as the end-to-end delay of a packet was affected by the delay of previous packets. Distribution of delay has also been modelled by exponential, Weibull, and Pareto distributions [19] or through time series [20] . An interesting study [21] trained a neural network using RTTs in order to predict delay in networked remote control applications. That paper [21] also contains a comprehensive review of delay modeling research.
III. SOURCES OF DELAY
Packet loss caused by congestion occurs when the network is highly congested and, hence, a queue is full and starts to drop packets. Nevertheless, packet loss can exist for other reasons such as poor link quality, changes in routing paths and by packets dropped through Active Queue Management (AQM) such as Random Early Detection (RED) [22] . (In a RED router, packets are dropped with increasing probability until the buffer becomes full, when they are dropped with probability of one. This contrasts with a FIFO (drop-tail) router, in which packets are only dropped when upon arrival the router's buffer is already full.)
Packet delay is also a potential way to detect congestion. Delay occurs when congestion occurs in one or more bottleneck links, and packets are queued. The queuing delay can increase or decrease based on the congestion level at a bottleneck link. The maximum queuing delay, Q d of a drop-tail router can be defined as:
where B t is the buffer size and C t is a bottleneck link capacity. The maximum queuing time is proportional to the buffer size. If the buffer is full then the last packet to arrive in the buffer experiences the maximum delay, which is the delay required to empty the full buffer, which occurs at rate 1/ C t . Therefore, the constant of proportionality is 1/ C t .
Research on delay measurement has concentrated on round-trip delay time or RTT [10] and can report negative findings [23] . On the Internet, the RTT is the elapsed time that a packet takes to arrive at a remote point and return back again. If a packet follows the same route and the path links have symmetric bandwidths it is trivial to calculate the delay in one direction. However, during the onset of congestion, one of the paths may be more congested than the other; as can be inferred by studies that show Internet directional differences [23, 24] . In commercial networks, deflection routing offloads as quickly as possible packets from one provider's network or autonomous system to another, causing asymmetries. Another cause of asymmetry occurs [7] when a popular service such as YouTube video clips does not have any servers within a country, leading to an imbalance in the flows into and out of the service providers in that country, though this is dependent on residential end-user type. The advantage of employing RTT is clearly that clock synchronization is not required between the local computer and remote computer at the end of the path. The disadvantage is that the delay measured contains delays at both outgoing and incoming routers, making it more difficult to assess where the delay occurs and what level of congestion exists.
One-way delay measurement can be performed by measuring accurately the time t 1 when the packet is delivered and the time , 1 t when the packet is received, and then subtracting the times to give the one-way delay:
However, this delay may well contain errors caused by clock drift between the local and remote computer, clock drift , and failure to synchronize clocks, clock sync_error , simultaneously [4] . The errors may shift the real values positively or negatively.
The one-way delay also contains propagation delay across each link, D prop , serialization delay, D serialize (time to form a packet before transmission), the processing delay, D process , in each node and finally queuing delay, Q delay .
If congestion delay is the delay produced by packet queuing then:
Combining (3) and (4) (6) If the combined serialization delays and clock drift is much less than the congestion delay found from one-way measurements then (6) can be rewritten as:
IV. METHODOLOGY Consider a simple model of a queue with two main components the queue and the server, as illustrated in Fig.  1 for a FIFO (drop tail) queuing discipline. While RED routers have some advantages [22] The testbed in Fig. 2 has a 2 Mbit/s capacity serial link joining two Cisco routers, with otherwise 100 Mbit/s fast Ethernet links connecting the components. As crosstraffic arrives the available bandwidth varies, thus emulating the behavior of a tight link. The sender machines host traffic generators while the Linux router monitors and stores traffic data flowing onto the bottleneck link. Likewise the receivers monitor and store arriving traffic data. The Linux router was configured in such a way as to be transparent to traffic flowing through it (using a fast first-in-first-out (FIFO) queue with input queue size 75 packets and output queue 40 packets). Any unnecessary processes such as graphical interface, and unnecessary system daemons were turned off. The Cisco routers had the following configuration characteristics: static routes, weighted fair queueing turned off, Maximum Transport Unit (MTU) size 1500 bytes (the standard Ethernet frame size, thus avoiding harmful packet fragmentation), queuing strategy: FIFO. For experiments, the default maximum queue length settings were 75 and 40 packets respectively for the input and output queues, as for the Linux router. The monitoring system used by us as by others employs the software utility tcpdump 1 to monitor Ethernet interfaces at the monitoring points.
For the experiments, the traffic generator components were stg and rtg, respectively for sending and receiving traffic; both are part of the NCTUns [25] network simulator package. As NCTUns is a simulator that incorporates an actual TCP/IP protocol stack and actual application code, the stg and rtg generator is easily transferred to work in a real network environment rather than within a simulator. The generator was modified 2 to work on a normal Linux system (as NCTUns originally ran on the OpenBSD o.s.). This traffic generator was chosen because: it has open source code; and the ability to read tracefiles. Tracefiles were formed from the video codec output and according to the crosstraffic characteristics.
Network planners commonly recommend [26] [27] , with operating system IOS C2600-I-M, version 12.2(13a), release fc2 were used. Cost is also a significant consideration in selection of such a router, and, hence, the same router is found at the LAN edge in network plans [28] . Transport was by UDP/IP while Point-to-Point Protocol (PPP) [29] at the data link layer bridged the serial connection.
A variable bit-rate (VBR) H.263+ encoded video sequence [30] represented the test video stream. Every Common Intermediate Format (CIF) frame was split into 18 macro-block row-wise slices (using H.263+'s slice mode rather than GOBs) for error resilience and then λ λ λ λ transported by allocating two slices per packet. In [31] it was established that 2-slices per packet is more efficient in these scenarios than the 1-slice per packet scheme normally recommended [32] . The inter-packet gap between sending packets was set to a constant value, 3.7 ms, to reflect the frame rate. The frame rate was 30 Hz, resulting in a mean 270 packet/s. A 17-byte header was also added to each packet to keep track of the frame sequence number, media type, frame number, packet number and timestamp. All these fields are used to reconstruct the video at the receiver side. (A Real Time Protocol (RTP) header, which serves a similar purpose though with reduced functionality, would be 12 bytes in size.) A ten-frame refresh period implies an Intra (I) picture inserted into the Predicted (P) pictures. Table I summarizes the test video characteristics, which are for an "Interview" recording. This recording is a TV studio video sequence that results in suitable data for the desired packetization lengths without causing packet fragmentation. Fig. 3 is a typical sample frame and the complete sequence can be obtained by e-mailing the first author.
Cross-traffic patterns with a Normal or Pareto probability density function (pdf) [33] were injected into the link at mean rates of 1.5, 1.8 and 1.9 Mbit/s. To determine the correlation of delay with the congestion level, these rates are intended to be representative of the three-level congestion classification. Heavy-tailed distributions such as the Pareto pdf commonly represent [34] the aggregated traffic patterns as occur on the Internet [35] . The Pareto pdf is defined as 1 ) (
with a value of α = 1.3 chosen herein representing a wellbehaved distribution. Location k was set to 1.
Delay measurement was accomplished through timestamps in the RTP-like header, with clock synchronization through a Network Time Protocol [36] stratum 2 server, distributed out-of-band over a 100 Mbit/s link. For the duration of each test and the accuracy required, this was felt to be sufficient. Propagation delay was neglected as it was too small to be relevant. 
A. Advantages of delay indication
The occurrence of packet loss represents the maximum congestion level at which buffer overflow occurs at the router. Table II represents a summary of the packet loss rate measured as a result of video streaming in the scenarios of Section III. An assumption might be that by increasing the cross-traffic rate the packet loss rate of the video stream will increase. In fact, this is the case when we observe the packet loss percentage in the row with Ql = 200 packets. Because a Normal distribution is less bursty than the Pareto pdf the packet loss is reduced. The same tendency is observed with Ql = 400 packets, with the packet loss increasing as the available bandwidth from the video source's point-of-view decreases.
However, if packet loss detection is intended for the purposes of controlling congestion this may result in difficulties when the video steam transmitted represents a significant fraction of the total link traffic. In these experiments, the video stream represented around 10% of the total.
It might be thought that increasing the queue length at the input router would reduce packet loss. However, observe in Table II that this is not the case for Norm (1.9), Par (1.5), Par (1.8) and Par (1.9). The increase of the Ql from 200 to 400 packets did not reduce the packet loss in the video stream but increased it. This phenomenon was observed during our experiments when the background traffic rate was higher than that of the video stream. The background traffic was able to acquire a greater number of empty packet buffer slots in the router queue, while the video stream was relatively neglected.
When the background traffic is 'bursty', as occurs with the Pareto traffic, even with lower bitrates of 1.5 Mbit/s, video stream packet loss occurs. In this situation, the network link is not congested but exhibits the appearance of congestion to the video stream. Of course, a congestion rate controller based on packet losses would react as if congestion was occurring, whereas in fact the packet loss is due to the instantaneous pattern of cross-traffic packet arrivals and does not indicate the long term level of crosstraffic intensity. These effects were also observed for different values of Ql and Table II is simply a sample of these results.
By way of comparison, delay tracking was applied to five of the six cross-traffic scenarios recorded in Table II (with 'Norm 1.5' omitted as no congestion occurred). In the following Figures, in order to present the results, the left y-axis represents queuing delay, while the right y-axis represents the total bandwidth occupied on the serial link. The x-axis represents time during the 60 s video stream. In Figs. 4 and 5, the measured packet-by-packet packet delay of the video stream gradually rises to the maximum permitted by the given queue length. After the build up, the delay follows the bandwidth changes of the combined video-and cross-traffic. The time to reach the maximum delay varies based on the level of background traffic and the queue length: with cross-traffic of 1.8 Mbit/s, delay Thus, delay measurement is a good means of knowing the level of congestion through observation of the rise time until the delay becomes stable. However, this observation can only be made if the background traffic is relatively well-behaved, for example in the unlikely event that it is normally distributed. Of course, when delay has reached its maximum, packet loss has already begun to occur, which for encoded video, is unwelcome because of error propagation across the fragile compressed video stream. However, the rate of rise is still of interest and intelligent deductions can be made with a suitable congestion controller.
Cross-traffic is more likely to be 'bursty' within an internet, and consequently the results with Pareto background traffic are of interest. Figs. 6, 7 and 8 show the delay behavior with different levels of congestion. The delay response tracks all the peaks and lows present when the 2 Mbit/s threshold is crossed. However, there is no obvious build up in delay, as occurred when the background traffic was less bursty. Because of the background packet burst pattern, the maximum delay is rarely reached. The delay can also be much lower than that when the background traffic is well behaved. In some cases, as in Fig. 6 , the total presented bandwidth drops below the link capacity but the congestion is still tracked. However, in these graphs the bandwidth sampling period was every 1 s (imposed by the Cisco interface), while the packet-by-packet delay was sampled every time a packet was delivered, which, for the video stream, was around 0.004 s. Thus, the packet-by-packet delay actually has given a fine trace of what was occurring inside the router queue before the link. Therefore, even in these circumstances, delay serves as a reliable and responsive indicator of congestion.
B. Congestion level detection
For the experiments of Table II the recorded minimum delays (as measured) were extracted from the traces of packet delays to give Table III . It will be evident that some measured delays are negative, which from equation (5) implies that clock synchronization error has forced the timings into the negative zone. A further implication is that positive minimum delay measurements also contain some clock synchronization error, which is the only source of apparent delay that can result in negativity. However, this does not create a problem for the methodology so long as the minimum delay for any one experiment is subtracted from all delay measurements, according to (7) , arrived at by simplifying assumptions. In the case of a negative minimum delay, this will actually result in an addition to all measurements. A further step in congestion level determination is to statistically average the congestion delays of equation (7). Fig. 9 is a plot of the frequencies when the background traffic is normally distributed, according to the given rates, and Fig. 10 is the equivalent plot for Pareto distributed background, both with packet size 400 B. In both Figures for each background rate there is a strong maximum peak and that this peak could be extracted by averaging over the time window of the tests (60 s) to find the congestion level. For the lower background rate of 1.5 Mbps, the peaks are at zero indicating zero congestion level. Some secondary peaks exist which could in an extension to the methodology also be considered.
C. Discussion
An interesting question is within what time window does convergence to the minimum delay for a sequence with a particular type of background traffic occur? Table  IV shows that the duration of this time window can vary considerably. Fig. 11 and 12 are two sample illustrations of the behavior, showing the stepped nature of the descent before a minimum delay is found for the sequence. On some occasions, convergence is within a few packets but for others that time may be almost the duration of the sequence. This implies that the rate of finding a minimum, within a given time window, may be significant. illustrated in the results. Some observers do note [38] that streaming applications may send a bursty stream, either for reasons of coding efficiency or when a non-real-time operating system falls behind its schedule and releases a packet burst. For one-slice packetization [39] , instead of setting the IPG to 1/540 = 1.9 ms resulting in packets sent at uniform intervals over time, the IPG was set to 0.3 ms, resulting in packet bursts. The input and output buffer size was varied (on both Cisco routers) to the given QL in Table VI . From the results for the 1-slice per packet bursty sending rate, the packet loss rates are an order of magnitude higher than those for constant IPG, uniform overtime, packet sending rate. When packets are sent at a uniform rate over time then mean end-to-end delay increases monotonically according to input buffer size. However, even when the cross traffic is well-behaved, a corresponding decrease in packet loss cannot be guaranteed for packet loss numbers, as they increase in the transition to a 300 to 400 QL. Delay also is a reasonable scale according to buffer size even when the video packets are sent in bursts.
VI. CONCLUSIONS
This measurement study of video streaming over Cisco routers at the core network edge, has investigated the impact of different background traffic on video packet end-to-end delay. With suitable instrumentation it is possible to detect packet-by-packet delay, which this study indicates may be a reliable way of detecting the congestion level. This is reassuring, as packet loss may not be a precise indicator of congestion levels, especially if bursty cross traffic causes differential packet loss across coexisting traffic flows. Packet loss numbers also change, not always consistently, according to router buffer size.
Though one-way delay measurements are subject to clock synchronization error, analysis shows that this source of apparent delay may be included in the minimum delay measurements and uniformly discounted across a time window of delay measurements. If that is so then delay measurement remains a promising way of judging congestion levels. Measuring the rates of reaching a local minimum end-to-end delay and a maximum, along with analyzing delay trends over time are a promising line of investigation.
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