In order to study forests at the global scale, a detailed link budget for a lidar system onboard satellite is presented. It is based on an original approach coupling airborne lidar observations and an end-to-end simulator. The simulator is initialized by airborne lidar measurements performed over temperate and tropical forests on the French territory, representing a wide range of forests ecosystems. Considering two complementary wavelengths of 355 and 1064 nm, the end-to-end simulator computes the performance of spaceborne lidar systems for different orbits. The analysis is based on forest structural (tree top height, quadratic mean canopy height) and optical (forest optical thickness) parameters. Although an ultraviolet lidar appears to be a good candidate for airborne measurements, our results show that the limited energy is not favorable for spaceborne missions with such a wavelength. A near infrared wavelength at 1064 nm is preferable, requiring ~100 mJ laser emitted energy, which is in agreement with current and future spaceborne missions involving a lidar. We find that the signal-to-noise ratio at the ground level to extract both the structural and optical parameters of forests must be larger than 10. Hence, considering the presence of clouds and aerosols in the atmosphere and assuming a stationary forest, a good detection probability of 99% can be reached when 4 or 5 satellite revisits are considered for a lidar system onboard the ISS or ICESat, respectively. This concerns ~90% of forest covers observed from the lidar, which have an optical thickness less than 3.
specifically conducted over French forests between 2008 and 2014. It aims at a pre-feasibility study of a spaceborne lidar dedicated to forest survey, required before a future Assessment Phase (Phase-0) by the Centre National d'Etude Spatial (CNES).
In Section 2, we present our semi-empirical approach, by describing the end-to-end simulator (including the direct and inverse models), the sampling sites, and the adjustment of parameters. In Section 3, using the end-to-end modeling in ultraviolet (UV) and near infrared (NIR) wavelengths, the footprint size, the optimal signal-to-noise ratio (SNR), and the signal distortion are discussed in detail. In Section 4, the link budget for several platforms is presented for the two selected wavelengths (355 and 1064 nm). The atmospheric scattering properties and the orbital configuration are also considered in our numerical simulations.
Methodology

Overview
The modeling of the lidar signal can be achieved based on a semi-empirical approach using the airborne lidar measurements and the radiative transfer equation applied to the laser beam propagation into a scattering medium (leaves, branches, trunks). The lidar instrument ULICE (Ultraviolet LIdar for Canopy Experiment) was embedded on an Ultra-Light Aircraft (ULA) (Figure 1 ) as for previous atmospheric [41] and canopy [25] studies. It performed airborne measurements over different forest biomes between 2008 and 2014, from temperate to tropical forests, to obtain a representative database of lidar vertical profiles. This database is used to initialize analytical and statistical modeling of the lidar signal, so as to simulate spaceborne observations. The canopy lidar or topographic lidar typically use wavelengths in the near infrared (NIR, i.e., 1064 nm), which corresponds to the fundamental emission of a commercial solid-state Nd:YAG laser. However, we will show that there are significant multiple scattering (MS) effects on the retrieval of forest structures at this wavelength, because of the high reflectance of the vegetation. These effects distort the lidar profile and make it difficult to locate the ground echo (GE) and the canopy echo (CE). Doubling the fundamental frequency, the Nd:YAG laser emits at 532 nm but it is quite difficult to get the eye-safe condition with such a wavelength. Thus, a laser operating at an ultraviolet (UV) wavelength (355 nm) was used in our airborne lidar measurements, which is available with the Nd:YAG laser using a non-linear crystal by tripling the fundamental frequency. The use of the UV spectral domain leads to a significant reduction of the MS effects in the forest structures and relaxes the constraints for operating eye-safety measurements.
In order to characterize a forest site, three key parameters were derived from lidar backscatter profiles: (1) tree top height (TTH), a basic parameter for forest studies which is calculated as the distance between the first return at the upper surface of the vegetation and the last return of the ground surface [25, 42] ; (2) quadratic mean canopy height (QMCH), a structural parameter which can be used to evaluate the aboveground biomass [15, 42] ; (3) extinction coefficient (α), an optical property indicating forest characteristics (e.g., canopy density and forest category) closely related to the forest optical thickness (FOT). All the structural and optical parameters are linked to the lidar equation as shown in Section 2.2.
An end-to-end simulator (EES) was specifically developed for this study, which is a powerful tool to simulate and analyze the performance of airborne and spaceborne lidar systems. It is composed of a direct model and an inverse model. The block diagram of EES is shown in Figure 2 . From airborne lidar measurements (e.g., lidar profile S), forest parameters (i.e., TTH0, QMCH0, α0 in Figure 2 ) can be derived from the inverse model so as to initialize the direct model. Meanwhile, four types of external data (in the blue bloc of Figure 2 ) were used to provide additional necessary constraints to the direct model: (1) an instrument model, including instrumental parameters of the lidar system and related uncertainties; (2) an atmosphere model, which includes the atmospheric contributions (i.e., molecular, aerosol and cloud optical thickness); (3) surface characteristics, which provide the necessary surface information and identify forest and non-forest areas as well as forest types at the global scale; (4) an orbit model, in order to simulate the different possible orbits for spaceborne lidar systems.
Lidar vertical profiles were simulated by the direct model. The main sources of noise were taken into account considering normal statistical distributions. Next, estimated forest parameters (i.e., ̃, ̃, ̃ in Figure 2 ) for each simulated lidar profile (̃) were derived by the inverse model. The comparison between these estimated parameters and the initial values presented as inputs of the direct model was then performed in the "comparison module". The assessments of the standard deviation and bias of each parameter, and of the related signal-to-noise ratio (SNR), have been done following a Monte Carlo approach [43] . For each statistical simulation we used 200 statistical draws which thus ensured a normal distribution around the mean values. The main components of the EES will be detailed below. 
Direct Model
Lidar signals from both air-or space-platform can be expressed by the lidar equation [44] . The backscattered lidar signal Sv above the ground, for a nadir measurement taken at a height above ground level (agl) h in the forest (with a ground altitude zground) and a wavelength λ, is given by [44] :
where we supposed that the atmospheric backscattered part in the canopy is negligible compared to the larger backscattered part of the canopy. The instrumental constant K (λ) and the laser energy E(λ) are defined in the "instrument model" (Section 2.2.1, Equation (3)). FOT is the forest optical thickness (cf. Section 2.3) and τ is the total atmospheric optical thickness as defined in the "Atmosphere model" (Section 2.2.2). The backscatter to extinction ratio BER (λ, h) and the multiple scattering coefficient η are defined in the "Surface characteristics" (Section 2.2.3). The BER, which is linked to tree species, can be also interpreted as the probability of photons backscattered after the interaction of the laser beam and the forest materials. Zp is the altitude agl of the platform, which is defined in Section 2.2.4. The canopy extinction coefficient αFOT (λ, h) is defined as the sum of the absorption and scattering coefficients, which can be obtained from airborne lidar measurements through the inverse model for different forest biomes. The canopy extinction coefficient can be considered as the same at both NIR and UV wavelengths because leaves are large scatters compared to the wavelength.
The integrated range-corrected ground return, Rg, was used to represent the ground echo (GE). The GE waveform, considered as following a Gaussian distribution [45] , can be calibrated by using the returned laser pulse at nadir over a flat surface. We defined g (h) as a normalized Gaussian distribution and ∆ZGE as the equivalent width of the GE, the integrated ground return can be simulated by introducing the surface reflectance (ρg) as follows:
Different noises were also considered in the direct model, and the detailed noise sources are discussed in Appendix A.
Instrument Model
There are two detection modes for lidar systems: photon-counting and analog detections [44] . The backscattered lidar signal S is expressed in volt or in number of photoelectrons in analog or photon-counting detections, respectively. The corresponding instrumental constant K(λ), which includes all instrumental parameters, is expressed as:
where QE and OE are the quantum efficiency of the photo-detector and the total optical efficiency of the lidar system, A is the surface of the receptor (e.g., telescope), G is the system gain of both the pre-amplification and the detector, and Rc is the load resistance. The Planck constant and the light velocity are ħ (~6.62 × 10 −34 J· s) and c (~3 × 10 8 m· s −1 ) respectively.
In our model, both the UV and NIR wavelengths were considered (i.e., 355 and 1064 nm). The corresponding instrumental parameters were chosen according to the existing spaceborne lidar systems. The most commonly used photo-detectors in UV and NIR are the photomultiplier tube (PMT) and the avalanche photodiode (APD), respectively. State of the art PMTs/APDs were considered for our simulations with their quantum efficiency (QE) and gain (G) shown in Table 1 . The optical components (optical efficiency (OE), Table 1 ) used for these two wavelengths domains have similar properties. Other instrumental parameters (i.e., A, Rc, Δz) were considered as the same for both wavelengths in our simulations (Table 1) .
Atmospheric Model
The total optical thickness TOT(h), in the lidar equation sense as defined by Measures [44] , is the sum of half the forest optical thickness (FOT) and the total atmospheric optical thickness (τ).
where MOT is the molecule optical thickness, AOT is the aerosol optical thickness, and COT is the cloud optical thickness. αX is the extinction coefficient associated to each component X. FOT will be discussed in Section 2.3. Two atmospheric conditions are used in the model. Under the ideal atmospheric condition, there is no cloud (COT0 = 0), and typical medium values of AOT and MOT are considered (AOT0 and MOT0), which are given in Table 1 for 2 wavelengths (355 and 1064 nm). However, realistic spaceborne observations are often performed in presence of clouds and aerosol plumes, which decreases the atmospheric transmission of laser beams. Hence, realistic atmospheric conditions are also used to improve the simulations. MODIS observations of COT and AOT are used in our model, which are considered to be representative. The AOTs are derived from the MODIS daily aerosol product MOD04 at the horizontal resolution of 10 km [46] . As AOTs are only given at 470, 550, and 660 nm, the Angstrom Exponent coefficients are used to estimate the AOTs at 355 and 1064 nm [47] . The COTs are derived from the MODIS daily cloud product MOD06 at the 1 km horizontal resolution [46] , whereas the corresponding positions are derived from the MODIS geolocation product MOD03 [46] .
Surface Characteristics
Surface reflectance (ρ g ) was calculated by Equation (2) using the ground echoes of many airborne lidar sampling profiles. The values of ρg at 355 nm are found to be similar for all these measured profiles: ρg = 0.022 ± 0.002 sr −1 . Tang et al. [48] found out the surface reflectance at 1064 nm: ρg = 0.14 ± 0.03 sr −1 . We will use these values for all our simulations.
Backscatter to extinction ratio (BER) was calculated from the scattering phase function (P) inside the canopy:
where ω0 is the single scattering albedo of scatters and Pπ is the backscatter scattering phase function. There is little information about P, especially at the scale at a lidar footprint size of a few meters. As in Chen et al. [49] , the Bidirectional Reflectance Distribution Functions (BRDF) from passive spaceborne measurements (multi-angular satellite POLDER data) was used to retrieve P using semi-empirical models, even though they are retrieved with pixels of several kilometers. More detailed BRDF modeling are given in Appendix B. Bendix et al. [50] show the variation of absorption and scattering with wavelength: there is strong absorption and little scattering in UV, whereas there is ~7 times more scattering in NIR. However, regarding the reflectance spectral dependency as documented in the same study, the behavior of the 490 nm (resp. 865 nm) channel seems very close to the one for the UV (resp. NIR) wavelength of 355 nm (resp. 1064 nm). The corresponding Pπ of the 490 nm (resp. 865 nm) channel can then be used for simulations at 355 nm (resp. 1064 nm). Both mean value and standard deviation of the retrieved Pπ are given in Table 2 for each considered forest type. They lead to a BER close to 0.007 ± 0.002 sr −1 (resp. 0.046 ± 0.002 sr −1 ) in UV (resp. NIR). These BER values were used in the following simulations and supposed constant in the canopy. Multiple scattering coefficient (η), at different depths in the scattering layer, is deduced from the ratio between the total lidar signal (including single scattering Ssingle and multiple scattering Smultiple) and the number of single-backscattered photon as [29] :
where ht is the top of the scattering layer. The Multiple scattering (MS) effects in UV are negligible, and the typical value is η ~1. However the MS effects may become significant compared to the single scattering when switching from UV (355 nm) to NIR (1064 nm). Thus, for the Monte Carlo simulation, the MS coefficient (η) in NIR is derived as 0.96 ± 0.03 for different conditions (e.g., different space missions). The MS effects may impact the structural parameters retrieved from NIR lidar measurements and the associated uncertainties have to be assessed from the simulations.
Land-cover type is obtained with the MODIS product [46] . This parameter helps us choose the study areas. Two MODIS land-cover type yearly products (chosen arbitrary for 2011) are used to identify the forest area: MCD12C1 (horizontal resolution of 0.05°) and MCD12Q1 (horizontal resolution of 500 m).
The classification scheme ("Land Cover Type 1"), defined by the International Geosphere Biosphere Programme (more information are available online [51] ), is used in our simulations.
Platform Model
Airborne lidar. The main characteristics of the lidar system ULICE are given in Table 3 . The laser energy (E) is deliberately oversized (~7 mJ), which is compensated by optical densities (OD = 3) at the reception, in order to limit the parasitic signal related to the sky radiance. The vertical sampling resolution (Δz) along the lidar line-of-sight depends on the sampling frequency of the digitizer card and the laser pulse duration. The Centurion laser has a laser pulse duration between 6 and 7 ns, so the sampling frequency is chosen between 100 and 500 MHz leading to vertical sampling between 0.3 and 1.5 m. The vertical sampling of 0.75 m was the one most frequently chosen for the acquisition the lidar profiles used in the simulations. The pulse repetition frequency (PRF) is defined on the basis of the footprint sampling density needed in the forest sites and the aircraft speed, which ranges from 5 to 100 Hz for a full-waveform lidar system and was chosen to be 20 Hz during the field campaigns [42] . The energy distribution of laser beam is Gaussian according to the calibration in the laboratory. It can be considered as homogeneous for airborne measurements with small footprints (<5 m), but has to be taken into account for spaceborne measurements with lager footprints. The laser footprint size at the ground level is defined by the laser beam divergence and the platform altitude. Airborne lidar measurements were performed for flight altitude close to 350 m agl. According to the divergence of the laser, it leads to footprints between 2 and 5 m in diameter over the temperate forests, and ~10 m in diameter for tropical forests. These profiles can be further recombined to simulate profiles in a compatible footprint of a spaceborne lidar.
Spaceborne lidar systems. Lidar systems have been already embedded onboard the satellites. Even though none of their purposes is to detect and sample forests, some instrumental parameters and the orbits of the main spaceborne lidar missions can be considered as the references for our simulations. Four missions were chosen and will be considered: the Geoscience Laser Altimeter System (GLAS) onboard the past mission ICESat (Ice, Cloud, and land Elevation Satellite) to detect ice-elevation changes in Antarctica and Greenland [52] ; the future Climate Mission MERLIN (Methane Remote Sensing Lidar Mission) with the payload of a Methane Integrated Path Differential Absorption (IPDA) LIDAR emitting at 1645 nm, dedicated to the measurements of the greenhouse gas Methane [53] ; the near-future ADM-Aeolus (Atmospheric Dynamics Mission Aeolus) mission carrying the Atmospheric Laser Doppler Instrument (ALADIN) for global wind profile observations [54] ; the current CALIPSO (Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations) mission carrying the Cloud-Aerosol LIdar with Orthogonal Polarization (CALIOP) to improve the understanding of the role of aerosols and clouds in the Earth's climate system [55] . The International Space Station (ISS) is also considered as a potential platform for a future spaceborne canopy lidar system, an example of recent mission CATS (Cloud-Aerosol Transport System) for the atmospheric purpose is given at [56] .
Actual parameters of these referenced spaceborne lidar missions were found out through research papers [53, [57] [58] [59] [60] , and are given in Table 3 . As they were not designed for forest studies, the sampling vertical resolution (Δz) for CALIPSO, MERLIN, and ADM-Aeolus missions is too large. Their parameters are then modified for a 0.75 m resolution as the one of our airborne lidar ULICE. The Δz of the ICESat mission keeps its own value since one of its targets is the surface study. 
Inverse Model
In order to retrieve forest vertical structures, it is necessary to detect the intensity peaks of both the canopy and ground echoes in the full-waveform lidar signals. The TTH is calculated as the distance between the first return at the upper surface of the vegetation and the last return from the ground surface. Following the signal processing described in Shang and Chazette [42] , the ground echo was first detected compared to the noise level, which can be inferred from the signal remaining after the ground echo when only the instrumental noise exists. The canopy echo was then detected, considering the atmospheric signal just above the trees.
To simplify the calculation, the range-corrected lidar signal is introduced, which is defined as the product of the backscattered lidar signal Sv(h) and the square of the distance between the laser emission and the target. The integrated canopy signal Rv(h) is defined as the integral of the range-corrected lidar signal from the canopy top TTH to height level h. As BER is assumed to be constant for all canopy levels (i.e., BER0) and η ~1 in UV, Rv(h) can be expressed, after correction of the atmospheric transmission, as:
The FOT can then be derived as:
The FOT, defined as the optical thickness in a forest layer between the considered height h and the canopy top TTH, depends on the canopy extinction coefficient αFOT, which is then derived from Equations (4) and (9) as:
This solution is consistent with the one derived from the statistic consideration made by Lefsky et al. [15] . Canopy extinction coefficient is a fundamental parameter used in our direct model to simulate the lidar signal by using the lidar equation under the hypothesis of "single scattering".
The QMCH (quadratic mean canopy height) parameter, which can be used to evaluate the aboveground biomass [42] , is also a function of the extinction coefficient [15] :
Sampling Sites
Several forest sites have been sampled between 2008 and 2014 to build significant sample sets of different ecosystems, from temperate to tropical forests (Table 4 ). Our first airborne lidar measurement was conducted over the Landes forest, located in the southwest of France (44°N, 1°W) and mainly composed of maritime pines. The second experiments were carried out, during both winter and summer season, above the Fontainebleau forest in the southeast of Paris (48°N, 2°E), which is a temperate deciduous forest composed of evergreen and broadleaf trees. Forests of white oaks and a plantation of poplars in and close to the OHP (Observatoire de Haute-Provence, 44°N, 6°E) were also sampled during spring 2012. Recently, airborne lidar measurements were conducted in May 2014 over several tropical forest sites of Ré union Island (21°S, 55°E), including rain and montane cloud forests. The tree species included in the sampled sites of temperate forests constitute about 70% of the ones encountered in the western European forests (distribution maps of tree species are available from the European Forest Genetic Resources Programme website: [61]). Temperate forests significantly impact the atmospheric chemistry and mainly the ozone concentration in the troposphere, especially at regional scales [2] . Although composed of small trees, the rainforests of the Ré union Island are representative of many tropical forest areas in terms of density [62] . For the boreal forests, the lidar budget is easier to be built because they are less dense. If the lidar-derived information is reliable for the low-/mid-latitude (tropical/temperate) forests, it will also be reliable for the higher latitudes.
Nine plots of ~5 ha were studied, representing different biomes. (1) In the previous plots, several representative profiles were selected as the input of the EES for the numerical simulations. The vertical profiles of the extinction coefficient of sampling profiles were calculated through the inverse model; six of them are shown in Figure 4 as examples. The extinction coefficient not only significantly varies from one site to another, but also varies within each sampled site. The selected sample profiles are located at the center of the distribution in terms of both α and FOT in the sampled site. The tropical montane forest represents an approximate average of the measured biomes ( Figure 3) . A detailed distribution of the FOT is given in Figure 5 for this case, which will be considered as the reference in the following. (Table 4 ). Black curve: cumulative probability density functions (CPDF)/Cumulative distribution function F of FOT.
Adjustment of Parameters: Relevance of the Direct Model
For a given vertical profile of the extinction coefficient (α), simulated lidar profile can be calculated by using the direct model (Section 2.2). However, before these simulations, it is necessary to adjust two important parameters involved in the lidar equation: the instrumental constant K(λ), and the backscatter to extinction coefficient BER in the canopy. They have been adjusted by comparing the simulation with the measurements for each forest site.
K(λ) needs to be adjusted because of uncertainties on several optical components of the lidar (e.g., transmittance of optical lenses, laser energy, detector gain). The molecular extinction and backscatter coefficients are determined based on the polynomial approximation proposed by Nicolet [63] as in Chazette et al. [64] . The aerosol contribution has been assessed during the ascent of the ULA as in Chazette et al. [41] . Note that for all the sites, the aerosol optical thickness between the ground and the ULA was less than 0.03. Hence, we found a relative correction within 5% on K(λ).
The BER in the canopy previously retrieved was used for the sampling cases. Nevertheless, the simulated profiles did not exactly match the measurements by ~30%, because of the hypotheses used in our simulations. Therefore the BER in UV was adjusted to 0.005 ± 0.002 sr −1 by comparing measured and simulated canopy signals via the EES. Such a value is very close to the initial value and it is in the error tolerance (~30%) for a simulator. Taking into account these adjustments, the lidar profile can be well simulated as an example given in Figure 6 . The ground-echo is well reproduced, as well as the response of the forest below 28 m agl. The simulated lidar signal in the atmosphere, i.e., above ~28 m agl, also matches very well with the measurements. The direct model is thus found relevant for realistic simulations from airborne and spaceborne platforms. 
End-to-End Modeling
In this section, the retrievals of structural and optical parameters from the simulations of an airborne/spaceborne lidar system working at both wavelengths of 355 nm and 1064 nm are studied through the end-to-end simulator (EES). We assess the optimal laser footprint size and signal-to-noise ratio (SNR). Both the surface slope and the multiple scattering effects on the lidar signal are computed and discussed.
Laser Footprint Size
For a given PRF, the small-footprint of the laser beam at the ground level brings more details and accuracy to assess forest vertical structures; whereas the large-footprint increases the probability of ground echo detections by increasing the laser penetration ability. The latter is more suitable for spaceborne lidar observations.
In our airborne measurements performed at 355 nm, a small-footprint size (~2 m in diameter at the ground level) was used for temperate forests. With this footprint size the laser penetration is good enough to detect forest vertical parameters for deciduous forests in winter and conifer forests. The probability density functions (PDF) of GE detections (PDFGE) for lidar profiles was found to be ~1 for these cases. However, PDFGE in summer for temperate deciduous forests was found to be ~0.2. This was due to the signal attenuation by canopy leaf strata and the effects of the ground cover vegetation. We performed the lidar measurements by increasing the footprint size to be ~4 m in diameter for the same site, leading to a PDFGE ~0.4. The footprint size was increased to be ~10 m for tropical forests, which improved the capacity of the laser penetration in the canopy. As it was found that 10 m is not enough for ground echo detections (70% probability) through dense forests (FOT > 3), the footprint diameter has to be set to a larger value, which will be a compromise between the probability to detect the ground, the horizontal sampling density of lidar footprints, and the SNR.
To simulate large laser footprints, lidar profiles measured with a small footprint size (e.g., 2 m) were combined to get a simulated lidar profile with a larger footprint size (as schematized in Figure 7 ), taking into account the Gaussian energy distribution of the laser beam. The sample case of temperate deciduous forests in summer was chosen, since the corresponding FOT is the biggest one. By entering different footprint sizes into our model, corresponding PDFGE was calculated through simulated lidar profiles. A relationship between PDFGE and the footprint diameter was found as shown in Figure 8 , which indicates an optimal laser footprint diameter of ~20 m for the oak forest in summer (FOT ≈ 3). This optimal footprint of 20 m diameter will be considered in the following. Figure 8 . The probability density functions (PDF) of the good detection of the ground echo (GE) vs. footprint diameters.
Optimal SNR and Related Uncertainties
The optimal SNR is defined as the minimal one to get a good detection of forest parameters. The SNR at the ground level (GE SNR) is chosen as an indicator for the evaluation. Of course, a better detection can be obtained for a greater SNR, but the lidar characteristics are strongly constrained for air-and spaceborne systems by this parameter. Getting a lower SNR, there will be less constraint on the payload (e.g., energy, mass, volume).
Optimal SNR for GE detection. The input signals are simulated from airborne measurements considering a 20 m footprint. By applying the EES, the PDF of the ground echo (GE) detection vs. the GE SNR is derived (Figure 9 ). The result shows that the optimal SNR at the ground level to get a good GE detection is ~6.
Optimal SNR for forest parameters. The GE detection is not sufficient to ensure a good assessment of both forest vertical structures and optical parameters. Therefore, the optimal SNR is studied by considering the uncertainties on these parameters. The acceptable uncertainty on the lidar-derived TTH (ɛTTH) and QMCH (ɛQMCH) is 1.5 m and 5%, respectively, as described in Shang and Chazette [42] . The uncertainty on α depends on the one on FOT. Hence, the FOT at the canopy bottom, which is an integrated value, was preferred for this study instead of α. Figure 10 gives the results of the relative error simulations to retrieve the TTH, QMCH and FOT for different GE SNR. We can consider that sufficient accuracy can be obtained for all parameters for a GE SNR larger than 10. In the following, the link budget of the spaceborne lidar was then assessed using the optimal SNR0 = 10. 
Lidar Signal Distortion
Surface Slope
As highlighted by Yang et al. [65] and Hancock et al. [66] , surface slope has an effect on the lidar accuracy for large footprint lidar systems. This lidar signal distortion due to the surface slope may be no longer negligible when considering a footprint of 20 m in diameter. It affects both the canopy and the ground echoes and may modify their locations in a lidar profile and the SNR level. In this way, it impacts the link budget of the lidar system. Simulations were operated over a simulated homogenous forest containing identical trees (see the illustration of Figure 11a ). On the one hand, different ground slopes (0°, 15°, 30° and 45°) were applied for a combined lidar signal in a 20 m footprint. Results (Figure 11b) show that the lidar profile is strongly affected by slopes larger than 30°. On the other hand, different footprint sizes (5m, 20m and 40 m) were used for a ground slope of 30° (Figure 11c) . As expected and shown in Figure 11 , the lidar signal decreases and the distortion increases when the slope or the footprint size increases. This leads to a dispersion of the ground echo on a larger altitude range and to a loss of precision when retrieving the structural parameters. For instance, a slope of 30° and a footprint of 20 m in diameter lead to a relative uncertainty of 10%-30% on TTH, QMCH and FOT. This means the surface slope effect has to be considered in the link budget of spaceborne lidar observations; which is equivalent to a decrease of ~50% of the GE SNR and then leads to significant increase of the necessary lidar payload (e.g., emitted energy, telescope diameter). 
Multiple Scattering Effects
The multiple scattering (MS) contributions are taken into account through the MS coefficient η [29] , and depend on the wavelengths [66] . As previously explained (Section 2.2.3), this effect is negligible in UV (355 nm, η ≈ 1), but not in NIR (1064 nm, η ≈ 0.96). An example of simulations in UV is given in Figure 12a ; there is no much difference between the single scattering signal (green curve) and the total simulated signal (single and multiple scattering, cyan curve). Simulations in NIR for the same conditions are given in Figure 12b ; the multiple scattering contributions (red curve) significantly affect the lidar signal. By comparing the single scattering signal and the total simulated signal, bias of ~2-3 m can be observed on the location of the tree crown and relative errors of ~5% were found on the QMCH and FOT estimations. This result also confirms the study of Kotchenova et al. [67] , who highlighted that multiply scattered photons magnify the amplitude of the reflected signal, especially that originating from the lower portions of the canopy. Similar uncertainty may affect the location of the ground echo if there is undergrowth. Such bias can be partially corrected after the retrieval of the vertical profile of the extinction coefficient and will be ignored hereafter. Note that the multiple scattering effects can be corrected at the first order considering the FOT. It will not be taken into account hereafter. 
Link Budget
In this section, the link budget of spaceborne lidar systems will be discussed. We defined realistic orbits based on past and current satellites (see Table 3 ). Two typical areas were chosen for boreal and tropical forests, which are the main carbon reservoirs. The sites were analyzed during the seasons where the probability of having a significant cloud cover is minimal. In our link budget, we took into account the decrease of the SNR due to the aerosol and cloud optical thicknesses which are derived from operational satellite measurements (MODIS) chosen arbitrary for 2011. The different working hypothesis and the corresponding results are presented in this section.
Link Budget under Ideal Atmospheric Conditions
The link budget is firstly studied under ideal atmospheric conditions (Atmosphere model in Table 1 ). In our simulation, only shot noise is taken into account as the others noise sources can be considered negligible (see Appendix A). The SNR of lidar signals depends on the instrumental parameters, the atmospheric optical thickness, the surface characteristics and the platform altitude. For a given lidar system, the SNR decreases exponentially as the FOT increases.
Firstly, we considered the actual instrumental parameters of the four referenced spaceborne lidar missions (CALIPSO, ICESat, MERLIN, and ADM-Aeolus) as shown in Table 3 . Here we considered two types of forest with FOT of 1 or 2. The corresponding GE SNR of these spaceborne lidar systems are calculated, and given in Table 5 . Lidar products of the ICESat mission have been used for forest studies (e.g., [48, [68] [69] [70] ). Through the results of our EES, the GLAS lidar can well mapping the open forest with a FOT ≤ 1, which occupies ~30% of the forest area by considering the FOT distributions derived from our airborne lidar measurements. But it cannot well study denser forests with a lager FOT due to a low SNR. Secondly, our EES simulations were performed for lidar systems with same instrumental parameters (given in Table 1 ) onboard five spatial platforms: CALIPSO, ICESat, MERLIN, ADM-Aeolus, and ISS. The values of required energies (E) were found out at both the UV and NIR wavelengths (Table 6) , by considering getting SNR ~10 at the ground level.
These simulations show that it will be difficult to detect dense forests (FOT > 2) at a UV wavelength. Even for the ISS, the required energy of the lidar system is ~220 mJ to detect a medium dense forest (FOT = 2), which means good detections for temperate deciduous forests in winter and temperate conifer forests, but poor detections for temperate deciduous forests in summer or tropical forests. The values of E retrieved in the NIR domain are more realistic for a spaceborne mission because they remain lower than 80 mJ for medium dense forests (FOT ≤ 3), which represent ~90% surface of the forest area according to the referenced FOT distribution ( Figure 5) . Thus, only the NIR domain will be considered hereafter for the link budget for realistic atmospheric conditions. Obviously, the low orbit will be preferred for dense forests (FOT > 2).
Accounting for the above considerations, for a given lidar system and a chosen orbit, there is a maximum value of the total optical thickness (TOTmax) for which the ground echo is still detectable. The lower the orbit is, the larger TOTmax will be, as expressed by Equation (1). If we take an example of a lidar system with instrumental parameters given in Table 1 , emitting 100 mJ laser pulses at 1064 nm, the TOTmax for systems onboard five spaceborne platforms were calculated and given in Table 6 . As in Equation (4), the TOT is the sum of half the FOT and the total atmospheric optical thickness τ, the latter one is equal to 0.1565 under ideal atmospheric conditions (Table 1) . Then, we can get the corresponding FOTmax (maximal forest optical thickness) to study the forest density limit of each spaceborne lidar system. (1, 2, 3, 4) . The corresponding area proportion of each forest class among the total forest area is also given. An example of maximum value of the total optical thickness (TOTmax) at which the detection is still good, for a lidar system emitting 100 mJ at 1064 nm, is also given. The instrumental parameters used are given in Table 1 FOT: forest optical thickness. TOT: total optical thickness. τ: total atmospheric optical thickness.
Link Budget under Realistic Atmospheric Conditions
Spaceborne observations are always performed in presence of clouds and aerosol plumes, which increase the total atmospheric optical thickness τ and decrease the SNR. In this section the effect of cloud and aerosol covers are taken into account to complete the previous link budget performed under ideal atmospheric conditions. We first present the assumptions of the study and finish by the results and discussions.
Study Areas
The link budget is performed on the most important forest types. The tropical and boreal forests are the broadest ones with surface of ~2000 × 10 6 (10% of land) and ~1000 × 10 6 ha, respectively (by the Office National des Forê ts, [71] ). From the global land-cover map in 2011 derived from MODIS product MCD12C1 as shown by Figure 13a , we chose two areas of 10 × 6 (shown by the black boxes in Figure  13a ): one is located in Congo basin (Africa) (1°N, 20°E) which represents the tropical forest with the dominant land-cover of evergreen broadleaf forests; the other is located in North-Asia (58°N, 101°E), close to the lake Baï kal in Russia, which represents boreal forests with mainly mixed forests and a few needleleaf forests. The more accurate land-cover maps derived from MCD12Q1 (MODIS) for the two selected areas (shown in Figure 13b ) were used in our model. 
Study Periods
For each area, we selected one month for the simulation. The ideal period is when there are fewer clouds and smaller AOT. The European Center for Medium-Range Weather Forecasts (ECMWF) model gives the probability of high, middle, low and total cloud cover at the global scale, at a spatial horizontal resolution of 0.75° and a temporal resolution of 6 hours [72] . The mean values and standard deviations of the probabilities of cloud presence over the considered areas of each month of 2011 are studied. The monthly AOT is derived by using the MODIS Atmosphere Monthly Global Product MOD08_M3 at the horizontal resolution of 1° [46] , which is also considered for the two areas. There is no AOT value for the North-Asian site during the winter due to excessive cloud cover. We thus chose December and June for the Congo basin and Lake Baï kal areas, respectively, when the average monthly probability of cloud is the lowest in order to promote the cloud free condition.
Orbit Simulation
The existing orbits were considered to perform orbit simulations. The ISS is the first candidate, since there are most resources (e.g., enough energy supply) available onboard. The second one is the ICESat, because the onboard GLAS lidar was already used for some forest studies [68] [69] [70] [73] [74] [75] . The SPOT (Satellite for observation of Earth) could be another candidate, but its altitude (832 km) is too high for lidar measurements. Thus, the two existing orbits of ISS and ICESat were chosen for the simulation by using their respective orbital characteristics, because they are more realistic for the proposed mission. Note that the inclination of the ISS orbit does not permit measurements in the higher latitudes.
The revisit cycle of both orbits was chosen to be 26 days, as for the SPOT mission, which is dedicated to surface survey. The simulated orbits are shown in Figure 13 , with 1 day's revolutions for the global area and 26 days' revolutions for the 2 selected areas.
Atmospheric Distributions
The sampling frequency of the onboard lidar is chosen to be 10 Hz by taking into account the spatial horizontal resolutions of the considered satellite data (no significant statistical differences are observed for higher PRF). For each lidar shot, the corresponding AOT and COT were derived from the nearest (in space and time) MODIS data. For one revisit cycle, we calculated the distribution (histogram) and then the cumulative distribution function F(τ) of the total atmospheric optical thickness τ for the lidar shots inside the two selected areas (Figure 14) . As mentioned before, for a given lidar system and a chosen orbit, there is a TOTmax below which the detections are always good (SNRGE ≥ 10). The atmospheric and the forest optical thicknesses are then complementary. A value of FOT is associated with each single lidar profile; if FOT ≤ 2TOTmax the probability of good detections depends on the probability distribution of τ, F(τ). This probability can be computed by:
For example, TOTmax has been found as equal to 2.44 when considering an emitted energy ~100 mJ for a NIR lidar payload embedded onboard the ISS. If we want to detect forest with FOT ≤ 3, which correspond to 92% of the forest from our FOT distribution reference, this probability is p = F (τ = 0.94) ~0.73 (see the gray dash line in Figure 14a ). With the same lidar onboard ICESat, we found TOTmax = 1.90 and then p = 0.62 and 0.59 for tropical and boreal forests, respectively. These TOTmax values are reported in Table 6 for each relevant spaceborne mission.
Number of Satellite Revisits
Until now the link budget accounted for the forest detection using only one lidar profile (i.e., one satellite revisit). The number of satellite revisits can be increased to improve the probability of good detection. Considering the forest to be stationary, for k passes of the satellite over the same forest pixel, the probability (P) of having at least one good detection is given by:
Obviously, the number of required revisits k changes with FOT values. Taking the previous examples of observations of tropical forest site with FOT = 3, if we want a probability of good detection P ≥ 0.99 (an arbitrary choice), we need k = 4 or 5 when considering a lidar system onboard the ISS or ICESat, respectively.
This number of revisits is important because it will strongly influence the spatio-temporal resolution of the lidar sampling from a spaceborne platform. There is a compromise to find between the revisit cycle and the sampled forest area. An increase of k induces a larger distance between satellite ground tracks, unless considering longer integration periods, exceeding a month. For a tropical forest that is not to change much during the year, we can consider a sample with a number of revisits spread over one year. The distance between the ground-tracks will be reduced (~50 km). For forests that change with the season, it will be better not to exceed one month and thus to increase the distance between the ground tracks. Hence, there is a trade-off between the temporal resolution, spatial resolution and payload (telescope size, energy). The solution also depends on the technical capabilities.
Discussion and Conclusions
Airborne lidar measurements were performed over several temperate and tropical forests sites, which allowed for building a representative database of lidar vertical profiles. From these lidar measurements, a semi-empirical approach was applied using the radiative transfer equation applied to the laser beam propagation into a scattering medium. An end-to-end simulator was developed to simulate and analyze the performance of both air-and space-borne lidar systems. The uncertainties on structural and optical parameters (tree top height, quadratic mean canopy height, and extinction coefficient) for spaceborne observations were estimated. The surface slope and the multiple scattering effects on the lidar signal were discussed, and proved to be not negligible for spaceborne observations leading to a relative error ~10%-30% on the retrieved parameters. The optimal signal-to-noise ratio was discussed for both ultraviolet (UV) and near infrared (NIR) wavelengths. The link budget for several platforms was built up for the two selected wavelengths (355 and 1064 nm), first under ideal atmospheric conditions (i.e., no cloud and medium aerosol content: aerosol optical thickness of 0.15), and then considering more realistic atmospheric scattering properties.
We confirm that the UV wavelength is suitable for airborne lidar measurements. However, UV lidar is not a good candidate for spaceborne missions due to low atmospheric transmission and strong absorption by the vegetation in the UV domain. The required energy in UV is ~30 times larger than in NIR through our simulations. It may be possible to use a UV lidar with ~80 mJ energy onboard the ISS platform, but only for forests with an optical thickness less than 1, corresponding to temperate deciduous forests in winter or temperate conifer forests. Hence, a wavelength in the NIR is preferred for a spaceborne lidar system dedicated to forest survey at the global scale, as medium dense forests (e.g., FOT ~2) can be well detected for all considered orbits from the ISS to the CALIPSO missions. But for the denser forests (e.g., temperate deciduous forests in summer or tropical forest with FOT > 2), a lower orbit is preferred and the number of satellite revisits should be increased to reach a good detection probability.
Spaceborne lidar dedicated to canopy can also be used for atmospheric studies because the emitted energy needed for forest study is comparable to the one of missions as CALIPSO. It can be a continuation of the CALIPSO/CALIOP or further the ADM-Aeolus/ALADIN or EARTHCARE [76] missions. A specific spaceborne canopy lidar mission has been considered as a priority in the medium term by the French space agency following its prospective seminary held at La Rochelle in 2014.
For an instrumental link budget the contribution of each noise source has to be considered. There are five different and independent kinds of noise: the background-radiation noise, the shot noise (σS), the dark-current noise (σD), the Johnson-Nyquist noise (σJN), and the quantification noise (σQ). Their standard deviations are expressed by the symbol σ.
The background-radiation noise is negligible in our airborne measurements, because a strong optical density (OD ~3) was used to compensate the large field-of-view (~4 mrad). It is also negligible in our simulated spaceborne measurements with a much smaller field-of-view(<57 µrad). We take an example of a NIR (1064 nm) lidar system onboard the ISS with instrument parameters shown in Table 1 , and an interference filter of 0.45 nm bandwidth [60] . Via the 6S radiative transfer modeling [77] for the worst case (i.e., solar and satellite zenith angles are both 0°), the background sky radiance was found to be 0. In analog detection mode, lidar signal S is expressed in volt with Rc the load resistance. Since the noise was expressed as a current, the signal-to-noise ratio (SNR) can be expressed as follows [44] where G is the system gain of the pre-amplification and the detector, λ is the wavelength, ζ (~1 or ~1.5 for photon-counting or analog detections, respectively) is a correction factor by taking into count the statistic gain fluctuation of the photo-detector, Δz is the vertical sampling resolution along the lidar line-of-sight, QE is the quantum efficiency of the photo-detector, NEP is Noise-equivalent power of the detector (~10 In photon-counting detection mode, σJN is not involved and σD is negligible compared to photon numbers (σD is about 3.5 × 10 4 times smaller than σS for our airborne lidar system). The quantification noise based on 12 bits is negligible (and σQ ~2.8 × 10 −7 A). The shot noise, whose standard deviation σS is proportional to the square root of the lidar signal, is the main source of noise, and was taken into account in our simulations. The expression of SNR for both photon-counting and analog detections can be derived from Equations (1), (A.1) and (A.2).
Appendix B: Bidirectional Reflectance Distribution Function (BRDF) Retrieval
Rahman et al. [78] developed a three-parameters nonlinear semi-empirical model of Bidirectional Reflectance Distribution Function (BRDF), which is explained against the scattering phase function (P) as: The three coefficients k0, k1 and k2 were computed from observations performed for different sun-zenith (θs), view-zenith (θv) and relative-azimuth (φ) angles. The scattering angle (γ) is explained against them. This BRDF modeling is based on the product of three parts. The first one is a combination of the view-and sun-zenith angles derived from Minnaert [79] . The second one is the desired phase function P whereas the third one explicitly accounts for the hot spot [1 + R(γ) ]. This model was tested on many data sets from airborne and spaceborne measurements performed with the Polarization and Directionality of the Earth Reflectance (POLDER) instrument [80, 81] . As demonstrated by Bicheron and Leroy [82] and Maignan et al. [83] , it is quite reliable on the bidirectional observations. The measurement-model difference is less than a few percent.
In order to assess P, the model was applied to the annual land-cover of the GLC2000 classification [84, 85] . In the following, we only consider the land-covers of "Mixed Forest"' and "Evergreen Needle Leaf" (for both the January and July periods) which are the more representative of our sampled sites. Hence, ~64 quasi-homogeneous samples of BRDF measured during the space mission PARASOL (Polarization & Anisotropy of Reflectances for Atmospheric Sciences coupled with Observations from a Lidar) were considered for each case.
POLDER did not perform measurements at 355 nm (resp. 1064 nm), but the behavior of the 490 nm (resp. 865 nm) channel seems close to the one for the 355 nm (resp. 1064 nm) wavelength regarding the reflectance spectral dependency [50] . We thus consider the channels centered on 490 nm and 865 nm. Obviously, the pixel size of POLDER is much bigger than the spaceborne lidar footprint (e.g., 20 m in diameter) and the POLDER information is much more integrated. Nevertheless, this is the only spaceborne instrument making multidirectional measurements at the global scale.
The sampling sites of the GLC2000 reference database are not located in France because the POLDER pixel size (~6 km) is not compatible with the homogeneity of French forests. They are not exactly the same from one month to another since certain scenes could be cloudy [85] . An example of the cumulative probability density functions (CPDF) derived from the assessments of P is given in Figure B1 for the "Mixed Forest" at 490 nm and 865 nm. The RMS at 865 nm is smaller than the one at 490 nm, because of the less absorption of trees. 
