Abstract-In nature, systems which visually process the world around them, in computationally efficient manners, have evolved over millions of years. The brain of an insect, which is smaller than a grain of rice, and with less than a million neurons, can effectively engage in computationally challenging tasks. For example, visually detecting and discriminating small moving objects, which are embedded within a complex optical flow pattern (induced by ego-motion). This task has yet to be perfected by current image processing techniques, though recent research is taking inspiration from nature to do so, in creating biologically inspired models of insect vision. This paper presents the progress made on our previous computational model based on electrophysiological data of a class of cells called Small Target Motion Detection neurons (STMDs). This model was based in the continuous temporal domain with constraints imposed on the inputs to the model. Modifications to the model include reimplementation in the discrete domain, the addition of a more physiologically accurate log-normal filter, the inclusion of a Reichardt Correlator and the creation of the highly controllable virtual world as a front end to the model. Model outputs show that the target detecting characteristics of the previous continuous model are maintained, though in a form which is directly applicable to hardware implementation.
I. INTRODUCTION
The task of discerning a target amongst visual ‗clutter', often without the presence of relative motion cues, is a task which has been elegantly achieved by flying insects. The multifaceted eye of many insects has a much lower visual resolution than a single lens type eye due to the severe effect of optical diffraction at small lens aperture [1] . Despite this limitation many insects display impressive feats of acrobatic flight during the detection and pursuit of prey, or social interactions with potential mates [2] . Of particular interest to this research is the ability of insects to respond to small moving targets, often without the presence of relative motion cues, against visually cluttered backgrounds [2] .
Electrophysiological experiments on flying insects have revealed that certain visual neurons in higher order regions of the brain respond selectively to small moving targets, with the response decreasing with increase in target size [2] [3] [4] . These neurons are referred to as Small Target Motion Detection neurons (STMDs). Interestingly, the response of STMD neurons has been found to be robust under a variety of confounding background images, including when the insect is moving relative to the background [4] , a situation which is the downfall of many simulated target detection algorithms [5] . Thus, a model which mimics the characteristics of these neurons could provide a new, computationally efficient, means of detecting small moving targets. Our previous work proposed that target motion was computed locally, by ‗Elementary Small Target Motion Detector' elements (ESTMDs) and led to successful development of such a model, tuned to detect small objects, of approximately 1°x1°, moving at approximately 100°/s, based largely on the observed physiology of key stages of the fly visual system [6, 7] . While the ESTMD model [6, 7] mimicked several desirable properties of biological STMD neurons (e.g. robustness against background texture) it was implemented using computationally intensive continuous-time processing. A major goal of the present paper was to implement the key elements of this model using industry-standard discrete-time simulation tools, thus opening up practical applications of the model for real-time, closed loop simulations or robotics. In addition, we describe the application of a more physiologically accurate log-normal filter in place of first order filter approximations, the addition of a Reichardt Correlator to the ESTMD outputs in order to implement direction selectivity, and the results of testing the algorithm in a virtual world implemented using Simulink.
II. MODIFICATIONS TO DETECTION ALGORITHM

A. Overview of Digital Implementation
Our previous target-detection algorithms were constructed for the purpose of investigating underlying physiological mechanisms, rather than for the development of robotic systems [6, 7] . The benefit of the continuous domain in this instance is that it provides a good coherence to physiological occurrences, and is thus applicable to mimicking physiology [8] . To improve applicability of the detection algorithms to situations involving hardware however, the algorithms must be re-coded within the discrete domain. This involves the identification of all temporal filters, and subsequent conversion into the discrete domain. A model overview of the algorithms proposed by the authors is shown in Figure 1 . The algorithms are effectively categorised into five sections; Fly Optics, Photoreceptors (PRs), Large Monopolar Cells (LMCs), Rectifying Transient Cells (RTCs) and the final output. Fig. 1 -Detailed model overview. Fly Optics includes spatial image filtering (S1) followed by under-sampling (US). The Photoreceptors (PR) and Large Monopolar Cells (LMC) then temporally filter the image using a log-normal filter (LN), followed by spatial image filtering (S2). The image is split into independent channels corresponding to contrast increments (ON channel) and contrast decrements (OFF channel) in the Rectifying Transient Cell (RTC), through half-wave rectification of the signal (HWR1). The channels are filtered separately through Fast Depolarising -Slow Repolarising (FDSR) inhibition, then spatially filtered with stronger surround inhibition (S3). Following this the image is half-wave rectified (HWR2) to remove negative components, then the OFF channel is delayed through a low pass filter (LP) and recombined in a quadratic manner (X). Following this non-linear saturation of the image occurs.
B. Pre-filtering
Prior to any motion or flicker detection in the image, it is spatially and temporally filtered through the ‗Fly Optics', ‗PRs' and ‗LMCs'. Fly Optics refers to the blurring and under-sampling (S1 and US respectively in Figure 1 ) of the green colour channel of the image, which is used so as to approximate the spectral sensitivity of fly photoreceptors [9] . This is implemented through the application of a Gaussian convolution mask, with a full width at half maximum of 1.4°, followed by spatial under sampling at 1° separation to mimic the resolution of the fly eye [6] . The resulting data is then passed through the PR and LMC sections of the algorithms.
It is known that the response of a fly photoreceptor is temporally limited, in that there is a slight delay in the response to stimuli with a corner frequency of 40-70Hz [10] . The PRs are followed by the LMCs, which have been shown to remove redundant information [11] by acting as a spatiotemporal contrast detector. In order to reduce processing time, we have combined the low pass temporal filter of the PRs and the temporal component of the LMC into one temporal band pass filter (LN in Figure 1 ). Such an action leads to the same output as when the filters are separated, since both are linear. This action is supported by research, which suggests that such a band pass filter could be represented in a physiologically accurate manner by a difference of log-normals model [12] . James [13] created such a log-normal model which provides a good fit to the temporal impulse response at the LMC. The impulse response of this log-normal function is shown in Figure 2 in red. Using MATLAB an approximation of this response in the form of a discrete transfer function can be found. As can be seen in Figure 2 in blue, the approximation is accurate, with a sampling rate of 1000Hz. The transfer function describing the continuous filter shown in Figure 2 is given by Equation (1), while that of the discrete approximation is given by Equation (2). A further convolution mask effectively acting as a spatial band pass filter is applied to the image in order to accentuate edges (S2 in Figure 1) ; this represents the spatial component of the LMC. The spatial filter is implemented by convolving the image with a kernel which effectively applies a negative weighting to the pixels surrounding each and every pixel, thus inducing ‗centre-surround antagonism' of the image. The kernel is given by = − 1 9 − 1 9 − 1 9 − 1 9 8 9 − 1 9
In contrast to our previous research, this kernel was made a zero mean filter, as opposed to a 10% surround (as a percentage of the centre pixel) in order to provide a zero DC response.
C. Local Flicker Detection
The Rectifying Transient Cell (RTC) is a method of detecting localized flicker. When used in conjunction with the previous filters, the RTC is apt at detecting object motion [6] . Following the LMC filtering, the image signal is composed of a range of both positive and negative values, due to the spatial band pass filtering. The RTC [6] separates these positive and negative parts (or ‗ON' and ‗OFF' channels respectively) through half-wave rectification (HWR1 in Figure 1) , and inverts the sign of the negative phase. Each independent channel of the RTC is then formed into an ‗adaption state' through the application of a non-linear low pass filter with a fast depolarizing, slow repolarizing characteristic [6] , such that inputs with a positive contrast gradient are subjected to a fast filter, while signals with a negative contrast gradient undergo slow low pass filtering. The filtered signal is then subtracted from the un-filtered signal. This process serves to inhibit recurring ‗bursty' inputs, such as noise. This process is shown as FDSR in Figure 1 , though is expanded as shown in Figure 3 . Fig. 3 -FDSR algorithm. The input image ‗u', following halfwave rectification, is fed into the ‗Gradient Check' block, which determines whether the luminance of each individual pixel is rising or falling, and outputs a matrix of appropriate ‗τ' (time constant) values. Both ‗u' and ‗τ' are fed into the FDSR low-pass filter block, which filters each pixel of the image according to the time constant value, and outputs the filtered image ‗v', which is then subtracted from the original image ‗u'. This computation emulates fast temporal adaptation, reducing responses to textural variations in the image.
In digital form the application of the ‗Gradient Check' (seen in Figure 3 ) in this process caused much difficulty, as the digital signal does not have a continuous derivative, thus the gradient of the signals must be found through comparative analysis of transient signals rather than computed directly. Also, to enable dynamic adjustment of the low-pass filter (FDSR LP Filter in Figure 3 ) time constants for each individual pixel (1ms for the fast filter, 100ms for the slow filter) in the Simulink environment, a state space representation of the filter had to be used, and can be seen in Figure 4 . Here, ‗u' is the input image following half wave rectification, ‗τ' is the time constant which is dynamically changing, ‗Ts' is the sampling time in seconds and ‗v' is the output of the filter, which is then subtracted from the direct feed-through version of u. Each of the separated phases then undergo further centresurround antagonism, where surrounding ON channels subtractively inhibit the centre ON channel and similarly for the OFF channels. This is implemented through the application of a spatial band-pass filter convolution mask to each of the channels, as in the LMC phase, though with a stronger surround inhibition (S3 in Figure 1 ). This strong surround inhibition helps to selectively tune the model to small sized targets. The kernel used in this convolution is given by Following the application of a convolution mask, both channels are again half-wave rectified in order to remove any negative data (HWR2 in Figure 1 ). At this stage, an ON channel graphically refers to a spatiotemporal transition from low to high luminance level (i.e. black to white), whereas an OFF channel refers to a high to low transition.
Following this, the OFF channel is delayed and multiplied by the un-delayed ON channel. Delaying of the OFF channel is achieved through the use of a first order low pass filter (LP in Figure 1 ), the time constant of which is chosen to further determine the velocity and size tuning of the model. Tuning for an arbitrary target size of one pixel, the low pass filter has a time constant of 25ms, which, for a first order low pass filter gives a transfer function of
Using Tustin's Method for approximation of a digital filter [14] with a sampling time of 0.001 seconds, the digital transfer function for this filter is found to be
The filter is applied over each pixel in the OFF channel individually, and the result is multiplied on a pixel-by-pixel basis by the un-delayed ON channel.
The image then undergoes non-linear saturation using the hyperbolic tan function, to ensure all signals lie between 0 and 1, and thresholding to rid the output of anomalies. The algorithms have been found to act as an effective matched prefilter for target selectivity, which produces data that is wellsuited to feed into higher order target extraction mechanisms. As the algorithms are tuned to specific sizes and velocities, it is of interest to examine their response to other stimuli, and under complex and possibly confounding conditions, this will be discussed in Section IV.
D. Reichardt Correlator
While the ESTMD model of Wiederman et al. [6, 7] is insensitive to direction of motion, some STMD neurons respond selectively depending on the direction of motion of a target. One model which has been proposed which explains the ability of neurons to detect motion and direction of an object is the correlation method [15] . The correlation method, first proposed by Hassenstein and Reichardt with the Reichardt Correlator [15] , determines if motion has occurred in an image through the spatiotemporal correlation of luminance signals of neighbouring points in an image. If an object moves past two sequential points on an image, then the signal from the object at the second point will be a timeshifted version of the object at the first point, where the timeshift, or delay, is the time taken for the object to move from one point to the next [15] . Multiplying these two signals produces an output which indicates motion of the object, and is tuned to an optimum speed dependent on the amount of delay time [16] . This model can be extended to detect motion in the opposite direction by mirroring the model, producing a second output. Through subtraction of the two outputs, direction of movement can also be determined, in that movement one direction will cause a positive output, while movement in the opposite direction will cause a negative output.
Thus, the application of a Reichardt Correlator to the image, following analysis by the detection algorithms, provides a method of detecting the direction of motion of a target in a computationally efficient manner. The Reichardt Correlator may be implemented in the digital form of the model by multiplying each pixel by a delayed version of each of its neighbouring pixels, producing both vertical and horizontal motion detectors.
III. VIRTUAL WORLD
In order to test the detection algorithm under realistic, simulated conditions, a virtual world ( Figure 5 ) was created using the Simulink 3D Animation toolbox [17] , which enables the user to adjust aspects of the world, including the position and rotation of objects, during simulation in response to external stimuli. Previously [7] , the detection algorithms have been tested by rotating a High Dynamic Range (HDR) panorama, with pseudo-embedded black targets, past the model input, meaning that there were no relative motion cues between the target and background. The use of a virtual world to test the algorithms enables the introduction of relative motion cues between the target and background, by making them separate objects. This relative motion can be adjusted as well in order to increase the difficulty of object tracking, and thus determine the point at which the model breaks down.
In order to make the visual feed more realistic, a high resolution image of the users choice can be rendered on the background of the world, thus, as the pursuer flies closer to the background (mapped in the VR world as a hollow cylinder within which the target and pursuer fly) the detail of the image increases as the image is ‗zoomed in' on. These natural images are of sufficient complexity to provide a level of difficulty in discerning the target.
It has been shown that natural scenes display the consistent statistical property of a 1 2 relationship between spatial frequency and power [18] . Thus, in order to present the closest representation of a natural scene as possible, inputs to the biomimetic model must follow this relationship. Thus, the input to the model is an 8 bit panoramic image of a natural scene, displaying natural image statistics. Though such an image is likely to be large in terms of size and required processing capabilities, it is important to emulate the real situation in order to determine if the model produces an output imitating that of the experimental results, or conversely, where the model breaks. 
IV. MODEL PERFORMANCE
The purpose of our new implementation of the model was to successfully mimic the behaviour of the continuous model created by Wiederman et al [6] , which was based upon physiological data, as well as the testing of the model under more generalised stimuli through the use of the virtual world input. A successful digital implementation may have future uses in hardware systems, and is thus a worthwhile endeavour. Implementing this code in Simulink makes the targeting of specific hardware, for example Field Programmable Gate Arrays (FPGAs) relatively simple. This is due to the fact that Simulink may be used to generate VHDL code for FPGA prototyping.
This section will discuss in depth the similarity of the digital model response under the same conditions imposed on the continuous model.
A. Response to Target Size
As has been previously stated, the model is tuned to respond optimally to small sized targets by spatial band pass filtering, in particular the filter S3 in Figure 1 . In the previous model [6] , the authors aimed to produce a velocity tuned output similar to the physiological phenomenon. The aim of the current implementation however, is to produce a velocity tuned output from a digital model, similar to that produced by the continuous model. This similarity was tested by recording the response of the algorithms to different sized targets under the same conditions as those used to test the continuous algorithms [6] . The response of the algorithms under such conditions is important to know for future applications of the model, such as pursuit. As such, the model was presented with a black target moving at a constant velocity against a white background. The response to the target was recorded as the height of the object was changed (the width was held constant at 0.8°). The results of this test can be seen in Figure 6a , overlayed on the results of the same test for the continuous model [6] .
It can be seen that both models display similar responses to a change in target height, with both curves being very similar in shape, and almost identical in position. Both models display a maximum normalised response at approximately 1.8°. As the aim of the current implementation was to re-produce the specific size tuning behaviour of the continuous model [6] , and it can be clearly seen that the discrete implementation closely mimics the tuning curve shape, thus the digital implementation in terms of size tuning can be deemed a success.
B. Response to Target Velocity
Future applications of the detection algorithms, such as the inclusion in pursuit activity, may rely on the model continuing to work under varied target velocities. As such, the response characteristics of the model to varied target velocities must be analysed. For the digital implementation of the model to be deemed a success, it should display similar characteristics to those shown by the continuous model [6] . Thus the response of the digital model with various target sizes can be seen in Figure 6b overlayed on the results of the continuous model under the same conditions. These conditions were a constant target size of 0.8° x 0.8°. Figure 6b shows that both models display similar responses to the change in target velocity, with optimal tuning to target velocities of approximately 90°. The discrete curve displays higher selectivity to this optimal velocity, with a slightly decreased response to lower velocities than the continuous model. Tuning of the model to certain velocities is achieved solely by the RTC component of the detection algorithm; in particular the low pass filter, LP, delaying the OFF channel prior to multiplication with the ON channel. As such, a slower low pass filter would tune the model to slower targets; conversely, a faster filter would tune the model to faster targets. Thus, to selectively tune the model to specific velocities, one could change the low pass filter, allowing it to be set to optimally suit the requirements for a particular hardware implementation.
C. Response to Background Velocity
The current method of implementation of the discrete model, involving the use of a virtual world as an input, enables the testing of the model under varied stimuli. One such application of the model is under the more realistic situation of relative motion between the target and the background. Again, the success of the digital implementation of the model is dependent on the similarity of results between the continuous model [6] and the discrete model. As such, the response of the discrete model to the motion of a black target against a natural scene, where the velocities of the scene and target are not necessarily the same, must be analysed. This was achieved by maintaining a constant target velocity, 90°/s, and altering the background velocity, at 5 different starting positions on 4 different background images. Hence, at a background velocity of 90°/s, there is no relative motion between the target and background. This can be seen in Figure  6c .
It can be seen from Figure 6c that the curves of both the discrete and continuous model are similar in shape, in that the response reaches a maximum when the background speed approaches zero. Both models appear to be very robust under the presence of background motion, with only a slight difference in model response under negative background velocities. This slight difference may be due to numerous factors, including differences in background images and target positions, spatial kernels, or various other model distinctions, though is unlikely to greatly affect success of target detection.
V. CONCLUSIONS AND FUTURE WORK
The progress made on the biologically inspired detection algorithms includes the implementation of the algorithm in digital space, the application of the more physiologically accurate log-normal filter, the addition of a Reichardt Correlator, and the results of testing the algorithm in a virtual world. This progress has led to the creation of digital algorithms which display very similar tuning characteristics to the continuous model. With the addition of the virtual world input to the model, more generalised simulations have been made possible, and due to the discrete temporal nature of the algorithms, hardware (FPGA) implementation is foreseeable.
It is expected that through the implementation of a feedback control system, the algorithms could be employed in a pursuit situation of small moving targets.
