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Abstract—In this paper, we consider molecular communica-
tions in one-dimensional flow-induced diffusion channels with
a perfectly absorbing receiver. In such channels, the random
propagation delay until the molecules are absorbed follows an
inverse Gaussian (IG) distribution and is referred to as first
hitting time. Knowing the distribution for the difference of the
first hitting times of two molecules is very important if the
information is encoded by a limited set of molecules and the
receiver exploits their arrival time and/or order. Hence, we
propose a moment matching approximation by a normal inverse
Gaussian (NIG) distribution and we derive an expression for
the asymptotic tail probability. Numerical evaluations showed
that the NIG approximation matches very well with the exact
solution obtained by numerical convolution of the IG density
functions. Moreover, the asymptotic tail probability outperforms
state-of-the-art tail approximations.
Index Terms—First hitting time, molecular communications, flow-
induced diffusion channel, normal inverse Gaussian distribution,
inverse Gaussian distribution
I. INTRODUCTION
Molecular communications (MC) broadly defines infor-mation transmission using chemical signals [1]. Due
to its ultra-high efficiency [2] and bio-compatibility it is a
promising candidate for communications at nano-scale. The
envisaged applications of MC are in the area of biomedical,
environmental and industrial engineering [3], [4].
In MC the information can be encoded using molecule’s
concentration [5], number [6], release time [7], type [8] or
a combination of the aforementioned methods. The infor-
mation molecules can be transported from the transmitter
to the receiver through pure diffusion, diffusion with flow,
active transport (e.g., molecular motors [9]) and bacteria [10].
Currently, most research interest is devoted to diffusion-based
MC. In diffusive MC the receivers can be classified as either
passive or active [11]. A passive receiver only observes the
information molecules, whereas an active receiver detects the
molecules due to a reaction between the receiver and the
molecules.
The first hitting time denotes the random propagation delay
until a molecule arrives at the receiver. In case of a perfectly
absorbing receiver1 and a one-dimensional2 diffusion channel
the first hitting time is distributed according the Lévy [13] and
inverse Gaussian (IG) [7] distribution, respectively.
It is envisioned that MC systems employ nano-machines
with very limited capabilities and, thus, it is very likely
that molecular signals are represented by a limited set of
molecules rather than on the emission of a large number
1A perfectly absorbing receiver detects and removes the molecule as soon
as it arrives at the receiver.
2In a three-dimensional environment, the first hitting time follows a scaled
Lévy distribution for pure diffusion channels [12], but is not available for
flow-induced diffusion channels.
of molecules. In this case, the receiver exploits the arrival
time and/or order of the individual molecules, instead of
using the received concentration level [6]. Hence, knowing
the distribution for the difference of the first hitting times of
two molecules becomes important. For example, to determine
the out of order arrival probability in type-based information
encoding [6], [14]–[16] or to characterize the noise when
the information is encoded in the time duration between
two consecutive molecule releases [13]. Unfortunately, this
distribution has only been derived for pure diffusion channels,
following a stable distribution [13].
Hence, in this letter we investigate the distribution for the
difference of the first hitting times of two molecules in
flow-induced diffusion channels with an absorbing receiver.
We propose a moment matching approximation by a normal
inverse Gaussian (NIG) distribution and derive an expression
for the asymptotic tail probability. We show numerically that
the NIG approximation matches very well with the exact
solution derived by numerical convolution of the IG density
functions. Moreover, compared to state-of-the-art results [14],
the presented asymptotic tail probability is more generally
applicable and converges faster.
II. INVERSE GAUSSIAN DISTRIBUTION
In this section, we briefly discuss the main properties of the
IG distribution. The probability density function (PDF) of an
IG-distributed random variable X is given by [17]
fX (x) = a√
2pi
exp(ab)x−3/2 exp
(
−1
2
(
a2x−1 + b2x
))
, x > 0,
(1)
with the parameters a > 0 and b > 0. We indicate an
IG-distributed random variable with the parameters (a, b) by
X ∼ IG(a, b). The cumulative distribution function (CDF) can
be expressed as
FX (x) =φ
(
bx1/2 − ax−1/2
)
+ exp (2ab)
+ φ
(
−bx1/2 − ax−1/2
)
, x > 0, (2)
with the CDF of the standard normal distribution
φ(x) = 1/√2pi
∫ x
−∞ exp(−t2/2)dt. Moreover, the tail probability
is defined as F¯X (x) = 1 − FX (x). The moment-generating
function of X is given by
MX (t) = exp
(
ab − a
√
b2 − 2t
)
. (3)
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2III. NORMAL INVERSE GAUSSIAN APPROXIMATION
Let’s consider a random variable Z = X1 − X2, with
X1 ∼ IG(a1, b1) and X2 ∼ IG(a2, b2). Assuming X1 and X2
are independent, the PDF of Z can be expressed as
fZ (z) =
(
fX1 ∗ f −X2
)
(z) =
∞∫
−∞
fX1 (u) fX2 (u − z)du, (4)
with f −X2 = fX2 (−x). The moment-generating function of Z is
given by
MZ (t) = MX1 (t)MX2 (−t)
= exp
(
a1b1 + a2b2 −
(
a1
√
b21 − 2t + a2
√
b22 + 2t
))
.
(5)
By comparing (3) and (5) it can be easily verified that Z
does not follow an IG distribution. Moreover, a closed-form
expression for the PDF of Z cannot be found, neither through
the convolution of the PDFs of X1 and X2 given in (1), nor by
Laplace transform of the moment-generating function in (5).
Thus, we propose an approximation by the NIG distribution.
We chose the NIG distribution since it provides a flexible
system of distributions, including heavy-tailed and skewness
distributions. Moreover, it was shown in [18] that the NIG
approximation has a smaller approximation error compared
to the well-known Gram-Charlier [19] and Edgeworth [20]
expansion.
The PDF of a NIG-distributed random variable Y is defined
by [18]
fY (y) =αδ
pi
exp
(
δ
√
α2 − β2 − β(y − µ)
)
×
K1
(
α
√
δ2 + (y − µ)2
)
√
δ2 + (y − µ)2
, (6)
with the parameters α > 0, δ > 0, µ ∈ R and −α < β < α
and K1(·) denotes the modified Bessel function of the third
kind with index 1. The parameters α, β, µ and δ determine
the tail heaviness, asymmetry, location and scaling of the
distribution. The relation between mean M, variance V,
skewness S, excess kurtosis K of the random variable Y and
the four parameters is given by [18]
α = 3ρ1/2(ρ − 1)−1V−1/2 |S|−1
β = 3(ρ − 1)−1V−1/2S−1
µ =M − 3ρ−1V1/2S−1
δ = 3ρ−1(ρ − 1)1/2V−1/2 |S|−1,
(7)
with ρ = 3KS−2 − 4 > 1.
We approximate the PDF of Z by matching the mean, variance,
skewness and excess kurtosis of Z with the NIG distribution
in (6), where the skewness and kurtosis are a measure of the
asymmetry and the tailedness of the distribution, respectively.
This approach is known as moment matching method [21].
The moments are then used to derive the parameters α, β,
µ and δ according to (7). The mean, variance, skewness and
excess kurtosis of Z can be expressed in terms cumulants
Mˆ = κ1, Vˆ = κ2,
Sˆ = κ3
κ
3/2
2
, Kˆ = κ4
κ22
, (8)
where κn, n = 1, . . . , 4, denotes the nth cumulant of Z .
The cumulants can be derived using the moment-generating
function of Z (see (5)) as
κn =
∂n
∂tn
lnMZ (t)

t=0
. (9)
In the following, we present the analytical expressions for the
parameters α, β, µ and δ for two important use cases in MC
(see Section VI).
A. Use Case 1: a1 = a2 = a and b1 = b2 = b
The moment-generating function of Z can be written as
MZ (t) = exp
(
ab + ab −
(
a
√
b2 − 2t + a
√
b2 + 2t
))
. (10)
The moments of Z are obtained by applying (8) and (9) and
the parameters of the NIG distribution can be derived using
the relation in (7). The parameters can be expressed as
α =
b2√
5
; β = 0 ; µ = 0 ; δ =
2√
5
a
b
. (11)
The resulting NIG distribution is symmetric, since β = 0.
B. Use Case 2: b1/a1 = b2/a2 = c
The moment-generating function of Z can be written as
MZ (t) = exp
((
a21 +a
2
2
)
c−
(
a1
√
a21c
2 − 2t +a2
√
a22c
2 +2t
))
.
(12)
Similar to use case 1, the moments of Z and the parameters
of the NIG distribution can be derived by applying (7) – (9).
The parameters are given by
α =
(
a21 − a22
)2 √(a41 + 3a21a22 + a42) (a21 − a22)−2
5a21a
2
2
√(
a−21 + a
−2
2
)
c−3 |τ |
,
β =
− (a21 − a22) c2
5
,
µ =
a41 − a42(
a41 + 3a
2
1a
2
2 + a
4
2
)
c
,
δ =
√
5a21a
2
2
√(
a−21 + a
−2
2
)
c−3√
a21a
2
2
(
a21 − a22
)−2 (a41 + 3a21a22 + a42) |τ | ,
(13)
with
τ =
a−41 − a−42(
a−21 + a
−2
2
)3/2 √c .
The NIG distribution is asymmetric, since β , 0.
3IV. ASYMPTOTIC TAIL PROBABILITY
In this section, we derive the asymptotic tail probability of the
random variable Z given by limz→∞ F¯Z (z). The tail probability
of the random variable Z can be written as
F¯Z (z) = Pr(Z > z) =
∞∫
z
∞∫
−∞
fX1 (u) fX2 (u − t)dudt
=
∞∫
−∞
fX2 (w)
∞∫
z
fX1 (w + t)dtdw
=
∞∫
−∞
fX2 (w)F¯X1 (w + z)dw. (14)
Based on this result, the following theorem presents an ex-
pression of the asymptotic tail probability
Theorem 1. The asymptotic tail probability of the ran-
dom variable Z = X1 − X2, with X1 ∼ IG(a1, b1) and
X2 ∼ IG(a2, b2), is given by
lim
z→∞ F¯Z (z) = F¯X1 (z)MX2 (−b
2
1/2), (15)
where F¯X1 (z) denotes the tail probability of X1 and MX2 (x)
corresponds to the moment-generating function of X2 defined
in (3).
Proof. Using the result of F¯Z (z) in (14) and the property
limz→∞ F¯X1 (z+w)/F¯X1 (z) = exp(−b21/2w) [22] the asymptotic
tail probability can be derived as follows
lim
z→∞
F¯Z (z)
F¯X1 (z)
=
∞∫
−∞
lim
z→∞
F¯X1 (z + w)
F¯X1 (z)
fX2 (w)dw
=
∞∫
−∞
exp
(
−b21/2w
)
fX2 (w)dw
= MX2 (−b21/2).

V. APPLICATIONS IN MOLECULAR COMMUNICATIONS
The approximations proposed in the previous sections are
very important for the analysis of many MC systems. In
particular, systems which encode information by a limited
set of molecules and exploit arrival time and/or order of the
individual molecules at the receiver, for example time between
release and type-based information encoding
A. Time between Release Information Encoding
In this case, the information is encoded in the time duration
between two consecutive molecule releases [13]. The arrival
time of a single molecule released at time S is given by
Y = S + X , where X denotes the first hitting time and follows
an IG distribution. Let S1 and S2 be the release time of the
first and second molecule with S2 > S1. If the information
is encoded in Zs = S2 − S1, then, the channel model can be
expressed as [13]
Zy = Zs + Zx, (16)
where Zy = Y1 − Y2 and Zx = X1 − X2 denote the difference
of arrival and first hitting time, respectively. Moreover, Zx is
the random noise and, thus, its distribution is of interest in
order analyze such a system. Since no closed-form expression
can be found for Zx , the approximations proposed in Sec-
tions III and IV can be used.
B. Type-based Information Encoding
In this case, the information is encoded in different molecule
types. Let’s assume that two molecules of different types are
released a time interval T apart and that the first hitting time of
the first and second released molecule is given by X1 and X2,
respectively. Then, the probability that the released molecules
arrive out of order can be expressed as
Pr(X1 − X2 > T) = Pr(Zx > T), (17)
which is referred to as crossover probability. In order to
analyze the crossover probability in (17) the distribution of Zx
is of interest. Since no closed-form expression can be found
for Zx , the approximations proposed in Sections III and IV can
be applied. The crossover probability in (17) can then be used,
for example to calculate the error performance [14], [16].
VI. NUMERICAL EVALUATION
In this section, we provide a comprehensive numerical evalu-
ation of the approximations proposed in Sections III and IV.
We consider a semi-infinite one-dimensional fluid environ-
ment with a constant flow of velocity v from transmitter to
receiver, which are placed at a distance d. The transmitter is a
point source and the receiver a perfectly absorbing boundary.
Moreover, we consider the release of two molecules with
diffusion coefficients D1 and D2, respectively. The first hitting
time of each molecule follows an IG distribution, given by
X1 ∼ IG(a1, b1) and X2 ∼ IG(a2, b2). The relation between
the physical parameters d, v, D1 and D2 and the parameters
(a1, b1) and (a2, b2) can be expressed as3
a1 =
d√
2D1
, a2 =
d√
2D2
,
b1 =
v√
2D1
, b2 =
v√
2D2
.
(18)
The parameters (a1, a2) and (b1, b2) are increased by increas-
ing the distance d and velocity v, respectively. Moreover,
the aforementioned parameters are increased if the diffusion
coefficients are decreased.
Figs. 1 – 6 show the PDF and the tail probability of the random
variable Z = X1 − X2, corresponding to the difference of the
first hitting times X1 and X2. In all figures, the solid lines indi-
cate the results obtained through numerical integration of (4)
and the dashed lines correspond to the NIG approximation
proposed in Section III. Additionally, in all figures showing
the tail probability, the asymptotic results from Section IV
are included as dotted lines. The parameters for the numerical
evaluation are chosen such that they cover a wide range of
parameters used in related works (e.g., [14], [16], [23]). In
order to measure the difference between the exact probability
3Note that (18) can be obtained by comparing the parametrization of the
IG distribution defined in (1) and [7].
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Fig. 1. Probability density function of Z = X1 − X2 for use case 1
(see Section III-A). Solid lines: Numerical integration of (4); Dashed lines:
NIG approximation with parameters in (11).
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Fig. 2. Tail probability of Z = X1 − X2 for use case 1 (see Section III-A).
Solid lines: Numerical integration of (14); Dashed lines: NIG approximation
with parameters in (11); Dotted lines: Asymptotic tail probability (15).
distribution obtained by numerical integration of (4) and
the NIG approximation we used the Kullback-Leibler (KL)
divergence [24]. The results are shown in the legends of
Figs. 1, 3 and 5, where a low value indicates a good match.
Figs. 1 – 4 show the PDF and the tail probability for use
case 1 (see Section III-A), i.e. a1 = a2 = a and b1 = b2 = b
(D1 = D2). In this case the PDF is symmetric. We observe
from Fig. 1 (a = b) that the peak becomes narrow as the
parameters increase. Moreover, we observe from Fig. 3 that
if a < b results in a narrow peak, while a > b broadens
the peak and results in a longer tail. The NIG approximation
matches very well especially for large parameters.
From Figs. 2 and 4 we observe that the asymptotic tail prob-
ability converges to the actual probability if z is sufficiently
large. Moreover, we observe a tail probability floor for low
values of z, corresponding to F¯Z (z) = MX2 (−b21/2) since
F¯X1 (z) ≈ 1 (see (15)). Unfortunately, for larger values of a
and b this floor is very low (e.g., 1.25×10−162 for a = b = 30)
and, thus, the asymptotic tail probability approaches the actual
probability at very low probability values. For these cases the
curves for the asymptotic tail probability are not shown for
the sake of clarity.
Figs. 5 and 6 show the PDF and tail probability for use
case 2 (see Section III-B), i.e. b1/a1 = b2/a2 (D1 , D2). In
this case the PDF is asymmetric. We observe from Fig. 5 a
positive skew (right tail is longer) if a1 < a2 and a negative
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Fig. 3. Probability density function of Z = X1 − X2 for use case 1
(see Section III-A). Solid lines: Numerical integration of (4); Dashed lines:
NIG approximation with parameters in (11).
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Fig. 4. Tail probability of Z = X1 − X2 for use case 1 (see Section III-A).
Solid lines: Numerical integration of (14); Dashed lines: NIG approximation
with parameters in (11); Dotted lines: Asymptotic tail probability (15).
skew (left tail is longer) if a1 > a2 . Moreover, we observe
that the NIG approximation matches very well with the exact
probability distribution.
Similar to use case 1, we observe from Fig. 6 that the
asymptotic tail probability converges to the actual probability,
if z is sufficiently large. Again, we do not show the curves
for the asymptotic tail probability if the tail probability floor
is very low.
In Fig. 7 we compare the asymptotic tail probability in (15)
with a recently proposed approximation of the asymptotic tail
probability [14]
F¯Z (z) = 2b2 exp
(
−
(√
2 − 1
)
ab
)
fX1 (x), (19)
where fX1 (x) denotes the PDF of an IG distribution defined
in (1). We observe that the asymptotic tail probability in (15)
converges slightly faster than the approximation in (19). More-
over, in contrast to (19), the approximation in (15) is applicable
for use case 1 and 2.
VII. CONCLUSIONS
In this letter, we investigated the distribution for the difference
of the first hitting times of two molecules in one-dimensional
flow-induced diffusion channels. We proposed a moment-
matching approximation by a NIG distribution and derived
an expression for the asymptotic tail probability. Numerical
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evaluations confirmed the NIG approximation and showed that
the asymptotic tail probability converges faster than state-of-
the-art approximations. We showed that the proposed approx-
imations are very important for the analysis of MC systems
which encode information by a limited set of molecules and
exploit arrival time and/or order of the individual molecules
at the receiver. In a future work, the presented results could
serve as a basis for the analysis of more complex MC
systems in flow-induced diffusion channels (see spatially dis-
tributed MC [25]–[27]).
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