A basis for each finite-dimensional irreducible representation of the symplectic Lie algebra sp(2n) is constructed. The basis vectors are expressed in terms of the Mickelsson lowering operators. Explicit formulas for the matrix elements of generators of sp(2n) in this basis are given. The basis is natural from the viewpoint of the representation theory of the Yangians. The key role in the construction is played by the fact that the subspace of sp(2n − 2)-highest vectors in any finite-dimensional irreducible representation of sp(2n) admits a natural structure of a representation of the Yangian Y(gl(2)).
Introduction
One of the central problems of the representation theory is to construct a basis in the representation space and to find the representation matrices in the basis. A solution of this problem for the general linear Lie algebra gl(N ) and the orthogonal Lie algebra o(N ) was given by Gelfand and Tsetlin [GT1] , [GT2] . They proposed a parameterization of basis vectors and gave formulas for the matrix elements of the generators of the Lie algebras in this basis. An explicit construction of the GelfandTsetlin basis vectors in terms of lowering operators was given by Zhelobenko [Z1] , [Z2] , Nagel-Moshinsky [NM] (gl(N )-case); Pang-Hecht [PH] , Wong [Wo] (o(N )-case). Different formulas for the lowering operators are also obtained by , Gould [G1] , [G2] , Nazarov-Tarasov [NT1] , Molev [Mo2] .
A quite different approach to construct modules over the classical Lie algebras is developed in the papers by King-El-Sharkaway [KS] , Berele [B] , King-Welsh [KW] , Koike-Terada [KT] , Proctor [P2] . It is based on the Weyl realization of the representations of the classical groups in tensor spaces; see [W] . In particular, bases in the representations of the orthogonal and symplectic Lie algebras parameterized by o(N )-standard or sp(2n)-standard Young tableaux are constructed. Although the subset of the standard Young tableaux is not preserved by the action of the Lie algebra, explicit trace relations and Garnir relations between the Young tableaux allow one to get an algorithm for calculation the matrix elements of the generators of the Lie algebras.
Bases with special properties in the universal enveloping algebra for a simple Lie algebra g and in some g-modules were constructed by Lakshmibai-Musili-Seshadri [LMS] , Littelmann [L] (monomial bases); De Concini-Kazhdan [CK] (combinatorial bases for GL(n)); Gelfand-Zelevinsky [GZ2] , Retakh-Zelevinsky [RZ] , Mathieu [M1] ('good' bases); Lusztig [Lu] , Kashiwara [Ka] (canonical or crystal bases); see also Mathieu [M2] for a review and more references.
The problem of constructing an analog of the Gelfand-Tsetlin basis for the symplectic Lie algebra sp(2n) has been addressed by many authors. The branching rule for the reduction sp(2n) ↓ sp(2n − 2) is obtained by Zhelobenko [Z1] . Contrary to the case of the Lie algebras gl(N ) and o(N ) this reduction turns out to be not multiplicity free which makes the problem of constructing a basis for representations of the symplectic Lie algebra sp(2n) more complicated.
Raising and lowering operators acting on the subspace V (λ) + of sp(2n − 2)-highest vectors in a representation V (λ) of sp(2n) are constructed by Mickelsson [Mi1] (see also Bincer [Bi1] , [Bi2] ). They are explicitly expressed as elements of the universal enveloping algebra U(sp(2n)). Applying the lowering operators consequently to the sp(2n)-highest vector one obtains a basis in V (λ) + and then by induction one constructs a basis in V (λ). However, the monomials in the lowering operators can be chosen arbitrarily (since the operators do not commute) and none of the bases is distinguished. The problem of calculating the matrix elements of generators of sp(2n) in such a basis appears to be very difficult.
The algebra generated by the raising and lowering operators, and more general algebras Z(g, g ′ ) associated with a Lie algebra g and a reductive subalgebra g ′ ⊂ g were studied by Mickelsson [Mi2] , Van den Hombergh [Ho] . The theory of these algebras was further developed by Zhelobenko [Z3] - [Z6] with the use of the extremal projection method originated from [AST1] - [AST3] .
A basis for the representations of the symplectic Lie algebras was constructed by Gould and Kalnins [GK] , [G3] with the use of the restriction gl(2n) ↓ sp(2n). The basis vectors are parameterized by a subset of the Gelfand-Tsetlin gl(2n)-patterns. Some matrix element formulas are also derived by using the gl(2n)-action.
A similar observation is made independently by Kirillov [K] and Proctor [P1] . A description of the Gelfand-Tsetlin patterns for sp(2n) and o(N ) can be obtained by regarding them as fixed points of involutions of the Gelfand-Tsetlin patterns for the corresponding Lie algebra gl(N ).
The problem of separation of multiplicities in the reduction sp(2n) ↓ sp(2n − 2) can be approached by investigating the restriction of sp(2n)-modules to an intermediate (non-reductive) subalgebra sp(2n − 1) ⊂ sp(2n). Such subalgebras and their representations are studied by Gelfand-Zelevinsky [GZ1] , Proctor [P1] , Shtepin [S] . The separation of multiplicities can be achieved by constructing a filtration of sp(2n − 1)-modules [S] .
Matrix elements of generators of sp(2n) are obtained by Wong-Yeh [WY] for certain degenerate irreducible representations.
In this paper we give a construction of a weight basis in V (λ) and obtain explicit formulas for the matrix elements of generators of g n = sp(2n) in this basis; see Theorem 1.1. Our approach is based on the theory of Mickelsson algebras and the representation theory of the Yangians.
It is well-known [D, Section 9 .1] that the subspace V (λ) + µ of g n−1 -highest vectors of a given weight µ is an irreducible representation of the centralizer algebra C n = U(g n ) g n−1 . However, the algebraic structure of C n is very complicated which makes the problem of studying their representations very difficult. An approach to solve this problem is developed by Olshanski [O3] ; see also [MO] . He constructed a chain of natural homomorphisms
analogous to the Harish-Chandra homomorphism [D, Section 7.4] . The projective limit of this chain is an algebra isomorphic to the tensor product of an algebra of polynomials and a quantized enveloping algebra Y − (2) which was called the twisted Yangian. (This centralizer construction can be applied to any pairs of Lie algebras a(N − M ) ⊂ a(N ) of type A-D, where N → ∞ with M fixed. In the result one obtains either the Yangian Y(M ) := Y(gl(M )) for the Lie algebra gl(M ) (see Olshanski [O1] , [O2] ), or the orthogonal Y + (M ) or symplectic twisted Yangian Y − (M ); see [O3] , [MO] ). In particular, one has an algebra homomorphism Y − (2) → C n so that the subspace V (λ) + µ admits a structure of a representation of Y − (2) which can be shown to be irreducible. The algebra Y − (2) can be either defined as a subalgebra in the Yangian Y(2) or can be presented by generators and defining relations. The algebraic structure of the twisted Yangians is studied in [O3] and [MNO] , and their finite-dimensional irreducible representations are described in [Mo4] in terms of the highest weights. In particular, it is proved that any finitedimensional irreducible representation of Y − (2) can be extended to the Yangian Y(2) thus providing the subspace V (λ) + µ with a structure of an irreducible Y(2)-module (see Theorem 5.2 below).
Lowering operators for the Yangian reduction Y(M ) ↓ Y(M − 1) and GelfandTsetlin-type bases for representations of Y(M ) were constructed in [Mo2] and [NT2] (see also [C] , [NT1] ). We use a special case of these constructions to get a GelfandTsetlin-type basis in the Y(2)-module V (λ) + µ ; cf. [T] , [Dr] , [CP] . The basis corresponds to an inclusion Y(1) ⊂ Y(2) which can be naturally chosen by at least in two different ways. However, to compute the action of generators of g n in this basis we need to express the basis vectors in terms of the elements of the twisted Yangian Y − (2). In other words, the two inclusions
must be compatible with each other in some sense (see Remark 4.3) which makes the choice of the first inclusion unique and brings the necessary rigidity into the construction of the basis in V (λ) + µ . To calculate the matrix elements of generators of g n in this basis we explicitly express the elements of the twisted Yangian Y − (2) in terms of the Mickelsson raising and lowering operators. Our main instrument is Theorem 5.1 which provides explicit formulas for the images of generators of Y − (2) under the natural homomorphism to the Mickelsson algebra Z(g n , g n−1 ):
The use of the quadratic relations in both the algebras Y − (2) and Z(g n , g n−1 ) allows us to avoid long calculations.
The sections are organized as follows. The main result (Theorem 1.1) is formulated in Section 1. Sections 2-4 contain preliminary results which are used in the proof of Theorem 1.1. In Section 2 following [Z3] - [Z6] we introduce the Mickelsson raising and lowering operators and describe the algebraic structure of the algebra Z(g n , g n−1 ). In Section 3 we formulate some known results on the algebraic structure of the Yangian Y(2n) and the twisted Yangian Y − (2n); see [O3] , [MNO] . In Section 4 we describe a particular case of the construction of Gelfand-Tsetlin-type basis for a certain class of representations of Y(2) and Y − (2); see [Mo2] , [NT2] . Our main arguments are given in Sections 5 and 6. We construct the highest vector and find the highest weight for the representation V (λ) + µ of Y − (2). As a corollary we obtain a proof of the Zhelobenko branching rule for representations of the symplectic Lie algebras [Z1] (see also Hegerfeldt [H] , King [Ki] , Proctor [P2] , Okounkov [Ok] ). In Section 6 we construct a basis in V (λ) and derive the formulas for the matrix elements of generators of g n in this basis. They have a multiplicative form which exhibits some similarity with the Gelfand-Tsetlin formulas in the case of gl(N ) and o(N ).
This project was initiated in collaboration with G. Olshanski to whom I would like to express my deep gratitude. I would like to thank M. Nazarov, V. Tolstoy and D. P. Zhelobenko for useful remarks and discussions.
Main Theorem
We shall enumerate the rows and columns of 2n × 2n-matrices over C by the indices −n, −n + 1, . . . , −1, 1, . . . , n. We shall also assume throughout the paper that the index 0 is skipped in a summation or a product. The canonical basis {e i } in the space C 2n will be enumerated by the same set of indices. We let the E ij , i, j = −n, . . . , −1, 1, . . . , n denote the standard basis of the Lie algebra gl(2n). Introduce the elements
The symplectic Lie algebra g n = sp(2n) can be identified with the subalgebra in gl(2n) spanned by the elements F ij , i, j = −n, . . . , n. They satisfy the following symmetry property
The elements F k,−k , F −k,k with k = 1, . . . , n and F k−1,−k with k = 2, . . . , n generate g n as a Lie algebra. The subalgebra g n−1 is spanned by the elements (1.1) with the indices i, j running over the set {−n + 1, . . . , n − 1}. Denote by h = h n the diagonal Cartan subalgebra in g n . The elements F 11 , . . . , F nn form a basis of h.
The finite-dimensional irreducible representations of g n are in a one-to-one correspondence with n-tuples of integers λ = (λ 1 , . . . , λ n ) satisfying the inequalities
We denote the corresponding representation by V (λ). It contains a unique, up to a multiple, nonzero vector ξ (the highest vector) such that
We shall sometimes use the numbers 1 λ −i := −λ i . They are eigenvalues of ξ with respect to the operators F −i,−i .
The restriction of V (λ) to the subalgebra g n−1 is isomorphic to a direct sum of irreducible finite-dimensional representations V ′ (µ), µ = (µ 1 , . . . , µ n−1 ) of g n−1 with certain multiplicities:
The multiplicity c(µ) is equal to the number of n-tuples of integers (ν 1 , . . . , ν n ) satisfying the inequalities [Z1] (see also Corollary 5.3 below):
Denote by V (λ) + the subspace of g n−1 -highest vectors in V (λ):
Given µ = (µ 1 , . . . , µ n−1 ) we denote by V (λ) + µ the corresponding weight subspace in V (λ) + :
We obviously have dim V (λ)
. A parameterization of basis vectors in V (λ) is obtained by using its further restrictions to the subalgebras of the chain
Define the pattern Λ associated with λ as an array of integer row vectors of the form
such that the upper row coincides with λ and the following inequalities hold
(1.5) 
Here
The arrays Λ ± δ ki and Λ ± δ Theorem 1.1 will be proved in Sections 5 and 6.
Mickelsson algebra
This section contains preliminary results on the algebraic structure of the Mickelsson algebra Z(g n , g n−1 ); see [Z3] - [Z6] for further details.
Consider the extension of the universal enveloping algebra U(g n )
where R(h) is the field of fractions of the commutative algebra U(h). Let J denote the left ideal in U ′ (g n ) generated by the elements F ij with −n < i < j < n. The Mickelsson algebra Z(g n , g n−1 ) is the quotient algebra of the normalizer
modulo the two-sided ideal J. It is an algebra over C and an R(h)-bimodule. The algebraic structure of Z(g n , g n−1 ) can be described by using the extremal projection p = p n−1 for the Lie algebra g n−1 [AST1]- [AST3] . The projection p is, up to a factor from R(h n−1 ), a unique element of an extension of U ′ (g n−1 ) to an algebra of formal series, satisfying the condition
Explicit formulas for p are given in [AST1] , [Z3] . The element p is of zero weight (with respect to the adjoint action of h n−1 ) and it can be normalized to satisfy the condition p 2 = p. The Mickelsson algebra Z(g n , g n−1 ) can also be defined as the image of the quotient U ′ (g n )/ J with respect to the projection p:
An analog of the Poincaré-Birkhoff-Witt theorem holds for the algebra Z(g n , g n−1 ) [Z4] so that ordered monomials in the elements
form a basis of Z(g n , g n−1 ) as a left or right R(h)-module. These elements can also be given by the following explicit formulas:
,
where s = 0, 1, . . . and f a := F aa − a. By (1.2) we have the equalities
It will be convenient to use the following normalized generators which can be identified with elements of the universal enveloping algebra U(g n ): for i = 1, . . . , n − 1
We also set for all i
The elements z ni can be written in the following equivalent form: for i = 1, . . . , n−1
where s = 0, 1, . . . and {j 1 , . . . , j k } is the complementary subset to {i 1 , . . . , i s } respectively in the set {i + 1, . . . , n − 1} or {−n + 1, . . . , i − 1}. We shall use the following quadratic relations satisfied by the elements of the algebra Z(g n , g n−1 ) [Z4] . For all i
Introduce the following element of U(g n )
where s = 0, 1, . . . and {j 1 , . . . , j k } is the complementary subset to {i 1 , . . . , i s } in the set {−n + 1, . . . , n − 1}. One easily checks that z n,−n belongs to the normalizer Norm J and so it can be regarded as an element of Z(g n , g n−1 ). The following equivalent formula holds for z n,−n where the notation of (2.8) is used:
To see this, we can use the standard argument of the extremal projection method; see [Z3] - [Z6] . By the property (2.1) of the extremal projection p for a sequence of indices n > i 1 > · · · > i s > −n we have
if i m + i m+1 = 0 for a certain m; otherwise this equals pF ni s F i s ,−n . This allows one to write the right hand side (2.8) in the form
It remains to check that the coefficients a i and b remain unchanged if we replace f n by f −n − 1 = −f n − 1. This can be done by a straightforward calculation which implies that the right hand side of (2.9) coincides with (2.11).
Proposition 2.1. We have the relations in U ′ (g n ) mod J:
12)
13)
where z nn = z n−1,n−1 := 1.
Proof. Both relations are proved in the same way, so we only give a proof of (2.12).
The following equality in U ′ (g n ) mod J is implied by the explicit formulas for the pF i,−n (see (2.2)):
where s = 1, 2, . . . . Now (2.12) follows from (2.4).
Yangian Y(2n) and twisted Yangian
Proofs of the results formulated in this section can be found in [MNO] .
The Yangian Y(2n) = Y(gl(2n)) is the complex associative algebra with the generators t (1) ij , t (2) ij , . . . where i, j = −n, . . . , −1, 1, . . . , n, and the defining relations
where
One can rewrite (3.1) as a ternary relation for the matrix
To do this introduce the following notation. For an operator X ∈ End C 2n and a number m = 1, 2, . . . we set
⊗2 then for any k, l such that 1 ≤ k, l ≤ m and k = l, we denote by X kl the operator in (C 2n ) ⊗m which acts as X in the product of kth and lth copies and as 1 in all other copies. That is,
where a rstu ∈ C. The ternary relation has the form
where R(u) = R 12 (u) = 1 − u −1 P and P is the permutation operator in C 2n ⊗ C 2n . The Yangian Y(2n) is a Hopf algebra with the coproduct
The twisted Yangian Y − (2n) corresponding to the symplectic Lie algebra g n = sp(2n) is defined as follows. By X → X t we will denote the matrix transposition such that (E ij ) t = θ ij E −j,−i . Introduce the matrix S(u) = (s ij (u)) by setting S(u) := T (u)T t (−u), or, in terms of matrix elements,
is the subalgebra of Y(2n) generated by the elements s
ij , . . . , where −n ≤ i, j ≤ n. The matrix S(u) satisfies the following quaternary relation and symmetry relation which follow from (3.4):
Here we use the notation (3.2), where R t (u) is obtained from R(u) by applying the transposition t in either of the two copies of End C 2n :
Relations (3.7) are defining relations for the algebra Y − (2n) and they can be rewritten in terms of the generating series s ij (u) as follows:
This allows one to regard Y − (2n) as an abstract algebra with generators s (r) ij and the relations (3.8), (3.9).
The mapping F ij → s
(1) ij defines an inclusion U(g n ) ֒→ Y − (2n) while the mapping
The Sklyanin determinant sdet S(u) is a formal series in u −1 with coefficients from the center of the algebra Y − (2n). It can be defined by the formula (see (3.2), (3.3)):
where R t ij := R t ij (−2u + i + j − 2), and A 2n is the normalized antisymmetrizer in the tensor space (C 2n ) ⊗2n so that A 2 2n = A 2n . Explicit formulas for sdet S(u) are given in [O3] , [MNO] , [Mo3] .
The Sklyanin comatrix S(u) = ( s ij (u)) is defined by sdet S(u) = S(u)S(u − 2n + 1). (3.13)
The mapping
defines an automorphism of the algebra Y − (2n); see [Mo4, Proposition 1.1].
Let us denote by S (n−1) (u) and S(u) the submatrices of S(u) whose rows and columns are enumerated by the sets of indices {−n + 1, . . . , −1, 1, . . . , n − 1} and {−n + 1, . . . , −1, 1, . . . , n} respectively. Introduce the nnth quasi-determinant of the matrix S(u) by
see [GKLLRT] . We shall need the following expression for the matrix element s nn (u) of the Sklyanin comatrix S(u).
Proposition 3.1. We have the formula
Proof. Multiplying both sides of (3.12) by S −1 2n (u − 2n + 1) from the right and using (3.13) we obtain the relation
(3.16)
It can be easily verified by using the symmetry relation (3.9) (see also [Mo3] ) that
Denote by A
2n the normalized antisymmetrizer corresponding to the subgroup S {2,...,2n} of the symmetric group S 2n . Clearly,
is permutable with S t 1 (−u), while R t ij is permutable with R t kl and S k (u) provided that the indices i, j, k, l are distinct. So, we can rewrite formula (3.16) in the form:
Let us apply the operators in both sides of this formula to the vector v i = e −i ⊗ e −n+1 ⊗ e −n+2 ⊗ · · · ⊗ e n−1 ⊗ e n , where i ∈ {−n + 1, . . . , n}. For the right hand side we clearly obtain
where ζ := A 2n (e −n ⊗ e −n+1 ⊗ · · · ⊗ e n ). To calculate the left hand side we note first that R
as follows:
In particular, 19) and the series Φ a 2 ,...,a 2n−1 (u − 1) is skew symmetric with respect to permutations of the indices a 2 , . . . , a 2n−1 ; see [MNO, Section 4] . This allows us to write the left hand side of (3.17) applied to v i in the form:
where (b 1 , . . . , b 2n−1 ) = (−n, −n + 1, . . . , n − 1) and the hat indicates the index to be omitted. Put
Then, taking into account (3.18), we get the following matrix relation:
Multiplying its both sides by the matrix S(−u) −1 from the left and comparing the nth coordinates of the vectors, we obtain using (3.19) that
which implies (3.15).
Representations of the algebras Y(2) and Y − (2)
Here we formulate some necessary results on representations of the algebras Y(2) and Y − (2); see [T] , [Dr] , [CP] , [NT2] , [Mo2] , [Mo4] . Having in mind their applications in Sections 5 and 6 we shall enumerate the generators of Y(2) and Y − (2), as well as rows and columns of 2 × 2-matrices, by the symbols −n, n instead of the usual −1, 1.
A representation of the Yangian Y(2) is called highest weight if it is generated by a nonzero vector η such that
The pair (λ −n (u), λ n (u)) is called the highest weight of the representation. Given arbitrary series λ −n (u), λ n (u) there exists a unique, up to an isomorphism, irreducible highest weight representation of Y(2) with the highest weight (λ −n (u), λ n (u)) which will be denoted by
Similarly, a representation of the Yangian Y − (2) is highest weight if it is generated by a nonzero vector η such that
called the highest weight of the representation. Given an arbitrary series µ(u) there exists a unique, up to an isomorphism, irreducible highest weight representation of Y − (2) with the highest weight µ(u) which will be denoted by V (µ(u)). Every irreducible finite-dimensional representation of the algebra Y − (2) is isomorphic to a unique V (µ(u)). Given a pair of complex numbers (α, β) such that α − β ∈ Z + we denote by L(α, β) the irreducible representation of the Lie algebra gl(2) with the highest weight (α, β) with respect to the upper triangular Borel subalgebra. We have dim L(α, β) = α − β + 1. We may regard L(α, β) as a Y(2)-module by using the algebra homomorphism Y(2) → U(gl(2)) given by
The coproduct (3.5) allows one to construct representations of Y(2) of the form
One easily obtains from (3.5) and (4.1) that the tensor product
of the highest weight vectors ω i of the L(α i , β i ) generates a highest weight submodule in L with the highest weight (α(u), β(u)), where
Hence, if the representation L is irreducible then it is isomorphic to L(α(u), β(u)).
A criterion of irreducibility of representation (4.2) is given by Chari and Pressley [CP] and can be also deduced from results of Tarasov [T] (see [Mo4] ). To formulate the result, with each L(α, β) associate the string
We say that two strings S 1 and S 2 are in general position if either (i) S 1 ∪ S 2 is not a string, or (ii) S 1 ⊆ S 2 , or S 2 ⊆ S 1 . The representation (4.2) of Y(2) is irreducible if and only if the strings S(α i , β i ) and S(α j , β j ) are in general position for all i < j [CP] .
The tensor product (4.2) can also be regarded as a representation of the subalgebra Y − (2) ⊂ Y(2). The following criterion of its irreducibility is given in [Mo4] and will be used in Section 5.
Proposition 4.1. The representation (4.2) of Y − (2) is irreducible if and only if each pair of strings (S(α
If the representation L of Y − (2) defined in (4.2) is irreducible then by (3.6) it is isomorphic to V (µ(u)) with
where α(u) and β(u) are given by (4.4). It follows from (3.5) and (4.1) that the elements t (r) ij ∈ Y(2) with r ≥ n + 1 act as zero operators in (4.2). Therefore, the operators
are polynomials in u. By (3.6) the same is true for the operators S ij (u) = u 2n s ij (u). Note that the defining relations (3.1) allow us to rewrite the formula (3.6) for s n,−n (u) in the form s n,−n (u) = u + 1/2 u (t n,−n (u)t nn (−u) − t n,−n (−u)t nn (u)) .
Therefore we may introduce another polynomial operator in L by
(4.7) Note that by (3.8) we have [S ♮ n,−n (u), S ♮ n,−n (v)] = 0. Let γ = (γ 1 , . . . , γ n ) be an n-tuple of complex numbers such that
where η is defined in (4.3). 
where δ i is the n-tuple which has 1 on the ith position and zeroes as remaining entries; it is assumed that η γ = 0 if γ does not satisfy (4.8).
Proof. Since L is irreducible as a Y(2)-module it is isomorphic to the highest weight representation L(α(u), β(u)). For each γ satisfying (4.8) introduce the vector
The vectors { η γ } form a basis in L and the following relations hold:
This is a special case of the construction of Gelfand-Tsetlin-type bases for representations of the Yangian Y(m) [Mo2] , [NT2] (see also [T] , [NT1] ). The formulas (4.7), (4.14) and (4.15) imply that
Hence, for each γ the vectors η γ and η γ coincide up to a nonzero multiple. This proves (4.11). Now (4.12) and (4.13) follow from (4.15) and (4.16).
Remark 4.3. The above proof of (4.17) relies on the fact that the η γ are eigenvectors for the operators T nn (u); see (4.7). That is, the Gelfand-Tsetlin-type basis { η γ } in L corresponds to the inclusion Y(1) ⊂ Y(2) with Y(1) generated by the coefficients of t nn (u).
Yangian action on V (λ)
+ µ
Let us introduce the 2n × 2n-matrix F = (F ij ) whose ijth entry is the element F ij ∈ g n (see (1.1)) and set
Denote by F (u) the image of the Sklyanin comatrix S(u) under the homomorphism S(u) → F (u); see (3.10). By (3.11) and (3.14) the mapping
, [MO] . The series
is even in u (see [MNO, Section 4.11] ) and so by (3.14) the image of the generator s
(1) ij with respect to π coincides with F ij . By (3.8) we then have (u) ). This implies that the image of the restriction of π to the subalgebra Y − (2) generated by the elements s ij (u) with i, j ∈ {−n, n} is contained in the centralizer C n = U(g n ) g n−1 and thus defines an algebra homomorphism
However, the subspace V (λ) + µ is an irreducible representation of the centralizer C n ; see [D, Section 9 .1]. It follows from [MO, Proposition 4.9] that the algebra C n is generated by the image of π and the center of U(g n ). Since the elements of the center of U(g n ) act as scalar operators in
Note that C n is a subalgebra in the normalizer Norm J (see Section 2):
Thus, using (5.2) and the definition of the Mickelsson algebra Z(g n , g n−1 ) we obtain an algebra homomorphism which we still denote by π:
In other words, the elements of Y − (2), as operators in the space V (λ) + µ , can be expressed as elements of the Mickelsson algebra Z(g n , g n−1 ). An explicit form of the images of the generators of Y − (2) under the homomorphism (5.3) is given in the following theorem.
Introduce the polynomials Z ij (u), i, j ∈ {−n, n} with coefficients in the Mickelsson algebra Z(g n , g n−1 ):
where g i := f i + 1/2 = F ii − i + 1/2 and g ′ n = −g n − 2n + 1. 
(5.8)
Proof. Consider first the generator s n,n (u). Using Proposition 3.1 we obtain the following formula for the nnth matrix element of the matrix F (u − 1/2):
where F is the submatrix of F obtained by removing the row and column enumerated by −n, and sdet F (n−1) (u) is the image of the Sklyanin determinant sdet S (n−1) (u) under the homomorphism (3.10). Using the combinatorial interpretation of the quasi-determinant |1 − F u −1 | nn [GKLLRT, Proposition 7 .20] we obtain the formula:
summed over all values of the indices i m ∈ {−n + 1, . . . , −1, 1, . . . , n − 1}. Let us show that for k ≥ 2 we have the equality in Z(g n , g n−1 ):
where p is the extremal projection for g n−1 ; see Section 2. First, we note that ij . Taking the coefficient at u −m we get the well-known formula for the commutator [F ij , (F m ) kl ] which implies (5.12). Now we transform the right hand side of (5.11) by using the explicit formula for the generators pF in given in (2.2). By the property (2.1) of p we obtain from (5.12) that if 2.10) ). Using this, we verify by a straightforward calculation that the coefficient at each product pF (k−1) ni F in on the right hand side of (5.11) equals 1, and so it is given by n−1 i=−n+1
which proves (5.11). Further, we have in Z(g n , g n−1 )
Indeed,
where we have used (2.1) and (5.12). Now (5.13) follows by induction. Thus, rewriting (5.11) and (5.13) in terms of the generators z ni and z in (see (2.3)) we obtain from (5.10) that
(5.14) The coefficients of the series sdet F (n−1) (u) belong to the center of U(g n−1 ) and so its image under π coincides with its image with respect to the Harish-Chandra homomorphism. The latter was found in different ways in [Mo3, Section 5] and [MN, Section 6] . The result can be written as follows: in Z(g n , g n−1 ) we have sdet
Finally, using (5.9), (5.14) and (5.15) we find that in Z(g n , g n−1 )
To find the image of s n,−n (u) under π we note that by (5.1)
This implies that the series
is a polynomial in u, and by the symmetry relation (3.9) this polynomial is even. By (5.6) it is of degree n − 1 in u 2 with the highest coefficient F n,−n . Moreover, we see from (5.6) that 2 Z n,n (−g i ) = −z ni z −n,−i , i = −n + 1, . . . , n − 1.
Hence, using (2.5) we obtain
Applying the Lagrange interpolation formula to the polynomial (5.16) by using its values at the n − 1 points −g i , i = 1, . . . , n − 1 we prove that
Similarly, replacing F n,−n by F −n,n in the above argument we get the formula for the image of s −n,n (u) under π.
Finally, to find the image of s −n,−n (u) we use the following formula implied by (5.1):
[
Theorem 5.2. We have an isomorphism of Y − (2)-modules: 19) where
3 Let us consider the following vector η µ in V (λ)
Let us verify that the vector η µ is nonzero and satisfies the relations Z −n,n (u) η µ = 0 (5.22) and
Using (2.6) and (2.7) we easily obtain by induction on the degree of the monomial (5.21) that
Let us verify that for i = 1, . . . , n − 1 25) if λ i ≥ µ i ; and Formula (5.7) gives z in z ni = −Z −n,−n (−g −i ). However,
Applying Theorem 5.1 and the symmetry relation (3.9) we obtain
Using the induction hypotheses we can find Z n,n (±m i ) η µ+δ i by (5.23). Since m i = α i+1 we have Z n,n (m i ) η µ+δ i = 0 and (5.25) follows. The same argument can be applied to prove (5.26). Here we use the relation z −i,n z n,−i = Z −n,−n (−g i ) implied by (5.7).
To prove (5.23) it suffices to check this relation for 2n − 1 different values of u because Z n,n (u) is a monic polynomial in u of degree 2n − 1. For these take the eigenvalues of −g i with i = −n+1, . . . , n on the vector η µ and then use (5.6), (5.25) and (5.26).
Relation (5.22) follows from (2.5) and (5.24)-(5.26). The fact that η µ = 0 is implied by (5.25) and (5.26). Indeed, applying appropriate operators z in or z −i,n to the vector η µ repeatedly we can obtain the highest weight vector ξ of V (λ) with a nonzero coefficient.
Finally, using formulas (5.8) we deduce from (5.22) and (5.23) that η µ is the highest vector of the representation V (λ) + µ of the algebra Y − (2), and the highest weight is given by
On the other hand, Proposition 4.1 implies that the representation (5.19) of Y − (2) is irreducible because the strings
are pairwise in general position. Therefore, it is isomorphic to the highest weight representation V (µ(u)) ≃ V (λ) Proof. Examining the weight diagram of V (λ) (see, e.g., [D, Section 7 .2]) we find that the representation V ′ (µ) can occur in the decomposition (1.3) only if the g n−1 -highest weight µ satisfies the condition
(λ 0 := 0). In this case the multiplicity c(µ) coincides with the dimension of the space V (λ)
which is equal to the number of solutions of the inequalities (1.4).
Construction of the basis in V (λ)
In this section we complete the proof of Theorem 1.1. We first construct a basis in the space V (λ) + µ . A basis in V (λ) will then be obtained by induction with the use of the branching rule (1.3).
Note that by (2.12), (5.6) and (5.18) we have Z n,−n (g n ) = z n,−n and so the polynomial Z n,−n (u) can be written as follows:
where, as before, z nn = 1 and g i = F ii − i + 1/2. We shall use the notation
with i ranging over {1, . . . , n} or {1, . . . , n − 1} respectively. Given ν satisfying the inequalities (1.4) consider the vector
where the operators z nj and Z n,−n (u) are defined in (2.3) and (5.4). Here the action of elements of R(h) is obtained by the extension from that of U(h). The action is well-defined for those elements whose denominators are not zero operators. One easily checks that the vector ξ ν is well-defined. By definition of the algebra Z(g n , g n−1 ) we have ξ ν ∈ V (λ) + . Moreover, ξ ν is clearly of g n−1 -weight µ.
Proposition 6.1. The vectors ξ ν with ν satisfying the inequalities (1.4) form a basis in the space V (λ) + µ . Proof. We use Theorem 5.2. The strings S(α i , β i ) obviously satisfy the condition (4.10). By Proposition 4.2 the vectors η γ defined by (4.9) with the n-tuple γ = (γ i ) given in (6.1) form a basis in V (λ) + µ . However, the operator S ♮ n,−n (u) coincides with Z n,−n (u) by Theorem 5.1. That is, the vectors Our next task is to calculate the matrix elements of the generators F kk , F k,−k , F −k,k , F k−1,−k of the Lie algebra g n in the basis {ξ Λ }. Note that the elements F kk , F k,−k , F −k,k belong to the centralizer of the subalgebra g k−1 in U(g k ). Therefore, these operators preserve the subspace of g k−1 -highest vectors in V (λ). So, it suffices to compute the action of these operators with k = n in the basis {ξ ν } of the space V (λ) + µ ; see Proposition 6.1.
For F nn we immediately get
Further, by (6.3) and (6.4)
However, Z n,−n (u) is a polynomial in u 2 of degree n − 1 with the highest coefficient F n,−n ; see (5.4). Applying the Lagrange interpolation formula with the interpolation points γ i , i = 1, . . . , n we obtain
Taking here the coefficient at u 2n−2 we get
Similarly, we see from (5.5) that Z −n,n (u) is a polynomial in u 2 of degree n − 1 with the highest coefficient F −n,n . Using the defining relations (3.1) we can write the following formula for the operator S −n,n (u) in V (λ)
Hence, by Theorem 5.1 we obtain the equality of operators in V (λ)
This implies that F −n,n , as an operator in V (λ) + µ , coincides with 2 t
−n,n , where t (1) −n,n is the highest coefficient of the polynomial T −n,n (u) which has degree n − 1; see (4.6). Using (4.13) we find that
Note that by (5.20) we have
see (6.1). Applying the Lagrange interpolation formula to the polynomial T −n,n (u) with the interpolation points −γ i , i = 1, . . . , n and taking the coefficient at u n−1
we finally obtain that
To compute the action of the elements F k−1,−k we may only consider the case k = n. The operator F n−1,−n preserves the subspace of g n−2 -highest vectors in V (λ). Therefore it suffices to calculate its action on the basis vectors of the form where ξ νµ = ξ ν is defined in (6.2), µ ′ is a fixed g n−2 -highest weight, ν ′ is an (n − 1)-tuple of integers such that the inequalities (1.4) are satisfied with λ, ν, µ respectively replaced by µ, ν ′ , µ ′ , and we set γ ′ i = ν ′ i − i + 1/2. The operator F n−1,−n is permutable with the elements z n−1,i and Z n−1,−n+1 (u) which follows from the explicit formulas (2.3) and (5.4). Hence, we can write Let us now apply formula (2.13). We have f a ξ νµ = (m a − 1/2) ξ νµ , a = 1, . . . , n − 1; (6.10) see (6.2). Further, for i = 1, . . . , n − 1 X µν ′ z n−1,−i z ni ξ νµ = ξ ν,µ−δ i ,ν ′ . (6.11)
Indeed, by (6.2) z ni ξ νµ = ξ ν,µ−δ i , and X µν ′ z n−1,−i = X µ−δ i ,ν ′ for i < n − 1, where we have used (2.6) and (6.5). Let us verify that the latter formula holds for i = n−1 as well. By (2.12) and (5.4) we can write z n−1,−n+1 = Z n−1,−n+1 (g n−1 ). However, g n−1 ξ ν,µ−δ n−1 = (m n−1 − 1) ξ ν,µ−δ n−1 , and so X µν ′ z n−1,−n+1 = X µν ′ Z n−1,−n+1 (m n−1 − 1) = X µ−δ n−1 ,ν ′ , as desired. Finally, for j = 1, . . . , n − 1 consider the expression X µν ′ z n−1,j z n,−j ξ νµ . (6.12)
First transform the vector z n,−j ξ ν . The calculation is trivial if ν j = µ j , so we shall assume that ν j − µ j ≥ 1. We have z n,−j ξ νµ = z n,−j z nj ξ ν,µ+δ j .
By (5.17) and (5.18) we have z n,−j z nj = Z n,−n (g j − 1). However, (g j − 1) ξ ν,µ+δ j = m j ξ ν,µ+δ j .
To calculate Z n,−n (m j )ξ ν,µ+δ j we apply again the Lagrange interpolation formula (cf. the proof of (6.8)) for the polynomial Z n,−n (u) at the interpolation points γ i , i = 1, . . . , n and then put u = m j . The result is Let us now transform the operator X µν ′ z n−1,j , j < n − 1. Here the calculation is very similar to the previous one. We shall assume that ν ′ j − µ j ≥ 1. We have X µν ′ z n−1,j = X µ+δ j ,ν ′ z n−1,−j z n−1,j .
Using (5.17) and (5.18) again, we can write z n−1,−j z n−1,j = Z n−1,−n+1 (g j − 1). We have (g j − 1) ξ ν+δ i ,µ+δ j = m j ξ ν+δ i ,µ+δ j .
Exactly as above, we use the Lagrange interpolation formula for the polynomial Z n−1,−n+1 (u) with the interpolation points γ (6.14)
In the case j = n − 1 we write X µν ′ = X µ+δ n−1 ,ν ′ Z n−1,−n+1 (m n−1 ) and (6.14) holds for this case as well.
Combining (6.10)-(6.14) we obtain from (2.13) To complete the proof of Theorem 1.1 we rewrite the formulas (6.7)-(6.9) and (6.15) in the notation related to the patterns Λ (see Section 1) to get the matrix elements of the generators F kk , F k,−k , F −k,k , F k−1,−k in the basis {ξ Λ } of V (λ). The formulas of Theorem 1.1 are given in the normalized basis {ζ Λ } where Remark 6.3. As it follows from our arguments, the problem of constructing an orthogonal basis in the g n -module V (λ) is in fact reduced to the problem of constructing an orthogonal basis in the Y − (2)-module V (λ) + µ . A natural way to do this is to find the eigenvectors of a commutative subalgebra in Y − (2). Such subalgebra is generated by the coefficients of the series s −1,−1 (u) + s 1,1 (u) = tr S(u). The problem can also be reformulated for the Yangian Y(2) since the commutative subalgebra can be identified with that of Y(2).
