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Abstract
Let fXn; n>1g be i.i.d. Rd-valued random variables. We prove partial moderate deviation
principles for self-normalized partial sums subject to minimal moment assumptions. Applications
to the self-normalized law of the iterated logarithm are also discussed. c© 1998 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Let Z be a topological space equipped with a -eld F, K= fK :K 2F is pre-
compactg, S a subset of F, I :Z! [0;1] a lower semicontinuous function, and
an!1. We say that the Z-valued random variables Zn satisfy a partial large deviation
principle (PLDP) of speed an and rate function I(z) with respect to S if the lower
bound
− inf
z2Ao
I(z)6 lim inf
n!1 a
−1
n logP(Zn 2A); (1.1)
holds for every A2F and the upper bound
lim sup
n!1
a−1n logP(Zn 2A)6− inf
z2 A
I(z); (1.2)
holds for every A2S. The full large deviation principle (LDP) is an extreme case of
PLDP in which S=F. Another common case of PLDP is the weak LDP, in which
S=K. Using Lemma 1.2.15 of Dembo and Zeitouni (1998), it may be assumed
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without loss of generality that
A; B2S)A[B2S: (1.3)
The PLDP may well be trivial (e.g. when S is empty) and its rate function may be
non-unique (cf. Remark 2.2 for such a case). Hereafter, Z=Rd with F its Borel
-eld, in which case the rate function is unique as soon as KS (cf. Dembo and
Zeitouni, 1998 (p. 103)).
A key to establishing PLDP is the partial exponential tightness, that is, the existence
for each A2S of Kr 2K such that
lim
r!1 lim supn!1
a−1n logP(Zn 2A\Kcr )=−1: (1.4)
Indeed, adapting the proof of Lemma 1.2.18 of Dembo and Zeitouni (1998) we see
that weak LDP and partial exponential tightness imply the PLDP. Moreover, in this
case (1.4) holding for A2S implies
B2F ; BA2S)B2S: (1.5)
Conversely, adapting Exercise 4.1.10 of Dembo and Zeitouni (1998) we see that in case
(1.5) holds and I−1[0; b]\ A are compact for all b>0, A2S, the partial exponential
tightness is also necessary for the PLDP.
While a further study of the abstract properties of the PLDP is of independent inter-
est, we do not pursue it here, using instead the PLDP as a framework for study of mod-
erate deviation for self-normalized partial sums of heavy-tailed independent and identi-
cally distributed (i.i.d.) Rd-valued random variables. Specically, let eSn= n−1Pni=1 Xi
be the empirical means of the sequence fX ; Xn; n>1g of i.i.d. Rd-valued random
variables. Hereafter, x denotes the point (x1; : : : ; xd) in Rd, with kxk an arbitrary norm
corresponding to the usual topology on Rd, x(z) = xIfkxk6zg and kxkp=(
Pd
k=1 jxk jp)1=p
for p>1.
The scale of moderate deviations corresponds to speed an=o(n). Then, assuming a
nite second moment, the LDP holds for
p
n=an(eSn − EX) and every speed an=o(n)
if and only if Cramer’s condition
inf
t>0
E(exp(tkXk))<1
holds (cf. Jiang (1995) (Remark 3.1)). Indeed, this condition is necessary even for
d=1. Moreover, in contrast with the case of an= n, for an=o(n) it is no longer clear
that even the weak LDP holds without higher moment conditions.
For d=1, when nx2!1 and x−P(X>x)! c2 (0;1) for some >2 it is well
known that P(eSn − EX>x)= (1 + o(1))nP(X − EX>nx) (cf. Nagaev, 1969). While
sharp approximations of this type are also valid under dierent tail assumptions (see
Christoph and Wolf, 1992 (chapter 5); Vinogradov, 1985 and the references therein),
they are limited to d=1 and are quite sensitive to the precise tail behavior of P(X>x)
and the range of x considered.
Hence, the classical theory provides only limited information on moderate deviations
when the law of X is heavy-tailed.
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The main purpose of this paper is to estalish self-normalized moderate deviations
for Rd-valued random variables in the domain of attraction of a Gaussian or sta-
ble law. For p>1 and a suitably dened zn!1 we establish PLDP-s of speed an
for  
Tn= a−1n z
−1
n
nX
i=1
Xi ; Un;p= a−1n z
−p
n
nX
i=1
kXikp
!
; (1.6)
rst when X is centered and in the domain of attraction of a Gaussian law
(Theorem 2.1), then for X in the domain of attraction of a stable law (Theorem
2.2). These results are stated in the next section, with proofs provided in Section
3 (Theorem 2.1) and Section 4 (Theorem 2.2). When proving Theorem 2.2 we es-
tablish the weak LDP by an application of the Gartner{Ellis theorem, whereas in
the setting of Theorem 2.1 we have no weak LDP, proving instead only the spe-
cic lower and upper bounds we need. A key step in both proofs is the expan-
sion as b! 0 of the moment generating function E exp(bh;Xi + kbXkp) for <0
(see Lemmas 3.1 and 4.2 below), which is of some independent interest. The up-
per bound is extended to a class of non-compact sets by establishing partial expo-
nential tightness (see Lemmas 3.2 and 4.4 below). The concluding section consists
of some applications of our PLDP-s via the identity Tn=U
1=p
n;p =(n=an)1−1=p eSn= eV 1=pn;p
for
eVn;p= n−1 nX
i=1
kXikp: (1.7)
In particular, we derive new self-normalized law of the iterated logarithm type results
which are of independent interest. We also obtain Theorems 3.1 and 3.3 of Shao (1997)
as special cases (d=1) of our main results, where in contrast with Shao (1997) our
results provide the link to the theory of large deviations, allow for the extension to
Rd, d>1 setting, and are much more general even for d=1.
2. Main results
2.1. X in domain of attraction of Gaussian law
Assume that EX =0, that h(s) :=EkX (s)k2 is slowly varying at s=1 and that the
d d-dimensional covariance matrix
= lim
s!1EX
(s)X (s)
0
=h(s) (2.1)
exists (where X (s) =X IfkXk6sg). Let zn!1 be any sequence such that an=(1 +
o(1))nz−2n h(zn) (such zn always exists since an=o(n), cf. Bingham et al. (1987)
(Proposition 1.3.6 and Theorems 1.8.2, 1.8.5). In this case, we next provide a PLDP
for (Tn; Un;2).
Theorem 2.1. Set J2(x; 1)= supfh; xi − h; i=2g and J2(x; y)=1 for y 6=1. The
random vectors (Tn; Un;2) satisfy a PLDP of speed an=o(n) and rate function J2(x; y)
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with respect to the sets ARd+1 such that
(x; y)2A; y>1) (x; 1)2A; lim inf
y!1
(x; y)2A
fkxk2=yg>0: (2.2)
Remark 2.1. Suppose that EkXk22 = 1. Using k  k2 in Theorem 2.1, we may then set
h(s)= 1, with =EXX 0 and zn=
p
n=an. This leads to Tn=
p
n=an eSn and Un;2 = eVn;2.
Remark 2.2. In contrast with all other PLDPs in this paper, Theorem 2.1 does not
imply that the weak LDP holds, and in particular, the rate function may be non-unique
for y>1. Indeed, the upper bound (1.2) holds under condition (2.2) for every rate
function I(x; y) such that I(x; y)>J2(x; 1) for all y>1. The value of I(x; y), y>1
for which the weak LDP also holds, depends on the niteness of exponential moments
of X and kXk2.
2.2. X in domain of attraction of a stable law
Suppose the Rd-valued random variable (r.v.) X satises the following conditions
for some 0<<2:
(1) EX =0 for 1<<2 and X and −X have the same distribution for =1,
(2) P(kXk>x)= h(x)x−(1 + o(1)) for a slowly varying function h(),
(3) X =kXk given condition fkXk>xg converges in distribution to a r.v. Y as x!1,
(4) Y is of full-support, that is inf  6=0 P(h;Yi>0)>0.
Indeed, conditions (2) and (3) hold for X which is in the domain of attraction of an
-stable law, with Y related to the spectral measure of the latter (cf. Araujo and Gine,
1980 (Corollary 3.6.20)).
Let J(x; y)= sup;fh; xi+ y − L(; )g,
where
L(; )= 
Z 1
0
fE(exp(yh;Yi+ yp))− yh; EYi1f>1g − 1gy−−1 dy; (2.3)
for <0, while L(0; 0)=0 and L(; )=1 for >0 or =0,  6= 0.
Theorem 2.2. Assume conditions (1){(4) hold and x p>max(; 1), zn!1 such
that an=(1+o(1))nz−n h(zn). Then, (Tn; Un;p) satisfy the PLDP of speed an and rate
function J(x; y) with respect to the collection of sets ARd+1 such that
lim inf
y!1
(x; y)2A
fkxkp=yg>0: (2.4)
3. Proof of Theorem 2.1
The next lemma is the key to the proof of Theorem 2.1.
A. Dembo, Q.-M. Shao / Stochastic Processes and their Applications 75 (1998) 51{65 55
Lemma 3.1. Under the conditions of Theorem 2.1, for <0 and 2Rd,
lim
b#0
b−2
h(1=b)
E(exp(bh;Xi+ kbXk2)− 1)= h; i=2 + : (3.1)
Proof. Let z= b−1 and dene
I1(z) = Ej exp(z−1h;Xi+ z−2kXk2)− 1jIfkXk>zg;
I2(z) = E(exp(z−1h;X (z)i+ z−2kX (z)k2)− 1):
Noting that z−1h;Xi+ z−2kXk26kk2=jj for <0, we get
I1(z)6P(kXk>z)(exp(kk2=jj) + 1)=o(h(z)=z2)
(cf. Bingham et al., 1987 (Theorem 8.1.1)). Recall that EkX (z)k363 R z0 y2P(kXk>
y) dy=o(h(z)z) and EkXkIfkXk>zg= zP(kXk>z) +
R1
z P(kXk>y) dy=o(h(z)z−1)
(cf. Bingham et al., 1987 (Proposition 1.5.10)). Thus, with EX =0, from the inequality
je s − 1− s− s2=2j6jsj3e s_0, it follows that
I2(z) = E(z−1h;X (z)i+ z−2kX (z)k2) + 0:5E(z−1h;X (z)i+ z−2kX (z)k2)2
+O(1)E(z−1kX (z)k+ z−2kX (z)k2)3
=−z−1Eh;XiIfkXk>zg + h(z)z−2 + 0:5z−2Eh;X (z)i2 + O(1)z−3EkX (z)k3
= h(z)z−2 + 0:5z−2Eh;X (z)i2 + o(h(z)z−2)
= h(z)z−2(+ h; i=2 + o(1)):
Now Eq. (3.1) follows from the above bounds on Ii(z), i=1; 2.
Proof of Theorem 2.1. Let Ln(; )= a−1n logE exp[an(h;Tni+Un;2)]. Since fX ;Xng
are i.i.d.
Ln(; )= (1 + o(1))
z2n
h(zn)
logE exp(z−1n h;Xi+ z−2n kXk2);
and it follows from Lemma 3.1 that for every 2Rd and <0,
lim
n!1 Ln(; )= h; i=2 + : (3.2)
Since J2(x; y)=1 when either x =2 Image() or y 6=1, we obtain the lower bound
(1.1) as soon as we prove that for every x=, 2Rd
lim
!0
lim inf
n!1 a
−1
n logP(kTn − xk<; jUn;2 − 1j<)>− J2(x; 1): (3.3)
To prove Eq. (3.3) we follow Dembo and Zeitouni (1998) (proof of (2.3.13)). Here
we x <0 and 2Rd, set x= and take
dQn
dP
= exp(an(h;Tni+ Un;2 − Ln(; )));
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with En denoting expectation under the law Qn. As in Dembo and Zeitouni (1998)
(p. 49) this leads to
a−1n logP(kTn − xk<; jUn;2 − 1j<)
>Ln(; )− (h; xi+ )− (kk+ jj)
+ a−1n logQn(kTn − xk<; jUn;2 − 1j<)
with J2(x; 1)= h; xi+ − L(; ), the bound of Eq. (3.3) follows from
lim sup
n!1
a−1n logQn(kTn − xk> or jUn;2 − 1j>)<0 (3.4)
by Eq. (3.2). We turn to calculate
~Ln(; ) = a−1n logEn(exp[an(h;Tni+ Un;2)])
= Ln(+ ; + )− Ln(; )
! L(+ ; + )− L(; ) := ~L(; )
for all  2Rd and <− . Since ~L(; ) is nite for all (; ) near the origin,
it follows that fQng is an exponentially tight sequence of measures (cf. Dembo and
Zeitouni, 1998, proof of part (a) of Theorem 2.3.6). Let ~L

(z; y)= sup ;fh; zi+
y − ~L(; )g, where ~L(; )= lim supn ~Ln(; ) for > − . Then, for every
C Rd+1
lim sup
n!1
a−1n logQn((Tn; Un;2)2C)6− inf
(z;y)2 C
~L

(z; y) (3.5)
by a standard argument (see Dembo and Zeitouni, 1998, Theorem 4.5.3). Note that
~L

(z; y)=1 for y<1 and ~L(z; y)>−(y−1)+J2(z−x; 1) otherwise. Thus, consider-
ing the closed set C = f(z; y) : kz−xk> or jy−1j>g, we see that inf (z;y)2C ~L(z; y)
>0, and Eq. (3.4) is a direct consequence of Eq. (3.5).
Turning to prove the upper bound (1.2) let L(; )= lim supn Ln(; ) and L
(x; y)
= sup;fh; xi + y − L(; )g. By Eq. (3.2) it follows that L(x; y)>J2(x; 1) and,
moreover, L(x; y)=1 for every y<1. Thus, xing A2S, by the same standard
argument leading to Eq. (3.5) we see that for every compact K Rd+1,
lim sup
n!1
a−1n logP((Tn; Un;2)2A\K)6− inf
(x;y)2 A
L(x; y)
6− inf
fx:9y>1;(x;y)2 Ag
J2(x; 1):
Since (x; y)2 A for some y>1 only if (x; 1)2 A, the proof of Theorem 2.1 is completed
by the next lemma.
Lemma 3.2. The random variables (Tn; Un;2) are partially exponentially tight for the
collection of sets satisfying Eq. (2.2).
Proof. Fix b>0. Since P(kXk>z)= o(h(z)z−2) and for a Binomial r.v. B(n; p),
P(B(n; p)>x)6
enp
x
x
for x>0; (3.6)
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we obtain
a−1n logP
 
nX
i=1
IfkXik>zng>ban
!
6b log

en P(kXk>zn)
b an

!−1: (3.7)
Since EXi=0, we have (for X
(z)
i =XiIfkXik6zg),∥∥∥∥∥
nX
i=1
EX (zn)i
∥∥∥∥∥6nEkXkIfkXk>zng=o(nh(zn)=zn)= o(anzn);
and by Bernstein’s inequality, for large n,
P
 ∥∥∥∥∥
nX
i=1
X (zn)i
∥∥∥∥∥>2ranzn
!
6 P
 ∥∥∥∥∥
nX
i=1
(X (zn)i − EX (zn))
∥∥∥∥∥>ranzn
!
6 2d exp

− r
2 a2nz
2
n
2k2(ranz2n + nk2 EkX (zn)k2)

6 2d exp

− anr
2
2k2(r + 2k2)

;
where k<1 is such that (maxdi= 1 jxij)=kxk2 [k−1; k]. Hence,
lim
r!1 lim supn!1
a−1n logP
 ∥∥∥∥∥
nX
i=1
X (zn)i
∥∥∥∥∥>2ranzn
!
=−1: (3.8)
Note that
fkTnk>2r +
p
bUn;2g
(
nX
i=1
IfkXik>zng>ban
)
[
(∥∥∥∥∥
nX
i=1
X (zn)i
∥∥∥∥∥>2ranzn
)
;
which together with Eqs. (3.7) and (3.8) implies that for every b>0
lim
r!1 lim supn!1
a−1n logP(kTnk>2r +
p
bUn;2)=−1: (3.9)
For the compact sets Kr; b= f(z; y) : kzk62r +
p
by; y6r2=bg, our assumption (2.2)
implies that A\Kcr; bf(z; y) : kzk>2r +
p
byg for some b>0 and all r>r0. Taking
r!1 we have partial exponential tightness of (Tn; Un;2) by Eq. (3.9).
4. Proof of Theorem 2.2
We start by proving the following simple but useful lemma.
Lemma 4.1. Let f(x; y) be such that f(x; 0)=0 for every x2R1 and f001;2(x; y) is
absolutely integrable in any nite rectangle in R2. Then, for every real-valued random
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variables ;  and >0,
E(f(; )− f(; ))
=
Z 1
0
Z 1
−1
f001;2(x; y) (P(>x; >y)− P(>x; >y)) dx dy;
if the right-hand side of the equation is absolutely integrable.
Proof. It is easy to see that
f(; ) + f(; 0)− f(; 0)− f(; )
=
Z 
0
Z 

f001;2(x; y) dx dy
=
Z 1
0
Z 1
−1
f001;2(x; y)
(
1f>xg − 1f>xg

1f>yg dx dy:
Since f(; 0)=f(; 0)=0, we conclude by applying Fubini’s theorem.
The next lemma is key to the proof of Theorem 2.2.
Lemma 4.2. Under conditions (1){(4) and for p>max(; 1),
lim
b#0
b−
h(1=b)
E(exp(bh;Xi+ kbXkp)− 1)=L(; ) (4.1)
for every 2Rd and <0, where L(; ) is dened as in Eq. (2.3).
Proof. We rst consider the case of 1<<2 and dene
f(x; y)= exy+y
p − 1− xy for −1<x<1; y>0 and <0:
Then f(x; 0)=0 for all x2R1 and since p>1 there exists K<1 depending only on
a= kk and <0 such that for any jxj6a and y>0
jf001;2(x; y)j6K min(y; 1): (4.2)
Put = h;X =kXki, b= bkXk and = h;Yi independent of (; b). Hereafter, b61
and
eb(y)=
Z a
−a
jP(>xjb>y)− P(>x)j dx:
By Lemma 4.1 and Eq. (4.2), it follows that
jE(f(; b)− f(; b))j 6 K
Z 1
0
min(y; 1)P(b>y)eb(y) dy
6 K(2aI1; b + I2; b);
where
I1; b :=
Z pb
0
yP(b>y) dy;
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and
I2; b :=
Z 1
p
b
min(y; 1)P(b>y)eb(y) dy:
By condition (2) and Potter’s theorem (cf. Bingham et al., 1987, Theorem 1.5.6), for
any >0 there exists C =C()<1 such that for min(y; 1)>Cb
P(b>y)62(y=b)−h(y=b)6Cbh(1=b)y−(y _ 1=y):
Consequently, for <2−  and all b small enough,
I1; b6
1
2
(Cb)2 + Cbh(1=b)
Z pb
Cb
y1−− dy=o(bh(1=b)); (4.3)
and
I2; b6Cbh(1=b)
Z 1
0
q(y)eb(y)1y>
p
b dy;
where
q(y)= min(y; 1)y−(y _ 1=y):
Condition (3) implies that eb(y)1y>
p
b ! 0 for a.e. y>0. Since
R1
0 q(y) dy<1 for
=min(2 − ;  − 1)=2, it follows by dominated convergence that I2; b=o(bh(1=b))
and thus by Eq. (4.3)
jE(f(; b)− f(; b))j=o(bh(1=b)) as b! 0: (4.4)
Clearly, g(y) :=Ef(; y) is dierentiable, with g(0)= 0 and jg0(y)j6K min(y; 1) for
some K<1. Hence, by condition (2) and integration by parts
Ef(; b) = Eg(b)=
Z 1
0
P(b>y)g0(y) dy
= o(bh(1=b)) + (1 + o(1))b
Z 1
p
b
y−h(y=b)g0(y) dy:
Since ~eb(y) := jh(y=b)=h(1=b) − 1j1y>pb ! 0 as b ! 0 and y−jg0(y)j ~eb(y)6Cq(y),
by dominated convergence and integration by parts we have that
lim
b#0
b−
h(1=b)
Ef(; b)= lim
b#0
Z 1
p
b
y−g0(y) dy= 
Z 1
0
y−−1g(y) dy: (4.5)
We get Eq. (4.1) by combining Eqs. (4.4) and (4.5).
For 0<<1, we let f(x; y)= exy+y
p − 1 and with jf001;2(x; y)j _ jg0(y)j6Key
p=2
follow the same line of reasoning as in the case of 1<<2. Similarly, for =1, by
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the symmetry of the law of X and of the law of Y , we use f(x; y)= cosh(xy)ey
p−1
for which jf001;2(x; y)j _ jg0(y)j6K min(y(p−1)^1; ey
p=2). The details are omitted.
The next lemma is needed for proving a weak LDP.
Lemma 4.3. The function L(; )>−1 is a lower semicontinuous; essentially smooth;
convex function.
Proof. Recall that conditions (1) and (3) imply that EY = 0 for =1. Fix 0 6= 0 and
>0 such that P(h0;Yi>2)= >0. Applying the elementary inequalities E(exp Z)>
1+EZ for Z =y h;Yi+yp, y6K , and E(exp Z)>P(Z>z) exp(z) for z=y+yp,
y>K , we obtain by monotone convergence that for some nite C(; v; K),
lim inf
!0 ; "0
L(; )>C(; h0; EYi ; K) + 
Z 1
K
eyy−−1 dy=1:
Similarly, we get that
lim inf
!0; "0
L(; )>C(; 0; K)= − K− !K!1 0:
Hence, L(; )> − 1 is a lower semicontinuous, convex function. By dominated
convergence it follows from Eq. (2.3) that L(; ) is dierentiable at <0 with
d
d
L(; ) = 
Z 1
0
E(exp(y h;Yi)) exp(yp)yp−−1 dy
> C(; p)P(h;Yi>0)jj−(1−=p);
for some C(; p)>0. Consequently, by condition (4),
lim inf
2Rd; "0
jrL(; )j=1: (4.6)
In particular, L(; ) is also essentially smooth (cf. Dembo and Zeitouni, 1993
(Denition 2.3.5)).
Proof of Theorem 2.2. Let Ln(; ) := a−1n logE exp[an(h;Tni+ Un;p)]. Since
Ln(; )= (1 + o(1))
zn
h(zn)
logfE exp(z−1n h;Xi+ z−pn kXkp)g;
it follows from Lemma 4.2 that for every 2Rd and <0
lim
n!1Ln(; )=L(; ): (4.7)
Fixing  6= 0, conditions (2){(4) imply that for some ;  positive and all x large
enough P(h;Xi>x)>x−h(x). Thus, Ln(; 0)=1. Similarly, Ln(0; )=1 for all
>0. With Ln(0; 0)=0 and Ln(; ) monotone increasing in , we conclude that
Eq. (4.7) holds for all (; )2Rd+1. In view of Lemma 4.3, we thus obtain the weak
LDP for (Tn; Un;p) with speed an and rate function J(x; y) (see Dembo and Zeitouni,
1998 (proof of Theorem 2.3.6)).
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The proof of Theorem 2.2 is now concluded by:
Lemma 4.4. The random variables (Tn; Un;p) are partially exponentially tight for the
collection of sets satisfying Eq. (2.4).
Proof. Fix b; >0. By condition (2), and since h(z)=h(z)! 1 as z !1,
lim sup
z!1
z
h(z)
P(kXk>z)6−:
Setting p=P(kXk>zn) and x= ban in Eq. (3.6), we have
lim sup
n!1
a−1n logP
 
nX
i=1
IfkXik>zng>ban
!
6b log(eb−1−): (4.8)
It is easy to see that for some C =C()<1 and z large enough,
kEX (z)k6C(z)1−h(z): (4.9)
By Potter’s theorem, the inequality (4.9) implies that kEX (z)k62z1−h(z) for all ,
z large enough. Similarly,
EkX (z)k262
Z z
0
yP(kXk>y) dy6C(z)2−h(z)63z2−h(z)
(cf. Bingham et al., 1987 (Proposition 1.5.8)). Since an=(1 + o(1))nz−n h(zn), by
Bernstein’s inequality,
P
 ∥∥∥∥∥
nX
i=1
X (zn)i
∥∥∥∥∥>22anzn
!
6 P
 ∥∥∥∥∥
nX
i=1
(X (zn)i − EX (zn))
∥∥∥∥∥>2anzn
!
6 2d exp

− 
4 a2n z
2
n
2k2(3anz2n + nk2 EkX (zn)k2)

6 2d exp(−c(k)an);
where k<1 is such that (maxdi= 1 jxij)=kxk2 [k−1; k] and c(k)<1. Hence,
lim
!1 lim supn!1
a−1n logP
 ∥∥∥∥∥
nX
i=1
X (zn)i
∥∥∥∥∥>22anzn
!
=−1: (4.10)
Note that
fkTnk>22 + (bp−1Un;p)1=pg 
(
nX
i=1
IfkXik>zng>ban
)
[
(∥∥∥∥∥
nX
i=1
X (zn)i
∥∥∥∥∥>22anzn
)
;
which together with Eqs. (4.8) and (4.10) implies
lim
!1 lim supn!1
a−1n logP(kTnk>22 + (bp−1Un;p)1=p)=−1: (4.11)
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The partial exponential tightness now follows by considering the compact sets Kr; b=
f(z; y) : kzk62r+(bp−1y)1=p; y6rp=bp−1g and noting that A\Kcr; bf(z; y) : kzk>2r
+(bp−1y)1=pg for all A satisfying Eq. (2.4), some b>0 and all r>r0 (with b; r0 de-
pending upon A).
5. Applications
From Theorems 2.1 and 2.2 we can derive many interesting consequences, among
which are the self-normalized law of the iterated type results.
An immediate consequence of Theorem 2.1 is
Corollary 5.1. Let 2 = supkxk2=1 hx; xi. Under the conditions of Theorem 2.1,
lim
n!1 a
−1
n logP
 kPni=1 Xik2
(
Pn
i=1 kXik22)1=2
>
p
an

=− 1
22
: (5.1)
Proof. Letting k  k= k  k2 and A= f(x; y) : kxk2>pyg, it follows that kPni=1 Xik2
(
Pn
i=1 kXik22)1=2
>
p
an

= f(Tn; Un;2)2Ag:
It is easy to see that
inf
(x;y)2Ao
J2(x; y)= inf
(x;y)2 A
J2(x; y)=
1
2
inf
kk2>1
0=
1
22
:
Hence, Eq. (5.1) follows by Theorem 2.1.
Remark 5.1. When d=1, then =1 and Corollary 5.1 recovers Theorem 3.1 of Shao
(1997) as a special case.
By a standard argument, we have from Corollary 5.1 the following self-normalized
law of the iterated logarithm.
Corollary 5.2. Under the condition of Corollary 5.1,
lim sup
n!1
kPni=1 Xik2
(2 2(log log n)
Pn
i=1 kXik22)1=2
= 1 a:s:
Proof. For n>m>0, let Snm=
Pn
i=m+1 Xi and V
n
m =
Pn
i=m+1 kXik22, with Sn :=Sn0 and
Vn :=Vn0 . Following the proof of Theorem 5.1 of Shao (1997), note that for any >1
and 0<<1
P

max
n6k6n
kSkk2p
Vk
>
p
an

6 P
kSnk2p
Vn
>(1− )pan

+P

max
n6k6n
kSknk2p
Vk
>
p
an

:
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Thus, by Corollary 5.1, and along the lines of the proof of Proposition 5.1 of Shao
(1997) for any 0<<1, there exists a >1 such that
P

max
n6k6n
kSkk2p
Vk
>
p
an

6 exp

− (1− )an
22

: (5.2)
Let now Lnm= log log(n− m) with Ln := Ln0 = log log n, and
nm=
kPni=m+1 Xik2
(22(log log(n− m))Pni=m+1 kXik22)1=2
with n := n0. By the well-known subsequence method, it follows from Eq. (5.2) that
lim supn!1 n61 a.s. To prove the corresponding lower bound we x >1 and let
nk = [ek

], noting that
lim
k!1
Lnknk−1
Lnk
= lim
k!1
Lnk−1
Lnk
= lim
k!1
 log k
Lnk
=1: (5.3)
Since fnknk−1 ; k>1g are independent, it thus follows from Corollary 5.1 (for an=
22−2Ln), and the Borel{Cantelli lemma that lim supk!1 
nk
nk−1>
−1 a.s. Moreover,
by Grin and Kuelbs (1989), (Proposition 5.2)
lim
k!1
Vnk−1
Vnk
=1− lim
k!1
Vnknk−1
Vnk
=0 a:s: (5.4)
Since for every n>m
n>

LnmV
n
m
LnVn
1=2
nm −

LmVm
LnVn
1=2
m;
it follows from Eqs. (5.3), (5.4) and the upper bound on n that
lim sup
n!1
n> lim sup
k!1
nk> lim sup
k!1
nknk−1 − lim sup
k!1
s
Vnk−1
Vnk
nk−1>
−1 a:s:
We conclude by taking  # 1.
Another consequence of Theorem 2.1 is
Corollary 5.3. Let X =(X1; : : : ; Xd), where X1; : : : ; Xd are i.i.d. real valued random
variables such that EX1 = 0 and h1(s) :=EX 21 IfjX1j6sg is slowly varying at s=1. For
q>1, dene 2q =d
−1+(2−q)=qIf16q62g . Then
lim
n!1 a
−1
n logP
 kPni=1 Xikq
(
Pn
i=1 kXik22)1=2
>
p
an

=− 1
22q
(5.5)
and
lim sup
n!1
kPni=1 Xikq
(22q(log log n)
Pn
i=1 kXik22)1=2
= 1 a:s: (5.6)
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Proof. Letting k  k= k  k2 and A= f(x; y) : kxkq>pyg, it follows that kPni=1 Xikq
(
Pn
i=1 kXik22)1=2
>
p
an

= f(Tn; Un;2)2Ag:
Since h(s) is slowly varying and
dY
i=1
IfjXij6s=dg6IfkXk26sg6
dY
i=1
IfjXij6sg;
it is easy to see that h(s)=d(1 + o(1))h1(s) and =d−1Idd. Thus,
inf
(x;y)2Ao
J2(x; y)= inf
(x;y)2 A
J2(x; y)=
d
2
inf
kxkq>1
kxk22 =
1
22q
:
Now Eq. (5.5) follows by Theorem 2.1. The proof of Eq. (5.6) which is similar to
that of Corollary 5.2 is omitted.
Remark 5.2. The LIL of Eq. (5.6) was obtained in Csorg}o and Shao (1993) for the
special case of X1 a standard Normal variable. The proof of Csorg}o and Shao (1993)
is direct, not involving large deviation statements.
From Theorem 2.2 we have
Corollary 5.4. Under the assumptions of Theorem 2.2
lim
n!1 a
−1
n logP
 kPni=1 Xik
(
Pn
i=1 kXikp)1=p
>a1−1=pn

=− inf
x
J(x; kxkp): (5.7)
and
lim sup
n!1
kPni=1 Xik
(log log n)1−1=p(
Pn
i=1 kXikp)1=p
=

inf
x
J(x; kxkp)
(1−p)=p
a:s: (5.8)
Proof. Condition (2.4) holds for the closed set A= f(x; y) : kxk>y1=pg. Since kPni=1 Xik
(
Pn
i=1 kXikp)1=p
>a1−1=pn

= f(Tn; Un;p)2Ag;
and inf kxk>y1=p J(x; y)= inf kxk>y1=p J(x; y)= inf x J(x; kxkp), Eq. (5.7) follows by
Theorem 2.2. The proof of Eq. (5.8) is similar to that of Corollary 5.2 (see also the
proof of Theorem 5.1 of Shao (1997)).
Remark 5.3. When d=1, Eq. (5.7) recovers Theorem 3.3 of Shao (1997) as a special
case, after a tedious calculation.
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