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ABSTRACT

Human face recognition has received a wide range of attention since 1990s. Recent
approaches focus on a combination of dimensionality reduction-based feature extraction
algorithms and various types of classifiers. This thesis provides an in depth comparative
analysis of neural and statistical classifiers by combining them with existing
dimensionality reduction-based algorithms. A set of unified face recognition systems
were established for evaluating alternate combinations in terms of recognition
performance, processing time, and conditions to achieve certain performance levels. A
preprocessing system and four dimensionality reduction-based methods based on
Principal Component Analysis (PCA), Two-dimensional PCA, Fisher’s Linear
Discriminant and Laplacianfaces were utilized and implemented. Classification was
achieved by using various types of classifiers including Euclidean Distance, MLP neural
network, K-nearest-neighborhood classifier and Fuzzy K-Nearest Neighbor classifier.
The statistical model is relatively simple and requires less computation complexity and
storage. Experimental results were shown after the algorithms were tested on two
databases of known individuals, Yale and AR database. After comparing these algorithms
in every aspect, the results of the simulations showed that considering recognition rates,
generalization ability, classification performance, the power of noise immunity and
processing time, the best results were obtained with the Laplacianfaces, using either
Fuzzy K-NN.
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Chapter 1: Introduction

1.1

Problem Statement and Background
Machine recognition of faces from still and video images is emerging as an
active research area spanning several disciplines such as image processing, pattern
recognition, computer vision and neural networks. In addition, Face Recognition
Technology (FRT) has numerous commercial and law enforcement applications.
Table 1-1 Applications o f FRT

Applications
la. Credit Card, Driver’s
License, Passport and
Personal Identification
lb. Mug Shots Matching

2. Bank/Store Security

3. Crowd Surveillance

4. Expert Identification

Advantages
Controlled image
Controlled segmentation
Good quality images
Mixed image quality
More than one image
available
High value
Small file size
Availability of video
images
High value
Small file size
Availability of video
images
High value
Enhancement possible

Disadvantages
No existing database
Large potential database
Rare search type

Uncontrolled
segmentation
Low image quality
Uncontrolled
segmentation
Low image quality
Real-time
Low image quality
Legal certainty required

5. Witness Face
Recognition
6. Electronic Mug Shots
Book
7. Electronic Lineup

Witness search limits

Unknown similarity

Descriptor search limits

Viewer fatigue

Descriptor search limits

Viewer fatigue

8. Recognition of Face
From Remains
9. Computerized Aging

High value

Requires physiological
input
Requires example input

High value

1
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The applications of FRT listed in Table 1-1 range from static, controlled
format photographs to uncontrolled video images, posing a wide range of
different technical challenges and requiring an equally wide range of techniques
from image processing, analysis, understanding and pattern recognition.
If we want to recognize the identity of a person, we need to analyze multiple
facial images of the person with different facial appearances. If we are to
determine race or gender, we will need to focus on racial differences and the
difference between male and female facial characteristics. This project
concentrates on identity recognition problem.
The basic goal of a face recognition system is to achieve a high accuracy in
matching a given face image against a pre-stored database of human face images
as shown in Figure 1-1.

Figure 1-1 Matching a face image against a database

The major challenges are the variations of facial appearances such as facial
expression, aging, facial hair, and lighting condition in the figures below. These
data variations require an analysis of a number of human face characteristics that
can be distinguished from the other objects. All face processing systems available
today can only perform on restricted databases of images in terms of size, age,
gender, and/or race, and they further assume well-controlled environments. Each

2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

face image can be represented as a matrix where every element in the matrix is the
gray scale level of pixel in the corresponding point. Most face recognition
algorithms try to extract local/global features from this matrix and find the best
match from the face database, which will be the result of the recognition process.

Figure 1-2: Facial images under different lighting

Figure 1-3: Facial images with different poses

Figure 1-4: Images w ith different facial expressions

Besides the precision of matching, there are other standards to evaluate the
performance of a face recognition system, which include resistance against
adverse factors, computational complexity, processing time and cost of the
equipment. These factors can not be ignored if a real-world application is going to
be designed. As for our project, they were also considered as the evaluation
standards for the design of a face recognition system.

1.2

Research Objective and Motivation
A successful design of a new face recognition system needs a comprehensive
and good knowledge of the current face recognition techniques. An accurate face
recognition system is mainly composed of two stages: an efficient feature

3
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extraction approach and a good classification method. The motivation behind the
development of this study is to have a complete comparison of different feature
extraction technologies combined with various classification techniques. In the
end, we will try to find one with a high rate of correct matches, good noise
immunity power and low processing time. To meet that end the thesis has four
objectives. The first objective is to implement an automatic pre-processing system
which normalizes the data so that they can have the same impact on the whole
set, yields a standardized facial image and as a minimum scales and sizes all
database images. Once a facial image is normalized a feature extraction algorithm
is used. The purpose of the feature extraction algorithm is to have a simple and
reliable representation of the facial image by eliminating the redundant
information and retaining all the important cues for recognition. One o f the most
prominent global feature extraction techniques currently used are dimensionality
reduction-based algorithms.

Therefore, the second objective is to correctly

implement the PCA, Two-dimensional PCA, FLD and Laplacianfaces feature
extraction algorithms and achieve experimental results similar to those previously
reported by [1] and [2]. The third objective is to implement and investigate the
performance o f a Neural Network-based classification algorithm and two
statistical classifiers including K-nearest neighbor and Fuzzy K-nearest neighbor.
The fourth objective is to compare all the algorithms in terms of their recognition
accuracy, processing time and noise immunity, in the end try to find the optimal
combination of the feature extraction and the classification algorithm that
achieves the highest recognition accuracy and the fastest performance, based on
the benchmark data sets of Yale and AR databases, and implemented on Pentium
M 1.6 GHz computer.
The final goal of our face recognition system is to make an in-depth
comparison and analysis of different combinations of the feature extractors and
classifiers mentioned above. We believe that carrying out independent studies is
relevant, since comparisons are normally performed using the implementations of
the research groups that have proposed each method, which does not consider
completely equal working conditions for the algorithms. Very often, a contest
4
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between the abilities o f the research groups rather than a comparison between
methods is performed. In any pattern recognition problem the accuracy of the
solution will be strongly affected by the limitations placed on the problem. To
restrict the problem to practical proportions both the image input and the ske of
the search space must have some limits. The limits on the image might for
example include controlled format, backgrounds which simplify segmentation,
and controls on image quality. This study considers theoretical aspects as well as
simulations performed using the Yale Face Database, a database with few classes
and several images per class, AR Database, a large database with many classes and
a few images per class.

1.3 Thesis Outline
Chapter 1 presents an introduction to the problem of face recognition and
its background, which offers the preliminary information for understanding the
basic concepts of face recognition. It also provides an explanation of the
objectives of this project and where the motivation came from. Chapter 2 gives a
brief review of the existing technology of face feature extractors and classification
algorithms. The structure of a typical face recognition system will be shown in this
chapter.
Chapter 3 focuses on the details of the feature extraction algorithms that
were used in the project: Analytic Feature-based Method, Principal Component
Analysis, Two-dimensional Principal Component Analysis, Fisher’s linear
Discriminant and Laplacianfaces. The in-depth mathematical explanations of the
algorithms, their limitations and advantages, and procedure to implement will be
included in this chapter.
Chapter 4 first describes the various types of classifiers and compares them
in terms of their methodologies, characteristics. Limitations and advantages of
neural classifier and statistical classifier based face recognition systems are
discussed.

5

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Chapter 5 describes the models of the three sets of experiments. They will be
used to test and compare the performance of the face recognition systems with
different projection methods and similarity measurements. The benchmark
datasets will be discussed and the methodology for comparison and testing will be
explained.
Chapter 6 discusses the implementations and the simulation results of the
three sets of experiments in terms of the recognition rates, CPU tun time of all
the methods and etc. An in-depth comparison and analysis of all the simulations
will be presented.
Chapter 7 makes conclusions and recommendations for future work.

6
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Chapter 2: Overview o f Face Recognition

2.1

Review of the Current State-Of-The-Art
Over the last five years, increased activity has been seen in tackling problems
such as segmentation and location of a face in a given image, and extraction of
features such as eyes, mouth, etc. Also, numerous advances have been made in
the design of statistical and neural network classifiers for face recognition.
Classical concepts such as Karhunen-Loeve transform based methods [3], singular
value decomposition [4] and more recently neural networks [5] and [6], have been
used. Barring a few exceptions, many of the existing approaches have been tested
on relatively small datasets, typically less than 100 images. In addition to
recognition using full face images, techniques that use only profiles constructed
from a side view are also available. These methods typically use distances between
the “fiducial” points in the profile (points such as the nose tip, etc.) as features.
Modifications of Fourier descriptors have also been used for characterizing the
profiles. Profile based methods are potentially useful for the mug shot problem,
due to the availability of side views of the face.
Face recognition is a high-dimensional pattern recognition problem. Even
low-resolution face images generate huge dimensional feature spaces (20 000
dimensions in the case of a 100X200 pixels face image) as shown in the figure
below.

7
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N x 1 vector

N x N image

Figure 2-1: High dimensional feature space

In addition to the problems of large computational complexity and memory
storage, this high dimensionality makes very difficult to obtain statistical models
of the input space using well-defined parametric models. Moreover, this last
aspect is further stressed given the fact that only few samples for each class (1—3)
are normally available for the system training. However, the intrinsic
dimensionality of the face space is much lower than the dimensionality of the
image space, since faces are similar in appearance and contain significant statistical
regularities. This fact is the starting point of the use of eigenspace-based methods
for reducing the dimensionality of the input face space. Standard as well as
differential and kernel eigenspace approaches have been presented in the literature
to overcome the aforementioned problems. Given that similar troubles are
normally found in many biometric applications, we believe that some of the
eigenspace-based methods outlined and compared in this work can be applied in
the implementation of other biometric systems (signature, fingerprint, iris, etc.).
Eigenspace-based face recognition corresponds to one of the most
successful methodologies for the computational recognition of faces in digital
images. Starting with the standard eigenspace-based algorithm, different
eigenspace-based approaches for the recognition of faces have been proposed [7],

8
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[8] and [9]. They differ mostly in the kind of projection method used (standard,
differential, or kernel eigenspace), in the projection algorithm employed, in the use
of simple or differential images before/after projection, and in the similarity
matching criterion or classification method employed.
Given the eigenfaces, every face in the database can be represented as a
vector of weights; the weights are obtained by projecting the image into eigenface
components by a simple inner product operation as shown below:

T, = w n* i + wux2 +... + wlNxN

y 2 = w21x, + w22*2 +... + w2NxN
(2.1)
y k = WkXX X + Wk 2 X 2 + - + W k N X N

or y = wx

where w =

~wl.

wI2

W2\

W22

_ W KX

W,K 2

...

wlN
W2N

When a new test image whose identification is required is given, the new
image is also represented by its vector of weights. The identification o f the test
image is done by locating the image in the database whose weights are the closest
(in Euclidean distance) to the weights of the test image.
Currendy, many computer programs for facial feature extraction are applying
a Principal Component Analysis (PCA). Turk and Pendand

[10] used

eigenpictures, also known as “eigenfaces” (see Error! Reference source not
found.) for face detection and identification.

9
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Figure 2-2: “Eigenfaces” from Yale database

Some researchers have compared the results of PCA with those of other
feature extraction algorithms such as Linear Discriminant Analysis (LDA) [11]
and ICA [12] in a variety of face classification situations. PCA was also combined
with other algorithms in order to improve the quality of the classification [13].
The combination of PCA and LDA was found suitable to solve the problem
when only a few image-training samples are available from single individuals [14].
Besides LDA, PCA was also combined with the Moment Invariant method for a
local feature extraction [15]. In addition to feature extraction, PCA can be used to
reduce dimensionality and redundancy of the image data [16]. Recently a new
approach to face analysis (representation and recognition) was proposed, which
explicitly considers the manifold structure. To be specific, the manifold structure
is modeled by a nearest-neighbor graph which preserves the local structure of the
image space. A face subspace is obtained by Locality Preserving Projections (LPP)

10
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[17]. The face subspace preserves local structure and seems to have more
discriminating power than the PCA approach for classification purpose.
The main application of artificial neural networks is pattern recognition. This
is also problems

amenable to

statistical techniques, because the data

representations are real vectors of measurements or feature values, and it is
possible to collect training samples on which regression analysis or probability
density estimation become feasible. Thus, in many cases neural techniques and
statistical techniques are seen as alternatives, or in fact neural networks are seen as
a subset of statistics. The performance of statistical and neural-network methods
is usually discussed in connection with feature extraction and classification.
Efficient feature extraction, which is discussed above, is crucial for reliable
classification and, if possible, these two subsystems should be matched optimally
in the design of a complete face recognition system. Further, only supervised
classification using statistical and neural-network methods is considered, thus
leaving out both unsupervised classification. In this thesis, the performance of a
number of neural and statistical classifiers was compared and analyzed.

2.2

Structure of a Typical Face Recognition System
There are numerous face recognition systems available today none of which
are identical in design. There is, however an inherent similarity between all
systems as they all have the same goal: identification against a database of images.
A typical structure of a face recognition system is illustrated in Figure 2-3. The
description of each stage of the face recognition system follows.

11
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Figure 2-3: Structure o f a typical FR system

The goal of acquisition is to have a digitized input image. The image can be
first captured through cameras and then converted to digital format. The input
image can also be taken from a video camera in a fixed location that simply
watches for moving targets against a stationary background. The result is
essentially a matrix with entries representing pixel color values of the image in the
end. Color and texture information of the human skin is sometimes used for face
recognition, but most images are converted to gray-scale and the color
information is converted to a number that represents the shading o f the pixel.
There will be less quantization errors if we use more bits to encode the image
when the image is digitized. In most of the popular databases nowadays, besides a
facial image, the image matrix will mostly likely contain a small portion of the
person's body and a uniform background. There are various formats for storing
digitized images. Due to the large size of images most formats support some type
of compression that decreases the storage requirements for the digitized image.
The JPEG standard is one of the most popular; however it is not a recommended
format for face recognition. JPEG uses a compression that results in a blocking
effect on the image. TIF (Tagged Image Format) is an acceptable format, as it
does not support data compression and produces no adverse effects on the image.
The PGM format is a lowest common denominator grayscale file format. It is
designed to be extremely easy to learn and write programs for. A PGM image

12
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represents a grayscale graphic image. There are many psueudo-PGM formats in
use where everything is as specified herein except for the meaning o f individual
pixel values. For most purposes, a PGM image can just be thought of an array of
arbitrary integers, and all the programs in the world that think they're processing a
grayscale image can easily be tricked into processing something else. An example
of a simple image and its corresponding matrix is shown in Figure 2-4.

IM A G E

Figure 2-4: Simple image and image matrix

The pre-processing stage can vary between different face recognition
systems. The purpose of the pre-processing stage is to extract the face from the
image and prepare it for coding and recognition. This includes locating the face in
an image and placing it in a standard position for the recognition portion of the
algorithm. The face can be placed in a standard position through the translation,
rotation, and scaling of the original image. Ideally, the pre-processing stage should
be automatic requiring no information concerning the input image such as the
coordinates of the eyes, mouth, and nose. If the pre-processing stage is automatic
then the system is referred to as a fully automatic algorithm and if the pre
processing stage requires facial coordinates of the image then the algorithm is
referred to as a partially automatic algorithm. If the system is a partially automatic
algorithm then at a minimum the coordinates of the eyes have to be found
manually before the system can normalize the face into a standard position. Figure
2-5 shows an example of an input image and output image and data from the pre
processing stage.

13
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Figure 2-5: Input and output images from the
preprocessing stage

The important goal of feature extraction is to reduce the dimensionality of
the feature matrix in order to represent or code the facial image more efficiendy.
There are numerous algorithms and approaches to perform this task and it is the
most crucial stage of the face recognition system. Some o f the most common face
recognition systems are based upon the Principle Component Analysis [18], TwoDimensional PCA [19], Fisher’s Linear Discriminant [20] and Neural Networks
[5]. Using an algorithm that reduces the amount of data and extracts features of
the face will result in faster and improved performance. The output of this stage is
essentially a vector or matrix that represents the face. The number of coefficients
in the vector or matrix varies in size depending on the algorithm but in all cases
they will have considerably less coefficients. The specific algorithms used in this
stage will be discussed in greater detail in the later chapters.
The identification/classification stage uses the database, which was used
previously to train the algorithm, to locate the best match or matches of the input
image. The task of matching an image against a database is a matter of computing
distances or similarities between the input image vector and those of the database.
The database vector with the minimum distance or maximum similarity should
correspond to the person in the input image. Since the image processing stage
greatly reduces the dimension of the image space, the comparison is reduced to a
few dozen microseconds making the search of a database of a few hundred
images within milliseconds. The output or distance measurement should also
provide some indication as to the probability of match. This stage will be
explained in detail in Chapter 4.
14
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In the end, the database consists o f previously coded images. It is not
required to store the actual image; all that is required is the output from the image
processing stage and an identifier such as a name. This reduces the amount of
data to be stored and also improves the run time of the system. The database is
used by the identification stage to find a match for the input image. Several
existing databases were utilized and tested in this study. Details about these
benchmark datasets will be presented in Chapter 5.

15
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Chapter 3:Models o f Face Representation

The purpose of this chapter is to give a brief overview of the most important
modeling efforts related to automatic face recognition. Several of the most
prominent methods will be discussed here. Due to its unmatched success as face
representation techniques and unique relevance, the holistic feature-based model
which includes Principal Component Analysis, Two-dimensional Principal
Component Analysis, Fisher’s Linear Discriminant and Laplacianfaces, will be
discussed here in greater detail.
It is important to better understand the concepts of analytic feature-based
matching and holistic matching before proceeding to explain the details and
different methods of analytic and holistic feature analysis. While analytic featurebased approach focus on the dominant features on the human face, holistic
feature-matching treats the whole face as the raw input to the face recognition
system. Both holistic and feature information are crucial for the perception and
recognition of faces. Some studies suggest the possibility of global descriptions
serving as a front end for finer, feature-based perception.
Recently, the holistic matching-based approach has invoked more interest
because it has better representation of the data in order to get a more synthetic
view without losing relevant information. On the contrary, analytic feature
matching might easily affected by irrelevant information such as lighting
condition, facial expression and etc.

3.1 Analytic Feature Approach (AFA)
A number of studies have been conducted on the recognition of facial
profiles with analytic features. The fiducial feature points extracted from the
outline curve are represented in pattern vectors and used as in classical statistical
pattern recognition. Although this method is quite effective in identifying up to a
16
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few hundred classes of faces, it is not clear whether or not these features are
sufficient for a system that contains an large number o f facial images. Another
drawback is that face profile recognition does not satisfy the requirements of a
practical automatic face identification system.
Although some attempts to automatically extract the frontal view facial
features have been made, most of the existing systems are interactive and
combine qualitative and quantitative features. Such systems are in demand since
police agencies require systems that are able to assist investigators in identifying
individuals from a set of descriptions of qualitative features [21]. This system
belongs to the group of analytic approaches using frontal view facial images.
Unlike the systems described above, it has a special feature extraction method that
implies little, if any, user expertise. It has also utilized new transformation and
matching techniques that will consider perspective and invariant properties and
thus allow for the recognition of the faces with posture variation.
In the design and implementation of this algorithm, the following tasks have
been identified:
■

Determination of pertinent facial features that have been effectively
used by investigators.

■

Identification of image processing and analysis problems

and

methodologies related to the extraction of those pertinent features.
■

Conceptualization and building of a knowledge-based prototype system
in which the extracted features could be encoded and used for
screening, retrieval, and identification of candidates (taking into
consideration the functional and operational characteristics of a fully
automated and intelligent system).

There are two feature categories, qualitative and quantitative:

17
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Qualitative features. Qualitative features are often used by humans. These
features provide significant information for retrieval and screening. When applied
to machine vision, they are not easily and consistently acquired, and their
effective-ness highly depends on the robustness of the image processing and
pattern recognition systems. At this stage, we use only features that can be
acquired and recognized in the least ambiguous fashion. As feature extraction
progresses, more “descriptive” features represented in quantitative or symbolic
forms, or both, will be added. Examples of features used at this stage are the
position of the ears relative to eye and nose levels, the size of the nostrils, the
shape of the chin, and the mean curvature of the eyebrows and their distance to
the eyes. Nevertheless, these features are not always visible in an image because
the ears might be hidden by hair and the chin by a beard, and the shape of the
eyebrows is sometimes affected by facial expressions. But once precisely
extracted, they can be effectively used for both candidate screening and
identification. The co-occurrence or absence of these features would significantly
help to effectuate the screening process and enhance reliability.
Quantitative features. For identification, spatial relation of distinct facial
features usually furnishes highly redundant information. The configurations of
interfeature distances are extremely effective for subject comparison and
identification. The number o f interfeature distances that proved to be important
in face identification decreased during the evolution of our project. At the end of
this project seven feature points were proven sufficient for the identification of a
face out of a group of over 200 faces.
Since the same posture of a subject cannot be easily obtained in a
photograph or a live image in real practice, perspective invariant features have to
be developed to ensure the robustness o f an automated system. To meet this
requirement,

a

new

feature

configuration

“invariant”

to

perspective

transformation, developed for recognizing perspective invariant features in threedimensional vision, was modified and used for this purpose. On this
configuration, a “cross ratio” that is independent of both spatial and facial
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expressions can be defined. Based on the deviation of certain measurements from
symmetry, the rotation of the head relative to a vertical plane can be estimated,
and the projection of a three-dimensional feature configuration on an imaginary
plane can be recovered and used for identification. The cross ratio together with
random graphs can also be used to reduce the search space and enhance
effectiveness during the retrieval process. Hence, in an image, essential human
face features that usually fluctuate with variations in posture can be recovered.
Given that the “cross ratio” of any four points on a line is completely
independent of any perspective transformation, it is defined as follows:

R(A,B,C,D)

Qd ( A , C ) x d ( B , D ))

(3.1)

(d( A, D ) x d ( B , C ) )

In this notation d(A, C) is the distance between points A and C, and d(B, D)
is the distance between points B and D, etc. Figure 3-1 shows the set of facial
features that collectively defines a configuration possessing the above-described
characteristics.

«i « <*i

Figure 3-1: Some interfeature distances from a
human facial image
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When the human head is turned to one side (for example, to the right and
less than 45 degrees), the distance d(A, C) will be much more precise than d(B, D)
and will nearly stay invariant. Thus, only corrections on points B and D are
necessary to recover the original distances d(C, D ”) and d(B’, D 5) (all of the others
can be easily deduced from these two distances by applying symmetry on the four
eye comers). In summary, the four most reliable quantitative features consist of
d(A, C’), d(A, D 1), d(H, E 1) ,and d(H, M). d(H, M) would change little; even
expressions of smiling or the mouth opening would not affect the components of
F and G along the Y-axis direction. The mouth width is more sensitive to facial
expression but is till taken into consideration during the matching process since it
forms a very typical feature for each candidate. In addition, two qualitative
features were considered: the size of the nostrils and the position of the ears. All
the features mentioned above will form the feature set for an analytic featurebased face recognition system. The analytic features extracted in our system are
shown the figure below.

Figure 3-2: Analytic features extracted from our
system

This method provides a new set of quantitative features that is perspectiveinvariant relative to rotation about both X and Y axes. In this approach, specific
facial features are extracted semi-automatically by an image processing system and
stored in a database. The advantage of this method lies in that it seems to have

20

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

more practical values than other methods since it includes some qualitative
features utilized by users. Also, the retrieval of geometric measurements is
relatively simple and the computational complexity is low. However, Research is
still dealing with a relatively small set of data. It is possible that for larger
databases, the number of important feature points could be greater. And the
technical capability of the approach dealing with large database needs to be
studied. The results of a recognition process in system user interface are shown in
Figure 3-3.
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Figure 3-3: Graphic interface o f the analytic
feature-based system

3.2 Holistic Feature Analysis
Standard eigenspace-based approaches approximate the face vectors (face
images) by lower dimensional feature vectors. These approaches consider an off
line phase or training, where the projection matrix (We RN ”), the one that
achieves the dimensional reduction, is obtained using all the database face images.
In the off-line phase, the mean face (mean(x)) and the reduced representation of
21
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each database image (pk) are also calculated. The recognition process works as
follows. A preprocessing module transforms the face image into a unitary vector
and then performs a subtraction of the mean face. The resulting vector is
projected using the projection matrix that depends on the eigenspace method
being used (PCA, FLD, etc.).
3.2.1

Principal Component Analysis (PCA)

3.2.1.1

Traditional P C A
Principal Component Analysis or also called the Karhunen-Loeve expansion

in the signal processing literature has been applied to image compression and
pattern recognition for a long time [22]. Sirovich and Kirby [23] were the first
ones to apply this method for representing faces. Since the method itself has been
presented several times in detail elsewhere [24] and [10], here we only focus on
discussing some of the specificities of the different applications and on the
evaluation of the approach itself. This method for representation is based on
finding the principal components of the distribution of faces or in other words
calculating the eigenvectors of the covariance matrix of the set of face images,
treating an image as a point in a high dimensional space (face space). The found
eigenvectors are ordered according to their corresponding eigenvalues the
magnitude of which reflects the amount of variation they account for in the face
image set. The main reasoning for choosing PCA for characterizing faces was that
PCA provides a very compact low dimensional representation of face images
where in principle any face could be approximately reconstructed by storing a
small collection of weights for each face and a small set of standard pictures
(eigenpictures or as they are later called: eigenfaces). Weights are found by
projecting the face image onto each eigenface. Sirovich and Kirby

[23]

successfully demonstrated how this method could be used for reconstructing face
imaged, although they failed to note the method's potential for the purposes of
recognizing faces. Using their method Turk and Pendand [10] demonstrated that
PCA could successfully be used for face recognition. On a database of over 2500
face images of 16 individuals with all combinations of three head orientations,
three head sizes, and three lightning conditions they showed 96% recognition rate
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over lighting variations, 85% over orientation variation, and 64% over size
variations, This result reveals what the largest problems are with the PCA
approach, namely that it is rather sensitive to changes in orientation and in
particular changes in size.
In a more detailed study O ’Toole et al. [25] shows that the optimal
representation for faces within the principal component approach is task
dependent. They found that for identification some of the eigenvectors with
lower eigenvalues are actually more informative than the top eigenvectors. At the
same time they also show that the combination of the first two eigenvectors is a
relatively good predictor of gender. In a more recent application PCA is
combined with Linear Discriminant Analysis in order to overcome PCA’s
sensitivity to the within-class variance in the image data [14]. This combined
method shows superior performance to when PCA and LDA are applied
themselves. In general, PCA remains to be a promising method for face
recognition although as mentioned above the face images need to go through a
serious normalization process to eliminate variations due to size, orientation,
background and illumination changes before the PCA method could successfully
applied to them. PCA can only do as good of a job as the normalization phase
allows it to do by filtering out other irrelevant variables from the images to be
processed. An additional disadvantage of PCA is that it is inherently a global
descriptor which could make feature based recognition rather cumbersome. On a
more theoretical level, from the point of view of optimal representation of
information for biological systems in his analysis of PCA and sparse coding Field
[26] also points out other problems of PCA as a biologically plausible alternative
for sensory coding.
The goal of PCA is to reduce the dimensionality of the data while retaining
as much as possible of the variation present in the original dataset. PCA allows us
to compute a linear transformation that maps data from a high dimensional space
to a lower dimensional sub-space. Suppose we have higher-dimensional space
representation for an image as follows:
23
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Where vi, vz—, vn is a basis o f the N-dimensional space.
The lower-dimensional space representation:

x = bxux+ b2u2 + ... + bKuK

(3.3)

Where u l, u2..., uk is a basis of the K-dimensional space. Note that if both
A

bases have the same size (N=K), then

X

—x.

Then we can approximate vectors by finding a basis in an appropriate lower
dimensional space:

bx = tuax + t n a2 + ... + tlNaN
b2 = t2lax+ t 22a2 +... + t2NaN
bK

= ^K\a \

K2a 2

■•■J r ^ K N a N

or y = Tx where T =

^11

12

•-21

1.22

2N

*K\

^K2

KN

“I N

(3.4)

Here we determine the best direction for projection (the best low
dimensional sub-space) by finding the “best” eigenvectors of the covariance
matrix of x, which also means PCA projects the data along the directions where
the data varies the most. The geometric interpretation can be shown in Figure 3-4.
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Figure 3-4: Geometric interpretation o f PCA

The eigenvectors which correspond to the largest eigenvalues are so-called
the principal components. Each eigenvector can be displayed as an image and it is
called an “eigenface”.

Figure 3-5: “Eigenfaces”

The linear transformation that performs the dimensionality reduction is:
;

b\

M,

b2

u2T

bK

T
_lik _

(x —x ) - U T( x - x )

The use of PCA for face recognition provides numerous advantages over the
local-feature-based classifier. PCA extracts variances among the database and
ranks them in descending order. This creates a face recognition system that is
both faster and more reliable then the nearest neighbor algorithm. Through
careful eigenvector selection the system can be made even more robust to
compensate for variability such as illumination and noise. However, this technique
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has a few shortcomings. First, dimensionality reduction implies information loss.
Second, PCA is not always an optimal dimensionality-reduction procedure for
classification purposes. One example is shown in the figure below.

jo

(minor direction)

C lass 2

c
Perfect
classification

-

Class 1
t (principal direction)

-------------------------------------------------- _ _ _ _ _

wiih x*

N o t perfect c la s s ific a tio n
w iih

Xi

Figure 3-6: PCA’s failure as a classification method

The greatest source of error for the PCA system is the rotation of the face.
As previously seen, the effects of scaling and tilt can be compensated for in the
preprocessing stage. It is difficult to account for rotation during acquisition due to
the fact that the image is a 2-dimensional representation of a 3-dimensional face.
The 2- dimensional image provides no indication of the depth profile of the face
making it impossible to digitally produce a rotated version of an image.
Statistically the side profile of a face is not the same as the frontal view. Therefore,
the greater the rotation from the line of sight to the camera the greater the error
introduced. The system can be made more robust against rotation by creating 3dimensional models of the database images. The creation of 3-dimensional
models is possible by taking two images of a face with calibrated cameras located
at slightly different angles from the face [27]. Using the 3-dimensional model of
the face a rotation angle can be determined and taken into account during the pre
processing stage. Overall, PCA despite its weakness provides considerable
improvement over the other methods and is a viable option for face recognition
26

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

providing recognition rates as high as 96% when it was tested on ORL database
[!]■

3.2.1.2

Two-dimensional P C A
In the PCA-based face recognition technique like Fisher Linear Discriminant

(FLD), LPP and kernel principal component analysis (Kernel PCA) [20], the 2D
face image matrices must be previously transformed into ID image Vectors. The
resulting image vectors usually lead to a high dimensional image space, therefore,
the traditional solution is to utilize the PCA as a pre-processing step to reduce the
dimensionality. However, PCA could result in the loss of some important
discriminatory information for the algorithms that follow the PCA. An alternative
way to solve this problem is to project the original image matrix onto a subspace
rather than using a stretched image vector [19].
In contrast to the traditional covariance matrix of PCA, the size of the image
covariance matrix using 2DPCA is much smaller. Therefore, less computational
complexity and less time can be achieved. The new 2DPCA image covariance
matrix, which is called the generalized total scatter, can be expressed by:
i

M

__

(a

Where

Aj

j

__

- A y (a

j

-

a

)

(3-6)

is an image matrix that represents one input image, M is the

number of input images.
Note that in 2DPCA, equation (3.6) is used to calculate the distance between
two feature matrices (formed by the principal component vectors). In PCA
(Eigenfaces), the common Euclidean distance measure is adopted. Here, the
distance

between

two

arbitrary

feature

matrices,

=\Y^

B j = [ ¥ /,...,¥ ] ] B j = [ ¥ /, ...,Y j] , is defined by:
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and

k=1
2
I denotes the Euclidean distance between the two principal
component vectors Y ‘k and Yk .

In contrast to the covariance matrix of PCA, the size of the image
covariance matrix using 2DPCA is much smaller. As a result, 2DPCA has two
important advantages over PCA. First, it is easier to evaluate the covariance
matrix accurately. Second, less time is required to determine the corresponding
eigenvectors. Therefore, 2DPCA method is superior to PCA in terms of
computational efficiency for feature extraction. As the number of training samples
per class is increased, the relative gain between 2DPCA and PCA becomes more
apparent.
However, one disadvantage of 2DPCA (compared to PCA) is that more
coefficients are needed to represent an image.
3.2.2

Fisher’s Unear Discriminant (FFD)
Belhumeur et al. proposed in 1997 the use of FLD as projection algorithm in
the so-called Fisherfaces system [8]. PCA is a general method for identifying the
linear directions in which a set of vectors are best represented in a least-squares
sense, allowing a dimensional reduction by choosing the directions of largest
variance. The theoretical solution of this problem is well known and is obtained
by solving the eigensystem of the correlation matrix R. On the other hand, FLD
searches for the projection axes on which the input vectors of different classes are
far away from each other (similar to PCA), and at the same time input vectors of a
same class are close to each other, which means that FLD takes into consideration
the scatter within-classes but also the scatter between-classes:
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• • det (Sb)
max imize
—
det( S J

(3.8)

The solution of this problem is obtained by solving the general eigensystem
for the so-called within-class and between-class scatter matrices as shown below.
Suppose there are C classes, let Uj be the mean vector of class I, i=

1, 2 , ...,

C,

c

Ui be the number of samples within class i, M = ^ M t be the total number of
/=o
samples, and within-class scatter matrix:

C

M,

s w = Y d' Z ( y J - uj ) ( y j - ui)1

(3.9)

1=1 7=1

Between-class scatter matrix:

Sb = J ^ ( u i - u ) ( u i - u ) 7
1=1

(3 .1 0 )

c

U = 1/ C j U ;
1=1

Where u is the mean of the entire dataset.
The linear transformation is given by a matrix U whose columns are the
eigenvectors of Siv1 Sb (called Fisherfaces):
T~
Wj

' b\

T

b2
—

pK

u2

(x - u ) = U T( x - u )

T
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(3 .1 1 )

The eigenvectors are solutions of the generalized eigenvector problem:

$ buk = ^K^wUK

(3.12)

Images in Figure 3-7 are so called the “Fisherfaces”.

Figure 3-7: “Fisherfaces”

Computational and implementation aspects of the PCA and FLD algorithm
implementation can be found in our later chapters. The main difference between
PCA and FLD is that PCA seeks a projection that best represents data in a leastsquares sense (good representation), and FLD seeks a projection that best
separates the data in a least-squares sense (good discrimination).The advantage of
FLD against PCA is that the information kept in the dimensional reduction is
better for recognition purposes. However, there are some drawbacks. For
example, FLD uses the particular class information, so it is recommended to have
many images per class in the training process, or at least a good characterization
of each class. In other words, in PCA the convergence of the R estimator depends
mostly on the total number of target images, but in FLD the convergence of the
scatter matrix estimators depends also on the numbers of target images per class.
Also, FLD performs dimensionality reduction while preserving as much of the
class discriminatory information as possible and it is also more capable of
distinguishing image variation due to identity from variation due to other sources
such as illumination and expression. The main drawback of FLD is that it could
be over-adjusted on the target images, and then the recognition system may have
lack of good generalization that may be reflected in the resulting system’s
recognition rate.
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There has been a tendency in the computer vision community to prefer
LDA over PCA. This is mainly because LDA deals directly with discrimination
between classes while PCA does not pay attention to the underlying class
structure. Our implementation shows that when the training set is small, PCA can
outperform LDA. When the number of samples is large and representative for
each class, LDA outperforms PCA.
3.2.3

Laplacianfaces

3.2.3.1

Uteralure Review
Laplacianfaces was first proposed by X. He et al. in March, 2005. It explicidy
considers the manifold structure. To be specific, the manifold structure is
modeled by a nearest-neighbor graph which preserves the local structure of the
image space. A face subspace is obtained by Locality Preserving Projections (LPP)
[17]. Each face image in the image space is mapped onto a lower-dimensional face
subspace, which is characteri2 ed by a set o f feature images, called Laplacianfaces.
The face subspace preserves local structure and seems to have more
discriminating power than the PCA approach for classification purpose. We also
provide theoretical analysis to show that PCA, LDA, and LPP can be obtained
from different graph models. Central to this is a graph structure that is inferred on
the data points. LPP finds a projection that respects this graph structure. In our
theoretical analysis of this algorithm, we will show how LPP is different from
PCA, LDA in the way that it arises from the same principle applied to different
choices of this graph structure.

3.2.3.2

LPP Algorithm in Detail
LPP seeks to preserve the intrinsic geometry of the data and local structure.

The objective function of LPP is as follows:

min ' Z b i - y r f S y
y
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(3.13)

Where y is the low-dimensional representation of the sample x1 and the
matrix S is a similarity matrix defined as follows:

fl
0

i f x, is among k nearest neighbors o f x ;
i
■
otherwise

or s-ij —

(3’14)

1
0

II '
JII
otherwise

<

£

(3.15)

Where s is sufficiently small and e> 0. e defines the “locality” of the lower
face subspace. The objective function with our choice of symmetric weights
Sij(Sij=Sji) incurs a heavy penalty if neighboring points xi and xj are mapped far
apart, i.e., if (yi-yj)2 is large. Therefore, minimizing it is an attempt to ensure that, if
Xi and Xj are “close,” then yi and y, are close as well.
The transformation vector w that minimizes the objective function is given
by the minimum eigenvalue solution to the generalized eigenvalue problem:

X L X tw = Z X D X tw

(3.16)

Where Dji=2)jSji and L=D-S. By solving this eigenvalue problem, it provides
us with the transformation matrix W. The column vectors of W are the so-called
Laplacianfaces:

Figure 3-8: “Laplacianfaces”

We can get an approximate reconstruction of the original image with a much
lower dimensionality. The reconstructions are shown here:
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Figure
3-9:
Reconstruction
Laplacianfaces projection

images

after

The algorithmic procedure o f Laplacianfaces is formally stated below: For k
data points xi... Xk eR ' construct a weighted graph G with k nodes so that there is
an “edge” between neighboring points. The embedding map is generated by
computing eigenvectors of the graph Laplacian. The Laplacian can be thought of
as an operator on functions defined on the vertices of G.
1. Searching for points that are “near” to one another.
(a) Calculate the distance matrix Dist of squared Euclidean distances
between all points

x,

and Xj; Distij = abs(xi-Xj)2.

(b) Sort this matrix and identify neighbors in one of two ways:
Nearest Neighbor: Select the K nearest neighbors of each data point (integer
value).

£-ball: Select the data points that lie within a specific distance £from each
data point, abs

( x r xj) 2

< £(real value).

(c) Put an “edge” between nodes i and j if X; and Xj are identified as
neighbors.
2. Building a k * k weight matrix S of G where S is then equivalent to the
sparse and symmetric adjacency matrix of the graph G.
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3.

Finding eigenvectors corresponding to the smallest eigenvalues from the

Laplacian matrix:
(a) Calculate the Laplacian matrix L = D - S where D is the diagonal weight
matrix whose entries are Dii=XjSji.

(b) Compute eigenvalues and eigenvectors for the generated eigenvalue
problem

X L X Tw = X X D X Tw

If wo...Wk-i are the solutions to the eigenvalue problem ordered according to
their eigenvalues,

0 = Ao^Ai^... 5Ak-i

Then, leaving out wo corresponding to A o, select the next m lowest
eigenvectors for embedding in m-dimensional Euclidean space.
3.2.3.3

Discussions of the 'Laplacianfaces Method
It is worthwhile to highlight several aspects of the proposed approach here:
1.

While the Eigenfaces method aims to preserve the global structure of the

image space, and the Fisherfaces method aims to preserve the discriminating
information; our Laplacianfaces method aims to preserve the local structure of the
image space. In many real-world classification problems, the local manifold
structure is more important than the global Euclidean structure, especially when
nearest-neighbor like classifiers are used for classification. LPP seems to have
discriminating power although it is unsupervised. Preservation of local
relationships between points can be viewed as a preservation of local distance
relations. Points that lie “close” to each other on the manifold also lie “close” to
each other in the low dimensional representation.
34
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2. An efficient subspace learning algorithm for face recognition should be
able to discover the nonlinear manifold structure of the face space. Our proposed
Laplacianfaces method explicitly considers the manifold structure which is
modeled by an adjacency graph. Moreover, the Laplacianfaces are obtained by
finding the optimal linear approximations to the eigenfunctions of the Laplace
Beltrami operator on the face manifold. They reflect the intrinsic face manifold
structures.
3. LPP shares some similar properties to LLE [28], such as a locality
preserving character. However, their objective functions are totally different. LPP
is obtained by finding the optimal linear approximations to the eigenfunctions of
the Laplace Beltrami operator on the manifold. LPP is linear, while LLE is
nonlinear. Moreover, LPP is defined everywhere, while LLE is defined only on
the training data points and it is unclear how to evaluate the maps for new test
points. In contrast, LPP may be simply applied to any new data point to locate it
in the reduced representation space.
4. It has good computational efficiency (but involve a search for nearest
neighbors in high dimensional space) and only a few parameters, which is very
important to the real-world application.

An in-depth comparison of the

computational costs and recognition performance of different algorithms will be
presented in Chapter 6.
5. All these three approaches performed better in the optimal face subspace
than in the original image space.
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Chapter 4: Statistical and N eural Classification

Various types of face recognition methods differ mostly in the kind of face
feature-representation

methods

used

(analytic/holistic),

in

the

feature

extraction/projection algorithm employed, and in the similarity matching criterion
or classification method employed. Among all these factors, classification is a very
important stage in an efficient face recognition system. Even for the same feature
extractor, different classifier might have different classification results. The main
objective of a similarity measure/classification is to define a value that allows the
comparison of feature vectors (geometric distances between face features or the
reduced vectors in eigenspace frameworks). With this measure the identification
of a new feature vector will be possible by searching the most similar vector into
the database. Classification may consist of one of the following two tasks: 1)
supervised classification in which the input pattern is identified as a member of a
predefined class, 2) unsupervised classification (e.g., clustering) in which the
pattern is assigned to an unknown class. Note that the recognition problem here
is being posed as a classification or categorization task, where the classes are either
defined by the system designer (in supervised classification) or are learned based
on the similarity of patterns (in unsupervised classification). In our face
recognition system, we mainly focus on the design of a supervised classifier with
known class information.

4.1

Statistical Classifier
Nearest neighbor classification techniques classify an unknown sample by
comparing it to its nearest neighbors among a set of known samples. The distance
metric used is irrelevant, as long as it applies consistendy to all samples in the set.

4.1.1

K-Nearest Neighbors
The method of k-Nearest Neighbors (k-NN) is an important and efficient
approach to nonparametric classification. The method of nearest neighbor,
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proposed by T. M. Cover and P. E. Hart in [29], has become a very efficient
nonparametric approach to

classification.

Partly because of its perfect

mathematical theory, N N (Nearest Neighbor) method develops into several
variations. As we know, if we have infinitely many sample points, then the density
estimates converge to the actual density function. The classifier becomes the
Bayesian classifier if the large-scale sample is provided. But in practice, given a
small sample, the Bayesian classifier usually fails in the estimation of the Bayes
error especially in a high-dimensional space, which is called the disaster of
dimension. Therefore, the method of k-NN has a great pity that the sample space
must be large enough. The following content is about the approach of k-NN and
its error estimation.
K-nearest neighbor is a supervised learning algorithm where the result of
new instance query is classified based on majority of K-nearest neighbor category.
The purpose of this algorithm is to classify a new object based on attributes and
training samples. K-NN algorithm uses neighborhood classification as the
prediction value of the new query instance.
The k-NN method gathers the nearest k neighbors and let them vote — the
class of most neighbors wins. Theoretically, the more neighbors we consider, the
smaller error rate it takes place.
We show the following figure to demonstrate how 5-NN classifier would
compute class probabilities for the example marked with question mark ("?").
Since four of its nearest neighbors belong to the red class and only one to the
blue, the classifier would predict that the probability' of the example belonging to
the red class is 80% (if neighbors are not weighted according to the distance to
the example - otherwise the value would be slighdy different).
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Figure 4-1: A 5-nearest neighbor classifier

There are several aspects that we have to consider before we apply this
method:
How to choose “K”: A nearest-neighbor classifier with large “K” will be less
sensitive to noise (particularly class noise), but has better probability estimates for
discrete classes. Usually, larger training sets allow larger value of k. On the other
hand, a classifier with small “K” can definitely capture the fine structure better
and it may be necessary with small training sets. As we can see here, a balance
must be struck between large and small “K”.
Although K nearest neighbor algorithm is simple to understand and can be
easily implemented. It suffers from three major drawbacks. Firstly, in the case
where more than one class is most represented (ie. a tie condition) “ ...there will
be cases where a vector’s classification becomes an arbitrary assignment, no
matter what additional procedures are included in the algorithm.”
Thirdly, the resulting classifications are crisp, and may incorrecdy imply
precision or correctness where it isn’t warranted, especially in the case of a tie.
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And finally, a lot of noise in the known sample (relative to the chosen value
of I<) can introduce error, since all samples in the K nearest are given equal
importance in determining the resultant classification.
4.1.2

Fu%%y K -N N
The main disadvantage of traditional (crisp) set theory (like K-NN) is that it
implies an aura of precision and definiteness for a decision that may not be
warranted. In real-world systems, crisp distinctions are an artificial result of
digitizing analogue data. Data in a “boundary” condition, that is - samples that
could be said to be a member of more than one class, may be classified differendy
if a different technique of digitizing the data is used. A boundary condition sample
X may be assigned to class A using crisp technique T l, but to class B using crisp
technique T2, and there is no way to gauge from the results which assignment is
more appropriate. Also it is impossible to tell whether sample X is more or less
useful to a calculation than a second sample Y, which is classified as A by both
techniques, and therefore more strongly representative of that class. Fuzzy set
theory replaces the crisp “is a member/is not a member” classification by
assigning each sample a value of “how closely it represents each given class.”
Fuzzifying the techniques means that X would be seen to have almost equal
membership in A and B, no matter which fuzzy technique is used, in turn clearly
distinguishing it from Y [30].
An unknown sample’s membership in each class is assigned as its K nearest
known neighbors’ memberships in those classes, divided by a function of the
neighbors’ distances from the unknown sample. In essence, x’s membership in
class i is given as:

" -1
(4.1)
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For all i, where, the denominator
K

(4.2)

!< ■

is a normalizing factor.
This approach removes the “crisp certainty” problem of traditional (crisp)
K-NN, and typically produces more accurate results. However there are still
certain drawbacks to the algorithm presented.
Firsdy, the value of m, used to scale the effect of the distance between x and
X j,

is entirely arbitrary. There are two meaningful ranges of values for m.
For m < 1: the smaller the value o f m, the greater influence distant samples

has on the classification of x. For -l< m < l, as m decreases, the influence increases
exponentially.
For m > 1: the greater the value of m, the lesser influence distant samples
has. For l< m < 3 as m increases, the influence of distant samples decreases
exponentially.
As m approaches + co the results of the classifications approach an
approximation of crisp K-NN.
This is a lot of importance to place on an arbitrary value, when there is no
way to calculate an optimal value, even locally, without a priori knowledge of the
sample space.
Additionally, this algorithm runs in worst-case 0(n+cK ) time, where c is the
number of classes, and still suffers the same noise-related problems as crisp KNN, although statistically the effect of noisy samples should be reduced overall.
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The Fu 2 zy K-NN algorithm requires the known samples be initialized in a
fuzzy state. Three methods of initializing the data are proposed, and the results of
running Fuzzy K-NN on all three initial states are compared to the results given
by crisp K-NN.
Crisp initialization: Each sample is assigned 100% membership in its known
class, and 0% in the other classes.
Exponential initialisationl: Membership in the known class is assigned as the
distance o f the sample from class mean, with an exponential rate of change from
100% to 50%. Membership in the other class is assigned such that the sum of the
memberships is 100%.
Fuzzy KINIT-nearest neighbor initialization: The KINIT nearest neighbors
to each sample x are found, then the x’s membership in each class j is assigned as:

uj'(x) =

[0.51 + (nj / Kinit) x 0 .4 9 ,.....j = i
[(ny / Kinit) x 0.49,................ j * i

(4.3)

for all j, where (x belongs to class i).
We all know that the Bayes Rule provides the optimal solution to the
classification problem, including a fuzzy-like “probability that X is a member of
A” value. That is, it gives the highest possible assurance that a classification will be
correct. However this rule requires that you know a priori the probabilities and
class conditional densities in the entire sample [31].
Given a situation where prior knowledge is impossible (for example, if
samples are classified on-the-fly, without first collecting and examining the entire
sample space), another means of fuzzy classification is required, which should
approach the optimal solution presented by Bayes.
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The analysis of the experiments, presentation of the results of these two
statistical classifiers explained above will be shown in Chapter 6. The algorithms
will be validated against two face datasets and their classification performance will
be compared to other existing classification techniques. A conclusion will be
drawn in the end.

4.2 Neural Networks
Our system uses Neural Networks as our classification method. One of the
used Neural Network classifiers is Multi-Layered Perceptron (MLP) with backPropagation [32], [33],
MLP contains several layers of neurons: one input layer, one or more hidden
layers and finally one output layer. Figure 4-2 shows the structure o f the MultiLayered Perceptron and its signal flow. The training in MLP is done by adjusting
strength of synaptic connections (weights) using Back-Propagation algorithm.
The training includes two major phases: Forward Pass and Backward Pass.
The training starts with the forward Pass. The errors (differences between desired
outputs and actual outputs) are calculated in this phase. If errors are high, the
training continues with Backward Pass; otherwise, the training is stopped. In the
backward Pass, the weights are adjusted based on the errors. After the backward
Pass finishes, the training goes through Forward Pass again.
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Figure 4-2: Signal flow o f a MLP

At the beginning of the training, all the weights are chosen randomly. The
order of the samples in the training set is also randomized.
In Forward Pass, the intermediate and final neuron outputs in hidden layers
are calculated first. The output layer neuron outputs are calculated next. Finally,
the output neurons' errors are calculated.
The intermediate outputs u, (for neuron j) in the first hidden layer are
calculated based on the input data by: n ' = ^ W1' p ‘ + b* , wi' is the weight
between the input layer and the hidden layer, with i = 0, 1,

. .

.s, where s is the

number of input neurons. P, is the input signal (training sample). The final
outputs in the first hidden layer are calculated by: a 1 = f l ( W lp + b1) , where f is
the activation function.
If there is more than one hidden layer in MLP, the intermediate outputs of
the second hidden layer and all the hidden layers after that are calculated by:
a ‘ = f ( W ‘p + b' ) , wi‘ is the weight between hidden layers, with i = 0 , 1 , . . . , L,
where L is the number of neurons in previous hidden layer, h is the final output
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signal received from previous hidden layer. The final outputs hj in the second
hidden layer and all the hidden layers after that are calculated by: h J = f 1(tl1) .

The intermediate outputs nk (for neuron k) in the output layer are calculated
by: n* = ^ W1' p ‘ + V . Wh is the weight between hidden layer and output layer,
with j = 0, 1 . . . L, where L is the number of neurons in the last hidden layer. nk,
is the final output signal in the last hidden layer. The final outputs yk in the output
layer are calculated by: y k = f k( nk).

Two common activation functions are the Logistic and the hyperbolic
tangent
(p{Uj)

functions.

= l/(l +

The

Logistic

Function

is

defined

by:

exp(—aUjJ) , where u, is the input of the function and a is a

positive arbitrary constant. The Hyperbolic tangent function is defined by:
(p(llj ) = a Xsrih{bUj ) , where both a and b are positive arbitrary constants.

At the end of the Forward pass, the errors are calculated: ek= dk-yk, where dk
is the desired output.
For Backward Pass, the local gradients in the output layer are determined
based on the calculated errors. The weights between the output layer and the last
hidden layer are adjusted based on the local gradients in the output layer. After
that, the local gradients together with the weight changes between the hidden
layers are calculated based on the local gradients in the next layers. The local
gradient between the first hidden layer and the input layer followed by the
weights' adjustment calculations is performed at the end.
The

local

gradients

in

the

output

layer

are

calculated

by:

A

Wkj — Wkj +CCWkj old +TJ(Tkhj . <p\ n k) is the derivative of hyperbolic tangent
function with respect to n^ (p \ n k ) = ab sec h 2(bnk ) .
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The weights between output layer and hidden layer are adjusted by:
A

A

Wkj = wkj + CCWkj old + TJ(Jkhj . wkJ is the adjusted weights, Wkj is the current
weights, and Wk- old , is the previous weights. OC is the momentum constant and
1) is the learning rate parameter, h, is the final output of the last hidden layer.

The

local

gradients

in

the

hidden

layers

are

calculated

by:

<rJ =<PXnj ) Y d<TkWkj . the hidden layer is the last hidden layer, v, are the
intermediate outputs in the last hidden layer, <Jk are the local gradients in the
output layer and wu, are the current weights between the output layer and the last
hidden layer, with k = 0, 1, . . . , m, where m is the number of output neurons. If
the hidden layer is not the last hidden layer, then nj represent the intermediate
outputs in the previous hidden layer, <Jk are the local gradients in the next hidden
layer and Wkj are the current weights between corresponding hidden layers, with k
= 0 , 1,. . . , L, where L is the number of neurons in next hidden layers.
The

weights

between

hidden

layers

are

adjusted

by:

aw ^ = Wji + CCW-j old + T](Jjhj , where h,, are the final outputs from the previous
hidden layer. The weights between the first hidden layer and the input layer are
adjusted by: aw ^ — W- + CCW- old + r/(7jPj , where pi are the input signal points
(training sample).
The MLP testing process involves only the Forward Pass using the trained
weights. First, the input signal is selected from a testing pool followed by the MLP
Forward Pass. The correctness of the final resulting outputs can be then recorded.
The issue at hand is how many networks should be used for multicategory
classification. Typically, one output node is used to represent one class. In our
case, for a face recognition problem, there are 15 classes in YALE database, so
there are in total 15 output nodes. Given an input pattern in the retrieving phase,
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the winner (i.e., the class that wins the recognition) is usually the output node that
has the maximum among all the output values.
Two plausible network structures are AU-Class-in-One-Network (ACON)
and One-Class-in-One-Network (OCON). In the ACON approach, all the classes
are lumped into one giant-size super-network. It is sometimes advantageous to
decompose a huge network into many subnets, so that each subnet has a small
size. For example, a 36-output net can be decomposed into 12 subnets, each
responsible for 3 outputs. The most extreme decomposition is the so-called
OCON structure, where one subnet is devoted to one class only. Although the
number of subnets in the OCON is relatively large, each individual subnet has
considerably smaller size than the ACON supper-network. This may be explained
by figure shown below;
Classification Results
MAXNET

( Class 1)

( Class N )

Input Features

Figure 4-3: Structure o f O CO N

For convenience, all the subnets are assumed to have a uniform size, say k.
The number of hidden units of the ACON supper-network is denoted as K.
(Obviously, k «

K.) The ACON and OCON differ significantly in size and

speed that is the total numbers of synaptic weights and the training time. Let us
denote the input and output vector dimensions as n and N. The number of the
total synaptic weights for the ACON structure is (N+n) x K. Likewise, the
46
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number for the OCON structure is much smaller. Two extreme situations are
analyzed below. When N is relatively small (compared with n ), ACON could
have compatible or less weights than OCON. If N is very large, then OCON
could have a major advantage in terms of network size.
In addition, the OCON seems to prevail over ACON in training and
recognition speed when the number of classes is large.
In the ACON approach, the single supemet has the burden of having to
simultaneously satisfy all these classes, so the number of hidden units K is
expected to be very big. The structure of ACON is shown below:

Figure 4-4: Structure of ACON

As one of the popular nonlinear classifiers, MLP has the following pros and
cons:
It can adapt its weights to the environment and can be retrained easily.
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It has a discriminative nature and strong learning ability. Therefore, MLP can
still have a graceful degradation of performances if data is corrupted.
And it is also hard to adjust the parameters of the neural network until it
works well. When the NN parameters are wrong or when your algorithm for
adjusting weights, learning rate and momentum is not working well, the
oscillations may happen. It might also happen when you see the error decreasing
for the learning set of data, and increasing for the "test" data. It might be because
the network is "overtrained" and is now memorizing the patterns rather than
learning to be creative. O r it can be due to some local minimum - and in this case
the situation may improve as the training continues.
Randomization of the training pairs can help the pattern mode algorithm to
jump out of local minima, when this occurs.
The training of a MLP usually takes a long time which makes a real-time
system impossible using neural networks.
Also, the supervised training (MLP, which is based on error correction
learning) is usually more suitable for face recognition than unsupervised training
which is based on selforganizing approach.
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Chapter 5:D esign o f the Face R ecognition System

The model for our face recognition system is composed of the previously
described components of preprocessing, feature extraction and classification, and
two benchmark datasets used in training and testing phase, which will be
explained later in this chapter. The model itself and the statistical measurement
techniques, the comparison and testing approaches are now described.

5.1

Model of the Face Recognition System
Figure 5-1 shows the block diagram of our holistic-feature/eigenspace based
face recognition system.
The eigenspace-based approaches approximate the face vectors (face images)
by lower dimensional feature vectors. These approaches consider an off-line
phase or training, where the projection matrix

(W e

RN*m), the one that achieves

the dimensional reduction, is obtained using all the database face images. In the
off-line phase, the mean face ( x ) and the reduced representation of each database
image (pk) are also calculated. The recognition process works as follows. A
preprocessing module transforms the face image into a unitary vector
(normalization module in the case of Figure 5-1) and then performs a subtraction
of the mean face. The resulting vector is projected using the projection matrix that
depends on the eigenspace method being used (PCA, FLD, etc.). This projection
corresponds to a dimensional reduction of the input, starting with vectors in RN
(where N is the dimension of the image vectors) and obtaining projected vectors
Y in Rm, with m < N (usually m D N ). The projection methods employed in
this work for the reduction of dimensionality are PCA [10], Two-D PCA [19],
FLD [7], and Laplacianfaces [2]. PCA is a general method for identifying the linear
directions in which a set of vectors are best represented in a least-squares sense,
allowing a dimensional reduction by choosing the directions of largest variance.
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The theoretical solution of this problem is well known and is obtained by solving
the eigensystem of the correlation matrix R. On the other hand, FLD searches for
the projection axes on which the input vectors o f different classes are far away
from each other (similar to PCA), and at the same time input vectors of a same
class are close to each other. The solution o f this problem is obtained by solving
the general eigensystem for the so-called within-class and between-class scatter
matrices. The details of these algorithms can be found in Chapter 3.
Computational aspects of the PCA, FLD and Laplacianfaces algorithm
implementation can be found in Chapter 6.
Then, during the classification stage the similarity of q with each of the
reduced vectors yk (ykeR m) is computed using a certain criterion of similarity
(Euclidean distance or the methods we mentioned in Chapter 4 for example). The
class of the most similar vector is the result of the recognition process; i.e., the
identity/class of the face. In addition, a rejection system for unknown faces is
used if the similarity matching measure is not good enough.

>1------------ s

<1
The m o st sim ilar p*.

REJECTION
SYSTEM

PROJECTION
MEASURE

CLASSOF P '

SIM IL A R IT Y

RESULT OF
IMPKTlFICATiON

MATCHING

I ACS

Figure 5-1: Block diagram o f holist feature-based
face recognition

5.2 Benchmark Dataset
The comparative study that will be presented in the next chapter considers
theoretical aspects as well as simulations performed using different datasets, such
as the Yale Face Database, a database with few classes and several images per
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class, and AR, a large database with many classes and few images per class. It is
important to use various types of databases. First of all, because of its nonrigidity
and complex three-dimensional (3D) structure, the appearance of a face is
affected by a large number of factors including identity, face pose, illumination,
facial expression, age, occlusion, and facial hair. The development of algorithms
robust to these variations requires databases of sufficient size that include
carefully controlled variations of these factors. Furthermore, common databases
are necessary to comparatively evaluate algorithms, because some properties of
the methods, for example their generalization ability, change depending on the
number of classes under consideration.
The AR database was collected at the Computer Vision Center in Barcelona,
Spain in 1998 [34]. The AR face database contains over 4,000 color face images of
126 people (70 men and 56 women), including frontal views of faces with
different facial expressions, lighting conditions and occlusions. The pictures of
most persons were taken in two sessions (separated by two weeks). Each section
contains 13 color images and 120 individuals (65 men and 55 women) participated
in both sessions. The images of these 120 individuals were selected and used in
our experiment. Only the full facial images were considered here (no attempt was
made to handle occluded face recognition in each session).
Table 5-1 Information about AR database

N o. o f
Subjects
116

Image
Resolution

Conditions

Facial Expressions
4
4
Illumination
768x576
Occlusions
2
Time
2
h ttp :// rvll .ecn.purdue.edu/~aleix/aleix_face_D B .htm l
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N o. o f
Images
3288

(6)

(?)

(8)

(11)

(12)

(13)

ft ^Jk
&
JL

(9)

(10)

Figure 5-2: AR database. The conditions are (1)
neutral, (2) smile, (3) anger, (4) scream, (5) left light
on, (6) right light on, (7) both lights on, (8) sun
glasses, (9) sun glasses/left light (10) sun
glasses/right light, (11) scarf, (12) scarf/left light,
(13) scarf/right light

The Olivetti Research Lab (ORL) database was collected between 1992 and
1994 [35]. It contains slight variations in illumination, facial expression
(open/closed eyes, smiling/not smiling) and facial details (glasses/no glasses).
However, the conditions were not varied systematically. As argued by Phillips and
Newton [36] algorithm performance over this database has been saturated.
Table 5-2 Information o f the ORL database

N o. o f Subjects

Image Resolution

N o. o f Images

10

92x110

400

h ttp ://w w w .uk.research.att.com /facedatabase.htm l
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Figure 5-3: ORL database. The conditions are (1)
neutral, (2) smile, (3) anger, (4) scream, (5) left light
on, (6) right light on, (7) both lights on, (8) sun
glasses, (9) sun glasses/left light

The Yale Face database [8] contains 11 images of 15 subjects in a variety of
conditions including with and without glasses, illumination variation, and changes
in facial expressions.
Table 5-3 Information about Yale database

N o. o f
Subjects
15

Image
Resolution

Conditions

N o. o f Images

W / and w /o glasses
2
Illumination
3
320 x 243
Facial expression
6
cvc.yale.edu/projects/yalefaces/yalefaces.html

Figure 5-4: Facial images from Yale database. The
conditions are (1) neutral (2) with glasses (3) smile
(4) right light (5) with both lights on (6) serious
(7)left light (8) sad (9) closed eyes (10) with mouth
open (11) wink
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165

The UMIST Face Database [37] consists of 564 images of 20 people. Each
covers a range of poses from profile to frontal views. Subjects cover a range of
race/sex/appearance. Each subject exists in their own directory labeled la, lb ...
It and images are numbered consecutively as they were taken. The files are all in
PGM format, approximately 220 x 220 pixels in 256 shades of grey.
Table 5-4 Information about UMIST database

N o. o f Subjects

Conditions

Face
Resolution

N o. o f Images

20

Pose

220 x 220

564

http: / / images.ee.um ist.ac.uk/d a n n y /database.htm l
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Figure 5-5: The sequence o f images from subject la
from UMIST database
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When benchmarking an algorithm it is recommendable to use a standard test
data set for researchers to be able to directly compare the results. While there are
many databases in use currendy, the choice of an appropriate database to be used
should be made based on the task given (aging, expressions, lighting etc). Another
way is to choose the data set specific to the property to be tested (e.g. how
algorithm behaves when given images with lighting changes or images with
different facial expressions). If, on the other hand, an algorithm needs to be
trained with more images per class (like LDA), Yale face database is probably
more appropriate than AR.

5.3 Methods of Measurement and Comparison
Now, let us design a series of experiments to compare the performance of
analytic-feature-based, PCA, 2D PCA, FLD and Laplacianfaces under conditions
where the sample size is varied. All the experiments will be tested on the two
databases of Yale and AR.
First, the goal of the first set of simulations is to compare all the feature
extraction methods under the same condition. Several tests were performed with a
varying number of training samples. More specifically, in the k* test, we used the
first k image samples per class for training and the remaining samples for testing
and the recognition results will be obtained. The proposed feature extraction
methods were used. Finally, a nearest neighbor classifier was employed for
classification. Note that in 2DPCA, equation (3.7) is used to calculate the distance
between two feature matrices (formed by the principal component vectors). In
PCA (Eigenfaces), the common Euclidean distance measure is adopted. The top
recognition accuracy of PCA and 2DPCA will be presented in the table, which
corresponds to different numbers of training samples. The performance of
2DPCA is better than PCA. Here, it should be pointed out that PCA used more
components for achieving the maximal recognition accuracy when there are one
or two samples per person for training. Note that some of the algorithms might
take advantage of more training samples.
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In the second set of our experiment, we will compare some standard, moresophisticated pattern classification procedures to each other. We will employ three
sets of different numbers of images from each class as the training samples and
used the rest of the images in the class as the testing images. The same
transformation can be applied to other similarity measures. Taking into account
this property, we finally used four similarity measures in our comparative study:
Euclidean, K-nearest neighbor, Fuzzy K-NN and neural networks. Each one of
these similarity measurements has its own advantages and disadvantages. We will
compare the optimal results and processing time of several simulations for several
standard eigenspace approaches with different reduced dimensionality using these
classifiers. An in-depth analysis and conclusion will be given in the end.
Noise usually results from image sampling, recording, transmission, etc. The
ability of a face recognition system to deal with noise is very important to the realworld applications. The goal of our third experiment is to evaluate the noise
immunity power of two methods with the best performance for face recognition
by adding Gaussian noise into the testing images as shown below:

Figure 5-6: Examples o f testing images from three
subjects of ORL database: from left to right,
Gaussian noises are added with mean=0.0,
variance=0, 0.01, 0.05 0.1, 0.5 and 1.0 respectively.
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Chapter 6:Evaluation and Experimental Results

The aim of this chapter is to present an independent comparative study
among some of these different approaches. We believe that carrying out
independent studies is relevant, because comparisons are normally performed
using the own implementations of the research groups that have proposed each
method (e.g., in FERET contests), which does not consider completely equal
working conditions (e.g., exactly the same preprocessing steps). Additionally, not
all the possible implementations are considered (e.g., p projection methods with q
similarity criteria), but only the ones that some groups have decided to use.
This chapter reports and evaluates intermediate and final results of this
project. The intermediate results include the extraction approaches, types and the
number of features that we will use, types of classifiers and classifier parameters,
while the final results include recognition success rate, reduced dimensionality,
processing time and noise immunity evaluation. The chapter ends with the indepth and analysis of all the simulation results. The simulations were carried out
on the benchmark data set Yale and AR database, and implemented on Pentium
M 1.6 GHz computer.

6.1

Comparisons on the Representation Efficiency
The first simulations were carried out using eigenspace-based dimensionalityreduction approaches mentioned previously. The projection methods employed in
this work for the reduction of dimensionality are PCA, Two-D PCA, FLD, and
Laplacianfaces. The purpose of the comparisons in this section is to evaluate the
efficiency of representation of all these methods under the equal working
conditions. Taking into account this goal, a nearest-neighbor classifier, which
works as a simple but fast similarity function, is employed in all simulations of this
section on the Yale database. The structure of the system used to make this
comparison is shown as below;
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New input
images
Face images
from face
database as
v. trainlna s e t

PCA/2D PC
/FLD

Nonmalizatloi

Euclidean
Distance

O utput res

Figure 6-1: Structure o f the face recognition system
used for the first set o f simulations

In Table 6-1, we show the comparison of recognition accuracy of various
types of projection methods with Euclidean distance on Yale database.
Table 6-1: Comparison o f recognition accuracy

Projection
Method
PCA
2 D PCA
FLD
Laplacianfaces
PCA
2 D PCA
FLD
Laplacianfaces
PCA
2 D PCA
FLD
Laplacianfaces
PCA
2 D PCA
FLD
Laplacianfaces
PCA
2 D PCA
FLD
Laplacianfaces

Images per
class

B est Performing
Dimensionality

Recognition Rate with
Euclidean Distance (%)

66
18
20
54

92
93.3
94.3
97.3

64
14
18
50
52
10
16
44
40
8
14
32
30
8
12
24

91.6
92.3
94.0
96.8
90.9
91.5
93.1
95.4
89.2
90.0
91.4
92.2
88.3
89.4
90.2
90.9

6

5

4

3

2

For the simulations above, we employed 165 images of 15 different classes
(11 images per class). In order to obtain representative results we take the best
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recognition results of all four methods with different reduced dimensionalities for
each fixed number of training images (ranging from 2 to 6). All the images not
used for training were used for testing. As we can see from the table above, all the
eigenspace-based methods take advantage of more training samples, which is
important to the real-world application. Another characteristic of these
approaches is that their performance increase as more reduced dimension is kept.
Figure 6-2 shows that the recognition accuracy of Laplacianfaces versus
dimensionality reduction on Yale database.

C o m p ariso n of recognition ra te ,C la s s = 1 5

100
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oCO
(J

o
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'eo>
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N u m b e r of R e d u c e d D im e n s io n a lity

Figure 6-2: Recognition rate o f Laplacianfaces
versus number o f reduced dimensionality on Yale

As it can be seen, the recognition rate of our Laplacianfaces method
increases fast as the dimensionality of the face subspace increases, and achieves
nearly the best result with around 30 dimensions. There is no significant
improvement if more dimensions are used.
Also, we try to compare the processing time for different approaches.
Under the same recognition accuracy, the CPU time consumed is listed in Table
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6-2. Again, 2DPCA was more effective and efficient than PCA mainly because the
latter involves calculating the eigenvectors of a 90 by 90 matrix, whereas 2DPCA
calculates the eigenvectors of a 23 by 23 matrix in the case of Yale database.
Table 6-2: Comparison o f CPU processing time o f
different projection methods with Euclidean
distance on Yale database (seconds)

Projection
M ethod

Image per
class

Reduced
Dimensionality

CPU Time o f Feature
Extraction (s)

Recognition Rate
(%) with
Euclidean
Distance

PCA

6

66

4.256

92

2D PCA

6

10

2.200

92

FLD

6

16

3.543

92

Laplacianfaces

6

15

3.875

92

6.2

Similarity Measurements
The second section of experimentation compares some standard, moresophisticated pattern classification procedures to each other, which include KNearest Neighbor, Fuzzy K-NN and Neural Networks. Combined with the
standard projection approaches, Euclidian or cosines distances can be used as
similarity measures with comparable results. In order to have a complete
comparison, the recognition results of Euclidean distance are also listed in the
tables presented below. The basic flow chart of the recognition system of this
comparison is shown in the figure below:
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O utput res

Decision
maker

J

Figure 6-3: Basic flowchart o f the recognition
system for the second test

The first problem arising here is that how to choose “K” for both K-NN
and Fuzzy K-NN algorithms. As we mentioned in the previous chapter, large k
can cause the performance of the algorithm less sensitive to noise (particularly
class noise) but has better probability estimates for discrete classes. Larger training
sets allow larger values of k. Meanwhile, a system with small k captures fine
structure of space better and may be necessary with small training sets. Therefore,
we are going to set the parameters of our K-NN and Fuzzy K-NN classifiers
according to the different datasets.
An example in Figure 6-4 shows the variations in the performance of a face
recognition system as the “K” increases. The system uses Laplacianfaces as the
feature reduction method and K-NN as the similarity measurement. L2 norm
distance was used here when choosing the k nearest neighbor for a testing image.
The system was tested on the Yale database, and used half images in each class as
the training sets and the rest half as the testing images. As the Figure 6-4 shows,
we can see that the best results obtained when K was set to 1. And the best
recognition rate here is 97.5%. K=1 is not necessarily the best choice for other
systems and databases. The decision over “K” also depends on the number of
training samples used in each run of test and the size of the database.

61

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Recognition rate vs. k
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Figure 6-4: Number o f the nearest neighbors
versus the recognition rates

The figure below shows the results of the same Laplacianfaces system
utilizing Fuzzy K-NN as the classifier on Yale database. The best performance is
obtained when using five nearest neighbors.
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Recognition rate vs. k
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Figure 6-5: Number o f the nearest neighbors vs.
recognition rate in Fuzzy K-NN system

To evaluate the performance o f the neural classification-based face
recognition system, we need to find the optimum number o f hidden nodes and
determine the number of the reduced dimension. In the figure below, we showed
the simulation using Laplacianfaces to reduce the dimensionality of the feature
vectors and MLP as the classifier. While keeping the number of the reduced
dimensionalities as 40, 60 and 75, we increased the number of hidden layer
neurons in order to find the optimal recognition rate point. We averaged all the
recognition results by 10 times to achieve better accuracy. In the figure shown
below, we can see that the best performance can be obtained with the number of
hidden layer neurons equal to 20 and the reduced dimensionality of 75.

63

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Comparison of racogniiion rate,Class=15
1QO

a»
w

a
©

o
o
tr®

-© — R e d u c e D im l = 40
■0— R e d u c e D im 2 = 6 0
■•4

R e d u c e D im 3 = 75

N u m b er of neurons in th e hidden layer

Figure 6-6: As the reduced dimensionality= 40, 60,
75, recognition rates vs. number o f hidden layer
neurons.

In order to test and compare all the previously described similarity
measurement approaches, we made a set of simulations using various eigenspacebased methods combined with four classifiers respectively. The simulations were
carried out on two databases, Yale, a database with a small number of classes, but
several images per class and AR database, which is a large database with 126
classes.
6.2.1

Simulations on Yale Database
The best results obtained, for each projection method and each classifier, are
shown in Table 6-3. Mean recognition rates using the Yale database (15 classes, 11
images per class) were shown under different number of training images per class.
All results consider the top 1 match for recognition. In this table, the number of
nearest neighbors for K-NN was set to land for Fuzzy K-NN methods was set to
5. The selected neural network classifier was a MLP with the number of hidden
layer neuron equal to 20 and the maximum number of training epochs set to 100.
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The weights o f the MLP are initialized to random values and the training samples
are randomized to avoid the influence of the presentation order.
Table 6-3: Comparison o f
performance on Yale database

Projection
M ethod
PCA

2D PCA

FLD

Laplacianfaces

Images
per
class
6
4
2
6
4
2
6
4
2
6
4
2

Best
Performing
Dim ensionality
66
52
30
18
10
8
20
16
12
54
44
24

best

Euclidean
D istance
(%)
92.0
90.9
88.3
93.3
91.5
89.4
94.3
93.1
90.2
97.3
95.4
90.9

recognition

K -N N
(%)
92.5
91.2
88.3
93.7
92.1
90.2
94.7
93.0
90.3
97.5
95.8
91.0

Fuzzy
K -N N
(%)
94.3
92.6
90.5
94.8
92.4
91.5
96.1
93.7
90.2

Neural
Network
(%)
95.5
93.3
92.5
95.5
93.7
92.1
97.7
95.4
91.9

98.2
97.1
91.5

99.3
97.0
92.3

Also, we consider the processing time of all the approaches on Yale database
by summarizing the time of the classification stage in all experiments in Table 6-4:
Table 6-4: Comparison o f CPU processing time on
Yale (seconds)

Projection
M ethod
PCA

Training
images
per class
6

Best
Performing
Dimensionality
66

Euclidean
Distance
(?)

(s)

(s)

(8)

4.256

4.530

4.447

917.213

2 D PCA

6

18

2.200

2.241

2.410

436.246

FLD

6

14

3.543

5.512

5.662

956.858

Laplacianfaces

6

54

3.875

6.674

6.435

867.002

K -N N

Fuzzy
K -N N
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Neural
N etwork

6.2.2

Simulations on A R Database
The AR face database contains over 4,000 color face images of 126 people
(70 men and 56 women), including frontal views of faces with different facial
expressions, lighting conditions and occlusions. The pictures of most persons
were taken in two sessions (separated by two weeks). Each section contains 14
grayscale images and 120 individuals (65 men and 55 women) participated in both
sessions. The images of these 120 individuals were selected and used in our
experiment. Only the full facial images were considered here (no attempt was
made to handle occluded face recognition in each session). We manually cropped
the face portion of the image and then normalized it. The normalized images of
one person are shown in the two figures below, where 1-7 are from Session 1, and
8-14 are from Session 2. The details of the images from 1-7 are: neutral
expression, smile, anger, scream, left light on, right light on, all sides lights on; and
8-14 were taken under the same conditions as 1-7.

Figure 6-7: Sample images 1-7 from session 1, AR
database

Figure 6-8: Sample images 8-14 from session 2, AR
database

(1)

Comparison of recognition accuracy against the variations in facial

expressions: In this experiment, the objective was to compare all the algorithms
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under varying facial expressions on this large database o f AR. We selected 7
images which involve variations in facial expressions. The rest o f the images were
used for testing. The results of these comparisons were summarized in Table 6-5.
Table 6-5: Recognition accuracy against variations
in facial expressions on AR

Euclidean
Distance

K -N N (%)

(%)
94.1

7

FLD
Laplacianfaces

MLP (%)

94.5

Fuzzy KN N (%)
95.7

96.0

96.4

97.1

97.9

7

97.1

97.1

97.8

98.1

7

97.9

97.9

98.4

99.1

Projection
M ethod
PCA

Images per
class
7

2D PC A

(2)

96.1

Comparison of recognition accuracy against the variations in

illuminations: In this experiment, our aim was to compare the algorithms under
varying illumination. Images with varying lighting conditions were selected first.
The selected sample set included 1, 5, 6, and 7 from the first session and the
corresponding images with the same lighting conditions from the second session.
Table 6-6: Recognition accuracy against various
lighting conditions on AR

Projection
Method
PCA

Training
images per
class
8

Euclidean
D istance (%)
77.9

K -N N (%)

2 D PCA

8

FLD
Laplacianfaces

MLP (%)

78.0

Fuzzy K -N N
(%)
79.2

90.1

90.1

91.5

91.5

8

88.3

88.9

89.5

90.2

8

91.4

91.5

92.7

93.1

67

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

81.3

6.3 Evaluation of N oise Immunity
Noise usually results from image sampling, recording, transmission, etc. The
ability of a face recognition system to deal with noise is very important to the realworld applications. The goal of the third experiment is to evaluate the noise
immunity power of the Laplacianfaces with different classifiers for face
recognition by adding Gaussian noise into testing images. In this study we
consider additive Gaussian white noise with zero mean and some variance ranging
from 0 to 0.50. The image examples contaminated by different degree of
Gaussian noises are shown in the figure below.

Figure 6-9: Examples o f testing images from three
subjects: from left to right, Gaussian noises are
added with mean=0.0, variance=0, 0.01, 0.05 0.1,
0.5 and 1.0 respectively.

All training images are degraded by Gaussian noise. From the second
experiment, Laplacianfaces + MLP and Laplacianfaces + Fuzzy K-NN both
showed good recognition accuracy. Therefore, we try to evaluate their noise
immunity in this section. The number of hidden layer neurons of MLP was set to
20 and the dimension after projection was chosen as 54 for the Laplacianfaces in
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both cases and the number of nearest neighbors was set to 5 for the Fuzzy K-NN
method. Figure 6-10, Figure 6-11, Figure 6-12 show that the recognition
performance achieved by adding different degree of Gaussian noises to training
images against three small datasets of ORL, YALE and UMIST databases. The
results show that both algorithms proved to have good noise immunity power
against all three databases.

Performance Com parison on YALE
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Figure 6-10: Noise immunity against Yale database
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Figure 6-11: N o ise im m unity against O R L database
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6.4 Analysis of the Results
By analyzing the simulations in the first section, the following can be
concluded:
(1)

When using the standard approach (Table 6-1) with the same

classification approach (Euclidean distance), the best results are obtained with the
Laplacianfaces + Euclidean Distance combination. These results confirm the
better theoretical discriminating ability of Laplacianfaces over other projection
methods as it tries to keep the “locality” between the neighboring points in the
facial image. Also, FLD outperformed PCA by more than 2%. It should be
remembered that the FLD algorithm obtains projection axes that best separates
the input data in a least-squares sense (see 3.3). Practical problems o f FLD, for
example the “small sample size” problem produced when the number of target
images per class is small, cannot be observed in these experiments.
In the specific case of the Yale Face Database, where the requirements are
not very high, any of the compared projection approaches combined with the
same Euclidean distance gives rather similar results. Thanks to their simplicity,
Laplacianfaces or Fisherfaces are probably the best alternatives.
The Yale database contains few classes (15) and several images per class (2—
6), and in general the best results obtained with each approach are very similar.
Differences are seen only when the number of images per classes is low (2 or 3).
In this last case, the approaches with better generalization ability obtain the better
results.
Regarding the number of reduced dimensionality employed, FLD uses fewer
(14). This number corresponds to the number of classes (15 in this case).
Regarding the time length (Table 6-2) for extracting the features, 2D PCA
gives better results than PCA using fewer projection axes. As in the case of 2D
PCA, the reason seems to be that it has to calculate a much smaller covariance
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matrix which cause it take less time. As for the Laplacianfaces, it needs to take a
longer time than FLD and Two-D PCA. It is probably because Laplacianfaces has
to search in the neighborhood to construct a nearest-neighbor graph.
(2)

In the second set of simulations, the face recognition systems were first

assessed on their classification ability (in Table 6-3) on Yale database. The optimal
recognition results of each projection methods combined with four classification
approaches were compared under different training samples from each class. By
analyzing the simulations, the following can be concluded:
Under the standard projection approaches (Table 6-3), the results obtained
from K-NN and Fuzzy K-NN are very similar. However, when neural network is
employed, the best recognition results are obtained with Laplacianfaces. The
reason seems to be the better generalization and discriminative ability o f neural
networks. We determined the parameters for these methods based on that, as
mentioned in Chapter 4, while the convergence of the neural network depends on
the total number of samples, in K-NN and Fuzzy K-NN the number of nearest
neighbors depends on the number of testing images per class.
When analyzing the time of classification taken in these methods (Table 6-4),
it can be seen that neural network approach takes a much longer time than other
classifiers. Considering that the results obtained with neural network are just
slighdy higher than those obtained with K-NN and Fuzzy K-NN, it seems that it
does not worth utilizing the neural network in the classification stage while
working on a relatively small database. This is because MLP needs to proceed
with the complete forward pass. As with all the algorithms that spring from the
gradient descent method, the convergence speed of the backpropagation scheme
depends on the value of the learning constant. Its value must be sufficiendy small
to guarantee convergence but not too small, because the convergence speed
becomes very slow. This is what makes the MLP a relatively slow similarity
measurement compared to other statistical classifiers.
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When tested on AR database, two sets of comparisons (see Table 6-5 and
Table 6-6) were employed respectively to test the recognition accuracy of these
algorithms against the variations on facial expressions and illuminations. The
results indicated that the performance of Laplacianfaces + MLP/Fuzzy K-NN
was nearly 20% better than PCA + Euclidean distance under conditions where
lighting is varied.
(3) The goal of the third experiment is to evaluate the noise immunity power
of Laplacianfaces, which turns out to be the best projection method from our first
set of simulations, for face recognition by adding Gaussian noise into testing
images. Also, Fuzzy K-NN and Neural Network measures are used in this
experiment since these two classification algorithms proved to have better
generalization abilities than K-NN and Euclidean distance.
As shown in the figures (Figure 6-10, Figure 6-11 and Figure 6-12), for each
similarity or distance measurement, the recognition performance is degraded
when the variance of Gaussian noise is increased.
With Laplacianfaces, the Neural Network has the best immunity power
against the noise. Fuzzy K-NN has the second best performance here, but it takes
much less time than neural network which is very important to the real-world
applications.
(4) In all three experiments, from the average recognition success rates of
different algorithm, we notice that Laplacianfaces + MLP combination presented
the best performance. The high average success recognition rate means
Laplacianfaces features successfully represent the features from the facial images
and MLP is trained properly according to the Laplacianfaces features. The
combination Laplacianfaces + Fuzzy K-NN is slightly worse than the
combination Laplacianfaces + MLP. But the long training time might create
difficulties for MLP classification.
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Laplacianfaces consistently performs better than Eigenfaces, 2D PCA and
Fisherfaces in all the three experiments. The results proved what we mentioned in
Chapter 3. While the Eigenfaces method aims to preserve the global structure of
the image space, and the Fisherfaces method aims to preserve the discriminating
information; Laplacianfaces method aims to preserve the local structure of the
image space. In many real-world classification problems, the local manifold
structure is more important than the global Euclidean structure, especially when
nearest-neighbor like classifiers are used for classification. Laplacianfaces seems to
have discriminating power although it is unsupervised. These experiments also
show that Laplacianfaces is especially suitable for frontal face images. Moreover,
Laplacianfaces takes advantage of more training samples, which is important to
the real-world face recognition systems.
In all our experiments, the number of training samples per subject is greater
than one. Sometimes there might be only one training sample available for each
subject. In such a case, FLD cannot work since the within-class scatter matrix Sw
becomes a zero matrix. For Laplacianfaces, however, we can construct a complete
graph and use inner products as its weights. Thus, LPP can give similar result to
PCA.
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Chapter 7:Conclusions and Future Work

7.1

Conclusions
A pre-processing system, four known feature extraction algorithms of PCA,
2D PCA, FLD and Laplacianfaces, four popular classification methods, based on
traditional Euclidean Distance, K-NN, Fuzzy K-NN and MLP were implemented
and a complete comparison was developed in this thesis.
The

comparisons

of different algorithm in

terms

of recognition

performance, time efficiency and the evaluation of noise immunity show that
Laplacianfaces + Fuzzy K-NN is the best algorithm combination for face
recognition because it achieves the best recognition rate with fast recognition
time. Based on the comparison, one can conclude that Laplacianfaces features
successfully represent the person and Fuzzy K-NN successfully classifies the
person based on the Laplacianfaces features.
Simulations were performed using the Yale Face Database, a database with
few classes and several images per class, and AR, a database with many classes and
several images per class. The results of the experiments performed on the systems
lead to the following conclusions.
— Considering recognition rates, generalization ability, classification ability
and processing time, the best recognition results were obtained with the
Laplacianfaces, using either Fuzzy K-NN or MLP (similar recognition accuracy).
—In the specific case of the Yale Face Database, where the requirements are
not very high, any of the compared approaches gives fairly good results. Thanks
to their simplicity, Laplacianfaces or FLD are probably the best alternatives.
—Although neural network methods probably have the best classification
ability, they suffer from problems such as low processing speed and the difficulty
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to adjust the parameters including the learning rates, number of hidden layer
neuron, and activation function. These are the problems to be tackled by neural
network researchers in the next few years. Statistical classifiers like Fuzzy K-NN
can be a good alternative. It has good processing time and relatively good
classification performance.

7.2 Future Works
In future work, we would like to extend our study by considering some
kernel approaches and algorithms, for example Kemel-PCA, Kemel-FLD [38],
ICA (Independent Component Analysis) [12], Kemel-ICA [39], and new
algorithms as F-LDA (Fractional-step Linear Discriminant Analysis) [40] and
other enhanced algorithms that improve standard FLD.
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