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CURVATURE AND GEOMETRIC MODULES OF
NONCOMMUTATIVE SPHERES AND TORI
JOAKIM ARNLIND
Abstract. When considered as submanifolds of Euclidean space, the Rie-
mannian geometry of the round sphere and the Clifford torus may be for-
mulated in terms of Poisson algebraic expressions involving the embedding
coordinates, and a central object is the projection operator, projecting tan-
gent vectors in the ambient space onto the tangent space of the submanifold.
In this note, we point out that there exist noncommutative analogues of these
projection operators, which implies a very natural definition of noncommuta-
tive tangent spaces as particular projective modules. These modules carry an
induced connection from Euclidean space, and we compute its scalar curvature.
1. Introduction
Linear connections on modules over noncommutative algebras, and associated dif-
ferential calculi have been studied from many different points of view (see e.g.
[Con80, DV88, Mou95] for a derivation based approach). In most cases the defini-
tion of the curvature operator is immediately given as the failure of the connection
to be commutative, in analogy with classical differential geometry. However, the
Ricci and scalar curvature does not come as easily. In commutative geometry, they
arise as contractions over a basis of the tangent space, which does not always have
an apparent noncommutative analogue (however, see [CFF93, MMM95, CTZZ08,
Ros13]). There are also more sophisticated definitions relying on the appearance of
the scalar curvature in the expansion of the heat kernel (see e.g. [CM11]).
In a series of papers ([AHH12, AHH10a, AHH10b]) it was proven that one may
formulate the metric geometry of embedded manifolds in terms of multi-linear al-
gebraic expressions in the embedding coordinates. For surfaces, and, in general,
almost Ka¨hler manifolds, a Poisson algebraic formulation exists [AH11] (see also
[BS10]). These results were then used to construct noncommutative geometric con-
cepts (such as curvature) by simply replacing Poisson brackets by commutators,
and, in the context of matrix regularizations, these concepts were proven to be
useful [AHH12]. However, matrix regularizations rely on a sequence of algebras
converging (in a certain sense) to the commutative algebra of smooth functions on
the manifold, and therefore it was not clear how well adapted these concepts are to
a single noncommutative algebra.
In this note, we will show that the projector of classical geometry, projecting
tangent vectors from the ambient space to the tangent space of the embedded man-
ifold, has a natural analogue in the noncommutative algebras of the sphere and
the torus. This allows for the definition of a projective module which one may call
the tangent bundle of the corresponding noncommutative geometry. Furthermore,
an analogue of the Riemannian connection can be found and the corresponding
1
2 JOAKIM ARNLIND
scalar curvatures are computed. Note that our approach is in principle not lim-
ited to surfaces, and can be applied to noncommutative algebras corresponding to
submanifolds of any dimension.
2. Poisson algebraic formulation of surface geometry
In [AHH12] it was shown that the geometry of embedded Riemannian manifolds
can be reformulated in terms of multi-linear brackets of the embedding coordinates;
moreover, in the case of almost Ka¨hler manifolds, a Poisson bracket formulation
can be obtained [AH11]. Let us recall the basic facts of this reformulation, in the
case of embedded surfaces.
Let (Σ, g) be a 2-dimensional Riemannian manifold, and let θ be a Poisson
bivector defining the bracket
{f, h} = θab(∂af)(∂bh).
for f, h ∈ C∞(Σ). On a 2-dimensional manifold, every Poisson bivector is of the
form θab = εab/ρ for some density ρ (where ε12 = −ε21 = 1). The cofactor
expansion of the inverse of a matrix gives the following way of writing the inverse
of the metric
(2.1) gab =
1
g
εapεbqgab =⇒ gab = ρ
2
g
θapθbqgab,
which, upon setting γ =
√
g/ρ, becomes γ2gab = θapθbqgab.
Now, assume that Σ is isometrically embedded in a m-dimensional Riemannian
manifold (M, g¯), via the embedding functions x1, . . . , xm; i.e.
gab = g¯ij
(
∂ax
i
)(
∂bx
j
)
where ∂a =
∂
∂ua
. (Indices i, j, k, . . . run from 1 to m and indices a, b, c, . . . run from
1 to 2.) Relation (2.1) allows one to rewrite geometric object in terms of Poisson
brackets of the embedding functions x1, . . . , xm. For instance, one notes that by
defining D : TpM → TpM as
Dij = 1
γ2
{xi, xk}g¯kl{xj , xl}g¯jm
D(X) ≡ DijXj∂i
for X = X i∂i ∈ TpM , one computes
D(X)i = 1
γ2
θab(∂ax
i)(∂bx
k)g¯klθ
pq(∂px
j)(∂qx
l)g¯jmX
m
=
1
γ2
θabθpqgbq(∂ax
i)(∂px
j)g¯jmX
m = gap(∂ax
i)(∂px
j)g¯jmX
m,
by using (2.1). Hence, the map D is identified as the orthogonal projection onto
TpΣ, seen as a subspace of TpM and, for convenience, we also introduce the com-
plementary projection as
Π = 1−D.
Having the projection operator at hand, one may proceed to develop the theory of
submanifolds. For instance, the Levi-Civita connection ∇ on Σ is given by
∇XY = D
(∇¯XY )
3where X,Y ∈ TpΣ and ∇¯ is the Levi-Civita connection on M . Let us now turn to
the particular case we shall be interested in. Namely, we assume that (M, g¯ij) =
(Rm, δij) (which one may always do) and choose γ = 1 (i.e. θ
ab = εab/
√
g). In this
setting, the connection becomes
∇XY i = DikX(Y k)
where X(f) denotes the action of X ∈ TpΣ on f ∈ C∞(Σ) as a derivation; as usual,
one introduces the curvature operator as
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
In the non-commutative setting, we shall be interested in a particular set of deriva-
tions; namely, let
∂i(·) = {xi, ·} = {xi, xj}∂j(·)
and set ∇iY k = ∇∂iY k = Dkl∂i(Y l). With respect to this set of derivations, one
introduces the operator
R˜ij(Z) = ∇i∇jZ −∇j∇iZ −∇[∂i,∂j ]Z
R˜(X,Y )Z = X iY iR˜ij(Z)
and computes that
R˜ij(Z)k = ∂i
(Dkm)∂j(Dml)Z l − ∂j(Dkm)∂i(Dml)Z l
≡ R˜ijklZ l.
The relation to the curvature operator R is given by
R(X,Y )Z = R˜
(P(X),P(Y ))Z
where P(X) = P ijXj∂i with P ij = {xi, xj}. To compute the scalar curvature S,
one has to contract indices of Rijkl with the projection operator Dij , since one is
summing over a basis of TpΣ (seen as a subspace of TpM); i.e. S = DjlDikRijkl.
Subsequently, the scalar curvature is given in terms of R˜ as
S = PjlPikR˜ijkl,(2.2)
which is a formula we shall use to define scalar curvature in the non-commutative
setting. Let us now recall how the differential geometry of the sphere and the torus
can be described in terms of Poisson brackets.
2.1. The sphere. One considers the sphere as isometrically embedded in R3 via
~x = (sin θ cosϕ, sin θ sinϕ, cos θ)
giving
(gab) =
(
1 0
0 sin2 θ
)
and
√
g = sin θ.
By defining
{f, h} = 1√
g
εab
(
∂af
)(
∂bh
)
=
1
sin θ
εab
(
∂af
)(
∂bh
)
one obtains
{xi, xj} = εijkxk,
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where εijk is a totally antisymmetric tensor with ε123 = 1. It is then straightforward
to show that
Dij = {xi, xk}{xj, xk} = δij − xixj .
Πij = xixj
R˜ijkl =
(
εikmεjln − εjkmεiln)xmxn
S = PjlP ikR˜ijkl = 2.
2.2. The torus. The Clifford torus is considered as embedded in R4 via
~x =
1√
2
(cosϕ1, sinϕ1, cosϕ2, sinϕ2)
giving rise to the induced metric
(gab) =
1
2
(
1 0
0 1
)
with
√
g =
1
2
.
By defining
{f, h} = 1√
g
εab
(
∂af
)(
∂bh
)
= 2εab
(
∂af
)(
∂bh
)
one obtains
({xi, xj}) = 2


0 0 x2x4 −x2x3
0 0 −x1x4 x1x3
−x2x4 x1x4 0 0
x2x3 −x1x3 0 0

 ,
from which it follows that
D = 2


(x2)2 −x1x2 0 0
−x1x2 (x1)2 0 0
0 0 (x4)2 −x3x4
0 0 −x3x4 (x3)2


Π = 2


(x1)2 x1x2 0 0
x1x2 (x2)2 0 0
0 0 (x3)2 x3x4
0 0 x3x4 (x4)2

 .
Furthermore, a straightforward computation yields R˜ijkl = 0.
3. Connections and curvature
Let A be an associative ∗-algebra. A ∗-derivation is a derivation ∂ such that
∂(a)∗ = ∂(a∗) for all a ∈ A; by Der(A) we shall denote the vector space (over R)
of ∗-derivations of A. Moreover, assume that there exists a projector D, acting on
the (right) free module Am, i.e. D ∈ End(Am) and D2 = D, and by TA we denote
the corresponding (finitely generated) projective module D(Am). Letting {ei}mi=1
denote the canonical basis of Am, one can write the action of D as
D(U) = eiDijU j ,
for U = eiU
i (note that there is no difference between lower and upper indices,
but let us keep the notation that is familiar from differential geometry for now).
5We also introduce the complementary projection Π = 1− D. Moreover, for every
∂ ∈ Der(A) one defines
∇¯∂U = ek∂(Uk)
corresponding (in the commutative case) to the connection in the “ambient” space.
Note that the two arguments of the connection are not on equal footing; one is a
derivation and the other one belongs to a free module. The map ∇¯∂ is an affine
connection on Am in the sense that
∇¯∂(U + V ) = ∇¯∂U + ∇¯∂V
∇¯c∂U = c∇¯∂U
∇¯∂+∂′U = ∇¯∂U + ∇¯∂′U
∇¯∂(Ua) =
(∇¯∂U)a+ U∂(a)
(3.1)
for a ∈ A, c ∈ R, ∂, ∂′ ∈ Der(A) and U, V ∈ Am. Furthermore, by introducing a
metric on Am via
〈U, V 〉 = (Ui)∗V i,(3.2)
for U = eiU
i ∈ Am and V = eiV i ∈ Am, it is straightforward to show that ∇¯ is a
metric connection; i.e.
∂ 〈U, V 〉 − 〈∇¯∂U, V 〉− 〈U, ∇¯∂V 〉 = 0
for all ∂ ∈ Der(A) and U, V ∈ Am. As for ordinary manifolds, one proceeds to
define a connection on TA = D(Am) by setting
∇∂U = D
(∇¯∂U) = eiDij∂(U j)
for ∂ ∈ Der(A) and U = eiU i ∈ TA; it follows that ∇ satisfies the requirements
(3.1) of an affine connection. We shall assume that D is symmetric with respect to
the metric introduced in (3.2); i.e. 〈D(U), V 〉 = 〈U,D(V )〉 for all U, V ∈ Am. In
this case, ∇ will be a also be a metric connection1.
Now, let us choose a set of elements X1, . . . , Xm ∈ A together with their asso-
ciated inner ∗-derivations
∂i(a) =
1
i~
[X i, a]
for an arbitrary parameter ~ ∈ R (in the current setting, one might as well put
~ = 1, but it will be convenient later on). In analogy with classical geometry,
one should think of the X i’s as embedding coordinates of a manifold into Rm. A
different choice of embedding does in general lead to a different induced metric on
the submanifold. Therefore, the choice of X i’s amount to a choice of the metric
structure on the algebra.
With the help of the above derivations we introduce, for U ∈ TA,
R˜ij(U) = ∇i∇jU −∇j∇iU −∇[∂i,∂j ]U,
where ∇iU = ∇∂iU . That R˜ij is a module homomorphism becomes clear from the
following result:
1While preparing this paper we became aware of [ZZ10] which treats connections on projective
modules in a somewhat similar way.
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Proposition 3.1. For U = eiU
i ∈ TA it holds that
R˜ij(U) = ek
(
∂i
(Dkm)∂j(Dml)− ∂j(Dkm)∂i(Dml))U l.
Proof. Let U ∈ TA with U = eiU i. Using that D(U) = U and Leibnitz rule one
obtains
∇i∇j(U) = ekDkl∂i
(Dlm∂j(Um)) = ekDkl∂i(Dlm)∂j(Um) + ekDkm∂i∂j(Um),
and one may rewrite the first term as
ekDkl∂i(Dlm)∂j(Um) = ek∂i(Dkm)∂j(Um)− ek∂i(Dkl)Dlm∂j(Um)
= ek∂
i(Dkl)∂j(Dlm)Um.
Hence, it holds that
∇i∇j(U) = ek∂i(Dkl)∂j(Dlm)Um + ekDkm∂i∂j(Um),
from which the desired formula follows for R˜ij . 
Consequently, one introduces
R˜ijkl = ∂
i
(Dkm)∂j(Dml)− ∂j(Dkl)∂i(Dlm)
giving R˜ij(U) = ekR˜
ijk
lU
l. In analogy with formula (2.2) we define the scalar
curvature of ∇ as
S = PjlPikR˜ijkl(3.3)
where P ij = 1
i~
[X i, Xj].
Furthermore, let us introduce the divergence of an element U ∈ TA as:
div(U) = ∇iU i = Dik∂i(Uk) ∈ A.
Let φ : A → C be a C-linear functional such that φ(ab) = φ(ba) for all a, b ∈ A; we
shall refer to such a linear functional as a trace. Moreover, a trace φ is said to be
closed if it holds that
φ
(
div(U)
)
= 0
for all U ∈ TA.
Let us, for later convenience, slightly rewrite the condition that φ is a trace.
Lemma 3.2. A trace φ is closed if and only if it holds that
φ
(
[X i,Πik]U
k
)
= 0(3.4)
for all U = eiU
i ∈ TA.
Proof. Using that φ is a trace, one computes that
φ
(
div(U)
)
= φ
(Dik∂i(Uk)) = φ(∂i(DikUk)− ∂i(Dik)Uk)
= φ
(
∂i(Dik)Uk
)
= φ
(
∂i(Πik)U
k
)
=
1
i~
φ
(
[X i,Πik]U
k
)
,
from which the statement follows. 
74. The fuzzy sphere
For our purposes, we shall define the fuzzy sphere [Hop82, Mad92] as a (unital
associative) ∗-algebra S2
~
on three hermitian generators X1, X2, X3 satisfying the
following relations:
[X i, Xj ] = i~εijkXk(
X1
)2
+
(
X2
)2
+
(
X3
)2
= 1.
It is easy to see that, by setting Πij = X iXj as a non-commutative analogue of the
classical projection operator, it holds that
(Π2)ij = ΠikΠkj = X iXkXkXj = X i1Xj = Πij ,
which shows that Π is a projection operator when considered as an endomorphism
of the free module (S2
~
)3; moreover, Π is symmetric since (Πij)∗ = XjX i = Πji.
Let us note that the similarity with the commutative formulas is even stronger;
namely, one easily checks that
Dij = δij1−X iXj = 1
(i~)2
[Xj , Xk][X i, Xk].
One may proceed and define a connection ∇ on TS2
~
= D((S2
~
)3
)
as in the previous
section, and since the projection operator is symmetric, this is a metric connection.
As it will be helpful in computations, let us remind ourselves of a few identities
involving εijk:
εijkεimn = δjmδkn − δjnδkm εiklεjkl = 2δij
εijkXjXk = i~X i εijkX iXjXk = i~1.
Let us now compute the curvature of ∇.
Proposition 4.1. For the fuzzy sphere, it holds that
R˜ijkl =
(
εikpεjlq − εjkpεilq)XpXq − i~εjlqXkX iXq − i~εjkpXpX iX l
+ i~εikpXpXjX l + i~εilqXkXjXq + i~εijpXkXpX l
S =
(
2− 3~2 + h4)1.
Proof. The proof consists of a straightforward computation. Starting from
R˜ijkl = ∂i
(Dkm)∂j(Dml)− ∂j(Dkm)∂i(Dml)
= ∂i
(
Πkm
)
∂j
(
Πml
)− ∂j(Πkm)∂i(Πml)
=
1
(i~)2
[X i, XkXm][Xj , XmX l]− 1
(i~)2
[Xj , XkXm][X i, XmX l]
one expands the expression, using [X i, Xj] = i~εijkXk and the ε-identities we
previously recalled, to obtain
R˜ijkl =
(
εikpεjlq − εjkpεilq)XpXq − i~εjlqXkX iXq − i~εjkpXpX iX l
+ i~εikpXpXjX l + i~εilqXkXjXq + i~εijpXkXpX l.
From this expression one derives
P ikR˜ijkl = (1 − ~2 − ~4)εjlmXm + i~(1− 3~2)XjX l + i~3δjl
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again by using the appropriate identities. Finally, the scalar curvature is computed
S = PjlP ikR˜ijkl
= (1− ~2 − ~4)εjlkXkεjlmXm + i~(1− 3~2)εjlkXkXjX l + i~3εjlkXkδjl
= 2(1− ~2 − ~4)1+ i~(1− 3~2)i~1 = (2− 3h2 + h4)1,
which proves the statement. 
Let us now show that every trace on the fuzzy sphere is closed.
Proposition 4.2. Let φ be a trace on S2
~
. Then φ is closed.
Proof. Starting from the formula in Lemma 3.2 one computes
1
i~
φ
(
[X i,Πik]Uk
)
=
1
i~
φ
(
[X i, X iXk]Uk
)
=
1
i~
φ
(
X i[X i, Xk]Uk
)
= φ
(
εiklX iX lUk
)
= −i~φ(XkUk)
Now, since U ∈ TA it holds that Π(U) = 0, which is equivalent to
X iXkUk = 0
for i = 1, 2, 3. Multiplying the above equation by X i from the left, and summing
over i yields
0 = X iX iXkUk = XkUk.
Thus, XkUk = 0, which proves that φ is closed. 
Note that one may easily compute the rank of the module TS2
~
and its complemen-
tary module N = Π((S2
~
)3
)
as the trace of the corresponding projections; i.e.
rank(TS2
~
) =
3∑
i=1
Dii =
3∑
i=1
(
δii1−X iX i)) = 21
rank(N ) =
3∑
i=1
Πii =
3∑
i=1
X iX i = 1,
corresponding to the geometric dimensions in the commutative setting. Moreover,
the module N turns out to be a free module.
Proposition 4.3. The module N = Π((S2
~
)3
)
is a free module of rank 1, and it is
generated by X = eiX
i.
Proof. An element N = eiN
i ∈ N satisfies
X iXjN j = N i
for i = 1, 2, 3, which implies that there exists an element a = XjN j ∈ A such that
N = eiX
i ·a. This proves that eiX i generates N . Furthermore, one computes that
0 = X ia ⇒ 0 = X iX ia ⇒ 0 = a,
which shows that N is indeed a free module. 
95. The non-commutative torus
The non-commutative torus Aθ (for θ ∈ R) [Con80] is defined as the unital asso-
ciative ∗-algebra on two unitary generators U, V satisfying the following relation
V U = qUV
with q = e2iθ. Defining hermitian elements
X1 =
1
2
√
2
(U∗ + U) X2 =
i
2
√
2
(U∗ − U)
X3 =
1
2
√
2
(V ∗ + V ) X4 =
i
2
√
2
(V ∗ − V )
it follows that
[X1, X2] = [X3, X4] = 0(5.1)
[X1, X3] = i~
(
X2X4 +X4X2
)
(5.2)
[X2, X4] = i~
(
X1X3 +X3X1
)
(5.3)
[X1, X4] = −i~(X2X3 +X3X2)(5.4)
[X2, X3] = −i~(X1X4 +X4X1)(5.5)
(X1)2 + (X2)2 = (X3)2 + (X4)2 =
1
2
1.(5.6)
with ~ = tan θ. Conversely, one can show that the above relations imply that
U =
√
2
(
X1 + iX2
)
V =
√
2
(
X3 + iX4
)
are unitary elements satisfying V U = qUV . Namely, since [X1, X2] = [X3, X4] = 0
is follows immediately that [U,U∗] = [V, V ∗] = 0, and from (X1)2 + (X2)2 = 1/2
and (X3)2 + (X4)2 = 1/2 it follows that
UU∗ + U∗U = V V ∗ + V ∗V = 21,
which, together with [U,U∗] = [V, V ∗] = 0, implies that U and V are unitary.
Furthermore, noting that (5.2)–(5.5) implies that
X3X1 = cos(2θ)X1X3 − i sin(2θ)X2X4
X4X2 = cos(2θ)X2X4 − i sin(2θ)X1X3
X4X1 = cos(2θ)X1X4 + i sin(2θ)X2X3
X3X2 = cos(2θ)X2X3 + i sin(2θ)X1X4
one readily shows that V U = qUV .
Since there is a natural split of the X i’s into two groups, let us develop some
notation reflecting this fact. Greek indices α, β, . . . will take values in {1, 2} and
“barred” indices α¯, β¯, . . . take values in {3, 4}. With this notation, the projector Π
may be defined as (in analogy with the classical formula)
Παα¯ = Πα¯α = 0
Παβ = 2XαXβ Πα¯β¯ = 2X α¯X β¯
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and one checks that Π2 = Π, as well as (Πij)∗ = Πji. For the forthcoming compu-
tations, one notes that
[Xα, Xβ] = [X α¯, X β¯] = 0(5.7)
[Xα,Πβγ ] = [X α¯,Πβ¯γ¯ ] = 0.(5.8)
Proposition 5.1. The curvature R˜ of Aθ vanishes; i.e
R˜ijkl = 0
for i, j, k, l ∈ {1, 2, 3, 4}.
Proof. Using (5.7) and (5.8), it is easy to see that
R˜αα¯kl = R˜αβγk = R˜αβkγ = R˜α¯β¯γ¯k = R˜α¯β¯kγ¯ = 0.
Thus, it remains to show that R˜αβα¯β¯ = R˜α¯β¯αβ = 0; let us outline the calculation
for R˜αβα¯β¯ . It turns out to be slightly easier to perform the computation using
variables U and V instead of X i, and one writes
Xα =
iα−1
2
√
2
(
U∗ + (−1)α−1U) (α = 1, 2)
X α¯ =
−iα¯−1
2
√
2
(
V ∗ + (−1)α¯−1V ) (α¯ = 3, 4).
Since
R˜αβα¯β¯ = ∂α
(
Πα¯γ¯
)
∂β
(
Πγ¯β¯
)− ∂β(Πα¯γ¯)∂α(Πγ¯β¯)
=
4
(i~)2
[Xα, X α¯X γ¯ ][Xβ, X γ¯X β¯]− 4
(i~)2
[Xβ, X α¯X γ¯ ][Xα, X γ¯X β¯],
(5.9)
let us start by computing 2[Xα, X α¯X γ¯]:
2[Xα, X α¯X γ¯ ] =
iα+α¯+γ¯+1
8
√
2
[U∗ + (−1)α−1U, (V ∗ + (−1)α¯−1V )(V ∗ + (−1)γ¯−1V )]
=
iα+α¯+γ¯+1
8
√
2
(
(1 − q2)U∗(V ∗)2 + (−1)α+α¯+γ¯−1(1− q2)UV 2
+ (−1)α−1(1− q¯2)U(V ∗)2 + (−1)α¯+γ¯(1 − q¯2)U∗V 2
)
by using V U = qUV and V ∗U = q¯UV ∗. Subsequently, using this result, one
computes (sum over γ¯ implied)
[Xα, X α¯X γ¯ ][Xβ,X γ¯X β¯] =
−iα+β+α¯+β¯
64
(
q¯2(1− q2)2((−1)β+β¯−1 + (−1)α+α¯−1)1
+ q2(1− q¯2)((−1)α+β¯−1 + (−1)α¯+β−1)1
+ (1− q2)(1 − q¯2)((−1)α¯q¯2 + (−1)β¯q2)(U∗)2
+ (1− q2)(1 − q¯2)((−1)α+β+α¯q2 + (−1)α+β+β¯ q¯2)U2)
where many terms vanish due to the fact that anything proportional to (−1)γ¯ cancel
when summing over γ¯. Since
q2(1− q¯2)2 = q2 + q¯2 − 2 = q¯2(1 − q2)2
one notes that the previous expression is symmetric with respect to interchanging
α and β, which implies, via (5.9), that R˜αβα¯β¯ = 0. 
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Let us now show that, as for the fuzzy sphere, every trace on Aθ is closed.
Proposition 5.2. Let φ be a trace on Aθ. Then φ is closed.
Proof. Let us prove that [X i,Πik] = 0 for k = 1, 2, 3, 4. Lemma 3.2 then implies
that φ is closed. First, assume that k = β:
[X i,Πiβ ] = [Xα,Παβ ] + [X α¯,Πα¯β] = 0,
since Πα¯β = 0 and [Xα,Παβ ] = 0. Similarly, when k = β¯ one obtains
[X i,Πiβ¯ ] = [Xα,Παβ¯ ] + [X α¯,Πα¯β¯] = 0,
which proves that [X i,Πik] = 0. 
The rank of TAθ = D(A4θ) and NAθ = Π(A4θ) can again be computed via the trace
of the corresponding projection operators:
rank(TAθ) =
4∑
i=1
(
δii1− 2X iX i) = 21
rank(NAθ) =
4∑
i=1
(
2X iX i
)
= 21.
Now, let us show that, in fact, both TAθ and NAθ are free modules.
Proposition 5.3. The module TAθ = D(A4θ) is a free module of rank 2, with a
basis given by E1 = −e1X2 + e2X1 and E2 = −e3X4 + e4X3.
Proof. First of all, it is easy to check that D(E1) = E1 and D(E2) = E2, which
implies that E1, E2 ∈ TAθ. Moreover, E1 and E2 are linearly independent, since
E1a+ E1b = 0 ⇒ (−X2a,X1a,−X4b,X3b) = (0, 0, 0, 0) ⇒{(
(X1)2 + (X2)2
)
a = 0(
(X3)2 + (X4)2
)
b = 0
⇒ a = b = 0.
Let us now show that E1 and E2 span TAθ. By definition of TAθ there exists, for
every Y ∈ TAθ, and element U ∈ A4θ such that Y = D(U). One readily computes
that
D(U)1 = −X2(2X1U2 − 2X2U1)
D(U)2 = X1(2X1U2 − 2X2U1)
D(U)3 = −X4(2X3U4 − 2X4U3)
D(U)4 = X3(2X3U4 − 2X4U3);
that is, for every U ∈ A4θ, there exist a, b ∈ Aθ such that D(U) = E1a+E2b, which
implies that E1 and E2 span TAθ. 
Proposition 5.4. The module NAθ = Π(A4θ) is a free module of rank 2, with a
basis given by N± = e1X
1 + e2X
2 ± e3X3 ± e4X4.
Proof. It is easy to check that Π(N+) = N+ and Π(N−) = N− which shows that
they are indeed elements of NAθ. Thus, every element of the form
N = e1X
1a+ e2X
2a+ e3X
3b+ e4X
4b(5.10)
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is an element of NAθ. Now, let N = eiN i ∈ A4θ such that Π(N) = N , which is
equivalent to
ΠαβNβ = Nα ⇔ 2XαXβNβ = Nα
Πα¯β¯N β¯ = N α¯ ⇔ 2X α¯X β¯N β¯ = N α¯.
This immediately implies that N can be written in the form (5.10). Thus, the
elements N+ and N− generate NAθ. Next, assume that
N = e1X
1a+ e2X
2a+ e3X
3b+ e4X
4b = 0,
which is equivalent to Xαa = 0 and X α¯b = 0. Multiplying by Xα and X α¯,
respectively, and summing over the index yields a = b = 0. Hence, N+ and N− is
a basis for the module NAθ. 
Finally, we note that the set {E1, E2, N+, N−} is a set of mutually orthogonal
elements with respect to the metric 〈·, ·〉.
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