対戦して自然な将棋AIの研究-ユーザの棋力に動的に合わせるシステム- by 仲道 隆史
修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 大学院情報理工学研究科 情報・通信工学専攻 博士前期課程 
氏    名 仲道 隆史 学籍番号 1331078 
論 文 題 目  
対戦して自然な将棋 AI の研究 - ユーザの棋力に動的に合わせ
るシステム 










AI の作成を行い，この AI を多くのプレイヤに利用し，評価してもらうことでこの仮説の
検証を試みた． 
 実装した将棋 AI は，現局面の候補手の中から最も評価値が 0 に近い手を着手として選択
するアルゴリズムを採用した．形勢が均衡している評価値 0 の状態を継続する事で悪手を
咎めず拮抗した勝負が続くことを目指した．AI 同士の自己対戦実験によって提案手法導入
前後での AI の振る舞いを比較した結果，本来は勝率 99%を上回る弱い AI に対して勝率を
5 割程度に抑えられたこと，互いに悪手を指しあうなどの評価値の乱高下が観測され，2 つ
の目標に有効なアルゴリズムであることを確認した． 
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ロに勝利を収めており，将棋でも 2013 年の第二回将棋電王戦で現役のプロ棋士 5 名に 3 勝






り，人間が操作しているような自然な振る舞いをゲーム AI に実装することを試みている． 
 これまでに BotPrize1, Platformers AI Competition2, 囲碁（9 路）チューリングテスト大





AI は対戦相手として適度に弱くしたものであることを考えても， AI や評価者の能力を考
慮した上での自然さの評価や議論が必要である．そこで本研究では，ユーザの棋力に動的
に合わせるシステムを作成し，対局して自然な将棋 AI の実現を目指す． 




第 4 章では作成した将棋システムの評価実験の結果をまとめ，第 5 章ではその結果を元に，
棋力を調整できているか，棋力の調整が対局の楽しさどのような影響を与えたか，棋力の
                                                   
1 BotPrize 2014, http://human-machine.unizar.es/?q=retecog/home 
2 Platformer AI Competition 2013, PLATFORMER Ai 
COMPETITION<http://platformersai.com/> 
3囲碁（9 路）チューリングテスト大会，2011 JAIST Cup ゲームアルゴリズム大会 ＠品
川，< http://www.jaist.ac.jp/jaistcup2011/9x9_details.html> 









２.１ ゲーム AI に人間らしさを実現させる試み 
ゲーム AI の研究において人間らしさという用語は， NPC の作成・評価を行う際の一指標
として利用される．FPS4において人間らしさを感じさせる AI との対戦時にゲームの体験が
より楽しくなることを実験から示した研究など，AI から感じる人間らしさとゲームの楽し







 人間らしさを持ったゲーム AI の実現においては，各開発者の想定した人間らしい振る舞
いの作りこみや，人間プレイヤのプレイログからの学習が主に行われている．例えば前者
には Livingstone による PAR(Plan, Act, React)が含まれる[Livingstone 2006]．これはプレ
イングにおける戦略性(Plan)や反応の遅延(Act)が人間らしさを感じさせるという Laird 
and Duchi による実験結果や，周囲への適応や行動の変化(React)などが必要という Wetzel
による指摘をまとめたものであり，人間らしいAIを作成する上での指針となっている[John 
2000][Wetzel 2004]．また，Polceanu らは BotPrize での判定員によるコメントから，人間
らしい振る舞いとして達成すべき要素を表 ２-1 のように挙げ，2008 年から 2012 年までの
受賞プログラムの特徴を評価した[Polceanu 2013]．人間プレイヤのプレイログを用いた手
法の例としては，2012 年に行われた FPS の人間らしさを競う大会である BotPrize で大き
な成功を収めた手法がある．この大会で初めて AI が人間だと判定される割合が人間の平均
である 41.4%を超え，二つの AI の判定率が 50%を超えたが，この成果を収めた UT^2 と
MirrorBot の二つの AI は，人間のプレイデータを利用するという共通の手法を利用してい
た．UT^2 は人間の操作するキャラクタの位置と相互作用を含む動作のプレイログをトレ
ースすることで，MirrorBot は現在プレイしている人間の振る舞いを模倣することで人間ら





                                                   
4 FPS: First Person Shooting と呼ばれる一人称視点のシューティングゲームのジャンル 
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表 ２-1 出典：[Polceanu2013] 
TABLE1 MECHANISMS TO ACHIEVE BELIEVABLE BEHAVIOR 
Label Mechanism 
A  casual stops during gameplay 
B  dodging skill when engaged 
C  evasion when in disadvantage 
D  hiding ability to trick enemy 
E hold grudge on enemy (focus on one enemy) 
F imitation (offline, from recordings) 
G imitation (in real-time) 
H  judging ability 
I long-term memory (places/events) 
J  limited firing accuracy 
K  resource gathering based on needs 
L situation awareness (observe players’ actions) 
M  smooth trajectory of movement 
N  target chasing 




間と似た行動を AI に行わせることで，AI に人間らしさを持たせようとしている． 
 
２.２ コンピュータ将棋に自然に手加減をさせる試み 







池田は楽しませる AI の要素技術として“不自然さ”の抑制を取り上げている．強い AI
は人間との区別がつきにくい一方で初級者中級者に合わせたAIは人間ではまず着手しない
ような手を選ぶとし，囲碁・将棋における AI による不自然な着手として次表の 4 つの着手
を挙げた[JAIST 杯 2011][池田 2013]．コンピュータ将棋における不自然さは，手加減をさ
せる際に特に出現する重要な指摘である． 
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 池田は楽しませる AI の要素技術として，手加減して負ける際のゲームの進行についても













図 ２-1 いくつかの手加減パターン,出典：[池田 2013]図 4 
 将棋 AI においては難しい局面では思考に時間を費やすことや，プレイヤの長考後には
AI にも 5-10 秒考えさせるといったことが行われている[池田 2013]．前節で紹介した人間


























AI の棋譜，アマチュアの棋譜のそれぞれ 1 万局を学習させた 3 つの AI を作成し，対局実
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利用する棋譜と AI 
 将棋倶楽部でのレートにて 1300(アマチュア 3 級相当)程度の棋力のプレイヤ同士の対局
20局の棋譜を用意した．内訳は下表の通り，3つの AIと人間の棋譜をそれぞれ同数の 5局
ずつ用意している． 
表 ２-3 評価実験に用意した棋譜の内容 
問題番号 棋譜集合の内容 
1-5 評価関数を弱くした提案手法の AI 
6-10 乱数によって弱くした AI 
11-15 深さのみを調整した既存手法の AI 
16-20 人間 
 
これら 3 つの AI は，それぞれの方法で弱くした上でレーティングが 1300 に近くなるよ
うに深さを調整している．表 ２-44 で示す通り，深さのみを調整した AI は深さ 3, 評価関
数を R1300 の棋譜を元に学習させた AI は深さ 4, 評価関数に乱数を加えた AI は，深さ 6
となった．なおレーティングの算出は将棋倶楽部 24 レーティングと互換できるものとして
floodgate サーバを利用し，このサーバでレーティングを算出した深さ 5 で探索を行う
Bonanza との自己対戦によって求めた．算出には将棋倶楽部 24 で利用される，次の計算式
を利用した．また，この計算式に基づいてレーティングを求めた場合，期待勝率𝑊𝑒はレー
ティング差𝑑𝑟を用いて𝑊𝑒 = 0.5 + 0.00125𝑑𝑟と表される． 
 
新𝑅 =旧𝑅 +
















1. 評価対象である 20 の棋譜の順序をランダムに並べ替える 




4. 図 ２-2 の web ページで棋譜をひとつ閲覧し，5 段階評価と理由を記入させる 
5. 全ての棋譜を評価するまで 4 を繰り返す 
6. 事後アンケートを記入させる 
実験参加者 
本実験では，大学将棋部の学生 6 名と，日本将棋連盟所属のプロ棋士 5 名に主観的な評
価を依頼した．棋譜を閲覧して指し手を理解できる棋力が必要であるため，将棋倶楽部で
のレートにて 1300(アマチュア 3 級相当)程度のプレイヤの棋譜を閲覧して頂く旨を募集前
に伝えた．参加して頂く学生 6 名はいずれも将棋倶楽部 24 のレートで 2000 を超える有段
者であり，棋譜を閲覧して評価するのに十分な棋力を持つと考えられる． 
 
図 ２-2 評価用 web ページ 
２.３.３ 結果 
人間らしさ評価の概観 
 プロ・アマに 20 の棋譜を評価させた結果が，図 ２-43，図 ２-4 である．前者は 20 の棋
譜を評価した結果で,各種の棋譜 5 つごとの人間らしさの平均を表す．乱数で弱くした AI
の棋譜が最も AI らしく，人間の棋譜が最も人間らしいと評価されていた． 
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図 ２-3 アマチュアとプロ棋士による人間らしさのへ評価平均 
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既存 AIの棋譜 5 番では図 ２-6 の局面が焦点となった．この局面での△２四歩5に対して，
プロ棋士は「▲２四歩が致命的な悪手」「▲２四歩は人間の棋力に関係なく指せない手」「自
然に駒損を回避できるのに攻めあう手で不自然」「明らかに人間では指さない」と 5 人中 4




図 ２-6 既存の AI の棋譜 5 番．▲6 五桂を指した局面 
 







図 ２-7 人間の棋譜 4 番.▲5 三馬を指した局面 
 
                                                   
5 将棋の着手の記法．先手の手ならば△，後手の手ならば▲で表し，ギリシャ数字で筋（右
からの列番号）を，漢数字で段（上からの行番号）を表す事で，駒の行先を記述する． 





























手から AI と判断する回答 
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図 ２-8 アマチュアプレイヤの評価理由 
 
図 ２-9 プロ棋士の評価理由 
人間らしさの判断基準 
 事前・事後アンケートにおいて，実験参加者が考える人間らしさが何かについて 2 度聞
いている．この質問の結果，表 2-6 のように半数の実験参加者が一貫性を人間らしさの要素
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表 ２-6 被験者の考える人間らしさでの、一貫性への言及 
被験者 事前アンケート 
(あなたの考える人間らしさはなんですか) 
アマ A 指し手に一貫性がある． 





アマ D 一貫性のある手，というのがカギになってくると感じた． 
アマ E 序中終盤を通して強さが極端に変わらないのも，人間らしさと感じた． 
プロ b 個々の指し手もそうだが，全体から受ける印象から，人間らしいかどうか
を判断するようになった． 










も AI の棋譜を AI らしいと評価していたが，人間の棋譜においても同様に AI らしいと評価
していた．プロ棋士は判断理由においても AI らしい指し手の言及がアマチュアと比較して
多くなることからも，プロ棋士はアマチュアより AI の棋譜を識別できるというより，着手

























対局して自然な将棋 AI の実現を目指す．  
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という知見をもとに，教授戦略の為の Tutoring Search アルゴリズムを提案している[飯田 









ロ AI を提案した[上田 2012]．この手法では，特徴の ON，OFF の組み合わせによって生成
される複数の AI に思考させ，プレイヤと思考結果が同じだった AI を，プレイヤと同レベ
ルの AIとして手の生成を行わせている．李らによる研究は相手モデルの推定を試みたもの
とみなすことが出来るが，試行させる AIの個数が特徴の数nに対して2𝑛 − 1と増えていく事
から，特徴数の多い AIを構成すると計算時間が問題となる． 将棋 AIでは Bonanza登場時
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３.１.２ 形勢を調整する AI  
動的な手加減によって同レベルの人間同士で起きるシーソーゲームを演出することが必
要である． 






























−𝑉(𝑀), 𝑉(𝑀) ≥ 0
















































































く基本の探索深さ 5 の設定の bonanza に前項の棋力調整機構を加えた AI を，インターネ
ット対局場の 81dojo の対局用 bot として運用した．この調整前の AI は 81dojo のレーティ
ング1900弱相当であり，同程度かそれ以下の棋力のユーザに対して調整できると想定する． 
 
３.３ AI の自己対戦による予備実験結果 
３.３.１ 方法 
深さ 1 から 4 までの bonanza を用意し，接待将棋 AI と対局させた．対局は先後 500 回ず
つの計 1000 局行い，完全一致した棋譜は除いたものに対して集計を行った． 
 また，比較対象として接待将棋と同じく基本深さ 5 で探索する bonanza と，深さ 1 から
4 の対局相手と同じ深さで探索する bonanza(同じ AI 同士での対戦)を用意し，これらも同
様に対局した． 
 




深さ 1 から 4 の bonanza から 3 つの AI に対する勝率は図 ３-3 のようになった．なお，重
複を除去した後に残った対局数とその引き分け・勝ち・敗けの詳細は末尾の付録に添付す
る． 
基準となる深さ 5 の bonanza はすべての bonanza に対して大きく勝ち越し，同じ深さの
bonanza 同士で対局を行った際には勝率はほぼ 5 割となった．レーティング差が 200 あれ
ば上手の勝率が 75%程度になるというレーティング算出式に則った結果になっている．評
価値を 0 に近づける接待システムは，深さ 1 との対局時に勝敗が最も均衡に近づき，深さ 2
から 4 の bonanza には優位に負け越した．このとき，深さ 4 の bonanza に対しては大きく
負け越した．   
 
図 ３-3 3 種類の AI に対する深さ 1 から 4 の bonanza の勝率 
ゲームの進行における均衡 
3 種類の AI と深さ 1 の bonanza による同手数の対局の棋譜の評価値の遷移の例が図 ３-4
である．評価値の導出には深さ 1 の bonanza 以外の 3 つの AI で利用されている深さ 5 の
bonanza を利用し，先手の深さ 1 の bonanza 視点での評価値を求めた． 
 まず強さが均衡していない深さ 5 の bonanza との対局を見ると，60 手前後から評価値が
傾き続けており，実力差によって形勢がほとんど振動する事もなく一方的に悪くなり続け
ているのが見て取れる．次に深さ 1 の bonanza 同士の対局を見ると，全体としてはやや先
手優勢が続く対局であるが，終局間際の振れ幅の大きさが目につく．これは互いに詰みを
読み損なっている弱いプレイヤ同士の対局の特徴であり，対局終了直前まで勝敗が決まら




































図 ３-4 3 つの AI と深さ 1 の bonanza との対局時の評価値の遷移 
 
３.３.３ 考察 
接待アルゴリズムは深さ 1 の bonanza（レーティング 800 程度）との対局時に最も勝率を
5 割程度に近づける事が可能であり，それ以上のプレイヤに対しては負ける事ができていた．












前章で実装を行った接待将棋システムを，国際ネット将棋対局場 81Dojo6での bot として運
用した．対局はレーティングの変動が無いフリー対局とした．このとき前述の思考時間が
不自然さに与える影響を抑制して着手からの不自然さに焦点を当てるために，対局時間を
81Dojo にてスタンダードなルール設定の中で短い，持ち時間 5 分，秒読み 30 秒に設定し
た．また 81Dojo ホームページから専用サイトに誘導し，対局後のユーザに自由にアンケー
                                                   







1 11 21 31 41 51 61 71 81 91 101 111 121 131 141
0接待 深さ1bonanza 深さ5bonanza 


























Bonanza の計測時に利用した floodgate のレーティングは将棋倶楽部 24 のレーティングと
互換性があるものと仮定したが，将棋倶楽部 24 と 81Dojo のレーティングは表 ３-1 のレー
ティング換算表に則って比較する．例えば，接待アルゴリズムでの形勢判断に利用される
深さ 5 の bonanza は 81Dojo 換算では 1900 弱の 4-Dan，接待 AI に勝ち越した深さ 4 の
Bonanzaは3-Danの1750弱，接待可能ラインと想定される深さ3のBonanzaはほぼ3-Dan
の 2-Dan で 1700 弱となる．以降の考察時には，特に断りが無い限り換算後の 81Dojo での
レーティングを利用する． 
  
                                                   
7対戦して楽しい思考ゲーム AI プロジェクト: 
http://minerva.cs.uec.ac.jp/omotenashishogi/wiki.cgi?page=FrontPage 
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表 ３-1 81Dojo-将棋倶楽部 24 間のレーティング換算表89 
81Dojo 
将棋倶楽部 24 段位 将棋倶楽部 24 R 
R Rank Color 
2300- 7-Dan Black 八段 2900 -  
2100-2299 6-Dan 
Red 
七段～六段 2499 – 2899 
1950-2099 5-Dan 五段～四段 2100-2499 
1800-1949 4-Dan 
Orange 
三段 1900 – 2099 
1700-1799 3-Dan 二段～1 級 1450 – 1899 
1600-1699 2-Dan 
Green 
2 級～5 級 1050 - 1449 
1500-1599 1-Dan 6 級～8 級 750-1049 
1425-1499 1-kyu 
Blue 




Purple 1200-1249 5-kyu 
1150-1199 6-kyu 
1100-1149 7-kyu 








- 499 15-kyu 
 
  
                                                   
8 81Dojo, Rating System, http://81dojo.com/documents/Rating_System 
9 将棋倶楽部 24, レーティング, http://www.shogidojo.com/dojo/rating/ 




2014 年 1 月 14 日から 2014 年 4 月 18 日の期間に計 7098 の対局が行われた．将棋では平
均手数が約 115手とされているため極端に短い 50手以内で終了した対局を異常終了として






数は 6.39，標準偏差は 18.0 で，最多ユーザで 315 回対局していた．分布の傾向を見ると
10 回以下のユーザが最も多く，回数が増えるほど人数が少なくなっている．なお対局回数
が 10 回以下の 883 人のうち，ほぼ半数の 461 人は 1 回の対局だった． 
 
図 ４-1 ユーザごとの AI との対局回数の分布． 
 
接待将棋システムに対する勝率 
ユーザから見た AI に対する勝率は，平均 0.47 とほぼ互角であった．また 81Dojo の階級で
分けたレーティングの層ごとに勝率を見ると，図 4-2 のように，アルゴリズム変更前の深さ
5 の bonanza に対する期待勝率と比較し，ユーザの勝率を上げる事が出来ていた．二つの
グラフを比較すると，期待勝率からは Orange から Red のユーザのみに勝つ可能性がある
のに対し，提案将棋 AI では棋力の離れた下位の階級のユーザでも勝つ可能性がある事が分
かる．さらに Purple 以上のユーザに対しては互角以上の対局を演出する事が出来ていた． 
なお期待勝率𝑊𝑒は，前述のようにレーティング差𝑑𝑟を用いた𝑊𝑒 = 0.5 + 0.00125𝑑𝑟の式を
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利用し，各階層のレーティングを将棋倶楽部 24 レーティングの幅の中央値として，深さ 5
の bonanza のレーティングを 1984 として計算した． 
 
 
図 ４-2 階級ごとのユーザの実際の勝率と深さ 5 の bonanza に対する機体勝率 
 
図 ４-3 は対局回数が同じユーザ群の平均勝率をプロットしたものである．ユーザの勝率と
対局回数間には相関係数 r=.039(n.s., サンプル数 1009)で相関は無く，10 回以上対局を行
っているユーザの中で 5%有意で負け越しているユーザが 28 人，5%有意で勝ち越している
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数回答は 1 名のみ 6 回）の回答をアンケートの分析対象とした。回答者のレーティングは
表 ４-1 のように分布しており，平均 1463.6, 標準偏差 317.9 であった．この表における色
は 81Dojo での級位・段位のグループであり，それぞれレーティングと対応した 2, 3 の階級
を一つのグループにまとめている．回答者の国籍は日本が大多数だが，ドイツ・メキシコ
から一名ずつ回答があった．年齢は 9-61 歳（平均 34.4，標準偏差 12.6）だった． 
 
表 ４-1 アンケート回答者の内訳 
色 レーティング 人数 対局数 
Red 1950-2299 1 21 
Orange 1700-1949 11 54 
Green 1500-1699 10 38 
Blue 1300-1499 8 54 
Purple 1150-1299, 3 8 
Grey1 1000-1149 3 5 
Grey2 999 以下 4 48 




 - 29 - 
 
強さの主観評価は図 4-4 のように分布していた．1 が自分より弱く,3 が自分と同程度で，5
が自分よりも強いと感じたことを示す．強さの主観評価ごとに回答人数を計測すると図 
４-5 のように分布し，平均 3.0, SD1.0 であった．なお回答者のレーティングを算出可能な
45 の回答について，レーティングと強さの評価の相関係数は-0.1941 であり，レーティン
グと感じる強さの間に相関は見られなかった． 






図 ４-4 レーティングと強さの主観評価の関係 
 
 











































に示す．強さについての評価は，3 を中心に分布しており，楽しさ 5，4，2 の評価が強さ 3
の時に最も多く解答されている．また，楽しさが 1 の評価は，強さを 1, 5 とした回答者の
みがつけた． 
 
図 ４-6 強さの主観評価ごとの楽しさの主観評価 
 
 
図 ４-7 強さの主観評価ごとの回答頻度 
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楽しさの理由の自由記述 
「この AI との対局は楽しかったですか」(5 段階評価)という設問と「対局の楽しさを前項
のように回答した理由を教えてください」と回答理由を問う設問への自由回答の組 47 件を
分析対象とした． 



















・「歯ごたえが欲しい」のような AI に対する要求は、楽しくない理由 
・これらが利用されないならば，楽しさを 1, 2, 3 とする回答の理由は楽しくない理由，4, 5
とする回答の理由は楽しい理由 
 楽しくない理由・楽しい理由についてそれぞれのカテゴリを以下の表 4-2, 表 4-3 のよう
に定義した．なお代表的なコーディングは末尾の付録に載せる． 
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表 ４-2 楽しくないとした理由 
 適切な課題の欠如 
AI が故意な悪手を着手した，AI に対して勝ち目がない，パターン化している，AI が弱い，
といった理由で真剣な勝負が出来ないために楽しくないという理由 








 UI が思考を阻害したことや，礼儀を無視したことで楽しさを損なったという理由 
 



















次図 ４-8 が楽しくない理由を，図 ４-9 が楽しい理由を集計した結果である．同ユーザの
同評価における同理由は，重複して数えなかった．楽しくない理由・楽しい理由ともに，
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図 ４-8 楽しさの評価値ごとの楽しくない評価理由 
 
 
図 ４-9 楽しさの評価値ごとの楽しい評価理由 
 

































コーディングの過程において，この 3 つに加えて出現したカテゴリが表 4-5 の 5 つであ
る．なお，それぞれのカテゴリが出現した代表的なコーディングは，末尾の付録に載せる． 
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対局相手の棋力の主観評価が弱い 13 名，同程度 19 名，強い 13 名の各群で言及された不自
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然に対局する将棋 AI の作成を行い，AI・人間との対局実験によって評価を行った． 
 実装した接待将棋 AI には，現在の候補手の中から最も評価値を 0 に近づける着手を選択
するアルゴリズムを採用した．形勢が均衡している評価値 0 の状態を継続する事で勝敗を
確定させず，ユーザが気づかずに指した悪手を咎めないことを狙った．人間との対局によ
る評価実験を行う前に，提案手法導入前後の AI の振る舞いを比較するべく AI 同士の自己
対戦実験を行った．本来は勝率 99%を上回る弱い AI に対して勝率を 5 割程度に抑えられた
こと，互いに悪手を指しあう評価値の乱高下が見られたことから，2 つの目標に対して有効
なアルゴリズムであることが示された． 
 この接待将棋 AI をインターネット対局場である 81Dojo の bot として公開し，対局・ア
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付録 A 棋譜評価実験用アンケート 
・事前アンケート 
事前アンケートでは，次の項目について記入させた 































「40 手目 85 桂に銀を逃げなかったこと，48 手目 66 歩に同金と相手したこと，83 成銀を
取られたところに，人間らしい印象を持ちました．」 
(被験者 B，問題 13) 
「63 手目 4 五同桂は今までの受けの流れから外れるため人間らしくない．」 
(被験者 A，問題 10) 
 
 強さの一貫性 
序盤・中盤の弱さと比較し，終盤の寄せや詰め方が強すぎるとして AI と判断する回答． 
「意味のない一人千日手で角を移動させてばかりの割に，最終盤だけ寄せがスマートすぎ
る」 





「127 手目では 6 四桂から詰むでしょう．コンピュータは即詰みを逃さないだろうし玉を守
る人間らしい弱気な手」 












(被験者 E，問題 19) 
 
 不自然な点が無い 
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不自然なところが無いため，人間と判断する回答． 
「指し手に不自然な手がほとんどなかった．あるとしたら 49 手目の 56 歩だが，55 金と出
られたくないという精神状態だったら，候補に上がらないわけでもない気もする．」 






(被験者 G，問題 1) 
「仕掛け前の５五歩のような落ち着いた手は人間らしい手だと思った」 
(被験者 E，問題 1) 
 
 AI らしい指し手 
狙いの分からない指し手や人間の感覚から離れた指し手など，指し手から AI と判断する回
答 
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付録 B: 3 種類の AI に対する深さ 1 から 4 の bonanza の勝率 
bonanza からみた勝率が 50%であると帰無仮説を立てた t-検定を行い，有意水準 1%で勝ち
越しているものに+印をつけた．また，bonanza からみた敗け率が 50%であると帰無仮説を
立てた t-検定を行い，有意水準 1%で敗け越しているものに-印をつけた． 
 
相手 AI bonanza の深さ 引き分け 敗け 勝ち 対局数 勝率 敗け率 
零接待 1 86 222 242 550 0.44 0.40 
2 140 44 342 526 0.65+ 0.08 
3 173 30 295 498 0.59+ 0.06 
4 67 4 457 528 0.87+ 0.01 
同じ深さの
bonanza 
1 5 120 153 278 0.55 0.43 
2 0 148 132 280 0.47 0.53 
3 8 125 150 283 0.53 0.44 
4 13 137 132 282 0.47 0.49 
深さ 5 の 
bonanza 
1 2 541 6 549 0.01 0.99- 
2 0 541 7 548 0.01 0.99- 
3 2 531 6 539 0.01 0.99- 
4 3 433 113 549 0.20 0.79- 
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した。 自然なミス， 人間がやるミス 自然にミスをする、 人間らしいミス
4 序盤の指し手に一貫性があるように感じたから。序盤の指し手に一貫性 AIの序盤の指し手に一貫性 一貫性があるAIは楽しい 人らしい一貫性があった
3
こちらの手に対して割とすぐ
に指してくれるのは良い。
全く思考時間がない状態は
人間側のペースも乱れて上
手く指せないこともある。思
考時間が長すぎるとダレるこ
ともある。そのあたりのバラ
ンスが良かった。
直ぐに指してくれるのは
良い，全く思考時間が無
い状態，ペースが乱れて
うまく指せない，思考時
間が長すぎるとダレる，
バランスが良かった
短すぎず長すぎず，思考時
間のバランスが良かった
対局のリズムがちょうどよ
いと対局に集中できる 丁度いいリズム
対局の楽しさを前項のように回答した理由を教えてください
