О разрешимости граничных задач для абстрактного уравнения Бесселя-Струве by Глушак, А. В.
ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ, 2019, том 55, № 8, с.1103–1110
УДК 517.983.23
О РАЗРЕШИМОСТИ ГРАНИЧНЫХ ЗАДАЧ ДЛЯ АБСТРАКТНОГО
УРАВНЕНИЯ БЕССЕЛЯ-СТРУВЕ
А.В. Глушак
Аннотация. В банаховом пространстве рассмотрены граничные задачи Дирихле и Неймана
для гиперболического уравнения Бесселя-Струве, которые, вообще говоря, относятся к классу
некорректных задач. Установлены достаточные условия их однозначной разрешимости, налагае-
мые на операторный коэффициент уравнения и граничные элементы.
Пусть A : D(A)  E ! E — замкнутый оператор в комплексном банаховом простран-
стве E с плотной в нем областью определения D(A). При k > 0 рассмотрим уравнение
Бесселя-Струве
u00(t) +
k
t
(u0(t)  u0(0)) = Au(t): (1)
В работе [1] приводится обзор публикаций, относящихся к уравнению (1), и описан
класс Gk операторов A, с которым при t > 0 установлена равномерная корректность
задачи Коши для этого уравнения с условиями
u(0) = u0; u
0(0) = p; u0; p 2 D(A): (2)
Класс Gk; k > 0 представляет собой множество операторов, которые являются гене-
раторами проинтегрированной косинус оператор-функции (ПКОФ) Ck=2(t) (определение
ПКОФ см., например, в [1] – [4]), G0 — множество генераторов косинус оператор-функции
(КОФ) C(t).
Граничные же задачи для уравнения (1) при A 2 Gk (гиперболический случай), во-
обще говоря, не являются корректными, но необходимость решать некорректные задачи
в настоящее время является общепризнанной (см. введение в [5], [6], [7] и имеющуюся в
них обширную библиографию). Во второй главе монографии [5] исследована корректность
общих краевых задач для дифференциально-операторного уравнения первого порядка и
для абстрактного волнового уравнения (случай k = 0 в уравнении (1)).
Многие некорректные задачи для дифференциально-операторных уравнений могут
быть сведены к операторным уравнениям первого рода Bx = y; x; y 2 E и основная труд-
ность состоит в установлении их разрешимости. В настоящей работе именно при A 2 Gk
в гиперболическом случае удается решить операторное уравнение первого рода и устано-
вить условия корректности граничных задач Дирихле и Неймана для уравнения Бесселя-
Струве (1).
1. Задача Дирихле. Будем искать решение u(t) 2 C2([0; 1]; E) \C((0; 1]; D(A)) урав-
нения (1) при t 2 [0; 1], удовлетворяющее граничным условиям
u(0) = u0; u(1) = u1: (3)
Как уже было отмечено, задача (1), (3), вообще говоря, не является корректной. Мы
установим условия, налагаемые на оператор A 2 Gk и элементы u0; u1 2 E, обеспечиваю-
щие её однозначную разрешимость.
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Пусть A 2 Gk. Из результатов работы [1] следует, что корректная постановка началь-
ных условий для уравнения Бесселя-Струве (1) состоит в задании в точке t = 0 начальных
значений (2), при этом единственное решение задачи (1), (2) имеет вид
u(t) = Yk(t)u0 + Lk(t)p; u0; p 2 D(A); (4)
где операторная функция Бесселя (ОФБ) Yk(t) и операторная функция Струве (ОФС)
Lk(t) определены соответственно равенствами
Yk(t) =
2 (+ 1=2)p
 t
0@C(t)  1Z
0
P 0 1()C(t) d
1A ; (5)
Lk(t) =
2  (+ 1)
t 1
1Z
0
P 1()C(t) d; (6)
 = k=2,  () — гамма-функция, P 1() — сферическая функция Лежандра ([8], с. 205),
C(t) — ПКОФ.
Задача Дирихле (1), (3) может быть переформулирована как обратная задача нахожде-
ния функции u(t) и входящего в уравнение элемента p 2 D(A), одновременно являющимся
вторым начальным условием в (2), из уравнения
u00(t) +
k
t
u0(t) = Au(t) +
k
t
p (7)
по начальному и финальному условиям из равенства (3). Подробный обзор работ по раз-
личным обратным задачам можно найти в [9].
При k = 0 задача (7), (3) превращается в задачу Дирихле для абстрактного волнового
уравнения
u00(t) = Au(t); (8)
исследованную в работе [10]. Как установлено в этой работе, если A 2 G0; u0; u1 2 D(A),
множество чисел
j =  2j2; j = 0; 1; 2; ::: (9)
принадлежит резольвентному множеству (A) оператора A и для любого x 2 E существу-
ют пределы
lim
n!1
 
1
n
n 1X
m=0
mX
j= m
R(2j )x
!
; lim
n!1
 
1
n
n 1X
m=0
mX
j= m
AR2(2j )x
!
; (10)
где R() = (I   A) 1, то задача Дирихле (8), (3) имеет единственное решение.
Возвращаясь к рассматриваемой нами задаче (7), (3), отметим, что, учитывая пред-
ставление (4), нам следует определить элемент p 2 D(A) из уравнения
Lk(1)p = u2; (11)
где u2 = u1   Yk(1)u0.
Еще один частный случай уравнения (11) при k = 2 встречался ранее в работе [11] при
решении обратной задачи
w00(t) = Aw(t) + q; (12)
2
w(0) = w0; w
0(0) = q; w(1) = w1; w0; q; w1 2 D(A): (13)
ОФС L2(t) при k = 2 выражается через ПКОФ C2(t) из равенства 2C2(t) = tL2(t) (см.
[1]) и уравнение (11) имеет вид
2C2(1)p = u2: (14)
Как доказано в [11], если A 2 G0, множество чисел
j =  42j2; j = 1; 2; ::: (15)
принадлежит резольвентному множеству (A) оператора A и для любого x 2 E существу-
ют пределы
lim
n!1
 
1
n
n 1X
m=1
mX
j=1
R(2j )x
!
; lim
n!1
 
1
n
n 1X
m=1
mX
j=1
AR2(2j )x
!
; (16)
то уравнение (14) и обратная задача (12), (13) имеют единственное решение (p; v(t)).
Отметим, что в указанных частных случаях k = 0 и k = 2 использована суммируемость
по Чезаро рядов, входящих в равенства (10), (16), что было возможным в силу того,
что оператор A являлся генератором КОФ C(t), A 2 G0. В общем случае A 2 Gk; k >
0 ситуация, естественно, усложняется при этом важную роль при решении граничных
задач будет играть ОФС Lk(t), ее представление через резольвенту R() оператора A и
распределение нулей некоторой целой функции k().
Для получения нужного представления, воспользуемся формулой связи (см. [1]) функ-
ций ОФС Lk(t) и ОФБ Yk+1(t)
Lk(t)x =
tZ
0
p
t2   2Yk+1()x d; x 2 E; (17)
и выражением (см. [12]) ОФБ Yk+1(t) через резольвенту
Yk+1(t)x =
2k=2 (k=2 + 1)
i tk=2
+i1Z
 i1
1 k=2Ik=2(t)R(2)x d;  > !; x 2 E; (18)
где I() — модифицированная функция Бесселя, 2 при Re > !  0 принадлежит ре-
зольвентному множеству (A) оператора A.
Подставляя выражение (18) в (17), после элементарных преобразований получим
Lk(t)x =
tZ
0
p
t2   2
2k=2 (k=2 + 1)
i k=2
+i1Z
 i1
1 k=2Ik=2()R(2)x dd =
=
2k=2 (k=2 + 1)
i
+i1Z
 i1
1 k=2R(2)x
tZ
0
1 k=2p
t2   2 Ik=2() dd =
=
t
i
+i1Z
 i1
 1F2

1;
3
2
;
k
2
+ 1;
t22
4

R(2)x d =
3
=
2k=2 1=2 (k=2 + 1)
i
p
 tk=2 1=2
+i1Z
 i1
1=2 k=2Lk=2 1=2(t)R(2)x d; (19)
где 1F2() — гипергеометрическая функция, а L() — модифицированная функция Струве
([13], с. 655), при этом были использованы интеграл 2.15.2.5 [14] и представление гипер-
геометрической функции 7.14.1.11 [13].
Учитывая представление (19), операторное уравнение (11) для нахождения элемента
p 2 D(A) перепишем в виде
Bp  2
k=2 1=2 (k=2 + 1)
i
p

+i1Z
 i1
1=2 k=2Lk=2 1=2()R(2)p d = u2: (20)
Таким образом, однозначная разрешимость задачи (1), (3) сводится к задаче о суще-
ствовании у заданного левой частью уравнения (20) и продолженного по непрерывности
на E ограниченного оператора B : D(A) ! E обратного оператора, определённого на
некотором подмножестве из D(A). Важную роль при этом будет играть целая функция
k() =
2k=2 1=2
p
  (k=2 + 1)
k=4+1=4
Lk=2 1=2
p


; (21)
используя которую, уравнение (20) запишем в виде
Bp  1
i
+i1Z
 i1
 k(
2) R(2)p d = u2: (22)
Для установления разрешимости уравнения (22) на резольвенту оператора A наложим
дополнительное условие.
Условие 1. Каждый нуль j; j = 1; 2; ::: определяемой равенством (21) целой функции
k() принадлежит резольвентному множеству (A) и существует такое d > 0, что
sup
j=1;2;:::
kR(j)k  d:
Отметим, что в общем случае для k > 0 распределение нулей j функции k() нам не
известно, но в частных случаях при k = 0 и k = 2, нули j вычисляются явно и они ранее
нами приведены в равенствах (9), (15). В указанных частных случаях соответственно
имеем:
0() =
sh
p
p

; j =  2j2; j 2 N;
2() =
2

ch
p
  1


; j =  42j2; j 2 N:
Будем считать условие 1 выполненным. Поскольку каждый нуль j; j = 1; 2; ::: функ-
ции k() принадлежит (A), то он принадлежит (A) вместе с круговой окрестностью

j радиуса
1
d
, границу которой, проходимую по часовой стрелке, обозначим j. Пусть
0 — контур на комплексной плоскости, состоящий из проходимой снизу вверх прямой
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Re z = 0 > !, 20 — парабола, образ 0 при отображении w = z2 (z 2 0; w 2 20), и
 = 20
[
j=1;2;:::
j.
Возьмём 0 2 (A), Re 0 >  > 0 и выберем n 2 N так, чтобы
n >
1
4
(k + 7 maxf3  k; 1g) : (23)
Введём в рассмотрение ограниченный оператор
Hv =
1
2i
Z

R (z) v dz
k(z)(z   0)n ; H : E ! E: (24)
Покажем, что интеграл в (24) при выполнении некоторых условий абсолютно сходится.
Действительно, в силу выбора контура 20, неравенства (см. [12])
k1 k=2R(2)k  M
(Re  !)k=2+1
; Re > !
и асимптотического поведения функций Струве L() и Бесселя I(), K() при z ! 1,
jarg zj < =2
L(z) =  iei=2I(z) + 2i

e iK(z) +O(z 1);
I(z) =
ezp
2z
 
1 +O(z 1)

; K(z) =
r

2z
e z
 
1 +O(z 1)

интеграл Z
20
R (z) dz
k(z) (z   0)n =
2(3 k)=2p
  (k=2 + 1)
Z
0
(k+3)=2 R (2) d
L(k 1)=2() (2   0)n
абсолютно сходится, поскольку, как следует из ограничения (23), справедливо неравенство
2n > 1=2 (k + 7 maxf3  k; 1g), обеспечивающее его абсолютную сходимость.
Рассмотрим теперь интеграл
1
2i
Z
S
j=1;2;:::
j
R (z) dz
k(z) (z   0)n : (25)
по оставшейся части контура . Как уже было отмечено, в общем случае асимптотика
нулей j функции k() нам не известна, поэтому абсолютную сходимость интеграла (25)
мы, наряду с условием 1, обеспечим следующим предположением.
Условие 2. При некотором n, удовлетворяющем неравенству (23), ряд
1X
j=1
Z
j
R (z) dz
k(z) (z   0)n
абсолютно сходится.
Заметим, что в частных случаях k = 0 и k = 2 в качестве n в неравенстве (23) и
условии 2 можно взять n = 3.
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Теорема 1. Пусть A 2 Gk, n 2 N выбрано так, чтобы выполнялось неравенство (23)
и справедливы условия 1, 2. Если u0; u1 2 D(An+1), то задача (1), (3) имеет единственное
решение.
Доказательство.Как мы уже выяснили, доказательство существования единственного
решения задачи (1), (3) сводится к существованию обратного у ограниченного оператора
B, определяемого равенством (22). Покажем, что оператор B имеет обратный оператор
B 1 : D (An)! E.
Пусть v 2 D (A), 0 <  < Re. Тогда, применяя определяемый равенством (24) опе-
ратор H к Bv и учитывая тождество Гильберта
R(z)R(2) =
R(z) R(2)
2   z ;
получим равенство
HBv =
1
2i
Z

R (z)
k(z) (z   0)n
1
i
+i1Z
 i1
 k(
2) R(2)v d =
=
2
(2i)2
Z

+i1Z
 i1

k(
2) R(z)v
k(z) (z   0)n (2   z)  
k(
2) R(2)v
k(z) (z   0)n (2   z)

ddz: (26)
Интеграл в (26) абсолютно сходится. Изменяя порядок интегрирования, будем иметь
HBv =
2
(2i)2
Z

+i1Z
 i1
k(
2) R(z)v ddz
k(z) (z   0)n (2   z) 
  2
(2i)2
+i1Z
 i1
k(
2) R(2)v
Z

dz
k(z) (z   0)n (2   z) d: (27)
Если контур интегрирования 20 замкнуть влево, не пересекая
S
j=1;2;:::
j, то внутренний
интеграл во втором слагаемом (27) обратится в нуль в силу выбора контура  и теоремы
Коши для многосвязной области. А для вычисления интегралов в первом слагаемом (27),
используем интегральную формулу Коши. Таким образом, справедливо равенство
HBv =
2
(2i)2
Z

Z

k(
2) R(z)v ddz
k(z) (z   0)n (2   z) =
2
(2i)2
Z

Z
2
k() R(z)v ddz
k(z) (z   0)n (  z) =
=
1
2i
Z

R(z)v dz
(z   0)n =
1
2i
Z
20
R(z)v dz
(z   0)n =
 1
(n  1)!R
(n 1)(0)v = ( 1)nRn(0)v:
Коммутирующие операторы H; B; Rn(0) ограничены и область определения D(A)
плотна в E, поэтому равенство HBv = ( 1)nRn(0)v справедливо и для v 2 E, и при
этом HB : E ! D (An). Отсюда следует, что оператор B 1v = ( 1)n(0I   A)nHv при
v 2 D (An) является обратным по отношению к B, B 1 : D (An)! E. Действительно,
BB 1v = ( 1)nB(0I A)nHv = ( 1)nBH(0I A)nv = Rn(0)(0I A)nv = v; v 2 D (An) ;
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B 1Bv = ( 1)n(0I   A)nHBv = (0I   A)nRn(0)v = v; v 2 E:
Возвращаясь к задаче (1), (3), определим принадлежащий D(A) начальный элемент
p = ( 1)n(0I A)nHu2, где u2 = u1 Yk(1)u0; u2 2 D (An+1), операторH задан равенством
(24), 0 2 (A), Re0 > 0 > !. Тогда единственное решение u(t) задачи (1), (3) имеет вид
(см. представление (4)) u(t) = Yk(t)u0 + Lk(t)p, где ОФБ Yk(t) и ОФС Ck(t) определены
соответственно равенствами (5), (6). Теорема доказана.
2. Задача Неймана. Рассмотрим еще один случай регулярных граничных условий
для гиперболического уравнения (1), а именно: задачу Неймана
u0(0) = v0; u0(1) = v1: (28)
Критерий корректной разрешимости задачи Неймана для уравнения (8) (уравнение
(1) при k = 0) в эллиптическом случае (в частности, когда оператор  A 2 G0) получен
ранее в [15], [16]. В этих работах установлено, что для корректной разрешимости задачи
Неймана необходимо и существование ограниченного оператора A 1, что мы также будем
предполагать при исследовании задачи (1), (28).
В дальнейшем мы будем использовать обозначение (Yk(t)u0)
0 = Y 0k(t)u0 и следующие
формулы (см. [1]) для дифференцирования
Y 0k(t)u0 =
t
k + 1
Yk+2(t)Au0; L
0
k(t)v0 =
t
k + 2
Lk+2(t)Av0 + v0:
Учитывая представление (4) и условия (28), нам предстоит определить неизвестный
элемент u0 2 D(A) из уравнения
Y 0k(1)u0 + L
0
k(1)v0 =
1
k + 1
Yk+2(1)Au0 +
1
k + 2
Lk+2(1)Av0 + v0 = v1;
которое мы перепишем в виде
Yk+2(1)Au0 = v2; (29)
где
v2 = (k + 1)(v1   v0)  k + 1
k + 2
Lk+2(1)Av0:
Утверждение о разрешимости уравнения (29) относительно Au0 при выполнении ряда
условий содержится в теореме 3 работы [17]. Мы сформулируем эти условия примени-
тельно к рассматриваемой задаче Неймана, потребовав при этом существование обратного
оператора A 1 и используя для ; 0 обозначения из теоремы 1.
Условие 3. Число 0 = 0 и каждый нуль j; j = 1; 2; ::: функции
 k() = 2
k=2+1=2 (k=2 + 1=2)  (k+1)=4 Ik=2+1=2
p


принадлежат резольвентному множеству (A) и существует такое d > 0, что
sup
j=0;1;2;:::
kR(j)k  d:
Условие 4. Пусть v0 2 D(An+2); v1 2 D(An+1), где n 2 N выбрано так, чтобы выпол-
нялось неравенство 2n > maxfk + 2; k=2 + 3g.
Теорема 2. Пусть A 2 Gk и выполнены условия 3, 4. Тогда задача (1), (28) однозначно
разрешима и решение имеет вид u(t) = Yk(t)u0 + Lk(t)v0, где
u0 =
( 1)n
2i
Z

A 1(0I   A)n R (z) v2 dz
 k(z)(z   0)n :
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