Introduclion
The problem of arranging the vertices of an n-vertex, COIUleeted graph G = (V ,E) on a line subject to minimizing various cost measures is an interesting combinatorial problem arising in the area of VLSI layout design [F, 01\1KF, PDS, T) . Commonly considered COSt measures are.the bandwidth, the IOtal edge length, and the cutwidth [el, CZ, CM5T, L, 51, Yl] . In Ibis paper we consider linear arrangement problems when no two edges of G are allowed to cross in the layout.
The graphs that can be laid out under this assumption are exactly the outerplanar graphs [Y2] .
We present efficient algorithms that minimize the bandwidth, the total edge length, and the cutwidth of a layout, respectively. A layout of G is a one-to-one mapping f of the vertices of G to the set [0,1, ...• n-l}. We next give the definition of the problems considered.
In the Constant Bandwidth (CB) Problem we are given G and an integer b and must determine if there exists a layout such that for every edge (i ,j) 
eE If (i)-f U) I'5b. In the Variable Bandwidth (VB) Problem every edge (i ,j) has its own bandwidth b(i ,j) and we must determine
if there exists a layout such that for every edge Ci,j) If(i}-fU) I'5b(i,j) . In both problems a layout should be generated if one exists. In the Total-Edge-Length (TEL) Problem we must determine the layout ofG minimizing L IjCirfU)I. In the Minimum Cutwidth (MC)Prob-(ij)eE lem we must determine a layout of G that minimizes the cutwidth. The cutwidth is defined as the maximum number of edges crossing any position X +.5 on the line, x e {O,l," . ,n -I}.
In this paper we present an algorithm that solves the CB problem in 0 (n 2 ) time using 0 (n) space. For the VB and TEL problems we present algorithms that run in time 0 (fin + n 2 ) using combine sublayout5 during the sweep and in how they select the root of the block-cutpoint~.
Sublayouts are combined by solving two processor scheduling problems, with a different type of scheduling problem for each of bandwidth. edge-length, and cutwidth. Each one of the three scheduling problems that arises is NP-complete, but can be solved by a pseudo-polynomial time general algorithm which in tum yields an algorithm polynomial in n for the instances generated by our layout problems.
The selection of the root of the block-cutpoint tree for the CB, VB,. and Me problems is When considering non-planar layouts of general graphs all four problems are NP-complete [GJ] . The bandwidth problems are already NP-complete for trees [GGJK] , but the total edge length and the minimum cut problem can be solved in polynomial time in the case of trees [CI, S 1, Yl] . The TEL problem and the MC problem have recently shown to be NP-complete for 2-outerplanar graphs and outerplanar multigraphs in the case of non-planar layouts [MS, S2] .
Planar layouts of trees minimizing the curwidth are described in [DT, YI] .
The paper is organized as follows. In Section 2 we present layout characterizations for the CB, VB, and TEL problems, respectively. These characterizations will be used by our algorithms. Section 3 discusses the scheduling problems arising in the four layout problems and describes their solutions. Sections 4, 5, 6 , and 7 present the algorithms for the CB, VB, TEL, and MC problems, respectively.
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Layout Characterizations
In this section we present characterizations of optima11ayouts for the CB, VB, and TEL problems which will be used by the algorithms. We start with some definitions used throughout the paper. We call a layolltfeasib/e if it satisfies the constraints imposed by the problem. A central biconnected componenr B* = (V* , E*) is a biconnected component for which the removal of the edges in E* from G results in connected components of at most nl2 vertices each. A central articulation point a* is an articulation point whose removal results in coIUlecled components of size at most n /2 vertices each. It is easy to show that a graph that has no central biconnected component has a central articulation point Let L be a planar layout of G. Edge (.%,y) dominates edge (u;v) if (x,y):;t:(u,v) and ';'! (y) . LetE' be a set of edges. We say (x,y)dominatesE' if it dominates every edge of E'. We call an edge a dominating edge if it is not dominated by any other edge.
We say that a vertex 11 is dominated by an edge (u,w) if f(u)<f (v)<f(w) . A vertex that is not dominated by any edge is called an exposed vertex.
The following lemma characterizes a feasible layout for the CE, VB, and TEL problems when the graph contains a central biconnected component B* .
Lemma 2.1. Let G be an outerplanar graph that contains a central biconnected component B* .
If there exists a feasible layout for the ca, VB, and TEL problems, respectively, then there exists one in which an edge of the central biconnected component B* is a dominating edge.
Proof. Let L be a feasible layout in which every edge of B* is dominated by a least e edges, where e is a minimum among all feasible layouts. Suppose e >0. We show how to transform L into another feasible layout L' such that one edge of B* is dominated by at most e-l edges.
Among the e edges dominating B* , select the edge (u ,v) with f (u) a minimum. Note that this implies that the remaining e-l edges dominating B* are also dominated by (u,v) . LetB be the biconnected component containing edge (u ,v) . It is not hard to show that the removal of all the edges of B that dominate B* results in two connected components. To obtain from L a layout L' with one edge of B* dominated by a most e-l edges, remove all the edges of B that dominate B* , interchange the layouts of the two resulting connected components, and restore the previously removed edges.
-5 -The only edge lengths that can change by this operation are of those edges that are removed and then restored. Since B* is a central biconnected component, any edge (II,v') Proof. Let L be a feasible layout and letB j = (Vi,Ei) be a biconnected component containing an edge (x ,y) such that (x,y) dominates every edge in E j for all rt:i. Assume edge (x.y) is dominated by e edges. where e is a minimum. Suppose e >0. Then a layout I.: can be obtained from L in a fashion analogous to that in the proof of Lemma 2.1. Layout L' will be feasible, and have at most e-1 edges that dominate a*. TIlis yields a contradiction. 0
The following three lemmas fully characterize an optimal layout for the CB problem. TIlis .full characterization allows us to generate an 0 (n 2 ) time algorithm for the CB problem. For the CB problem we do not need to work with graph G, but can consider the reduced graph Gr which is defined as follows. Let B = (V' ,Ej be a bicormecred component of G, let IV'l=k.. and let
where E/ = {(Xi.xCi+I)mDdk) I !(Xj). =f (X(i+l) (X c 'xc+l) and (Xi,xi+I), interchanging the layouts of the two resulting connected components. and restoring the two previously removed edges. In layout i edge (xc 'xc+l) is dominating, but the length of the edge may exceed bandwidth b. Such a situation is shown in Figure 2 .1, where layouts L 10 L 2 , L s •and L 6 consist of n/8 -1 vertices, and layouts L 3 and L 4 consist of nl4 -1 vertices each. In C the edge (Xc+I'xc) violates the bandwidth b = 3n/4. Note that the edge (X c "xc+l) is the only edge in i for which the length could have increased. (By an argument similar to the one given in the proof of Lemma 2.1, it can be shown that the length of the edge (Xi ,xi+l) did not increase.)
In order to obtain L' we perform the following operation on C. Our algorithms for all four layout problems will make use of algorithms for several scheduling problems. These involve scheduling tasks nonpreemptively on two processors, and are in general NP-hard, but all have pseudo-polynomial time algorithms when the relevant input values are integers. In the case of the particular scheduling problem instances generated by our layout problems, lhe running time of the scheduling algorithms will be slricdy polynomial. In this section we present pseudo-polynomial time algorithms for !.he scheduling problems and show how to reduce the space used over that required in an obvious implementation. We now identify the different scheduling problems that we shall be considering.
In the Deadline Scheduling Problem we are given s tasks, with task i requiring time T(i) and having a deadline D (i) by which time it must be complered. We must detennine if there is a feasible schedule of the tasks, and if there is one, must find among all feasible schedules a schedule that minimizes the total time on processor 1. One variation of this problem will be to report the set of different times on processor 1 for the set of feasible schedules. A second variation is to generate the schedule that realizes a panicuIar time on processor 1.
In the Cumulative Penalty Scheduling Problem we are given s tasks, with task i requiring time T (i) and having a delay penalty value of P (i), which is multiplied times the stan time of the • task. We must determine the schedule with the minimum total penalty, i.e.
• LP (i )*A (i), where
A (i) is the start time of the i -th task in the schedule. Again we consider variations of the problem. One variation is to repon the set of different times on processor 1, along with the smallest cost for each. The second variation is, given a particular time on processor 1 realized by some feasible schedule, generate the minimum cost schedule for that time.
In the Maximum Penalty Scheduling Problem we are given s tasks, each task requiring unit
time, an additive cost Wei) and a dominating cost G(l), where W(i)::;; G(i).
A cost is determined for each processor, with the cost c of a processor reset to max
is added to the processor following the previously scheduled tasks. We must determine a schedule that minimizes the maximum cost of the two processors. Once again we consider variations of the problem. One variation is to report the set of different costs on processor 1, along with the corresponding smallest cost on processor 2. The second variation is, given a particular cost on processor 1 realized by some feasible schedule, generate the minimum cost schedule for that cost
As claimed, each of the above scheduling problems is NP-hard. The NP-completeness of deadline scheduling and cumulative penalty scheduling follows from [GIl. problems SS8 and SS13, respectively. The NP-haniness of maximum penalty scheduling follows from an easy transformation from partition.
Each of the above three problems has a special property that can be used in genernting a dynamic programming algorithm. For the deadline scheduling problem, if there is a feasible schedule, then there is a feasible schedule in which the tasks on processor I are ordered in terms of nondccreasing deadline, and similarly for processor 2. For the cumulative penalty scheduling problem, an optimal schedule will have the tasks ordered on each processor by nondecreasing
value of T(i)/P(i).
For the maximum penalty scheduling problem, an optimal schedule will have the tasks ordered on each processor by nondecreasing value of C (i) -W(i). These properties can be established inductively using a simple interchange argument. 
• and deleting any infeasible schedules. Then merge X' and!C' ordered on the crucial value, pruning any partial schedule that is clearly inferior to another partial schedule.
We now indicate how this strategy is instantiated for each of the scheduling problems. For deadline scheduling, we represent a partial schedule on list K j by a pair (t. j) where t is the time scheduled on processor 1, and j is the highest indexed task on processor 1. If j ;!: 0, then the preceding tasks on processor I can be detennined by finding a pair (t-TU), l) on list K j _ 1 , resetting j to l, and repeating this until j = O. Each list is ordered by value t. Let ,
are merged to yield K j , prune any pair (t, j) if there is a pair «(,l) preceding it with ( = t .
• Let N = :ET(i). If the T(i)'s are integers, then the preceding algorithm runs in O(sN)
i=1 time and space. TItis approach solves all three versions of the deadline scheduling problem. We now discuss how to reduce the space. We handle the first variation of deadline scheduling, in which we are interested in determining only the set of different times on processor I for the sct of feasible schedules, as follows. We do not keep the j values in the pairs, and do not maintain list K i _ 1 once list K j is fonned. Thus we can detennine this set in 0 (sN) time and 0 (N) space.
Note that the above methods work in the claimed time and space bounds even if there are additional consttainrs to the problem that allow no task to be scheduled on processor 1 before a certain time, and no task to be scheduled on processor 2 before a certain time.
We can also solve the second variation of deadline scheduling, determining a feasible schedule that realizes any given time in the set of times on processor 1, using just 0 (N) space. Lemma 3.1. The deadline scheduling problem and its two variations can be solved in 0 (sN) time and 0 (N) space.
Proof. By arguments presented above, the first variation can be solved in the claimed time and space bounds.
The algorithm for the second variation can be shown to take 0 (N) space, by a simple inductive argument. The time can be shown to be 0 (sN) as follows. Let T(s, N) be the time to solve a deadline schedule problem of s tasks with [oral processing time N by the above melhod.
Then for s = I, T(s IN) ::;; C I and for s > I,
It follows that T(s, N) " c (Zs-I)N.
The original version of the problem can be solved by solving lhe first variation, selecting the smallest time on processor I, and then solving the second variation. 0
We next discuss how the space-saving strategy is instantiated for cumulative penalty scheduling. We represent a partial schedule on list K i by a triple (t Ie, j) where t is the time scheduled on processor 1, c is the cost of the partial schedule. and j is the highest indexed task on processor 1. Each list is ordered by value t. Recall that 
then the algorithm as stated runs in 0 (sN) time and space. We handle the first variation of cumulative penalty scheduling, in which we are interested in determining only the set of different times on processor 1 for the set of feasible schedules, along with the smallest cost for each time, as follows. We do not keep the j values in the triples, and do not maintain list K i _ 1 once list K j is formed. Thus we can determine this set in 0 (sN) time and 0 (N) space. Note that the above methods work. even if there are additional constraints to the problem that allow no task. to be scheduled on processor 1 before a certain time, and no task to be scheduled on processor 2 before a cenain time.
We can also solve the second variation of cumulative penalty scheduling, determining a feasible schedule that realizes any given time in the set of times on processor I, and is of minimum cost for that time, using just 0 (N) space. TI1is is accomplished by using the divideand-conquer technique discussed for deadline scheduling. Use triples (t, th' For maximum penalty scheduling we do the following. Let C = Leei). Iftbe Cei)'s are i=l integers, then the algorithm as stated runs in 0 (sC) time and space. We handle the first variation of maximum penalty scheduling, in which we are interested in determining only the set of different costs on processor 1. along with the corresponding smallest cost on processor 2. as follows.
We do not keep the j values in the triples. and do not maintain list K i _ 1 once list K j is formed.
Thus we can determine this set in o(sC) time and O(C) space. Note that the above methods work even if there are additional constraints to the problem such as an initial nonzero cost on processer I, and an initial nonzero cost on processor 2.
We can also solve the second variation of maximum penalty scheduling, determining a feasible schedule that realizes any given co~t in the set of costs on processor 1, and is of minimum cost on processor 2, using just 0 (N) space. This is accomplished by using the divideã nd-conquer technique discussed for deadline scheduling. Use triples (c I' c 1.11' ci) in the lists, where c 1.h is the cost on processor 1 that is accounted for by tasks indexed i = 1, 2, ... , ls12J. Proof. The proof is similar to that of Lemma 3.1. 0
The Constant Bandwidth Problem
In this section we present an algorithm that solves the CB problem for a given outerplanar graph G in 0 (n 2 ) time using 0 (n) space. We assume that G has been reduced; i.e., every bicon- Since L(x) will, at some later step, be combined with other sublayouts containing vertex p (x) and an edge encountered later has to be dominating, it is necessary to have vertex p (x) assigned to a comer position in layout L (x). W.l.o.g., we assign p (x) to the rigtumost position.
Hence, in layout L (x) , one edge incident to p (x) will be a dominating edge in L (x) . Two values,
length (x) and slack(x), are associated with L(x). Let length (x)
be the number of vertices in the layout L(x) minus 1, and let slack(x) be the maximum distance the length of the dominating edge incident to p(x) can be increased in future steps (which equals the maximum number of additional vertices that can be dominated).
We call a biconnected component trivial if it consists of a single edge. When sweeping up through the block-cutpomt tree no action is taken for any vertex corresponding to an articulation point unless it is the root. When vertex x corresponds to a biconnected components one of 4 cases can occur:
(1) Vertex x is a leaf (2) Venex x is neither a leaf nor the root, and corresponds to a trivial biconnected component B x (3) Vertex x is neither a leaf nor the roOE, and corresponds to a non-trivial biconnected component Ex (1) to (3) remain as described above and Case (4) is handled as follows. We set up and solve a deadline scheduling problem on 0 tasks using length (Xj) and slack (Xi), 19 $3. Any feasible solution to the scheduling problem represents a final layout of graph G.
Theorem 4.1. The algorithm determining a feasible layout for the CB problem runs in 0 (n 2 ) time and uses 0 (n) space.
Proof. All the preprocessing steps (i.e., reducing G, creating the block-cutpoint tree H I determining B* or a*) can be done in 0 (n) time. Consider a vertex x in H representing a biconnected component Let n' be length(x), i.e., it is the number of vertices in bicormected components represented by vertices in the subtree rooted at x. For case (1), the algorithm takes 0 (n') time. For cases (2), (3) and (4) If B x is a non-trivial biconnected componem,let P ex) correspond to articulation point Yc in G. We now have two choices for the dominating edge. Case (2) . If x is neither a leaf nor the root, and conesponds to a trivial biconnected component. we proceed in a fashion similar to that in case (2) of the algorithm for the CB problem.
The one exception is that slack (x) is set to b (yooY 1) -tl'
Case (3), Assume x is neither a leaf nor the root, and corresponds to a non-trivial biconnected component B x ' Recall that aI' _., ,ak are the children of x in H and Yo,·· . Ya:-1 are the vertices in B x ' k <oc For every child aj of x we solve a deadline scheduling problem of the first variation, choose a particular feasible time on processor I, and solve a deadline scheduling problem of the second variation for it. The main idea is to construct L (x) in a left to right fashion and to position the sublayouts of every vertex Yi as much as possible to the left ofYi.
As in case (3) of the algorithm for the CB problem, we have two choices for the dominating edge. We discuss how to deteIIDine only layout L', the layout that has the edge (Yc+loYc) as the dominating edge, since determining the layout L N that has the edge (Ye-l,Yc) dominating is analogous. Asswne w.1.o.g. that vertex p ex) corresponds to vertex Ya-l in G. Hence, the venices of Bx will be positioned in the orderyo, YI>" " Ya-l=PeX) and when generating layout L' the vertices of Bx are considered in this order. If vertex Yo corresponds to an articulation point, set up and solve a deadline scheduling problem minimizing the time on processor 1 as done for the CB problem.
Assume we have handled vertices Yo, ...• Yi-l of 8;>;. Let (aj) is the number of vertices in the connected component containing vertex Yj=aj after the edges of B x have been deleted. We obtain the schedule associated with tl by solving a deadline scheduling problem of the second variation, and place all the sublayoulS corresponding to tasks scheduled on processor 2 to the left of vertex Yi' and all the ones scheduled on processor 1 to the right of vertex Yi.
Case (4). When the root of H is considered the algorithm tries every outer edge in tum as the dominating edge. In order to do so, we first solve for every vertex in B* corresponding to an
• articulation point a deadline scheduling problem of the first variation. In the worst case we need to consider (5 non-trivial biconnected components. We have then Proof. Let x be a non-root venex in H representing a biconnected component, let n' be length(x), and let aI, ... ,ak be the children of x. For case (I), the algorithm takes 0 (n') lime.
For cases (2) and (3) T (n') be the time used by our algorithm for computing the layout L (x) . Then. T(n') is described In this section we show how to obtain in 0 (fln + n 2 ) time a layout minimizing the total edge length, where 8 is tl,te number of bicOIUlected components containing the central vertex a*.
The algorithm will again sweep up tluough the block-cutpoint tree H towards the root, either B* or a*. In the case when a* is the root, the algoruthm will consider, as done in the VB problem, all children of a* as possible roots. Every vertex x of H corresponding to a bicormected component has two enbies, length (x) and L (x), associated with it Sublayouts are combined during the sweep by solving cwnulative penalty scheduling problems. Consider, for example, case (2).
To determine which sublayouts to place to the left and to the right of vertex al' the degree ofvertex a I in any biconnected component corresponding to a child of a 1 in H is the delay penalty for the corresponding task. Minimizing the total edge length corresponds to minimizing the penalty in the scheduling problem. The four cases encountered in the sweep when B* is the root are now as follows.
Case (1). For every leaf x of H we set length (x) to the number of vertices in the biconnected component B x minus 1. If B x is a non-trivial biconnected component, there are two choices for the layout Lex) and we choose lhe one with the smaller total edge length.
Case (2). For every non-leaf, non-root vertex x corresponding to a trivial biconnected componem we set up and solve a cumulative penalty scheduling problem of the first variation. We set TCi) to length (XI,i) and P (i) Case (4). For the root of H we consider every outer edge in tum as a dominating edge and choose lhe one resulting in the smallest total edge length. In order to determine this edge we first set up and solve k scheduling problems of the first variation, one for every articulation point in B*. Using the k lists generated by the scheduling problems, the time needed for determining the , total edge length of the layout that has edge (yc ,yc+l) as a dominating edge is 0 (n + Ln,) with 
The Minimum Cutwidth Problem
In this section we present two algorithms for determining a layout of G minimizing the Assume the block-cutpoint tree H is rooted at some vertex r which corresponds to a biconnected componem B r • Using an algorithm similar to the ones described in the previous section, we can determine in 0 (12 2 ) time the minimum cutwidth achieved by a layout that has one edge of B r dominating. When sweeping up through H towards r, every venex x corresponding to a biconnected component has. in addition to layout L(x) , a weight entry w(x) and a cutwidth entry corresponds to the maximum cutwidth in layout L(x) and it represents the dominating cost
Obviously, C (x);<w (x).
Assume vertex Yi of biconnected component B z is handled in step (3) of the algorithm and Yi corresponds to articulation point aj in H. We set up and solve a maximum penalty scheduling problem of the first variation using the weight and the cutwidth eomes of aj 's children. The list returned by the scheduling algorithm contains the pairs (CI,C:i) as discussed in Section 2. LetpI (resp. pi) be the number of edges (Yr,Yi) in B;r with r>i (resp. r <i). Then the schedule determining the layout is the one associated with me entry (c loCi) in the list for which the maximum of c l+P I and C2+PZ is a minimum. The other steps of the algorithm are modified accordingly.
Considering every biconnected component as the root of H results in an Den3) time algorithm which uses 0 (n) space.
We next describe an algorithm that solves the Me problem in 0 (dn 2 ) time using 0 (n 2 )
space. The algorithm first chooses an arbiuary vertex r corresponding to a biconnected component as the root We then run the 0 (n 1 ) time algorithm described above, saving the lists generated for every instance of a scheduling problem and not detennining the actual layout (Le., no scheduling problems of the second variation are solved). We obtain the optimal layout of G by traversing H rooted at r and computing at every node x the minimum cutwidth of any layout having an edge of B z dominating. This strategy corresponds to rerooting H at every vertex and taking advantage of previously computed sublayouts. Once we know the vertex r* of H such that one edge of B~is dominating in the optimal layout, the finallayollt is obtained by solving the problem rooted at r* .
Assume that vertex x has been just been considered as the root and vertex xl,I> a grandchild of x, is considered next (See 
