Abstract. The calibration method is used to identify some minimizers of the Mumford-Shah functional. The method is then extended to more general free discontinuity problems.
Introduction
In [5] De Giorgi introduced the name free discontinuity problems to denote a wide class of minimum problems for functionals of the form where ft is a given bounded domain in R n with Lipschitz boundary, /:DxRx R n -» [0,+oc] and ip: ft x R x R x S n_1 -> [0,+oo] are given Borei functions, S n_1 = {v e R n : \v\ = 1}, 7i n_1 is the (n -1)-dimensional Hausdorff measure, and the unknown function u: ft -> R is assumed to be regular out of a (partially regular) singular set S u of dimension n -1, with unit normal v Ul on which u admits unilateral traces u + and u~. The main feature of these problems is that the shape and location of the discontinuity set S u are not prescribed. Thus minimizing F means optimizing both the function u and the singular set S Ui which is indeed often regarded as an independent unknown. These problems have an increasing importance in many branches of applied analysis, such as image processing (Mumford-Shah functional for image segmentation) and fracture mechanics (Griffith's criterion and Barenblatt cohesive zone model).
The Mumford-Shah functional was introduced in [10] in the context of a variational approach to image segmentation problems (for which we refer to [9] ). It can be written, in dimension n, as
Jn\s u
Jn\s u where g is a given function in L°°(Si) (interpreted as the grey level of the image to be analysed), and a > 0 and ß > 0 are constants. When n = 2 (the only case considered in image processing), the singular set S u of a minimizer u of Fg'@ is interpreted as the set of the most relevant segmentation lines of the image.
Using different classes of infinitesimal variations, one can show that every minimizer must satisfy certain equilibrium conditions, which could be globally called Euler-Lagrange equations for Fg^. For instance, u must satisfy the equation Au = ß(u -g) on Q \ S u , with Neumann boundary conditions on S u U dû. Moreover, there is a link between the mean curvature of S u (where defined) and the traces of u and Vu on the two sides of S u ; for instance, when a = 1 and ß = 0, the mean curvature of S u must be equal to the difference of the squares of the norms of the traces of Vu. Additional conditions have been derived for the two-dimensional case. We refer the reader to [10] and [2] for a precise description of these equilibrium conditions.
However, since Fg^ is not convex, all conditions which can be derived by infinitesimal variations are necessary for minimality, but never sufficient. The purpose of this note is precisely to present a sufficient condition for minimality (Theorem 3.1 for Fg^ and Theorem 3.4 for F), and give a few applications (Examples 4.1-4.8). Detailed proofs and further results will be given in the forthcoming paper [1] .
Notation and Preliminaries
For a complete mathematical treatment of the minimum problems for the functional F considered in (1), we use the space SBV(Q) of special functions of bounded variation, introduced by De Giorgi and Ambrosio in [6] . A self-contained presentation of this space can be found in the recent book [2] , which contains also the complete proof of the existence of a minimizer u of Fg^, and of the partial regularity of the corresponding singular set S u (the regularity of u on Q \ S u follows from the standard theory of elliptic equations).
We recall that for every u G SBV(Cl) the approximate upper and lower limits u + (x) and u~(x) at a point xGl) are defined by The graph of u is defined as
The characteristic function of the subgraph {(x,t)Gl]xR:t< u(x)} is denoted by l u . It is defined by l n (x,t) := 1 if t < u(x), and l u (x,t) := 0 if t > u(x). It belongs to SBV(ft x R) and its gradient D\ u is a measure concentrated on Y u .
The Main Results
We fix an open subset U of ft x R of the form
where T\ and r 2 are two continuous functions on ft such that -oo < r\{x) < T2(x) < +cxD for every x e ft. Let F be the functional introduced in (1). We say that a function u G SBV(ft), with graph H n -contained in
with the same trace as u on 9fJ and with graph W n -contained in U. If the inequality F(u) < F(v) holds for every v G SBV(ft) with graph W n -contained in J7, we say that w is a U-minimizer of F. We omit Ï7 when U = ftxR. The symbol <^> will always denote a bounded Borei measurable vectorfield defined on U with values in R n+1 = R n x R, with components (f) x G R n and
{x^ t).
We begin with a theorem concerning the functional Fg>@ introduced in (2). 
for C n -a.e. x G ft and for every T\{x) <t< T2(x); 
Lemma 3.2. Let (j) be a vectorfield which satisfies conditions (al) and (hi) of Theorem 3.1. Then for every u G SBV(Ù) with graph 7i
n -contained in U we have
equality holds in (5) for a given u if and only if conditions (a2) and (b2) of Theorem 3.1 are satisfied.
The next lemma is a consequence of the divergence theorem. As a matter of fact, the method of calibrations can be easily adapted to the functional F defined in (1).
Lemma 3.3. Suppose that (p is of class C 1 and that
div0 = 0 on U. Then f 4>-d(Dl u )= f (f>-d{Dl v )(6)
Theorem 3.4. Let u G SBV(Q) with graph H n -contained in U. Assume that there exists a bounded vectorfield <fi of class C
l on U with the following properties:
x G ft, for every T\(X) < t < T2(x), and for every v
for H n 1 -a.e. x G ft, for every r\{x) < t\ < t 2 < T 2 (X), and for every v G S n_1 ; 
If this condition is satisfied, and f(x,t,v) is convex and differentiable with respect to v, then condition (a2) is equivalent to
(j) x (x,u(x)) = d v f(x,u(x),Vu(x)) ^{x,u(x)) = f*(x ì u(x) ì (/> x (x ì u(x))) (a2') { \ \"™ ~ 2
Some Examples
The following examples show that the calibration method is very flexible, and can be used to prove the minimality of a given function u in many different situations. In the first examples we will consider only the "homogeneous" functional 
1(0,0), otherwise.
Another calibration is given by
IfaX 2 > a, then the function u(x) := Xx is not a Dirichlet minimizer of F a , but it is still a Dirichlet U-minimizer with U := {(x,t) G]0,a[x R: Xx -^ <t< Ax+ §}.

A calibration on U is given by 4>(x,t) :-(2À,À
2 ). (7) and (8) with X = y/a/ f y/a. [3] , u is a Dirichlet minimizer of F a if
Example 4.2. (Jump in one dimension) Let n :-I, ft :-]0, a[, u{x) := 0 for 0 < x < c, and u(x) := h for c < x < a, with 0 < c < a and h > 0. It is easy to see that u is a Dirichlet minimizer of F a if and only if aa < h 2 . In this case two different calibrations are given by
Suppose now that aa > h 2 . Let e > 0 be a constant such that 2e + y/2ae < h, let nix) let T2{x) = TI(X + e) + 2s, and let U be the open set defined by (4). Then u is a Dirichlet U-minimizer of F a , and a calibration on U is given by the piecewise constant function -e+$(x-
h
Example 4.3. (Harmonic function) Let ft be a bounded domain in H n , n arbitrary, and let u be a harmonic function on Q. As pointed out by Chambolle
where OSCQ U : -sup n u -info u. Note that for n = 1 this condition reduces to the constraint aX 2 < a of Example J^A. Inspired by the one dimensional case (see (7) (8) ) is given by
<t>{x,t) :=
If (9) is not satisfied, u is still a Dirichlet U-minimizer of F a , for
and a calibration in U is given by </>(#,£) := (2Vu(x), |Vw(x)| 2 ). (4) , such that a variant of (13) is a calibration in U, and therefore u is a Dirichlet U-minimizer of F a . We refer to [1] for the details.
Example 4.4. (Pure jump) Let n > 2 <md /et f2 := ]0, a[ x V, where V is a bounded domain in R n_1 with Lipschitz boundary. Denoting the first coordinate of x by x\, let u(x) :-0 for 0 < x\ < c, and u(x) := h for c < x\ < a, with 0 < c < a and h > 0. Using the results of Example 4-2 it is easy to see that u is a Dirichlet
We consider now the functional Fg'@, with ß > 0. 
Then u is a minimizer of Fg ,f3 . If the strict inequality holds in (15), then u is the unique minimizer. A Neumann calibration <f>(x, t) is given by
where m := info u and M := sup^ u.
If (15) Recently the following question has been studied by using the calibration method: is it true that a function u is a (Dirichlet) minimizer of i 7 "'^, if it satisfies the Euler-Lagrange equations and the domain ft is sufficiently small? For the moment we have only a partial answer. In [4] we have considered the case where n := 2 and S u is a line segment joining two points of the boundary of ft. lîu satisfies the Euler-Lagrange equations for the "homogeneous functional" F a := F^'°, then for every xo G S u there exists an open neighbourhood fto of xo, contained in ft, such that ii is a Dirichlet minimizer of F a in QQ. The minimality is proved by constructing a complicated calibration on fto x R.
This result has been extended in [8] to the case where S u is an analytic curve joining two points of dft. The (more difficult) construction of the calibration presented in this paper shows that one can take the same set ^o for every xo G S u ; in other words, one can take as ^0 a suitable tubular neighbourhood of S u .
Moreover, it is proved in [8] that an additional condition on u and S u implies that w is a Dirichlet 17-minimizer for a suitable open neighbourhood U of the graph F u . A counterexample (where S u is a line segment joining two points of dti) shows that this is not always true when u is just a solution of the Euler-Lagrange equations with S u ^ 0, in contrast to the case S u = 0 (see Example 4.6).
