Abstract. By a change of variables we obtain new y-coordinates of elliptic curves. Utilizing these y-coordinates as modular functions, together together with the elliptic modular function, we generate the modular function fields of level N (≥ 3) (Theorems 3.11 and 3.13). Furthermore, by means of the singular values of the y-coordinates we construct the ray class fields modulo N over imaginary quadratic fields (Theorem 5.4) as well as normal bases of these ray class fields (Theorem 6.2).
Introduction
The Kronecker-Weber theorem asserts that any finite abelian extension of Q is contained in a cyclotomic field Q(e 2πi/n ) for a positive integer n, whose significance is that it shows how to generate abelian extensions of Q via an analytic function e 2πiz when evaluated at a rational number 1/n. After this theorem Hilbert proposed at the Paris ICM in 1900 his 12 th problem which reads "it may be possible to find, for an arbitrary number field K, a transcendental function whose value generates a class field of K." As for abelian extensions of an imaginary quadratic field, it was classically accomplished with modular functions from the theory of complex multiplication. Namely, the modular functions play a role analogous to the exponential function as in the case of Q. But there is certain weakness that it requires at least two values of modular functions, for example, those of the elliptic modular function and the Weber function, to generate a ray class field of an imaginary quadratic field ( [6] or [11, Chapter 10 Corollary to Theorem 7] ).
On the other hand, Ramachandra ([15, Theorem 10] ) constructed in 1964 a primitive generator of any abelian extension over an imaginary quadratic field by using the Siegel-Ramachandra invariants. Although he completely settled down the Hilbert 12 th problem in the case of imaginary quadratic fields, his invariants involve too complicated products of high powers of singular values of the Klein forms and singular values of the discriminant function. Recently Cho and Koo ([1, Corollary 5.5]) also succeeded in obtaining a primitive generator from Hasse's two singular values of the elliptic modular function and the Weber function. To this end they first showed that the singular value of the Weber function is an algebraic integer and then adopted the result of Gross and Zagier ( [5] or [2, Theorem 13 .28]) about prime factors of differences of singular values of the elliptic modular function. However, those invariants do not seem to be practical in use, in other words, one can hardly compute the minimal polynomials from them.
The theory of complex multiplication is based on the arithmetic of an elliptic curve E corresponding to the ring of integers of an imaginary quadratic field K. Here, by an elliptic curve we usually mean a smooth curve of genus one as a Lie group which can be viewed as the locus of a Weierstrass equation of two affine variables x and y. In this paper we focus on the y-coordinates of the Weierstrass model of E to generate the modular function fields of level N (≥ 3) (Theorems 3.11 and 3.13). And, we further construct primitive generators of the ray class fields K (N ) modulo N over K in terms of the singular values of those y-coordinates (Theorem 5.4) unlike the classical case ( [6] ) where the x-coordinates contribute in this matter instead. As its application we find a normal basis of K (N ) (Theorem 6.2). We hope that this work will not only enrich the classical theory of complex multiplication, but also make us recognize the power of Shimura's reciprocity law.
Modular curves and modular forms
We shall first briefly review from [3, Chapter 2] the modular curve of level N and modular forms. Let H = {τ ∈ C; Im(τ ) > 0} be the complex upper half-plane which inherits the Euclidean topology as a subspace of R 2 . The modular group Γ z = {γ ∈ Γ ; γ(z) = z} denotes the isotropy subgroup of z which is finite cyclic, then there exists a neighborhood U z of z in H such that the set {γ ∈ Γ; γ(U z ) ∩ U z = Ø} is exactly Γ z . Now we define a map
is an open subset of C by the open mapping theorem, and there exists a natural injection
The map ϕ z becomes the local coordinate, that is, the coordinate neighborhood about π(z) in Y (N ) is π(U z ) and the map ϕ z : π(U z ) → V z is a homeomorphism. Since the transition maps between these coordinate charts are holomorphic, Y (N ) can be viewed as a Riemann surface, which is called the modular curve of level N . To compactify the modular curve Y (N ) we consider the extended upper half-plane
where the points in Q ∪ {∞} are called the cusps. The modular group SL 2 (Z) acts on H * also by fractional linear transformations. For any M > 0 let
Adjoin the sets γ(N M ∪ {∞}) for all M > 0 and γ ∈ SL 2 (Z)
to the usual open sets of H to serve as a basis of neighborhoods of the cusps, and take the resulting topology on H * . Now consider the extended quotient
which is Hausdorff, connected and compact. Give X(N ) the quotient topology and extend the natural projection to π : H * → X(N ). To make X(N ) a compact Riemann surface we have to give it complex charts. For z ∈ H we just retain the complex chart ϕ z : π(U z ) → V z . For a cusp s ∈ Q ∪ {∞} take a matrix γ s ∈ SL 2 (Z) which maps s to ∞, and define a map
is its image which is an open subset of C, then there exists a natural bijection
It is routine to check that ϕ s is a homeomorphism and the transition maps between charts of X(N ) are holomorphic. Therefore the extended quotient X(N ) is now a compact Riemann surface and also called the modular curve of level N . For γ = a b c d ∈ SL 2 (Z) and an integer k we define the weight-k slash operator
Definition 2.1. Let N (≥ 1) and k be integers. A function f : H → C is a modular form of level N and weight k if
To discuss meromorphy of f at ∞ we note that 1 N 0 1 ∈ Γ and f has period N . Hence f can be written as a Laurent series on some punctured disc about 0 with respect to e 2πiτ /N . Let
If the Laurent series with respect to q 1/N τ truncates from the left, that is, if
for some integer m, then f is said to be meromorphic at ∞. The series is conventionally called the Fourier expansion of f . Modular forms of level N and weight 0 are called modular functions of level N . They are exactly meromorphic functions defined on the modular curve X(N ) and vice versa. We denote the field of all modular functions of level N by C(X(N )).
Elliptic curves and modular functions
In this section we shall explain modular function fields in terms of y-coordinates of elliptic curves together with the elliptic modular function.
An elliptic curve is a pair (E, O), where E is a smooth projective curve of genus one and O ∈ E. By the Riemann-Roch theorem every elliptic curve defined over C can be represented by the Weierstrass equation of the form Let Λ be a lattice in C. If {ω 1 , ω 2 } is a basis of Λ over Z, then we write Λ = [ω 1 , ω 2 ]. Unless otherwise specified we always assume that ω 1 /ω 2 lies in H. A meromorphic function f : C → C is called an elliptic function relative to Λ if it is Λ-periodic, that is,
Define the Weierstrass ℘-function (relative to Λ) as
Since the above summation converges absolutely, we see that ℘(z; Λ) is an even elliptic function relative to Λ with derivative
It is well-known that ℘(z; Λ) and ℘ ′ (z; Λ) generate the field of all elliptic functions relative to Λ ([18, Chapter VI Theorem 3.2]). Define the constants (relative to Λ)
The fact ∆(Λ) = 0 implies that the curve given by
is smooth so it gives rise to an elliptic curve E over C. And, the map
becomes a complex analytic isomorphism of complex Lie groups, that is, an isomorphism of Riemann surfaces which is also a group homomorphism ([18, Chapter VI Proposition 3.6(b)]). Here, C/Λ has natural structure of a Riemann surface induced from that of C, and has the group structure from the addition of complex numbers. Also E(C) is a Riemann surface as a smooth curve which can be given a group structure by using some geometry ([18, Chapter III Theorem 3.6]). Define the j-invariant j(Λ) of the lattice Λ as
Now we define the elliptic modular function j(τ ) as
and
Proposition 3.1. For τ ∈ H we have the following Fourier expansions
where
Together with the definition (3.2), the above proposition shows that g 2 (τ ), g 3 (τ ) and ∆(τ ) are modular forms of level 1 and weight 4, 6 and 12, respectively. Hence j(τ ) is a modular function of level 1 with rational Fourier coefficients as follows:
For an integer N (≥ 2) and a pair of rational numbers (r 1 , r 2 ) ∈ (1/N )Z 2 − Z 2 we define a Fricke function of level N as
Note that ℘(r 1 τ + r 2 ; [τ, 1]) is a modular form of level N and weight 2 by the definition (3.1) and has the expansion formula
where q z = e 2πiz ([11, Chapter 4 Proposition 2]). Hence f (r 1 ,r 2 ) (τ ) becomes a modular function of level N whose Fourier expansion with respect to q 1/N τ has coefficients in Q(e 2πi/N ). Furthermore, it satisfies
Furthermore, C(X(N )) is a Galois extension of C(X(1)). Its Galois group is given by For a positive integer N let ζ N = e 2πi/N . We denote
and call it the modular function field of level N over Q. have coefficients in Q(ζ N ). Furthermore, F N is a Galois extension of F 1 whose Galois group is represented by
First, the matrix 1 0
Proof. See [17, Proposition 6.9(1)] and [11, Chapter 6 Theorem 3].
For a lattice Λ in C the Weierstrass σ-function (relative to Λ) is defined by
Taking the logarithmic derivative we define the Weierstrass ζ-function (relative to Λ)
Differentiating the function ζ(z + ω; Λ) − ζ(z; Λ) for any ω ∈ Λ results in 0, because ζ ′ (z; Λ) = −℘(z; Λ) and ℘(z; Λ) is periodic with respect to Λ. Hence there is a constant η(ω; Λ) such that
(ii) For (r 1 , r 2 ) ∈ Q 2 − Z 2 and γ ∈ SL 2 (Z) we get
where ε((r 1 , r 2 ), (s 1 , s 2 )) = (−1) s 1 s 2 +s 1 +s 2 e −πi(s 1 r 2 −s 2 r 1 ) .
Proof. See [10, pp.27-28].
Now we define the Siegel function g (r 1 ,r 2 ) (τ ) for (r 1 , r 2 ) ∈ Q 2 − Z 2 as
Here, η(τ ) is the Dedekind η-function defined by
which satisfies
for S = 0 −1 1 0 and T = ( 1 1 0 1 ) ([11, Chapter 18 Theorem 6]). We have the transformation formulas of Siegel functions as follows:
(ii) For (r 1 , r 2 ) ∈ Q 2 − Z 2 we get
where ε((r 1 , r 2 ), (s 1 , s 2 )) is the root of unity given in Proposition 3.4(iii).
Proof. One can readily verify the formulas by using Proposition 3.4, (3.8) and (3.9).
A Siegel function has a fairly simple order formula. Let B 2 (X) = X 2 − X + 1/6 be the second Bernoulli polynomial. Using the product formula of the Weierstrass σ-function
([11, Chapter 18 Theorem 4]) we get the following infinite product expression
where z = r 1 τ + r 2 . By analyzing (3.10) we obtain
where X is the fractional part of X ∈ R such that 0 ≤ X < 1 ([10, Chapter 2 §1]).
For a given integer N (≥ 2) Kubert and Lang provided a (necessary and sufficient) condition for a product of Siegel functions to be in F N . We say that a family of integers {m(r)} r=(r 1 ,r 2 )∈(1/N )Z 2 −Z 2 with m(r) = 0 except finitely many r satisfies the quadratic relation modulo N if
Proposition 3.6. Let N (≥ 2) be an integer and {m(r)} r∈(1/N )Z 2 −Z 2 be a family of integers such that m(r) = 0 except finitely many r. Then a product of Siegel functions In particular, g r (τ ) and g 12N r (τ ) lie in F 12N 2 and F N for any r ∈ (1/N )Z 2 − Z 2 , respectively.
Proof. See [9, §3] .
Proof. By Proposition 3.6 we get the first assertion. The action of α is due to Propositions 3.3, 3.5 and the infinite product formula (3.10).
Let Λ be a lattice in C of the form Λ = [τ, 1] with τ ∈ H. From the complex analytic isomorphism
we have a relation
Note that η 24 (τ ) = ∆(τ ) = ∆(Λ) ( = 0) by the definition (3.7) and Proposition 3.1. Diving both sides of the above equation by the nonzero constant η 12 (τ ) and using the relation
Hence we obtain another isomorphism
If z = r 1 τ + r 2 with (r 1 , r 2 ) ∈ Q 2 − Z 2 , then the corresponding y-coordinate satisfies
by (3.5) and (3.6). Regarding τ as a variable on H we define a function Proof. For convenience we use the notation . = to denote the equality up to a root of unity. Letting ∈ SL 2 (Z) on both side of (3.14) and (3.15) as a fractional linear transformation that
by Proposition 3.5(ii). Now by using the order formula (3.11) we can compare the orders of both sides of (3.14)∼(3.17) with respect to q τ to conclude
Considering the fact det(γ) = ad − bc = 1 we achieve a ≡ d ≡ ±1 (mod N ) and b ≡ c ≡ 0 (mod N ). Hence γ lies in ±Γ(N ), as desired. (τ )).
Proof. By Proposition 3.2 we have
whose action is given by composition. Put
which is a subfield of C(X(N )) containing C(X(1)) = C(j(τ )) by Lemma 3.9. Assume that an element γ ∈ Γ(1) acts trivially on F . Then γ must be in ±Γ(N ) by Lemma 3.10. Thus F is all of C(X(N )) by Galois theory.
Lemma 3.12. Let N be a positive integer. If S is a subset of
Proof. See [9, Lemma 4.1].
Theorem 3.13. Let N (≥ 3) be an integer. For any nonzero integer m,
Proof. Set
which is a subfield of F N containing F 1 = Q(j(τ )) by Lemma 3.9. By Theorem 3.11 and Lemma 3.12 we have
has rational Fourier coefficients by (3.10), we get
Therefore d ≡ 1 (mod N ), which implies that F is all of F N by Galois theory.
Shimura's reciprocity law
In this section we shall explicitly describe Shimura's reciprocity law due to Stevenhagen ([19, §3, 6]), from which we are able to precisely determine all the conjugates of the singular value of a modular function. To begin with we introduce some consequences of the main theorem of complex multiplication ([11, Chapter 10 Theorem 4]).
Let a be a fractional ideal of an imaginary quadratic field K. From the uniformization
we define the Weber function h on E(C) by
Proposition 4.1. Let K be an imaginary quadratic field and a be a fractional ideal of K. Let N be any positive integer.
(i) If E is the elliptic curve given in (4.1) and h is the Weber function on E(C) as in (4.2), then we have
where E[N ] is the group of N -torsion points in E(C) and j(E) = j(a). Moreover,
, h(ϕ(a generator of (1/N )a/a as a module over O K ))).
(ii) If a = [z 1 , z 2 ] with z = z 1 /z 2 ∈ H, then we get F N be the field of all modular functions over Q. Passing to the projective limit of the exact sequences
which are obtained by Proposition 3.3, we derive an exact sequence
For every u = (u p ) p ∈ p GL 2 (Z p ) and N (≥ 1), there exists an integral matrix α in GL Let A Q = ′ p Q p denote the ring of finite adèles of Q. Here, the restricted product is taken with respect to the subrings Z p of Q p . Then every x ∈ GL 2 (A Q ) can be written as Lemma 6.19] ). Such a decomposition determines a group action of GL 2 (A Q ) on F by
where h u is given by the exact sequence (4.3) ([17, pp.149-150]). Then we have the following Shimura's exact sequence
For an imaginary quadratic field K of discriminant d K , we fix 
K ab stand for the maximal abelian extension of K and H be the Hilbert class field of K. Then the class field theory for K is summarized via the following exact sequence 
then we can describe the map as
On the idèle group A * K we achieve an injection
where the restricted product is taken with respect to the subgroups GL 2 (Z p ) of GL 2 (Q p ). Combining (4.3) and (4.5) we get the diagram
(4.6) Then Shimura's reciprocity law states that for h ∈ F and x ∈ p O * p , We then identify C(d K ) with the set of all reduced quadratic forms, which are characterized by the condition (−a < b ≤ a < c or 0 ≤ b ≤ a = c) and 
as an element of Gal(H/K) as follows:
(4.10)
Furthermore, for each prime p we define x p ∈ K * p as
and set
Proof. See [19, §6] .
The next proposition gives the action of [x −1 Q , K] on K ab by using Shimura's reciprocity law (4.7). and
If h ∈ F is defined and finite at θ K , then we have
Hence we achieve that for a reduced quadratic form Q of discriminant d K ,
By analyzing the diagram (4.6) and using Shimura's reciprocity law (4.7) Stevenhagen was able to express Gal(K (N ) /H) quite explicitly.
) be an imaginary quadratic field and N be a positive integer. Then the group
gives rise to a surjection
Proof. See [19, §3] .
Combining all the results we come up with an algorithm to determine the conjugates of the singular value of a modular function.
) be an imaginary quadratic field and N be a positive integer. There is a one-to-one correspondence
Here, we adopt the notations in Propositions 4.2∼4.4.
Proof. The result follows directly from Propositions 4.2∼4.4.
Remark 4.6. In particular, the unit element of W N,θ K /{±1 2 } × C(d K ) corresponds to the unit element of Gal(K (N ) /K) by the definitions of u Q and θ Q . Note that this correspondence, in fact, is not a group homomorphism.
Ray class invariants over imaginary quadratic fields
Through out this section let K be an imaginary quadratic field of discriminant d K , θ K be as in (4.4) and N (≥ 2) be an integer. We shall prove our main theorem which claims that if d K ≤ −19 and N ≥ 3, then for any nonzero integer m the singular value
generates the ray class field K (N ) over K.
First, we consider an exceptional case K = Q( √ −3) with θ K = (−1 + √ −3)/2. In the uniformization
if we set z = 1/N , then we have the relation
Multiplying both sides by g 3 (θ K )/∆(θ K ) we obtain by (3.12) and (3.13) that
On the other hand, since g 2 (θ K ) = 0 ([11, p.37]), we achieve from the definition (3.3) that
Hence the equation (5.1) becomes
where h is the Weber function on E(C) defined as in (4.2). Therefore, by Proposition 4.1(i) the singular value
Now we investigate the general cases d K ≤ −19. We need some lemmas which enable us to compare the absolute values of singular values of certain Siegel functions. For simplicity we let
Lemma 5.1. We have the following inequalities:
Proof.
(i) The inequality (5.2) is equivalent to 
Proof. We may assume that 0 ≤ s ≤ N/2 and 0 ≤ t < N by Proposition 3.5(i) and (iii). Also note that 2 ≤ a ≤ D by (4.9) and A ≤ e −π √ 20 < 1. It follows from the infinite product formula (3.10) that Figure 1 .
Therefore, we derive that
by Lemma 5.1(ii) = 0.267e 
Proof. We may also assume that 0 ≤ s ≤ N/2 and 0 ≤ t < N by Proposition 3.5(i) and (iii). From the infinite product formula (3.10) we establish that
If s = 0, then N ≥ 4 and 2 ≤ t ≤ N − 2 by the assumption (s, t) ≡ (0, ±1) (mod N ); hence Therefore, we get that
by Lemma 5.1(ii) = 0.22e generates the ray class field K (N ) over K.
Proof. For simplicity we put y(τ ) = y 4m/ gcd(4,N ) (0,1/N ) (τ ). Since y(τ ) belongs to F N by Lemma 3.9, its singular value y(θ K ) lies in K (N ) by Proposition 4.1(ii). Hence, if we show that the only element of Gal(K (N ) /K) leaving the value y(θ K ) fixed is the unit element, then we can conclude that y(θ K ) generates K (N ) over K by Galois theory.
Any conjugate of y(θ K ) is of the form 
which represents the unit element of C(d K ). It follows that θ Q = θ K and
as an element of GL 2 (Z/N Z) by the definitions (4.11) and (4.12). Thus we deduce from Proposition 3.8 that
where . = stands for the equality up to a root of unity. Now we get (s, t) ≡ (0, ±1) (mod N ) by Lemma 5.3, which shows that α is the unit element of
Corollary 5.5. Let K be an imaginary quadratic field of discriminant d K (≤ −19), θ K be as in (4.4) and N (≥ 3) be an odd integer. Then for any nonzero integer m, the singular value
(τ ). Since g(τ ) ∈ F N by Proposition 3.8, its singular value g(θ K ) lies in K (N ) by Proposition 4.1(ii). On the other hand, since K(g(θ K )) is an abelian extension of K as a subfield of K (N ) , it contains all conjugates of g(θ K ). Now that we are assuming N (≥ 3) is odd, ( 2 0 0 2 ) ∈ GL 2 (Z/N Z) belongs to W N,θ K and satisfies
by Proposition 3.8. Thus K(g(θ K )) contains the singular value On the other hand, the infinite product formula (3.10) yields
Therefore g(θ K ) and h(θ K ) are real numbers. If we set
which implies that the coefficients of the minimal polynomial of x over K are integers. 
Furthermore, if N = 6, then 
Application to normal bases
Let L be a finite abelian extension of a number field K with G = Gal(L/K) = {γ 1 = Id, · · · , γ n }. From the normal basis theorem ([21, §8.11]) we know that there exists a normal basis of L over K, namely, a K-basis of the form {x γ ; γ ∈ G} for a single element x ∈ L. Hence L is understood as a free K[G]-module of rank 1.
Okada ([13] ) showed that if k (≥ 1) and q (≥ 3) are integers with k odd and T is a set of representatives for which (Z/qZ) × = T ∪ (−T ), then the real numbers (1/π) k (d/dz) k (cot πz)| z=a/q for a ∈ T form a normal basis of the maximal real subfield of Q(e 2πi/q ) over Q. Replacing the cotangent function by the Weierstrass ℘-function with fundamental period i and 1, he further obtained in [14] normal bases of class fields over the Gauss field Q( √ −1). This result was due to the fact that the Gauss field has class number one, which can be naturally extended to any imaginary quadratic field of class number one.
After Okada, Taylor ( [20] ) and Schertz ([16] ) established Galois module structures of rings of integers of certain abelian extensions over an imaginary quadratic field, which are analogues to the cyclotomic case ( [12] ). They also found normal bases by special values of modular functions. And, Komatsu ([8] ) considered certain abelian extensions L and K of Q(e 2πi/5 ) and constructed a normal basis of L over K by special values of Siegel modular functions.
In this short section we shall construct normal bases of ray class fields over imaginary quadratic fields by means of the singular values of y-coordinates of certain elliptic curve with complex multiplication as in the beginning of §5.
Lemma 6.1. Let L be a finite Galois extension of a number field K with Gal(L/K) = {γ 1 = Id, · · · , γ n }. Assume that there exists an element x ∈ L such that |x γm /x| < 1 for 1 < m ≤ n.
Take a suitably large positive integer s such that |x γm /x| s ≤ 1/n for 1 < m ≤ n.
Then the conjugates of x s form a normal basis of L over K.
Proof. See 
