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ABSTRACT
We consider a large dataset of real-world, on-road driving
from a 100-car naturalistic study to explore the predictive
power of driver glances and, specifically, to answer the fol-
lowing question: what can be predicted about the state of
the driver and the state of the driving environment from a 6-
second sequence of macro-glances? The context-based nature
of such glances allows for application of supervised learn-
ing to the problem of vision-based gaze estimation, making
it robust, accurate, and reliable in messy, real-world condi-
tions. So, it’s valuable to ask whether such macro-glances
can be used to infer behavioral, environmental, and demo-
graphic variables? We analyze 27 binary classification prob-
lems based on these variables. The takeaway is that glance
can be used as part of a multi-sensor real-time system to pre-
dict radio-tuning, fatigue state, failure to signal, talking, and
several environment variables.
ACM Classification Keywords
I.5 Pattern Recognition.
Author Keywords
Gaze patterns; driver state prediction; naturalistic on-road
study; hidden Markov models.
INTRODUCTION
As the level of vehicle automation continues to increase, the
car is more and more becoming a multi-sensor computational
system tasked with understanding (1) the state of the driver
[37] and (2) the state of the driving environment [25]. From
a computer vision perspective, both of these tasks have over
a decade of active research that proposes various methods for
robust, real-time processing of inward-facing and outward-
facing video to extract actionable knowledge with which the
car can assist the driver [33]. Driver gaze classification is
one of the more successful recent outcomes of these com-
puter vision efforts promising above 90% gaze region classi-
fication accuracy [11] in the wild when simplifying the gen-
eral gaze estimation problem by considering broad segmen-
tation of gaze base on attention allocation semantics: forward
roadway, left mirror, right mirror, rearview mirror, instrument
cluster, center stack, and other regions. The promise of accu-
rate real-time gaze classification is what motivates the ques-
tion posed in this work: once the system infers gaze region
from video, what can we predict about the state of the driver
and the state of the environment? Put another way, a gaze
classification system can be seen as one of several sensors
available in the vehicle, and so it is valuable to investigate
what actionable information can be inferred from this sensor
in order to design a better interface between human and ma-
chine in the driving context.
The driving task and the driving environment places the driver
under a wide array of physical and cognitive demands. Intu-
itively, visual demand can be predicted from gaze [29]. How-
ever, glance allocation strategies provide a window through
which we can predict the more general mental and physi-
cal state of the driver outside of just where they are looking
(i.e., activity [23], inattention [7], fatigue [15]). The possi-
bility of inference about aspects of the external driving en-
vironment based on macro-glances is an open question for
which this paper provides promising results. In this paper,
“macro-glances” refer to the discretization of driver gaze (see
the “Macro-Glances and Micro-Glances” section).
The generalizability of our exploratory look at what can and
cannot be predicted from driver macro-glances relies inextri-
cably on the characteristics of the dataset. We use 4,816 anno-
tated six-second epochs of baseline driving from the 100-Car
Naturalistic Driving Study database [6]. This dataset includes
approximately 2,000,000 vehicle miles, almost 43,000 hours
of data, 241 primary and secondary drivers, 12 to 13 months
of data collection for each vehicle, and data from a highly ca-
pable instrumentation system including five channels of video
and vehicle kinematics. This data contains many extreme
cases of driving behavior and performance, including severe
fatigue, impairment, judgment error, risk taking, willingness
to engage in secondary tasks, aggressive driving, and traf-
fic violations. Therefore, we believe that conclusions derived
from this data are applicable to general real-world driving.
The contribution, novelty, and validity of this work can be
summarized most briefly as follows:
• Contribution: Show that just 6 seconds of coarse driver
gaze regions can be used to predict a lot of things about the
driver, the car, and the driving environment. This helps (1)
provide a greater understanding of the “human” in human-
to-vehicle interaction and (2) pave the way for a real-time
HMI system in the car based on driver gaze that is robust
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to challenging real-world conditions. See the “Framework
for Gaze-Based HMI in the Car” section below.
• Novelty: Drive gaze has been used to predict attention allo-
cation, but not to predict everything else. We try to do just
that for the first time and show when it works and when it
doesn’t.
• Validity: The results are based on a large naturalistic on-
road study with little to no constraints on the participants,
so the data is representative of the general population and
is extensive enough to provide a high degree of generaliz-
ability.
RELATED WORK
The 100-Car Naturalistic Driving Study dataset has been ex-
tensively used to analyze various aspects of driver behavior
in the wild [6]. Much of the focus has been on the crashes
and near-crashes in the data, and describing the factors that
lead to these crashes [22] especially with regard to the long
glances away from the road [20]. We focus instead on the
baseline driving epochs which are more representative of the
variability of driver behavior and driving environment.
Macro-Glances and Micro-Glances
We define the terms “macro-glances” and “micro-glances” to
help specify the distinction between context-dependent and
context-independent allocations of gaze:
• Micro-Glances: Context-independent gaze allocation
achieved by fixational eye movement (i.e., saccades) and
changes in head orientation. The target “location” of
micro-glances is defined by the exact 3D coordinates of
the fixation point. Example: driver looking at a stop sign.
• Macro-Glances: Gaze allocation categorized into discrete
regions that are defined by the context. The target “loca-
tion” of macro-glances is one of these pre-defined regions
and not the exact 3D coordinates of the fixation point. Ex-
ample: driver looking at the forward roadway.
In this work, we analyze the sequence of driver macro-
glances which contains both spatial and temporal informa-
tion. In particular, the temporal characteristics of the tran-
sition between glance regions is the main feature being uti-
lized. This is in contrast to the traditional method of mea-
suring driver state, such as measuring the total time visual
attention is directed away from the forward roadway [2] or
to elements specific to the operation of the HMI [12]. While
these measures are intuitive and have some demonstrated util-
ity, a shortcoming common to both approaches is that they
aggregate behavioral information over a given time span to
a single number, disregarding temporal dynamics that has to
be considered in making predictions about the driver’s phys-
ical and mental state. A good example of where temporal
information is very important but has not been investigated as
much as the aggregate measure is in using blink for fatigue
classification [24]. Furthermore, work studying a driver’s sit-
uational awareness of the driving environment has shown the
complexity and context-dependent nature of a driver’s gaze
dynamics [8, 4].
It is intuitive that high-resolution micro-glances such as
blinks and individual saccades could be used to predict the be-
havioral and environmental variables in this work. For exam-
ple, glances patterns have been correlated with lane change
behavior [28]. The open question is whether short-windowed
macro-glances can be used for these classification problems.
This is an important question because detection and tracking
of driver micro-glances in in-the-wild on-road data is much
less accurate than detection of macro-glances. The ability
to rely on macro-glances alone for predictive tasks allows
for the design of robust, real-time driver assistance systems
that modify the behavior of the vehicle based on the detected
states.
Prediction from Driver Glances
Driver glances have been used to to predict several aspects of
driver state including cognitive load [21], secondary activity
[27], and drowsiness [35], as covered in this section. The key
novel contribution of our work is that we are using glance
patterns to predict aspects of driving that are not obviously
related to gaze and thus have not been analyzed in prior litera-
ture. These aspects include demographics (e.g., age, gender),
behavior (e.g., failure to signal, talking), and environment (in-
tersection proximity, lighting conditions, road type). In other
words, this work serves as a new and useful exploration of
what broad macro eye-movement reveal about the state of the
driver and the state of the driving environment.
Cognitive Load and Secondary Tasks
As reviewed in [3], some initial work has been conducted that
may be useful in the development of algorithms for identify-
ing periods of driving during which different types of task
loading occur. Much of this work was initially focused on
identifying visual demand, or periods of visual or visual-
manual task loading (e.g., [34, 18, 16, 27]). Additional work
been directed at developing algorithms to identify cognitive
load using eye glance behavior and driving performance met-
rics as inputs. Using data collected in a driving simulator,
Zhang et al. explored a decision tree approach in [40] to es-
timate drivers’ cognitive workload. Also working with sim-
ulator based data, Liang et al. used similar measures in a
support vector machine (SVM) approach using a 40-second
window with 95% overlap between windows in [21] to de-
tect cognitive distraction, and obtained 91.6% accuracy in the
structured predictions to which the model was applied. In
[19] Liang et al. worked with Bayesian network models and
found that they could identify cognitive load reliably with an
average accuracy of 80.1%. They also found that dynamic
Bayesian networks (DBNs) gave a better performance than
static Bayesian network models. Further, blink frequency and
eye fixation measures were particularly indicative of cogni-
tive task workload in structured experimental data. Building
on the previous simulator based work, Liang used a hierar-
chical layered algorithm in [18], which incorporated both a
DBN and a supervised clustering algorithm, to identify fea-
ture behaviors when drivers were in different cognitive states.
Three groups of performance measures were used at the low-
est level of this algorithm: (1) eye movement temporal mea-
sures (blink frequency, fixation duration, etc.), (2) eye move-
ment spatial measures (spatial location of gaze in x, y, z),
and (3) driving performance measures (steering error, steer-
ing wheel standard deviation, lane position standard devia-
tion) that were summarized across 30-second time windows,
with no overlap between windows. Liang interpreted a se-
quential analysis as indicating that from a risk state identifi-
cation perspective, it is not necessary to detect cognitive dis-
traction if visual distraction is present as the latter dominates.
A recent work [39] compared alternate SVM based classifica-
tion approaches in a simulation context with experimentally
defined periods of visual-manual, cognitive, and combined
distraction. A “two-stage” classifier first considered visual-
manual distraction and then detecting dual or cognitive dis-
traction states was evaluated against a “direct-mapping” clas-
sifier developed to identify all distraction states at the same
time. Advantages and limitations to both approaches ap-
peared. Liang’s [18] work is also relevant to the current effort
in that it considers issues related to applying detection algo-
rithms to naturalistic data.
Drowsiness and Impairment
Detection of driver arousal from blink rates, eye movement,
and gaze patterns has received considerable attention in the
simulated context and on small on-road datasets over two
decades. A 10 year old survey paper [35] on driver fatigue
detection covers the features of eye and eyelid movement that
have continued to be used in papers that followed it. To
the best of our knowledge, these features have not yet been
proven to be robust to the highly variable naturalistic driving
conditions, perhaps due to the costs and challenges associated
with evaluating algorithms that require the collection of large
driver-facing video datasets. The drowsiness detectors that
have been implemented in many commercial vehicles have
relied instead on measures of vehicle dynamics and driving
performance [9, 30].
GLANCE MODEL AND PREDICTION APPROACH
Each six-second driving epoch contains the gaze region and a
timestamp at the beginning of the epoch. Following this tuple
is an arbitrary number of similar tuples marking the macro-
glance transitions and their associated timestamps. These
“glance transitions” refer to the moments in time when, based
on the frame-by-frame annotations, the driver’s gaze changed
from one region to another. “Glance transitions” are event-
based (see discrete event simulation [10]) in that they do not
contain any self-transitions and only include changes of state.
The duration of a glance is encoded in the difference of the
timestamps of adjacent transitions.
For the purpose of modeling both glance transitions and du-
rations as a Hidden Markov Model (HMM), we discretize the
sequence of “glance transitions” into 25 state samples (spaced
250 milliseconds apart). By definition, the resulting sequence
of states allow for self-transitions. The probability of such
self-transitions form a simple model of state duration that was
evaluated to be sufficient in this context. Explicit modeling of
state duration for HMMs is an active area of research [38] and
would be an effective extension to the model used in this work
if epochs of longer and non-uniform durations were consid-
ered. The sampling rate of 4 Hz for the 6-second epochs was
determined to be the lowest-resolution sampling that had be-
low 1% information loss over the original data. The result is
that each six-second epoch of “glance transitions” is reduced
to a sequence of 25 macro-glance states and induced state
transitions.
For classification, a fixed-length sequence of discrete values
can be viewed as a categorical feature vector input to a tradi-
tional classifier. We investigated this approach using parame-
ter grid search of Random Forest and SVM classifiers, both of
which resulted in worse performance than what is reported in
the “Dataset and Results” section. The better performing ap-
proach was to model the temporal structure of the sequence
using a classic hidden Markov model (HMM). Each of the
gaze regions in the sequence are modeled as the discrete ob-
servation of the HMM. These observations can take on 8 val-
ues: (1) rearview mirror, (2) center stack, (3) eyes closed, (4)
interior object, (5) right, (6) forward, (7) instrument cluster,
and (8) left. An important point about this approach is that
distinct macro-glance duration is not explicitly modeled. The
explicit-duration hidden semi-Markov model (HSMM) [14]
was evaluated for its ability to model the sticky dynamics of
each state. However, this approach did not perform well. We
believe that this is due to the limited and uniform length of
each training sequence (see the “Conclusion” section for dis-
cussion of future work that proposes further investigation of
this kind of explicit duration modeling).
As described in the “Dataset and Results” section, each pre-
diction question is modeled a binary classification problem.
One HMM is trained per class. The number of hidden states
in the HMM is set to 8, which does not correspond to any
directly identifiable states in the driving context. Instead,
this parameter was programmatically determined to maxi-
mize classification performance. One HMM is constructed
for each of the two classes in the binary classification prob-
lem. The HMM model parameters are learned using the
GHMM implementation of the Baum-Welch algorithm [31].
This process uses 80% of the sequences from each of the two
classes. As shown in Table 1, the classes are often unbal-
anced. In order to balance the training set, the minority class
is over-sampled using the SMOTE algorithm [5].
The result of the training process are two HMM models. Each
model can be use to provide a log-likelihood of an observed
sequence. The HMM-based binary classifier then takes a 25-
observation sequence, computes the log-likelihood from each
of the two HMM models, and returns the class associated with
the maximum log-likelihood.
DATASET AND RESULTS
The 100-Car Naturalistic Driving Study dataset includes ap-
proximately 2,000,000 vehicle miles, almost 43,000 hours of
data, 241 primary and secondary drivers, 12 to 13 months of
data collection for each vehicle, and data from a highly capa-
ble instrumentation system including five channels of video
and vehicle kinematics [6]. Our work uses 4,816 six-second
baseline driving epochs randomly selected from this dataset.
Each epoch was manually annotated for macro-glances based
on the video of the driver’s face. This annotation serves as the
training and evaluation variables for each of the binary classi-
fication tasks in the “Binary Classification Performance” sec-
tion.
Baseline Epoch Dataset
The 100-car study was the first large-scale naturalistic driving
study of its kind [6, 17] and the forerunner of the much larger
and subsequent SHRP2 naturalistic study. As such, the 100-
car study was intended to develop the instrumentation, meth-
ods, and procedures for the SHRP2 and to offer an opportu-
nity to begin to learn about how crashes develop, arise, and
culminate based on recording of the pre-crash period (which
had not been possible prior to the development of methods
used in the naturalistic 100-car study).
From the data that were acquired during the 100-car study,
two databases were constructed: (1) an event database, and
(2) a baseline database. The event database was comprised
of epochs of driving that ended with a conflict. Conflicts
were classified at four levels of severity: crash, near-crash,
crash-relevant, and proximity-type conflicts. These event
epochs were each 6 seconds long âA˘S¸ (consisting of 5 sec-
onds prior to a precipitating event and 1 second after). After
data-acquisition, human analysts performed detailed extrac-
tion and coding of data that had been recorded during the
study for each 6 s period (including frame-by-frame analy-
sis of glance behavior). In addition, if a secondary task was
underway by a driver during this period, analysts coded it,
and information about it.
The baseline database was constructed of 20,000 epochs –
also each 6 seconds long. These baseline epochs were ones
in which the vehicle maintained a velocity over 5 mph âA˘S¸
and in which driving occurred without incident (without any
conflict occurring). Eye glance analyses were conducted on
5,000 of these baseline epochs. Baseline epochs were se-
lected at random from all recorded data (excluding event data)
– and this selection did not make use of any kinematic trig-
gers. The 6-second length of these epochs was chosen to
match the length of event epochs. Event variables such as
“precipitating factor” and “evasive maneuver” (which were
coded for event epochs) were not coded for baseline epochs
âA˘S¸ since no conflict occurred within them. While the base-
line epochs are free from safety-critical events (i.e., do not
contain crashes, near-crashes, or incidents), these epochs of
“just driving” nevertheless are rich records of behaviors that
are undertaken by ordinary drivers on real roads during ev-
eryday driving. This makes them an excellent source of data
for the work reported here.
The number of baseline epochs selected from each vehicle
for the baseline database was determined by each vehicle’s
involvement in crash, near-crash, and incident epochs in the
event database. A stratified proportional sample of base-
line epochs was constructed such that vehicles which were
involved in more conflicts, also contributed more baseline
epochs to the baseline database. This was done to create the
required basis for a case-control design needed for odds-ratio
calculations that were planned for subsequent analyses on the
dataset.
From the 100-car study, a specific dataset was prepared and
made accessible to the scientific community for analysis. It
may be downloaded (along with documentation) from [1].
This database contains only de-identified data (i.e., no video
data are available).
Binary Classification Performance
We evaluate the degree to which discriminative signal is
present in 6-second bursts of macro-glances for the purpose
of predicting the following variables. We provide a brief de-
scription of each variable and the number of categorical val-
ues considered.
• Driving Environment
– Proximity to an Intersection (2 values): A vehicle
is at or close to an intersection.
– Lighting (3 values): Daylight or evening, with the
latter case considering with and without light.
– Traffic Sign (2 values): Presence of a traffic light or
stop sign.
– Locality (3 values): Rural, interstate, and city.
– Traffic Density (3 values): Low, medium, or high.
This level is based entirely on number of vehicles, and
the ability of the driver to select the driving speed.
– Surface Condition (2 values): Wet or dry.
– Weather (2 values): Clear or rain.
– Alignment (2 values): Geographic curvature of the
road: straight or curved.
– Travel Lanes (2 values): 2.5 is the threshold. The
two categories are “≤ 2” and “≥ 3”.
– Traffic Divider (2 values): Presence or absence of a
median divider.
– Seatbelt (2 values): Wearing or not wearing a seat-
belt.
• Driver Demographics
– Age (3 values): Young, middle, or mature. 23.5 is
the threshold between young and middle. 40.5 is the
threshold between middle and mature. Selected for
dataset balance not behavioral profile.
– Gender (2 values): Female or male.
• Driver State and Behavior
– Behavior (4 values): Following too closely, failed to
signal, speeding, or none.
– Distraction (4 values): Adjusting radio, fatigue, talk-
ing, or not distracted.
These variables took on more values than those listed above,
but the values were pruned in two ways. First, values
for distraction that were directly related to glance were re-
moved. Obviously, 100% accuracy can be achieved in pre-
dicting glance region from glance region, so we are only in-
terested in predicting driver state that does not directly relate
to glance. Second, we only considered values that were well-
represented in the data. The threshold was 100 epochs. In
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(a) Glance transition matrix for the first binary prediction
class: “not distracted”.
A B C D E F G H
A: Rearview Mirror
B: Center Stack
C: Eyes Closed
D: Interior Object
E: Right
F: Forward
G: Instrument Cluster
H: Left
50.6%
(39)
2.6%
(2)
0.0%
(0)
0.0%
(0)
3.9%
(3)
39.0%
(30)
0.0%
(0)
3.9%
(3)
0.4%
(2)
64.1%
(341)
0.0%
(0)
0.4%
(2)
0.8%
(4)
34.2%
(182)
0.2%
(1)
0.0%
(0)
0.0%
(0)
0.0%
(0)
66.7%
(2)
0.0%
(0)
0.0%
(0)
33.3%
(1)
0.0%
(0)
0.0%
(0)
0.0%
(0)
3.5%
(4)
0.0%
(0)
67.8%
(78)
0.0%
(0)
28.7%
(33)
0.0%
(0)
0.0%
(0)
0.0%
(0)
3.1%
(2)
0.0%
(0)
0.0%
(0)
69.2%
(45)
27.7%
(18)
0.0%
(0)
0.0%
(0)
1.3%
(36)
6.5%
(186)
0.1%
(2)
1.4%
(39)
0.5%
(13)
88.4%
(2,524)
0.3%
(8)
1.6%
(47)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
58.3%
(7)
41.7%
(5)
0.0%
(0)
0.6%
(1)
1.9%
(3)
0.0%
(0)
0.6%
(1)
0.0%
(0)
31.9%
(51)
0.0%
(0)
65.0%
(104)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
(b) Glance transition matrix for the first bi-
nary prediction class: “adjusting radio”.
A B C D E F G H
A: Rearview Mirror
B: Center Stack
C: Eyes Closed
D: Interior Object
E: Right
F: Forward
G: Instrument Cluster
H: Left
-5.5% 2.6% 0.0% 0.0% 2.9% -2.9% 0.0% 2.9%
0.4% 4.7% 0.0% 0.4% 0.8% -6.4% 0.2% 0.0%
0.0% 0.0% 4.6% 0.0% 0.0% -4.6% 0.0% 0.0%
0.0% -1.8% 0.0% 15.2% 0.0% -13.4% 0.0% 0.0%
-1.6% 3.1% 0.0% 0.0% -8.5% 7.1% 0.0% 0.0%
1.1% 6.5% 0.0% 1.3% 0.4% -10.9% 0.2% 1.4%
0.0% 0.0% 0.0% 0.0% 0.0% 19.9% -19.9% 0.0%
0.3% 1.9% 0.0% 0.6% -0.4% 7.7% 0.0% -10.1%
0.30
0.24
0.18
0.12
0.06
0.00
0.06
0.12
0.18
0.24
0.30
(c) The difference between the transition
matrix for the two classes of “not dis-
tracted” and “adjusting radio”.
Figure 1: An example of two glance transition matrices (first two subfigures) and their difference (third subfigure) that illustrates
the discriminating characteristics of the glance dynamics based on which the two HMM models can make binary predictions.
The y-axis is the “transition from” region and the x-axis is the “transition to” region. In the first two subfigures, the percentages
designate the probability of transitions and the values in parentheses show the absolute number of times those transitions appear
in the dataset. The third subfigure shows the difference in probabilities between the first two subfigures. Blue indicates a positive
difference, red indicates a negative difference. The intensity of color fill in each matrix cell, across all three subfigures, indicates
magnitude of the values associated with the transition in that cell. The transition matrices and their differences for each of the
binary classification problems considered in this paper are provided in the appendix.
some cases, the categorical values were combined. For ex-
ample, age was collapsed into three groups: young, middle,
and mature. The partitioning was performed in a way that the
numbers of epochs associated with each value was balanced.
For variables that take on more than 2 values, we reduce the
problem to a binary classification one between all pairs of val-
ues. This allows us to explore the discriminating potential of
macro-glances with regard to variables that take on 2, 3, or 4
values. For behavior and distraction variables, we only con-
sider the pairing of values with the baseline state of “none”
and “not distracted”, respectively.
Table 1 shows the result of applying the HMM-based clas-
sification method in the “Glance Model and Prediction Ap-
proach” section to the binary classification problems asso-
ciated with the variables listed above. This table contains
the answer to the question posed in the title of this paper.
As expected, the problem of predicting anything about the
driver or driving environment from just 6 seconds of macro-
glances is very difficult, because both the duration of the se-
quence is too short and the resolution of the captured dynam-
ics is too coarse. Nevertheless, accuracy of above 75% is
achieved for the prediction of the following four driver behav-
iors and states: talking, fatigue, radio-tuning activity, and fail-
ure to signal. Also, 70.9% accuracy is achieved in predicting
whether or not the vehicle is approaching an intersection. To
provide intuition as to why this prediction works at all, Fig. 1
provides a visualization for the dynamics of the radio-tuning
activity classification problem. The first two subfigures show
the glance transition matrices for the “not distracted” and “ad-
justing radio” classes. The third subfigure shows the differ-
ence in transition probabilities between the first two subfig-
ures. These matrices show that there are significant aggregate
differences in macro-glance transitions for the two classes.
The results in Table 1 show that these differences can be de-
tected from six-second epochs for several variables critical
for the design of intelligent driver assistance systems.
Framework for Gaze-Based HMI in the Car
The focus of this paper is to begin to answer the open question
whether temporal patterns of macro-glances in the car con-
tain sufficient discriminative signal to predict the state of the
driver, the car, and the world. Our approach naturally leads
to a real-time application of its various detectors in a vehicle.
Fig. 2 shows an illustrative example of a driver approaching
an intersection while operating a Tesla vehicle in Autopilot
mode. Fig. 3 proposes how such a sequence of videos would
be processing through time. In this proposed system, a slid-
ing window of 6 seconds is used to make a series of binary
predictions. Each of the predictions along with an estimated
confidence are exposed through a CAN network API. HMI
systems in the car are then able to alter their communication
strategy with the driver and the external environment based
on the predictions each system listens to for cases when the
prediction confidence exceeds a minimum threshold.
In fact, an HMI system may utilize multiple sensor streams,
only part of which would be the sensors derived from macro-
glances. This is grounded in the design of joint cognitive sys-
tems envisioned and developed over the previous 3 decades
[36, 13, 26]. For example, for the case in Fig. 2, the predic-
tion may be that the driver’s macro-glances are not indicative
of proximity to an intersection even though based on the GPS
coordinates reported on the CAN network, the car is in fact
approaching intersection. This, in combination with the fact
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Figure 2: Illustrative sequence of snapshots collected in a Tesla vehicle of a driver’s macro-glances. A time of t = 0 is marked as
the point at which the driver can be annotated as being near an intersection.
API for Binary Classifications
in real-time based on a 6 second sliding 
window of driver macro-glances
Near Intersection:
Yes or No
Adjusting Radio:
Yes or No
Talking to Passenger:
Yes or No
Traffic Density:
Low or High
…
Raw Video Feed of
Driver’s Face
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(both driver-facing and 
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Driver &
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Vehicles
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Figure 3: A framework for a system that processes (in real-time) the video of the driver’s face and exposes an API to the HMI
systems operating in the car that can appropriately alter their communication strategy with the driver, vehicle passengers, and the
external driving environment based on the binary sensor signals.
that the Tesla is operating under Autopilot and is thus driving
itself, can be used by the car’s external signaling system to in-
fer that the driver is not paying attention and is unaware of the
intersection. This information can then be conveyed to pedes-
trians and other vehicles, so that they make their movement
decisions with a higher degree of caution.
CONCLUSION
This work asks what can and cannot be predicted from short
bursts of driver macro-glances. We consider a representa-
tive sample of 4,816 annotated six-second epochs of driv-
ing from a 100-car naturalistic study. The variables un-
der consideration fall into three categories: driving environ-
ment, driver behavior/state, and driver demographic charac-
teristics. We form binary-classification problems from all the
well-represented variables available in the dataset and model
regularly-sampled macro-glances as a hidden Markov model
for each class to make the binary prediction. The results show
that radio-tuning activity, fatigue state, failure to signal, talk-
ing, and proximity to an intersection can be predicted with
70.9% to 88.3% accuracy. Based on these results, the general
conclusion of this work is that macro-glances can be part of a
multi-sensor system for predicting external environment fac-
tors, but on its own is only sufficient to predict a limited but
important set of variables related to driver behavior and state.
Nevertheless, significant improvements in accuracy may be
achievable through further development of the underlying al-
gorithmic approach. To this end, future work will investigate
whether other approaches that capture temporal dynamics in
the data, such as Hidden Semi-Markov Models (HSMM) [14]
or Recurrent Neural Networks (RNN) [32], may perform bet-
ter than HMMs, in which case macro-glances alone may be
used as the basis for environment, behavior, state, and demo-
graphic prediction in future real-time driver assistance sys-
tems. Furthermore, using macro glance epochs of heteroge-
neous duration for training and evaluation may result in sig-
nificant increases in prediction accuracy due to the fact that
some environmental or behavioral factors may reveal them-
selves on different time-scales. For example, detection of
talking may only need 1-2 seconds of macro-glances, while
the detection of rural versus urban environmental conditions
may requires an epoch of 10-20 seconds.
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Binary Classification Problem Type Accuracy(Average)
Accuracy
(St. Dev.)
Class 1 Size
(Epochs)
Class 2 Size
(Epochs)
Weather (Clear vs Raining) Environment 51.6% 2.7% 4,261 345
Behavior (Speeding) Behavior/State 52.3% 7.4% 3,497 101
Seatbelt (Yes vs No) Environment 55.8% 2.4% 4,101 601
Traffic Density (Low vs Medium) Environment 56.2% 0.4% 2,385 2,255
Traffic Divider (Present vs Not Present) Environment 56.6% 1.8% 3,102 1,423
Travel Lanes (2 or Less vs 3 or More) Environment 57.7% 1.2% 2,725 1,975
Alignment (Straight vs Curve) Environment 57.7% 2.6% 4,186 519
Age (Young vs Mature) Demographic 58.3% 1.9% 1,657 1,188
Traffic Density (Medium vs High) Environment 58.6% 4.0% 2,255 176
Behavior (Following Too Closely) Behavior/State 59.1% 2.3% 3,497 871
Lighting (Day vs Night with Light) Environment 59.2% 1.7% 3,257 1,059
Gender (Male vs Female) Demographic 59.7% 0.6% 2,514 1,773
Surface Condition (Wet vs Dry) Environment 60.3% 1.9% 4,309 452
Age (Young vs Middle) Demographic 60.7% 0.9% 1,657 1,442
Traffic Density (Low vs High) Environment 61.2% 3.9% 2,385 176
Locality (Rural vs Interstate) Environment 61.9% 0.8% 1,362 1,298
Locality (City vs Interstate) Environment 62.6% 2.6% 1,555 1,298
Lighting (Night with vs without Light) Environment 63.8% 2.2% 831 456
Age (Middle vs Mature) Demographic 63.8% 1.5% 1,442 1,188
Locality (City vs Rural) Environment 63.8% 0.9% 1,555 1,362
Traffic Light/Sign (Present vs Not Present) Environment 64.0% 1.9% 4,252 377
Lighting (Day vs Night without Light) Environment 66.6% 1.9% 3,257 456
Near an Intersection (Yes vs No) Environment 70.9% 3.6% 4,025 764
Distraction (Talking) Behavior/State 75.4% 2.0% 1,330 575
Behavior (Failed to Signal) Behavior/State 75.5% 1.5% 3,497 247
Distraction (Fatigue) Behavior/State 80.4% 3.1% 1,330 181
Distraction (Adjusting Radio) Behavior/State 88.3% 2.1% 1,330 201
Table 1: This table answers the central question posed by this work: what aspects of the driver and driving environment can be
predicted using a short sequence macro-glances? Each row specifies the binary classification problem, the variable type, accuracy
mean and standard deviation, and the number of 6-second epochs associated with each glance. The rows are sorted according to
average classification accuracy in ascending order.
APPENDIX
Each of the binary classification problems considered in this paper (see Table 1) has two non-overlapping classes. That is, for
each problem, there is a set of 6-second epochs associated with either the first class, the second class or neither class. For each
of these epochs, there is a sequence of 25 discrete states (glance regions) spaced evenly in time. Transition probabilities shown
in this appendix are referring to state-transition within this sequence of discrete state.
Fig. 1 in the main body of the paper visualizes the transition probabilities for epochs associated with each of the two classes
for the binary classification problem of “not distracted” versus “distracted while adjusting radio.” It also shows the difference
between these two transition matrices. In this appendix, we perform the same visualization for all of the binary classification
problems considered in this paper. The problems are presented in the same order as they appear in Table 1, that is in the order
from lowest to highest average classification accuracy.
A key observation to make from the visualizations that follow is that the problems with lower classification accuracies gener-
ally show less differences in the third subfigure, while problems with higher classification accuracies generally show greater
differences. In other words, these visualizations reveal the aggregate disciminative characteristics of each problem. The HMM
approach used for binary classification in this work exposes these discriminative characteristics at the individual glance sequence
level. The average accuracy achieved are listed in the caption of each figure set.
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Figure 4: Transition matrices for Weather (Clear vs Raining). Classification accuracy: 51.6%.
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Figure 5: Transition matrices for Behavior (Speeding). Classification accuracy: 52.3%.
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Figure 6: Transition matrices for Seatbelt (Yes vs No). Classification accuracy: 55.8%.
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Figure 7: Transition matrices for Traffic Density (Low vs High). Classification accuracy: 56.2%.
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Probability Differences Between the 2 Classes
Figure 8: Transition matrices for Traffic Divider (Present vs Not Present). Classification accuracy: 56.6%.
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Figure 9: Transition matrices for Travel Lanes (2 or Less vs 3 or More). Classification accuracy: 57.7%.
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Figure 10: Transition matrices for Alignment (Straight vs Curve). Classification accuracy: 57.7%.
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Figure 11: Transition matrices for Age (Young vs Mature). Classification accuracy: 58.3%.
A B C D E F G H
A: Rearview Mirror
B: Center Stack
C: Eyes Closed
D: Interior Object
E: Right
F: Forward
G: Instrument Cluster
H: Left
56.6%
(738)
0.1%
(1)
0.2%
(2)
0.3%
(4)
2.1%
(28)
40.1%
(522)
0.1%
(1)
0.5%
(7)
0.5%
(2)
63.9%
(267)
0.0%
(0)
0.0%
(0)
0.7%
(3)
34.7%
(145)
0.2%
(1)
0.0%
(0)
0.0%
(0)
0.0%
(0)
61.1%
(69)
0.9%
(1)
0.0%
(0)
38.1%
(43)
0.0%
(0)
0.0%
(0)
0.4%
(3)
0.1%
(1)
0.0%
(0)
67.6%
(530)
0.0%
(0)
31.4%
(246)
0.0%
(0)
0.5%
(4)
0.8%
(7)
0.2%
(2)
0.0%
(0)
0.2%
(2)
69.7%
(599)
28.2%
(242)
0.1%
(1)
0.7%
(6)
1.5%
(565)
0.4%
(146)
0.1%
(42)
0.6%
(239)
0.6%
(231)
95.2%
(35,652)
0.1%
(45)
1.4%
(517)
2.6%
(3)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
41.2%
(47)
55.3%
(63)
0.9%
(1)
0.4%
(7)
0.0%
(0)
0.0%
(0)
0.2%
(4)
0.4%
(8)
28.8%
(524)
0.0%
(0)
70.1%
(1,274)
Class 1: Traffic Density (Medium)
A B C D E F G H
A
B
C
D
E
F
G
H
61.1%
(66)
0.0%
(0)
0.9%
(1)
0.0%
(0)
1.9%
(2)
34.3%
(37)
0.0%
(0)
1.9%
(2)
0.0%
(0)
62.9%
(22)
0.0%
(0)
0.0%
(0)
0.0%
(0)
37.1%
(13)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
90.5%
(19)
4.8%
(1)
0.0%
(0)
4.8%
(1)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
75.8%
(97)
0.0%
(0)
24.2%
(31)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
1.6%
(1)
68.9%
(42)
29.5%
(18)
0.0%
(0)
0.0%
(0)
1.4%
(40)
0.4%
(12)
0.1%
(2)
1.0%
(27)
0.6%
(16)
94.8%
(2,670)
0.1%
(3)
1.6%
(45)
0.0%
(0)
6.3%
(1)
0.0%
(0)
0.0%
(0)
0.0%
(0)
18.8%
(3)
75.0%
(12)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
1.9%
(3)
0.6%
(1)
23.8%
(38)
0.6%
(1)
73.1%
(117)
Class 2: Traffic Density (High)
A B C D E F G H
A
B
C
D
E
F
G
H
4.5% -0.1% 0.8% -0.3% -0.3% -5.8% -0.1% 1.3%
-0.5% -1.0% 0.0% 0.0% -0.7% 2.5% -0.2% 0.0%
0.0% 0.0% 29.4% 3.9% 0.0% -33.3% 0.0% 0.0%
-0.4% -0.1% 0.0% 8.2% 0.0% -7.2% 0.0% -0.5%
-0.8% -0.2% 0.0% 1.4% -0.9% 1.3% -0.1% -0.7%
-0.1% 0.0% -0.0% 0.3% -0.0% -0.4% -0.0% 0.2%
-2.6% 6.3% 0.0% 0.0% 0.0% -22.5% 19.7% -0.9%
-0.4% 0.0% 0.0% 1.7% 0.2% -5.1% 0.6% 3.0%
Probability Differences Between the 2 Classes
Figure 12: Transition matrices for Traffic Density (Medium vs High). Classification accuracy: 58.6%.
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Figure 13: Transition matrices for Behavior (Following Too Closely). Classification accuracy: 59.1%.
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Figure 14: Transition matrices for Lighting (Day vs Lit Night). Classification accuracy: 59.2%.
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Figure 15: Transition matrices for Gender (Male vs Female). Classification accuracy: 59.7%.
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Figure 16: Transition matrices for Surface Condition (Wet vs Dry). Classification accuracy: 60.3%.
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Figure 17: Transition matrices for Age (Young vs Middle). Classification accuracy: 60.7%.
A B C D E F G H
A: Rearview Mirror
B: Center Stack
C: Eyes Closed
D: Interior Object
E: Right
F: Forward
G: Instrument Cluster
H: Left
56.7%
(727)
0.2%
(3)
0.0%
(0)
0.4%
(5)
1.6%
(21)
40.0%
(513)
0.0%
(0)
1.0%
(13)
0.4%
(2)
64.5%
(354)
0.0%
(0)
0.4%
(2)
1.1%
(6)
33.5%
(184)
0.0%
(0)
0.2%
(1)
0.0%
(0)
0.0%
(0)
66.7%
(70)
1.0%
(1)
0.0%
(0)
31.4%
(33)
0.0%
(0)
1.0%
(1)
0.3%
(3)
0.4%
(4)
0.0%
(0)
68.9%
(747)
0.1%
(1)
30.1%
(326)
0.1%
(1)
0.2%
(2)
1.0%
(9)
0.0%
(0)
0.0%
(0)
0.3%
(3)
71.1%
(617)
25.6%
(222)
0.1%
(1)
1.8%
(16)
1.4%
(544)
0.5%
(186)
0.1%
(31)
0.8%
(318)
0.6%
(227)
95.0%
(37,230)
0.2%
(59)
1.5%
(575)
1.4%
(2)
0.0%
(0)
0.0%
(0)
0.7%
(1)
0.0%
(0)
40.8%
(60)
56.5%
(83)
0.7%
(1)
0.6%
(13)
0.3%
(6)
0.1%
(2)
0.4%
(9)
0.8%
(17)
26.9%
(567)
0.0%
(1)
70.9%
(1,495)
Class 1: Traffic Density (Low)
A B C D E F G H
A
B
C
D
E
F
G
H
56.6%
(738)
0.1%
(1)
0.2%
(2)
0.3%
(4)
2.1%
(28)
40.1%
(522)
0.1%
(1)
0.5%
(7)
0.5%
(2)
63.9%
(267)
0.0%
(0)
0.0%
(0)
0.7%
(3)
34.7%
(145)
0.2%
(1)
0.0%
(0)
0.0%
(0)
0.0%
(0)
61.1%
(69)
0.9%
(1)
0.0%
(0)
38.1%
(43)
0.0%
(0)
0.0%
(0)
0.4%
(3)
0.1%
(1)
0.0%
(0)
67.6%
(530)
0.0%
(0)
31.4%
(246)
0.0%
(0)
0.5%
(4)
0.8%
(7)
0.2%
(2)
0.0%
(0)
0.2%
(2)
69.7%
(599)
28.2%
(242)
0.1%
(1)
0.7%
(6)
1.5%
(565)
0.4%
(146)
0.1%
(42)
0.6%
(239)
0.6%
(231)
95.2%
(35,652)
0.1%
(45)
1.4%
(517)
2.6%
(3)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
41.2%
(47)
55.3%
(63)
0.9%
(1)
0.4%
(7)
0.0%
(0)
0.0%
(0)
0.2%
(4)
0.4%
(8)
28.8%
(524)
0.0%
(0)
70.1%
(1,274)
Class 2: Traffic Density (Medium)
A B C D E F G H
A
B
C
D
E
F
G
H
-0.1% -0.2% 0.2% -0.1% 0.5% 0.0% 0.1% -0.5%
0.1% -0.6% 0.0% -0.4% -0.4% 1.2% 0.2% -0.2%
0.0% 0.0% -5.6% -0.1% 0.0% 6.6% 0.0% -1.0%
0.1% -0.2% 0.0% -1.3% -0.1% 1.3% -0.1% 0.3%
-0.2% 0.2% 0.0% -0.1% -1.4% 2.6% 0.0% -1.1%
0.1% -0.1% 0.0% -0.2% 0.0% 0.2% -0.0% -0.1%
1.3% 0.0% 0.0% -0.7% 0.0% 0.4% -1.2% 0.2%
-0.2% -0.3% -0.1% -0.2% -0.4% 2.0% -0.0% -0.7%
Probability Differences Between the 2 Classes
Figure 18: Transition matrices for Traffic Density (Low vs Medium). Classification accuracy: 61.2%.
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Figure 19: Transition matrices for Locality (Rural vs Interstate). Classification accuracy: 61.9%.
A B C D E F G H
A: Rearview Mirror
B: Center Stack
C: Eyes Closed
D: Interior Object
E: Right
F: Forward
G: Instrument Cluster
H: Left
57.9%
(511)
0.1%
(1)
0.0%
(0)
0.5%
(4)
2.5%
(22)
38.1%
(336)
0.1%
(1)
0.8%
(7)
0.4%
(1)
65.2%
(184)
0.0%
(0)
0.0%
(0)
0.7%
(2)
33.3%
(94)
0.0%
(0)
0.4%
(1)
0.0%
(0)
0.0%
(0)
63.3%
(38)
3.3%
(2)
0.0%
(0)
33.3%
(20)
0.0%
(0)
0.0%
(0)
0.2%
(1)
0.3%
(2)
0.0%
(0)
69.0%
(452)
0.2%
(1)
29.9%
(196)
0.0%
(0)
0.5%
(3)
1.3%
(9)
0.1%
(1)
0.0%
(0)
0.3%
(2)
71.0%
(474)
25.9%
(173)
0.0%
(0)
1.3%
(9)
1.5%
(375)
0.4%
(99)
0.1%
(22)
0.8%
(202)
0.7%
(167)
94.7%
(24,020)
0.1%
(29)
1.7%
(438)
3.1%
(2)
1.6%
(1)
0.0%
(0)
0.0%
(0)
0.0%
(0)
42.2%
(27)
53.1%
(34)
0.0%
(0)
0.6%
(9)
0.2%
(3)
0.1%
(1)
0.3%
(4)
0.8%
(12)
26.9%
(426)
0.1%
(1)
71.2%
(1,126)
Class 1: Locality (City)
A B C D E F G H
A
B
C
D
E
F
G
H
55.3%
(459)
0.0%
(0)
0.1%
(1)
0.2%
(2)
1.8%
(15)
42.2%
(350)
0.0%
(0)
0.4%
(3)
0.9%
(2)
61.3%
(144)
0.0%
(0)
0.0%
(0)
0.9%
(2)
37.0%
(87)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.0%
(0)
62.9%
(39)
0.0%
(0)
0.0%
(0)
37.1%
(23)
0.0%
(0)
0.0%
(0)
0.0%
(0)
0.2%
(1)
0.0%
(0)
68.1%
(294)
0.0%
(0)
31.5%
(136)
0.2%
(1)
0.0%
(0)
0.7%
(3)
0.0%
(0)
0.0%
(0)
0.5%
(2)
66.8%
(284)
31.8%
(135)
0.0%
(0)
0.2%
(1)
1.7%
(375)
0.4%
(90)
0.1%
(20)
0.6%
(123)
0.6%
(136)
95.2%
(20,767)
0.1%
(28)
1.2%
(268)
0.0%
(0)
0.0%
(0)
0.0%
(0)
1.5%
(1)
0.0%
(0)
42.6%
(29)
54.4%
(37)
1.5%
(1)
0.4%
(3)
0.0%
(0)
0.0%
(0)
0.5%
(4)
0.1%
(1)
32.4%
(260)
0.0%
(0)
66.6%
(535)
Class 2: Locality (Interstate)
A B C D E F G H
A
B
C
D
E
F
G
H
-2.6% -0.1% 0.1% -0.2% -0.7% 4.1% -0.1% -0.4%
0.5% -4.0% 0.0% 0.0% 0.1% 3.7% 0.0% -0.4%
0.0% 0.0% -0.4% -3.3% 0.0% 3.8% 0.0% 0.0%
-0.2% -0.1% 0.0% -1.0% -0.2% 1.6% 0.2% -0.5%
-0.6% -0.1% 0.0% 0.2% -4.1% 5.9% 0.0% -1.1%
0.2% 0.0% 0.0% -0.2% -0.0% 0.5% 0.0% -0.5%
-3.1% -1.6% 0.0% 1.5% 0.0% 0.5% 1.3% 1.5%
-0.2% -0.2% -0.1% 0.2% -0.6% 5.5% -0.1% -4.6%
Probability Differences Between the 2 Classes
Figure 20: Transition matrices for Locality (City vs Interstate). Classification accuracy: 62.6%.
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Figure 21: Transition matrices for Lighting (Lit Night vs Unlit Night). Classification accuracy: 63.8%.
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Figure 22: Transition matrices for Age (Middle vs Mature). Classification accuracy: 63.8%.
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Figure 23: Transition matrices for Locality (City vs Rural). Classification accuracy: 63.8%.
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Figure 24: Transition matrices for Traffic Light/Sign (Present vs Not Present). Classification accuracy: 64.0%.
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Figure 25: Transition matrices for Lighting (Day vs Unlit Night). Classification accuracy: 66.6%.
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Figure 26: Transition matrices for Near an Intersection (Yes vs No). Classification accuracy: 70.9%.
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Figure 27: Transition matrices for Distraction (Talking). Classification accuracy: 75.4%.
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Figure 28: Transition matrices for Behavior (Failed to Signal). Classification accuracy: 75.5%.
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Figure 29: Transition matrices for Distraction (Fatigue). Classification accuracy: 80.4%.
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-1.6% 3.1% 0.0% 0.0% -8.5% 7.1% 0.0% 0.0%
1.1% 6.5% 0.0% 1.3% 0.4% -10.9% 0.2% 1.4%
0.0% 0.0% 0.0% 0.0% 0.0% 19.9% -19.9% 0.0%
0.3% 1.9% 0.0% 0.6% -0.4% 7.7% 0.0% -10.1%
Probability Differences Between the 2 Classes
Figure 30: Transition matrices for Distraction (Adjusting Radio). Classification accuracy: 88.3%.
