Abstract-Speech compression is a mature technology with many applications. Over the past decade, huge advances have been made in the area of speech coding for reduced bit-rate transmission. With perceptual audio coding, the signal is coded efficiently using a psychoacoustic model, as in MPEG standards. In this paper, two well known algorithms, LPC (Linear Predictive Coding) and subband coding are combined to reduce data transmission rate from 128 Kbps to as low as 12 Kbps at minimum complexity and implemented on a digital signal processor. The performance of the proposed algorithm is almost same as the MPEG algorithm without its complexity.
I. INTRODUCTION
Efficient speech coding [1] at low bit rates find many applications for bandwidth conservation and enhanced privacy in wireless cellular and satellite communications. Digital speech coders attempt to reduce the bit rate while minimizing the quantization error. Time Domain coding methods such as delta modulation or sigma delta modulation operate across full bandwidth and can achieve compression ratios up to 2.5:1 [2] . Frequency domain coding methods analyze the signal in frequency domain and reduce the quantization error using a psychoacoustic model.
The time domain and frequency domain methods can be combined to yield the best of both the methods. In this work we have studied the effects of combining a time domain method, LPC coding, with frequency domain method, subband coding, to achieve compression ratios of up to 7:1 at minimum complexity. Both the LPC and subband coding are well known algorithms. Subband coding is particularly suitable for speech compression as speech energy is mostly concentrated in the low frequency bands.
The main motivation of the present work is to develop an algorithm which can be easily embedded in low power, portable systems and hand held devices. As such, the algorithm has to be simple yet provide performances matching those of the other algorithms in use. In this present work, it has been shown that a combination of simple algorithms like LPC and subband coding can match the compression ratios of the other complex algorithms using psychoacoustic analysis. A digital signal processor is used to evaluate the performance of the algorithm in hardware, though the same could have been done on an FPGA platform.
The speech compressor used in the present work has a synthesis by analysis structure. The block diagram of the analysis and synthesis sections of the proposed speech compressor is shown in Fig.1 . The paper is organized as follows: the RELP coder is described in Section II, the subband coding principle is described in Section III, and the hardware implementation and results are discussed in Section IV. Section V brings up the conclusion and possible extensions to the present work.
II. RELP CODER
Linear prediction [3] is an important topic in digital signal processing with many practical applications. In our proposed speech compressor, we have used a onestep forward linear predictor, which forms the prediction of the value x(n) by a weighted linear combination of the past values x(n-1), x(n-2), …., x(n-p) where p is the order of the predictor. Hence the linearly predicted value of
where { p a (k)} represent the prediction coefficients of the linear predictor. The difference between the value x(n) and the predicted value is called the forward prediction error, denoted as
An equivalent realization of the prediction error filter is shown in Fig. 2 . Thus, we can model the prediction error filter as an allzero FIR filter whose z-transform relationship is given by F p (z) = A p (z) X(z). At the receiver side, we have an inverse filter with transfer function (1/A p (z)) ,which is an all-pole filter, to recover the original signal. The minimization of the mean-square value of the forward prediction error results in a set of normal equations, expressed in compact form as
, N is the length of the causal sequence x(n), i = l, k = 0 for l 0 , and i =0 , k = l for l < 0
The Levinson-Durbin algorithm is a computationally efficient algorithm for solving the normal equations. This algorithm exploits the special symmetry in the autocorrelation matrix
The desired recursion for the predictor coefficients in the Levinson-Durbin algorithm is and m t denotes the transpose of m . Thus, using the Levinson-Durbin algorithm, we can construct the allzero prediction error filter at the transmitter and subsequently, the all-pole filter at the receiver to reconstruct the original signal.
The residual signal essentially carries all the information that has not been captured by the LP analysis, e.g., phase and pitch information, zeroes due to nasal sounds etc. In RELP, the residual encoding is based on spectral rather than waveform matching. In addition, RELP coders rely on the fact that the low-frequency components of speech are perceptually important. This residual signal is then subsequently divided into two subbands for preferential encoding. Since only the residual is processed at the subsequent stages, RELP allows sufficient bit compression.
III. SUBBAND CODING
Subband coding [4] is an effective method to achieve data compression in speech signals, where the signal energy is concentrated mainly in the low frequency region. We have divided the 8 KHz sampled speech signal into two frequency regions -below 2 KHz and, above 2 KHz. Further, sub-division of the speech signal yields no comparable increase in speech compression ratio. The decimated signal is then preferentially encoded by allocating larger number of bits to the low frequency region than the high frequency region. We have used QMF (Quadrature Mirror Filters) [5] to decimate and subsequently interpolate the signal. The filter characteristics of the low pass and high pass QMFs as created using the C5416 DSP chip are given in Fig. 3 With the choice of the above filter characteristics, the component due to aliasing vanishes. Thus the aliasing resulting from decimation in the analysis section of the transmitter is perfectly cancelled by the image signal spectrum that arises due to interpolation at the receiver. To save computations, we performed the decimation and interpolation using polyphase filter structures as shown in Fig. 4 . 
IV. HARDWARE IMPLEMENTATION AND RESULTS
The incoming signal, in the form of 16 bit PCM samples, is passed through a predictor block which uses the history of previous samples to predict the next signal. This prediction is compared with the actual signal and the difference is measured. The encoder in the transmitting block takes this difference signal and passes this through a QMF (Quadrature Mirror Filter) bank. This specially designed filter splits the signal into two equally divided subbands [6] according to the frequency content. Through this process, the QMF also down samples the clock rate to half the original clock. In the subband processor, the 16-bit word is then passed through a quantizer routine which allocates greater number of bits to the low frequency region than the high frequency region. The decoding process is the inverse of the encoding process, where the bit stream is split into two subband signals and the inverse quantizer and predictor is used to regenerate the original signal.
A 1-minute speech was recorded using a microphone and the voice recorder provided with Windows XP in 16-bit mono mode and sampling frequency 8 KHz, for our experiments. This file recorded in .wav format was then provided as an input to the C5416 processor [7] , in frames of 320 samples. The compressed file as well as the recovered file was stored in the hard disk of a computer which was interfaced with the C5416 processor. The setup is shown in Fig. 5 below. The spectra of the original as well as the recovered signals were then viewed using a spectrum analyzer. While processing the original file, the first 44 samples, which form the header, were first extracted and later were added to the recovered file. For every 320 input samples, a corresponding frame containing the encoded data was written to the compressed file. The decoder at the receiving side generated the 320 samples from this frame. The first six samples, each of 16-bits, contained the LPC parameters. The next two 16 bit samples contained the gains in the two frequency subbands. The remaining samples contained the encoded speech data. Table I shows the number of bits with which a 16-bit sample in low frequency band and a 16-bit sample in high frequency band are encoded , and the corresponding compression ratios achieved. For comparison of the compressed signals with the original signal, we have given the signal spectrum and the time domain representations of the original as well as the recovered signals (Fig. 6.a -6 .h) for various values of the number of bits used to encode the high and low frequency regions respectively. The time domain representations show the first 2 ms of the speech signals. As can be seen from the time-domain representations, the recovered signals, and the original signal are identical in the location of the peaks and the energy distribution. From the spectra in Fig. 6 , we see that the low frequency region of the speech signal containing most of the speech energy is almost unaffected due to bit compression. The high frequency spectrum gets distorted by the encoding of the speech signal. However, the information loss in the high frequency region does not affect the overall quality of the speech signal by a drastic amount, and the desired information can very well be extracted from the recovered signals. For processing the speech signal, we interpreted the 16-bit integer samples as q15 numbers, and then converted them to their equivalent floating point numbers. In q15 format, a number between -1 and (1-2 -15 ) can be represented by 16-bits, in which the first bit represents the sign of the number and the next 15-bits represent the magnitude of the number. By converting the numbers to their equivalent floating point versions in this fashion, we restrict the numbers between -1 and (1-2 -15 ) , thus reducing the quantization error. After extracting the residue through LP analysis, the range of the numbers is so much reduced that we can encode each 16-bit sample with less than 4 bits even while maintaining sufficient accuracy. Also, we calculate correlation between two samples bit-wise which results in greater accuracy, thus permitting us to compress the speech greatly. Also better results can be obtained if we apply a pre-emphasis filter to enhance the high frequency region of the speech before performing LP analysis. Such a signal would then have to be de-emphasized at the receiving end by a deemphasis filter after performing inverse LP filtering.
V. CONCLUSION
Speech coding is an essential application of digital signal processing in modern day telephony and mobile communications, which employ high data compression ratios. In this paper, we have shown a simple method of effective speech compression technique combining the well known LPC analysis and subband coding. Using only RELP would achieve a compression ratio of 60% [8] , while a combination of RELP and subband coding results in a compression ratio as high as 85.6%. We have reduced the transmission bandwidth to 12 Kbps from 128 Kbps, or a bandwidth reduction factor of 11:1, which is comparable to the MPEG (12:1 compression ratio) [9] without its complexity. The compression ratios achieved are also slightly better than a similar project undertaken at Communications University of Maryland, College Park, Epson Palo Alto, R&D lab, in which the compression ratios achieved are between 57.78% to 82.45% [10] . We have also presented the results of our experiments on speech compression which shows good improvement on Bandwidth with acceptable distortion level. Implementation of this system with a C5416 Digital Signal Processor is also given.
The number system used in this work is q15 format which is also suitable for FPGA (Field Programmable Gate Array) or ASIC (Application Specific Integrated Circuit) implementation. Also, the algorithm used can readily be implemented in VHDL or Verilog. Thus, this speech compression method can be extended to any low power hand held device, which can store a large number of audio files in compressed format, and decompress and play a file when required. The speech compression method is also far less complex than standard compression algorithms, thus requiring less gate count, and hence less area and power, during FPGA or ASIC implementation.
