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1. Introduction
The forces an engineering structure experiences in a wave field can be
estimated from a history of the water surface displacement. The analysis
of these wave records can be carried out in either the time domain or the
frequency domain. In the time domain, we are looking at the actual wave
record, a realistic picture of the physical system. In the frequency
domain, in which the function (of time) is decomposed into sinusoidal
components (with frequencies being the multiples of a fundamental frequency
and amplitudes determined from its Fourier transform), we get an estimate
of the energy content associated with each frequency component.
The chaotic nature of the water surface in most wave fields makes a
deterministic prediction of its position inappropriate, and stochastic
approaches are often used to study its behavior. This necessarily demands
parametrizations of the characteristics of the displacement, and the
probability distributions of these parameters give useful information on
the nature of the wave field. The more intuitive of these parameters in
the time domain are the wave heights and periods, which have been used as
the variables upon which the design conditions of ocean structures are
based. The joint probability density of these two variables has been
extensively examined in ocean engineering, e.g. in the analysis of
stability and fatigue of offshore structures under a sea state. Other
engineering designs for ships, mooring configurations or breakwaters all
require a model of the joint statistics of wave amplitude and frequency in
studying the behavior of these structures under wave action.
Despite the practical importance of having good estimates for this joint
- 1 -
probability distribution, especially for extreme wave conditions,
considerable ambiguity exists in the comparisons of available theoretical
distributions with field data. Much of this ambiguity arises from the
definitions of wave height and period being dictated by how they can be
estimated from field data rather than by the need for as direct a
comparison as possible with available theories, and these definitions are
usually rather arbitrary. The most often used are from that of a
zero-crossing wave defined as the part of record between alternate
zero-crossings of the water surface. The wave amplitude is then the
maximum displacement of the water level from its mean level and the wave
period is the interval between alternate crossings. However, current
theories on the joint statistical distribution of these two variables
involve approximations that apply only for waves from narrow-band spectra,
i.e., the energy in the frequency doimain is concentrated around some mean
frequency. This limitation on bandwidth restricts the type of wave fields
for which the expressions are valid. Moreover, the zero-crossing
definition becomes arbitrary as the waves get irregular and have multiple
extrema between crossings. The application of the theoretical
distributions thus derived have been tested using both field and simulated
data with variable success. In some cases considerable discrepancies were
found. The basic assumptions in the derivations of the densities are
rarely satisfied in the wave fields, and various factors like nonlinearity,
wave breaking, finite bandwidth and nonstationarity have been cited to
explain for these differences.
Aside from the failure of the approximate densities in predicting
zero-croosing wave heights and periods, these two variables are inadequate
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as design parameters used in deducing the wave forces on structures.
Current design procedure involves choosing a design height and period from
the joint probability density according to acceptable risk. A higher-order
Stokes wave (or other thoeretical wave form) is then assumed to calculate
the water particle velocity and acceleration from the parameters thus
obtained. Unfortunately, this is only an idealization that gives a wave
that is non-existent in a random wave field. Since zero-crossing waves is
a crude description that gives only rough estimates of the properties of a
random wave field, better quantification of wave forces can only be
achieved from a more elaborate account of the water surface. We seek to
formulate the statistics of a random wave field with continuous amplitude
and period functions instead of from the conventional discrete
zero-crossing waves.
We shall therefore look at the problem of wave statistics from an
alternative point of view. In the new approach to be introduced in this
thesis, an integral transform is performed on the wave record from which
the amplitude and period can be uniquely defined as continuous functions of
time. The main advantages of this method are that it corresponds directly
to the usual theoretical descriptions, with essentially no arbitrariness,
and that it lends itself to fast and efficient implementation through the
use of Fast Fourier Transform.
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2. Theoretical Distributions of Wave Statitics
The irregularities found in most sea waves deny simple mathematical formu-
lations. Theoretical studies are therefore mostly based on the idea of
Fourier analysis, i.e. the wave field r(x,t) is the sum of a large number
of sinusoidal components of different frequencies and random phases, viz.
M
r(x,t) = E a cos(a t-k .x+ n) (1)
n n n nn=1
in which a is the amplitude, a is the angular frequency, k is the two-
n n n
dimensional (in the horizontal plane) wavenumber and n is the phase angle
of the n-th sinusoidal component; t and x are respectively the time
variable and the space vector in the horizontal plane. Each term in this
sum satisfies the governing equations of inviscid linear wave theory
independently and therefore equation (1) is a general solution to the
(linear) physical system. The phases n 's can assume arbitrary values
in the range (0, 2R). The statistics of the equation
M
Z(t) =  a cos(a nt+n) (2)
n=l1
is therefore that at an arbitrary location in a linear wave field.
However, the parameters in the above series representation are more
restricted in nonlinear wave theory. The simplest case with one
fundamental frequency a0 is given by the Stokes wave expansion
C(x,t) = Z ancos[n(o0t-k 0 .x)+In] . (3)
n=0
The parameters an's and n'S in the higher harmonics are well defined and
can be determined by substituting the expansion into the governing
equations. A system with more than one fundamental frequency is
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considerably more complicated, with the corresponding variables in the
expansion, the amplitudes a's and phases c's, interrelated if
a1 = j + kol m n
for some integers (positive or negative) j and k. Details of these
expansions can be found in Stokes (1847), Longuet-Higgins (1963) and Weber
and Barrick (1977a,b). The fundamental hypothesis of random phases which
is made in the analysis of equation (2) is therefore invalid in the
nonlinear case.
Before offering a detailed account of the properties of equation (2), it is
expository to examine the simple case of a two-component system
ý(t) = alcos(2a0t) + a2cos( 202t+ 20)
which can be rewritten as
alcos{[(a 1+ a2)t+p]+[(Ol- a2)t-~]} + a 2 cos{[(al+ a2 )t+]1-[(ao- a2 )t-p] }
and expanded by compound angle formula to give
(al+ a 2 )cos[(al+ a 2 )t+p]cos[(al- 0 2 )t-] -
(al- a2 )sin[(al+ a 2 )t+f]sin[(al- a 2 )t-b ] .
This can be expressed as
C(t) = A(t) cos[ 2at+p(t)]
by defining
20 = a 1 + a2 2
2 2 2 2
A(t) = V{(al+ a 2 ) cos [(al- a 2 )t-p]+(al- a 2 ) sin [(a1- a 2 )t-4 ] }
and
(aI- a 2p(t) = 4 + arctan{ tan[(al- a2 )t-p] } .(a + a2 )
If 01 = 02 and al = a2 = a , we have
A(t) = /2 a cos[(a - 2)t- ] and (t) .
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We therefore have a sinusoidal wave with frequency being the mean of its
components and amplitude modulated at a frequency being the difference of
its components.
For a general multi-wave system, the irregularities and randomness lead to
ambiguities in the definitions of wave height and period. However, if we
restrict ourselves to narrow-band spectra, i.e., max an-a 0  << a0 for some
carrier frequency a0, we can interpret equation (2) as a modulated
sinusoidal wave. In this case, we can write equation (2) as
ý(t) = A(t) cos[o 0t+p(t)] (4)
in which A(t) is the envelope function and 4(t) is a slow-varying phase
function. These two functions take the form
M
A(t) = V[1+tan 2(t)] E a cos[(oan- 0 )t+ n] ( 4 a)
n= 1
and
M
E a sin[(a -a0)t+ý ]
((t) = arctan { M } . (4b)
E a cos [(a -ao) t+n ]
n=l
dp
For a narrow band spectrum, -- << a0 and tan p(t) = constant.
dt
The formulation of random fluctuations and aperiodic waves using equation
(2) dates back to Schuster (1898) and was called harmonic analysis. The
coefficients a 's were found using instrumental methods (Stumpff
n
(1927)) or punched cards and Hollerith Tabulating Machines (Pollack (1930))
and presented in graphs called periodograms. The frequencies in the
spectra were in most cases chosen to be multiples of a fundamental
frequency, and generalization to the case in which the frequencies were not
- 6-
entire multiples of a fundamental frequency were made by Bohr (1932),
Besicovitch (1932) and Wiener (1933). A review of the earlier
contributions can be found in Bartels (1935).
The first comprehensive study of equation (2) for the general case of a
broad band spectrum was made in Rice (1944, 1945) which originated from an
analysis of random noise in electrical engineering (e.g. the shot effect in
vacuum tubes and thermal agitations of electrons in resistors). It was
shown that, as the number of terms, M, becomes large, the statistics of
ý(t) approaches a Gaussian distribution, with zero mean and variance being
one-half of the sum of squares of the amplitudes of the components. The
conditional probability of r(t+At) given ý(t) was shown to be another
normal distribution with the absolute value of the mean of ý(t+At) less
than the absolute value of ý(t) and variance increasing asymptotically to
p(0) as the time lapse At decreases. The expected number of zeroes was
found to be proportional to the square root of -"''(0)/p(0), where i(T) is
the auto-correlation function for ý(t) defined as
I T
p(() = lim - f ý(t)l(t+T) dt . (5)
T+-oo T 0
The length of the interval between successive zeroes of ý(t) was found to
have an algebraic distribution for a narrow-band spectrum. These last two
parameters correspond respectively to the inverse of the expected number of
waves and the mean wave period. The probability density of the values of
maxima was shown to be a Rayleigh distribution for the particular case of a
narrow band spectrum. The frequency of occurence of maxima is proportional
to the square root of -(4)(0)/"''(0) and approaches a Rayleigh
distribution for a lowpassed record. The functions "''(0) and (4)(0) are
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respectively the second and fourth time-derivative of l(T) evaluated at
T = 0.
2.1 The Amplitude Distribution
Longuet-Higgins (1952) arrived at the same result of Rice (1944, 1945) for
the probability density of wave amplitude for a narrow band spectrum. By
assuming a mean frequency cy0, the sinusoidal components in the sum of
equation (4a) were assumed to be coming from different areas of generation
in the open sea, the phases of these contributions are thus independent of
one another. The amplitude function A(t) therefore has the same dis-
tribution as the sum of a very large number of small components of random
phases (a -a0 )t+4n and amplitudes an[1l+tan2 (t)]. The probability density
of such a sum was found by Rayleigh (1880) and subsequently became known as
the Rayleigh distribution. To test this density with actual data, various
ratios of characteristic wave heights (e.g. significant wave height to mean
wave height) were compared which came within 8% of prediction. However, no
direct comparisons on the statistical distributions were made in that
paper.
Cartwright and Longuet-Higgins (1956) removed the restriction of narrow-
band spectrum and derived an amplitude density function for the general
2
dý d 2
case. By assuming equation (2), , - and 2 have means zero and
dt dt
their covariances can be evaluated using the orthogonal properties of sine
and cosine functions. These three functions are assumed to be the sum of a
large number (= M) of sinusoidal components of variable amplitudes and
random phases. As M + o, the Central Limit Theorem can be applied and the
joint probability density of these three variables becomes a three-
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dimensional Gaussian distribution. By defining the amplitude A as the
value of r(t) when
dý d2C
- = 0 and 2 < 0 , (6)
dt dt
this conditional probability of C(t) (and hence A) can be evaluated from
the joint density. That is,
0
p(A) = f P(E1, 0, E3) d 1 Ij31 dE3  (7)
where
d2
(El' ý2' 3) ( C ' -' •
dt dt
This density was found to approach a Rayleigh distribution as the bandwidth
parameter, defined as
2 2
m0m4 - m2 m 2
E = =1 i (8)
m0m m 0 m 4
approaches 0 and tend to a Gaussian distribution as the bandwidth increases
to one. The r-th moment m was defined as
r
M 1 2 r
m = E - a na (9)
r n n
n=1 2
The parameter e increases with bandwidth and assumes any values between
zeroand one. The distribution thus found was compared with wave records in
intermediate and deep water with E-values in the range from 0.20 to 0.67.
Chi-square tests on the densities of amplitude (maximum or minimum
elevation between zero-crossings) and of crest to trough wave heights show
drastically different significant levels with no apparent trends associated
with the values of E. The main weakness of this derivation, as in all
others using the Central Limit Theorem, lies on its ignorance of the
details of the wave profile. It fails to distinguish between maxima from
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zero-crossing waves and those from very adjacent ones (i.e. a small crest-
to-trough wavelet riding on a large wave). In the latter case, a large
wave may contribute to more than one high amplitude samples, and this
likelihood increases with bandwidth. Moreover, the application of the
Central Limit Theorem (based on the random phase assumption) allows finite
probability values for wave elevations that are large fractions of the sum
of the amplitudes of all the sinusoidal components. These large values of
surface displacement, however, are unrealistic. Moreover, the dynamics of
the physical system had been left out of the picture (except that equation
(1), and thus (2), is a solution of the linearized governing equations of
motion). These considerations render such distributions unreliable to
extrapolations for exteme wave probabilities.
A similar parameter often used in the study of amplitude is the crest-to-
trough wave height. In many comparisons with field data, its density is
approximated as that of twice the amplitude. For large values of wave
heights, this would require two large values of amplitude at succeeding
instants. The probability values for large wave heights are therefore
lower than those of the corresponding wave amplitudes. A quantitative
estimate of this difference is presented in Tayfun (1981b).
Given an amplitude density p(A), the question of most direct interest to
engineers is the estimation of extreme values to be chosen for the design.
Let P(A) be the cumulative amplitude distribution of p(A), i.e.
A
P(A) = f p(a) da , (10)
0
the probability of exceedance of amplitude A in N waves is given by
- 10 -
1 - [P(A)]N (11)
as suggested in Longuet-Higgins (1952). More exactly, the maximum wave
amplitude in N waves is given by
N-i
Np(A)[P(A)] (12)
and was examined in detail in Ochi (1973) using order statistics. Assuming
the probability density distribution proposed in Cartwright and Longuet-
Higgins (1956), he found that the probability of encountering a highest
wave of certain amplitude increases with decreasing E-values for the same
number of waves. For the same duration, this probability increases with
m 2
the parameter -- (see equation (9)).
m0
Instead of using zero-crossing amplitudes to quantify the maximum fluctua-
tions of the water surface, we shall in this thesis study the alternative
statistics of the continuous amplitude function, which can be obtained from
a wave record using the Hilbert Transform. Tayfun (1983) used a similar
method from which the amplitude function thus deduced was compared with the
Rayleigh distribution. In that paper, the effect of nonlinearity and wave
breaking were also discussed. He found good agreement between the
statistics of the amplitude function with field data, as compared to the
same study using conventional zero-crossing amplitudes. However, we were
not aware of his efforts until the work to be presented here was completed.
2.2 The Wave Period Distribution
Compared to the wave amplitude distribution, the density for wave period
has not been under as much attention despite its importance in wave force
estimation. Given the same wave height, waves with longer periods are
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associated with larger amplitudes of drag force and smaller amplitudes of
inertial force, as can be shown from the Morison equation. The effect of
resonance is even more directly associated with the periods of wave. It
has been shown that the modulation frequency resulting from a system of two
waves of approximately the same frequencies in the swell range can cause
vibrations of significant magnitudes due to its proximity to the normal
modes of moored vehicles and buoyant tethered structures (Newman (1974)).
The distribution of wave period is, unfortunately, not simply related to
the form of the wave spectrum in the frequency space.
The mean value of the number of zero-crossings for the case of a
narrow-band spectrum has been found earlier in Rice (1944, 1945). It is a
function of the correlation function and takes the form
1 p"(0)
N = - [ ] (13)
with 4(T) as defined in equation (5). To find the probability density of
wave period T is more difficult. In certain limiting cases this density is
known. The case of a narrow band spectrum has been found by Rice (1945)
which is valid for a limited range of T around some mean value
2ir
TO = - . (14)0
The first study of the density of wave period specifically addressed to
water wave problem was made by Longuet-Higgins (1958). It was based on
equation (2) and the relation between the probability function U(T) (that
the water surface is positive in the time interval T) and the probability
density p(T) of wave periods. This takes the form
- 12 -
2 d2U
p(x) = 2 (15)
NO dr
where NO  is as defined in equation (13). From the Central Limit
Theorem, the joint probability density of a series of functional values at
TIT2,... is given by
1 1
p[(T1),2(T 2),... (TN)] = N [ ] exp[- -(TTM T)] (16)
(2)N IMI 2
where T is the column vector ( i. ), M is the covariance matrix ( TiTj )
and IMI its determinant. The density U(T) was found from UN which is
defined as U(-), T1 < T < TN . The density p(T) can then be evaluated as
• .- f P[(T)0. ( 2), .'.. (TN)] dýid 2...dCN
0 0
using equation (16) above. The parameter N is the order of approximation
and improved approximates can be obtained by increasing the value of N from
one. A closed form expression can be formulated for the case of a
narrow-band spectrum while higher approximates for the general case become
algebraically cumbersome. Further properties of these approximates were
studied in Longuet-Higgins (1962).
Further progress in finding theoretical distributions was tied to amplitude
densities and is therefore more relevant to structural design for the
reasons stated in the beginning of this section.
2.3 The Joint Density of Wave Amplitudes and Periods
The first theoretical joint distribution was proposed in Longuet-Higgins
(197 5a) and will be derived in detail in §3.1. The position of the water
surface was formulated as the product of a sinusoidal carrier wave (at
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frequency <a>) and a slow-varying amplitude function, i.e.
ie(t) i<o>t
C(t) = Re { p(t)e o(t)e } . (17)
The probability density of the magnitude and the frequency of this ampli-
tude function was found using the Central Limit Theorem. However, to com-
pare this theoretical distribution with actual wave record statistics using
the conventional definition of zero-crossing amplitude, only those values
of p(t) at the wave crests should be taken into account, with the wave
period being the interval between succeeding instants at which the phase
function 0(t)+<a>t equals multiples of 2 7r. To avoid such complications,
the narrow-band assumption was introduced. This required that the energy
spectrum of the surface wave concentrates around some mean frequency. The
wave record can then be considered as a simple sinusoidal carrier wave with
a slow amplitude modulation. The distribution of wave crests can therefore
be approximated by that of the amplitude function p(t) and the wave period
can be evaluated from a binomial expansion about the mean frequency <a> as
2 ir 2 7 T
S- (1 -- ) (18)
e+<o> <a> <o>
in the expression for the joint statistics. This approximate density, due
to the limitation of bandwidth, failed to delineate the asymmetry about the
mean frequency in the joint statistics as found in wave data of finite
bandwidth spectra.
Cavanie et al (1976) proposed an alternative joint probability density
based on results from Cartwright and Longuet-Higgins (1956). The
derivation made use of the second time-derivative of the water surface at
its positive maxima to estimate wave period. The joint probability density
so obtained can be applied to wave records with arbitrary bandwidths, and
- 14 -
reproduces the asymmetry observed in field data. However, it is a function
of the fourth moment of the energy spectrum, which is very sensitive to
high frequency noise components.
Nolte (1979) based on the same approach as in Longuet-Higgins (1975) and
examined the joint distribution of the amplitude and period functions and
their first two time-derivatives. This gave a higher order (with respect
to the bandwidth parameter) approximation and thus imposed lesser
restrictions on the narrow band assumption. The joint distribution thus
deduced involved up to the fourth moment of the power spectrum. No
examples of the densities were presented.
Longuet-Higgins (1980) proposed an alternative approach to account for the
effect of finite bandwidth. It was found that this resulted in the
parameter m0 (equation (9)) in the Rayleigh distribution
2
2a a
p(a) = -- exp(- -- ) (19)
m0 m0
1
-- 2
differing from that of - a , the root-mean-square value for a, by
2
-2 N 1 2 n 2 2 na 2m0 + E - an { ( ) - 1] - cos (- } . (20)
n=l 2 <a >  2 <o>
For spectra with a small first-moment (p1 ) about the mean frequency <a>,
1
--2
this value of m0 is higher and exceeds - a by the relation
-2 2
a 2
S = 1 - 0.734 v2 (21)
2 m0
up to second order if V, is zero. The moments Pr's and bandwidth parameter
v will be defined in equations (44) and (64) respectively.
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2.4 Nonlinear Effects on the Densities
Nonlinear effects are of primary concern in the statistics of storm waves.
Secondary peaks at higher harmonics in the power spectrum of the records,
deviations from the Gaussian distribution of the water surface displacement
and from the Rayleigh distribution of the wave amplitudes all suggest
nonlinear effects in play.
An immediate effect of nonlinear interactions is the Benjamin-Feir
instability (Benjamin and Feir (1967) and Benjamin (1967)) which leads to
the growth of side-band amplitudes in the energy spectrum. Therefore, the
energy spectra may no longer be constant with respect to time when
nonlinearities are taken into account. Furthermore, the effects of
nonlinearity can rarely be studied alone, since steep water waves are
associated with active wind generation and wave breaking which also lead to
time-varying spectra. Before we go into a detailed account on the effect
of nonlinearity on wave statistics, some basic properties of nonlinearities
will be introduced below.
For a wave in water of depth h, with fundamental frequency a and wavenumber
k, (which for the linear case are related through the dispersion
relationship
2
a = gk tanh kh ) , (22)
Stokes wave expansion (up to second order) gives
1 2 cosh kh 2
ý(t) = C + a cos(kx-at) + - ka 3 (3 + 2sinh kh) cos[2(kx-at)]
4 sinh kh
+ o(ka) 2 . (23)
The constant C is to be determined from the physical system and assumes
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different values, depending on whether we require global mass conservation
which results in a unidirectional current, or assume no current exists
which results in a net mass flux. The new dispersion relation (correct to
third order) takes the form
28 + cosh 4kh 2
2 = gk tanh kh [1 8 (ka)2] . (24)
8 sinh kh
1 2
The energy per unit area changes from - pga for the linear case to
2
1 32 2 4
- pga [1 + - (ka) + o(ka) ] , (25)
2 4
which states that more energy is in a nonlinear wave than a linear one with
the same wave height and fundamental wavenumber.
As noted in the beginning of this chapter, equation (2) is a solution only
to the linear wave problem. Since an exact solution to the full nonlinear
problem is yet unknown, the densities for this case were obtained from
modifications of those for the linear case by taking into account the
nonlinear effects. These corrections on the linear results were based on
either the higher order Stokes wave expansion or the nonlinear Schrodinger
equation. This correction, however, is complicated by the directionality
of the wave field, since these nonlinear corrections are functions of the
wave slope which in turn is dependent on an estimate of the wavenumber.
However, estimating wavenumber from wave frequency requires a knowledge of
the individual angles of incidence of the components which are in general
unknown. By assuming the simpler case of a two-dimensional wave field,
various rectifications of the theoretical densities based on equation (2),
that takes into account nonlinear effects, have been proposed.
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Longue~rHIliggins (1963) found that a Gram-Charlier series gives higher order
approximations for the probability distribution of ý(t) for a weakly
nonlinear wave field. The linear wave field was assumed to be of the form
N
E(t) =  an . (26)
n=1
The a 's are constants and the En's are sinusoidal components of the form
cos(a t-k .x++ ). The nonlinear wave field was then assumed to be
4(t) = a n  + amn5m n + almnJ m n + ... , (27)
where the a's are constants chosen such that the governing equations of
motion are satisfied. Tensor notation is assumed and the summation is from
1 to N. The determination of these a's takes into account the directional
spread of the wave field. The probability density of the surface elevation
at x = 0 and t = 0 was derived from the logarithm of its characteristics
function, which takes the form of a series expansion (in terms of t) of
cumulants (which involves combinations of successive moments of the power
spectrum of ý(t)). The analytical form was obtained from the inverse
Fourier transform of this characteristic function and is rather
complicated. It differs from the Gaussian distribution by a factor
involving an infinite sum of Hermite polynomials. The distribution of
amplitudes, however, was not studied.
Tayfun (1980) examined in more detail the effect of nonlinearity up to
second order for a one-dimension propagational wave problem. In this case,
we have
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N 2 N n
C(x,t) = c ncos(X n+n) - - E E Cnc w (w -w )Cos(X X +Cn m )
n=1 g n=1 m=1l
11 N N
EE Cn m n w mos(X n- X+m En m
2 g n=1 m=l
1 N N 2
+ - E E Cn m Wm cos(Xn +E) cos(Xm+Em ) .
g n=l m=1
The phases Xn'S are given by
n = k x-ctn  n
and the linear dispersion relationship
2
Wn= gk
is assumed. For a narrow band spectrum, this can be expressed,
order, as
1
2
n(x,t) = a(x,t)cos(X O +q) + - k 0a cos[ 2 (Xo+p)] + o(kpOjv)
2
in which
a(x,t)cos(xo0+) = E cncos(Xn+ n) .
n=l
The density of wave crests of heights
a + - kna
(28)
(29)
(30)
to second
(31)
was proposed which has a higher probability at higher values than the
corresponding Rayleigh distribution from linear theory. This deviation
increases with the nonlinearity parameter k0 J 0.
Longuet-Higgins (1980) suggested that the Rayleigh distribution can be
applied to nonlinear wave fields by modifying the parameter m0 in the
formulation. Using the results from a previous paper (Longuet-Higgins
(1975b)), it was suggested that the value of m0 should be replaced by the
- 19 -
(32)
(33)
v
series expansion
1 19 3077
- a {l - (ak) - - (ak) (ak) - ... } (34)
2 2 30
to account for the change in the energy of wave due to nonlinear effects.
Janssen and Komen (1982) applied the nonlinear Schrodinger equation
2
a , a 1 ,,aA 1
i (-- + WO -)A + - O -2 - - ok A 2A = 0 , (35)
at ax 2 ax 2
where A is the amplitude function (pe i in equation (17)), to examine
the stabilities of two cases of weakly nonlinear narrow-band wave fields.
The angular frequency w0 is a function of the wavenumber k0 through the
linear dispersion relation. In the first case, spatial variations of the
wave envelope were suppressed (i.e. the x-derivatives in equation (35) were
assumed to vanish). The surface elevation W(t) then takes the form
1 2 2
a 0 cos(k 0 x - W0 t - 1- 0k0 a0 t + 20 )  (36)
2
where a0 is the amplitude and k0 is the phase at time t=0. Corresponding
1 2
to a line spectrum of magnitude - a0  in which a0 is Rayleigh distributed
2
(with parameter m0 , see equation (19)), the power spectrum corresponding to
equation (36), defined as the Fourier transform of the auto-correlation,
increases from w0 to 0k0 2m0+ w0 and then decreases exponentially. For the
case in which a modulated wave train was presumed, the corresponding
spectrum is bimodal about the frequency w0 of the carrier wave.
Huang et al (1983) based on the same approach as Tayfun (1980) and carried
out the Stokes wave expansion to third order for waves in both infinite and
- 20 -
finite depth. The series expansion was written in the alternative form of
powers of cos X instead of series of cos nX. By assuming the amplitude
function in the linear case to be Rayleigh distributed, the density for the
amplitudes from higher-order theories can be obtained from a canonical
transformation. The new result was an improvement on the Gram-Charlier
expansion in that the probability density thus derived is always positive.
The constant term in the Stokes wave expansion was found to play an
important part in the density function, omission of which led to a drastic
change in the density function.
The major flaw in this last cited paper lies in the assumption of a Stokes
wave expansion, which was derived for a single wave component, to the case
of a wave field with a finite bandwidth spectrum. The amplitude 'a' in
equation (23) have to be a constant for the expansion to be valid. How-
ever, in Huang et al (1983), this quantity 'a' was assumed to be Rayleigh
distributed (which probably came from the formulation of the linear wave
field using equation (2)). Equation (23) therefore, as applied in this
context, does not account for the interactions between waves of different
fundamental frequencies and is therefore invalid in this case. Tayfun
(1980) was able to show that, in the limiting case of a narrow band spec-
trum, that the magnitude of the interaction terms are of third order and
therefore can be neglected. However, to apply the same Stokes wave
expansion to third order using the same approach necessarily introduces
error from these nonlinear terms. This error cannot be dismissed by intro-
ducing the narrow band assumption, since the phenomena of Benjamin-Feir
instability and spectral broadening are present as long as there are more
than one fundamental frequency component. Furthermore, these effects, even
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though taking place at a longer time scale, invalidates the basic
ergodicity hypothesis in the statistical formulation.
The major stumbling block in applying the Limit Theorems in statistics to
nonlinear studies is that the phases n 's in equation (2) are no longer
independent. To account for their inter-relationships from the governing
equations seems hopeless owing to the formidable algebra. A promising
alternative was offered in Berman (1983) which examined the statistics of
equation (2), in which the joint distribution of the phases I n' were
subjected only to the condition of its invariance to orthogonal
transformations (that is, the n's are not necessarily stochastically
independent). By assuming a model for the joint density of these phases
(from the 'phase-locking' property of nonlinear interactions, say), bounds
for the statistical distributions of the record may be established.
Another approach may be to start from the bispectrum instead of the power
spectrum. Hasselmann et al (1963) showed that the bispectrum (the
two-dimensional Fourier transform of the auto-correlation function with two
time lags) is expedient in the study of second order interactions (see also
Dalzell (1976)). At this early stage it is difficult to say anything more
precise (Graber (1983)).
2.5 The Effect of Wave Breaking
Application of the Central Limit Theorem gives finite probability values
for all values of amplitude and period which is unrealistic for different
reasons. One of them is the limiting wave-slope beyond which leads to wave
breaking. The approximate analysis of Miche (1944) showed that this value
of wave slope (the ratio of wave height to wave length) cannot exceed
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0.142. Based on this criterion, Tayfun (1979) modified the results of
Longuet-Higgins (1975a) and eliminated the probability of waves with slopes
above this critical value. However, this approach is restricted to
two-dimensional wave field since estimating wavenumber from wave period
through the dispersion relationship is correct only in this limiting case.
This will be discussed in further details in Appendix B.
In a subsequent paper, Tayfun (1981a) assumed Miche's approximate analysis
of
2x
(kH) = -- tanh kh
max
(where k is the wavenumber, h the water depth and H the wave height) and
subsequently found that the characteristics function of the density of ý(t)
under this restriction is a zeroth-order Bessel function. Comparison of
this new density with field data showed better agreement than the Rayleigh
distribution.
2.6 Nonstationary Spectra
In the derivations of the various theoretical densities above, the coef-
ficients a 's in equation (2) are presumed to be constants. It is apparent
n
that the results are no longer valid if these coefficients vary with time.
This imposes a severe restriction on applying these densities in studying
records from a growing sea due to, say, the passage of hurricanes. The
restriction that the records analysed have to have identical characteris-
tics over that duration therefore limits the sample size (i.e. the number
of waves) to be used in comparisons of theoretical densities with data.
Work especially addressed to the treatment of data from nonstationary wave
fields includes Priestley (1965, 1966, 1967, 1971), Brown (1967), Priestley
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and Subba Rao (1969), Abdrabbo and Priestley (1969), Shinozuka (1970),
Marks (1970), Tayfun et al (1972), Tayfun and Yang (1972) and Tayfun
(1976).
2.7 Analytical Approaches
The derivations of the theoretical densities above are all based on
equation (2) in which no considerations have been made on the dynamics of
the physical system except that it is a solution to the linear formulation
of the wave problem. However, linear theory is inadequate for the descrip-
tion of water waves over long periods of time. Modifications of these
densities thus derived to the nonlinear case did not address directly the
evolution of the spectra (i.e. the variations of the amplitudes a 's with
time). The ergodic assumption is, strictly speaking, invalid. The normal
distribution for the surface elevation and the Rayleigh distribution for
the wave amplitudes are thus gross approximations of the physical system.
A more elaborate approach that accounts in more detail the time history of
the record (including allowance for the time-varying spectra) is apparently
needed. The evolution of the power spectra have been studied, among
others, in Hasselmann (1962), Valenzuela and Laing (1972) and Watson and
West (1975). Other works that examined the solution to the wave problem as
stochastic initial value problems has been reported, for example, in Case
(1962), Kampe de Feriet (1962), Keller (1962), Birkhoff et al (1973) and
Tokuyama (1981). A brief review of the analytic approach based on this
formulation of the wave field can be found in Leblond and Mysak (1978).
West (1982, 1983) assumed a resonant test field model to study the evolu-
tion of the amplitude components a n's using the Hamiltonian formulation.n
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These amplitudes are divided into a resonantly interacting group and a non-
resonantly interacting ambient wave field. A linear model was chosen for
the interaction between the two groups of waves. By further assuming that
the interaction between the waves is 'memoryless' (i.e. the nonlinear terms
are formulated using a Markoff model), the evolution equations for the
amplitudes took the form of Langevin equations. The evolution of the
probability densities of these amplitudes then followed the Fokker-Planck
equation, from which the steady state solution was found.
Alternatively, the evolution of the energy spectrum can be studied as that
of the Fourier transform of the auto-correlation function with zero time-
lag. Janssen (1983) obtained this evolution equation by multiplying the
complex conjugate of the amplitude function to the cubic Schrodinger
equation. This governing equation so obtained may be solved numerically,
and the results can then be applied to deducing the time history of the
time history of the probability density function.
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3. Derivation of the Theoretical Distributions
3.1 Derivation of the Joint Density of Wave Heights and Periods
The derivation of the joint distribution of wave heights and periods in
Longuet-Higgins (1975a, 1983) is presented in this section. It is based on
the Central Limit Theorem which states that, for a system of L stochastic
variables each being a sum of N independent random variables, the limiting
distribution (as N + m) of x is given by
1 1  1
S[(-) ] exp(- x C x) (37)
2rr N 2
in which x is the vector of the stochastic variables and C is the covariance
matrix. A derivation for the case in which x is two-dimensional can be
found in Feller (1971). For this theorem to be valid, the number of
components (random variables) in the sum have to be large and are of
comparable magnitudes.
The wave field is assumed to take the form of equation (17). 'The real and
imaginary parts of the envelope function can be expressed as
M M
l (t) = Re E a expli[(a -<G>)t+ n] =  E a cos[(a -<as[( o<>)t+ýn] (38)
n=1 n=1
and
M M
2(t) = Im E anexp{i[(on-<o>)t+ýn]} = E ansin[(an-<o>)t+ýn ] . (39)
n=1 n=1
The corresponding time-derivatives of El(t) and E2 (t) are then given by
M
Y(t)=- E (a -<c>) a nsin[(a n-<>)t+ n] (40)
n=1
and
M
ý4(t) = E (a 
- < a> ) a cos[(a -<O>)t+ýn] (41)
n=1
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respectively. Noting that in the limit as T + =,
1 T 1 T 1
2 2
- f cos [(a n-<>)t+ n] dt = - sin [(ar -<o>)t+ýn] = -
T 0 T 0 2
1 T
- f cos[(o n -<a>)t+ n ] sin[(a n-<a>)t+pn] dt = 0
T 0
and defining
M 1
=r  (a n a n
r n n
n=1
we obtain the covariance matrix
(42)
(43)
(44)
i0 0 0 ii
< (ij > = ( 0 0 - I  0 (45)
S0 -Pl 2 0
P1  0 0 '2
If we choose <o> such that V, = 0, the covariance matrix becomes
diagonal. Assuming that the conditions necessary for the Central Limit
Theorem are satisfied, the joint density is then given by
1 1 51 +2 32+ 4
P(1,'2,3, 4 ) = 2 exp[- ] exp[- ] .
4 2 10"2 2p0 2 P2
(46)
It should be noted that the Ci's are assumed to be sums of sinusoidal
components with random phases in the above derivation. Strictly speaking,
this assumption of stochastic independence of phases is incorrect. The
reason is that, given any function, its phases (In's) are fully
determined once the time history of the function is defined. That is, given
(47)f(t) =  c ancos [x(t)]
n=1
in which X,(t) = Wt+ n, the n's (and thus the Xn(t)'s) are well defined
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from the time history of f(t). The function Xn(t) is therefore not random
at all. However, except for some special values of w n's, [Wtn n modulo(27)
- which resembles the formulation of random number generators using
congruential method - assume any values in the interval 0 and 27. Thus, for
a sufficiently long record, some kind of randomness of the Xn's can be
conceived and this makes the application of the Central Limit Theorem
plausible. In other words, even though succeeding data points are
correlated, its statistics for a long duration has the same properties as
that of a large number of independent random realizations. This is the
Ergodicity Theorem which states that ensemble averages equal time averages.
This fundamental hypothesis has been confirmed by Goda (1970) in his
numerical simulation of wave records, which agreed well with the Gaussian
distribution if the number of wave components were large enough.
The densities of p and a and their first time-derivatives can be obtained
from the joint distribution of the .'s by a canonical transformation. We
note from equation (17) that
51 = p cos 8, (48)
2 = p sin e, (49)
3 = p cos e - p e sin 6 (50)
and
E4 = p sin 0 + p e cos 6 , (51)
from which
2 2 2 2 2 '2 2'2
E + 2 = p and 3 +4 p= + p (52)
The Jacobian for this transformation is given by
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Ja(p, 0, p, 0 )
cose -psine 0 0
sine pcose 0 0 2
= . . . I=P (53)
-esine -psinO-pecosO cose -psine
;cosO pcose-pesin0 sine pcos0
The joint density of p 0, p and 8 can therefore be obtained as
p(p,0,p,0) = J1 P(C1 ,•2',3'E 4)
1 2 P 1 2 22
2 p exp(- - )exp[- -(p +p 0 )] , (54)4
-T POP2 2 pO 2112
from which
. .
2 r . .
p(p,e) = - dp f dO p(p,e,p,O)
-m 0
2
S 2 P 1 2 22
= dp - p exp(- -- )exp[- ---(p +p 0 )]
-0 2T1012 2 10 2P2
2 2 2'2
p p 0
p exp(- -- ) exp(- -- ) (55)
0V/2f192 2P0 212
To obtain the joint density for the instantaneous wave amplitude p and
period T, recall that
2 i
T = 0 (56a)
O + <a>
(and thus
. 2 7T
0 = - <> ), (56b)
T
and that the Jacobian for the transformation from (p,O) to (p,r) is given by
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a(p,o) 1 0 2
I = - 2
-2r T2 (57)
The joint distribution of p and T is therefore
p(p,r)
= J2 P(P)
1 2(_ p 2 P 2
= - / - (-) exp(- - )exp[- p
0 112 T 2 U0
in which
<T> = --
<a>
Transforming into dimensionless variables
P
21
2 1 2
--- ) I] (58)
T <>
(59)
(60)
V/2 0
and
T = --
(with Jacobian
a(p,T)
a(R,T)
= (T> /2p0 (62)
we have
p(R,T) = J3 p(p,t) =
2 R
-- (-)
v/r T
T- 2
exp{- R2 [1+(--) 2
vT
The parameter
<(> P2
v = -
2 g p0
is a measure of bandwidth.
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(63)
(64)
(61)
The probability density of R alone is given by the integral
p(R) = f p(R,T) dT
-- OO
-1
and can be evaluated by a change of variable w = T 1. This gives
2 20 0 R
p(R) =- R 2exp(-R2)(f + f )exp{-[-(w-1)] 2}dw
vI -T 0 v
= 2 R exp(- R 2 ) . (65)
The density for T alone is given by
2 ITI
p(T) = f p(R,T) dR =- 22 3 (66)
0 2 /[(l+v )T -2T+1]
in which the integration can be done by parts. Some properties of the
distributions (equations (63), (65) and (66)) will be discussed in §3.1.1,
§3.1.2 and §3.1.3 respectively.
3.1.1. Properties of the Wave Amplitude Distribution
The cumulative distribution P(R0 ) = p(R < R0 ) is given by
0 p(R) dR 1 - exp(- R0 ) . (67)0
A plot of the density p(R) (equation (65)) and the cumulative density
(equation (67)) is shown in figure 1.
1 1
The maximum of p(R) is at R = V - = 0.707 and p(R ) = /2 exp(- -) - 0.858.
m 2 m 2
The mean of the value of the Rayleigh distribution is given by the integral
f R p(R) dR = f 2R2exp(-R 2 ) dR
0 0
and can be integrated by parts to give
- R exp(- R2) + f exp(- R2 ) dR = / - = 0.886 . (68a)
0 0 2
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Figure 1. Probability density and the cumulative distribution of wave amplitude
(the Rayleight distribution).
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The variance is given by the integral
r (1 - ) L AD ) = RL (iZ(Q AR - -
0 2 0 4
The first integral on the right hand side can be integrated by parts to give
-Rexp(-R 0 0
and the variance therefore equals
rr
1 - - 0.215
4
dR = I
(68b)
The conditional probability of R for a given T is given by
p(R,T)
p(R T) = = 2 R exp(-R 2 ) r(R,T,v)
p(T)
2 R 1
F(R,T,v) = -- -- exp{-[(T-1)R/vT] }
v3 V T2 ITI
(69a)
+ 2 2 3
V[(l+v )T -2T+1] .(69b)
Plots of equation (69) for various values of v are presented in figure 2.
Recall from §3.1 that the nondimensional variable R is a function of the
parameter p0. We will next show how v0 can be estimated from a set of
realizations of the variable p. Let pi' P2' 0"0' PM be independent and
identically distributed with probability density function
p(p) =-- exp(- 2-0) •
P1O P10
Its joint probability density function is given by
M 1 M
-M M I M 2
110 (I p) exp(- --- Ep i
m=1 21j0 m=1
(70)
(71)
To find the maximum likelihood estimator for 10, take logarithm and
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differentiate with respect to 0O of the above expression, requiring that
a M 1 M 2
- (-M log O +  log P m m ) = 0 . (72)
DP0 m=1 2m 0 m=l
This gives
1 M
2
0 - I Pm (73)
2M m=1
It will be shown in §3.2.1 that the right hand side is just /2 times the
zeroth-moment of the power spectrum of the original record.
It is of interest to note that the Rayleigh distribution can be expressed as
1 p 2
p(p) = exp[- - (-) - 2 In V0 + In p] (74)
2 p0
M 2
and is thus a member of the exponential class. Therefore, E p is a
m=1
complete sufficient statistics for V0. (The idea of a sufficient
statistics u(pl,P 2,...,pM) is that to know the value of u(pl,...,pM) is as
good as knowing the M individual values of pi, p2' "... PM in estimating for
the value of u. That is, the value of u contains as much information on P0
- the parameter to be estimated - as the set of values of Pi's.) This nice
property of the Rayleigh distribution allows the establishing of confidence
intervals for the parameter p0 from a set of M samples, as will be
presented in Appendix C.
3.1.2 Properties of the Wave Period Distribution
Note that equation (66) can also be written as
2 ITI
p(T) = -- 2 2 3 (66')
2 V[(T-1) + vT2 "
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The indefinite integral of p(T) takes the form (Gradshteyn and Ryzhik
(1980), §2.26)
0(T) = f p(T) dT T - 1=- sgn(T) 2 2 2
2 /[(T-1) + v T
0 (75)
T
From this, the cumulative distribution P(T) = P(----) can be evaluated as
1 1 1
P(T) = f T - 1dt p(t) = 1 - 2 2
2 (1+v2 ) 2 V[(T-1) + V T2
. (76)
The maximum of p(T) is at
T =
m
{1 + [I1 + 8(1+v )]} [4(1+v 2)]- (77)
at which
p(T ) = (78)
9 3V[1+8(1+v 2 )] -
The mean value of the density is given by
2CO V 0 0
f dT Tp(T) = - (f - f )dT { T2[T-1) 2 + T2 -3
-0 2 0 -0
The integral can be found in Gradshteyn and Ryzhik (1980), §2.26 from which
the mean value of T is found to be
T = 2 1 + 2 Arsh - ]
1 +v 1 + v
(79)
where Arsh x is the inverse hyperbolic sine of x. The variance is given by
-2J dT (T - T) p(T) = . (80)
A plot of p(T) and P(T) for various values of v are given in figures 3 and 4
respectively.
The conditional probability of T for a given value of R is
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m
Figure 3. Probability density of normalized wave period for v-values of 0.20,
0.35, 0.50, 0.65 and 0.80.
Figure 4. Cumulative density of normalized wave period for v-values of 0.20,
0.35, 0.50, 0.65 and 0.80.
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These curves are plotted in figure 5.
Note that the density function (equation (66)) gives non-vanishing
probabilities for negative values of T. The total probability for negative
1 1
T values equals - (1 - 2 . Longuet-Higgins (1983) defined the
2 V(1+v )
probability to be zero for T < 0 and multiplied the density function
appropriately to account for this discarded probability. However, negative
frequencies (periods) were found in Melville (1983) and was called 'phase
reversals', a prominent phenomenon in strongly modulated nonlinear waves
especially near breaking. We therefore allow negative frequencies to exist
which subsequently leads to the absolute value function in the density (in
equation (66)).
3.1.3 Properties of the Joint Distribution
The maximum of the distribution is found by setting the first derivatives
with respect to R and T of equation (63) to be zero. It is given by
T-1 2 
-1
R = [1 + (----)]- (82)
max vT
for fixed T and
R
T = {/(R 2 + 4v 2 )  R} 2 (83)
max 2{2"2v
for fixed R. These curves are plotted in figures 6 and 7 respectively.
The probability Y(R1 ,R 2; T1 ,T 2 ) = p(R 1KR<R 2, T 1 <T<T 2 ) can be evaluated as
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Figure 5. Conditional probability
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follows. Change of variable u = - (- -1),
v T
du = - - - gives
v T
dT p(R,T)
= R exp(- R2 )
= R exp(- R2 )
(1/T 1 -1)/v
= f
(1/T2-1)/v
2 (1/T -1)R/v
-- f
/i (1/T -1)R/v
R 1
( erf[ - (- -
V T1
22 2 2du -- R exp[- R (1+u2)]
dt exp(- t )
1)]
R I
- erf[ - (- -
T
1)] }
This can be further integrated with respect to R by parts, noting that
1
- - d[exp(- R2)]
2
= R exp(- R2 ) and d[erf(aR)] = exp(- a2R 2)
to give the final result
erf(- R12)
erf(- R22 )
R 11{ erf[-(-
v T
R I
{ erf[-(--
vT1
- 1)] - erf
R 11
T2
R 1
1)] - erf[ 2(- -
2
12 (- -11)V[v + (- -1) ] {erf
R 12rR2 2 1[-I[ +(- -) ]]
1
(- -1)V[v +
T
2
1
2
T2
R
-1 R2
{erf[--Y
V
2 1[v +(- 
-1)]]
T2
R
- erf[--/
V
2[v +(- -1)]]}
T2
= 2 y(R1,R2; T1 2) (85)
3.2 Derivation of the Hilbert Transform
The Hilbert Transform technique has been used previously in the study of
amplitude and frequency modulation in water waves. Naess (1982) applied
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(84)
1)] }
1)] I
1
(- -1
T 1
R
erf[--
V
1
[Iv +(-
T 1
T2I
V
this method to deduce the extrema of the wave envelope p(t) for the case of
a narrow band spectrum. This is made possible by assuming the neighboring
maxima of the associated envelope function to be statistically independent,
even though the maxima in the actual wave record C(t) are correlated. The
extreme values thus found serves as an upper bound for the actual wave
amplitude. Melville (1983) applied this transform technique to the analysis
of laboratory measurements of instabilities of deep water waves. Tayfun
(1983) used this approach to deduce the amplitude function from a wave
record. The general theory of this transform is presented in this section.
Let S(t) be a complex signal with r(t) and n(t) its real and imaginary
parts. Given only the real part C(t) of the time history of S(t), n(t) is
in general undetermined. However, for the special case in which the Fourier
transform of S(t) has no negative frequency components, n(t) (and thus S(t))
can be found from C(t) by the Hilbert transform technique which was first
introduced in the field of electrical engineering. In communications
theory, such a S(t) is called an analytic signal or the pre-envelope of
C(t). This technique was first proposed by Dugundji (1958), a brief outline
of which for the case of discrete signals is given below. A detailed
account of the Hilbert transform as applied to digital time series can be
found in Oppenheim and Schafer (1975).
Define Digital Fourier Transform pairs
N inat
S(t) =  E c e (86)
n
n=1
1 N
inomAt
c = - E S(mAt) e (87)
n N m=1
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with
2 7
0 = -- . (88)
NAt
We can make the decomposition
e o
c = c + c (89)n n n
by defining
1
e *
c =- (c +c ) (90)
2
and
o *0 1c =- (c - c ) (91)C n (n CN-n (91)
2
N
for n = 1,2,...,--1. The coefficients ce 's and c0 's will then have the
2 n n
property that
e e *
cn = CNn (92)
are hermitian (even) and
o o *
cn = - CNn (93)
are antihermitian (odd). Here * denotes the complex conjugate.
It is well known that the coefficients in the Digital Fourier Transform of a
real signal are hermitian while those for a purely imaginary signal are
antihermitian, i.e.
N e inat
E(t) =  c e (94)
n
n=1
and
N
o inati n(t) =  E c e (95)
n=1 n
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Therefore, given C(t), c 's can be found from equation (87). If
n
e o
c = c + c =0 for L < n< N-i,n n n
the coefficients co 's can be determined from
n
o e
c = - c
n n
o e
c =C
n n
(96)
(97)for L < n < N-1
for 1 < n < L-i (98)
N
where L = - . Therefore,
L-i
e inoti r~(t) = Z c e
nn=1
N-1
ce inot
- E c e
n
n=L
(99)
which gives
L-1
S(t) = 4(t) + in(t) = E 2 ce eint
n=1  n
n=1
(100)
Note that, for a zero mean function, cN = 0 .
In the time domain, q(t) is the Hilbert Transform of 4(t) and is given by
I(t) = H[C(t)] = Pf
~ 4(tr)
dT
-co
in which Pf denotes Cauchy's principle value integral. This can be shown by
noting that the right hand side is a convolution integral and therefore n(t)
has Fourier Transform coefficients being the product of those of 4(t) and
- . The Fourier coefficients of - can be shown to be 1 for I < n < L-i and
-1 for L < n < N. From the derivation above, it can be easily shown that
the Hilbert Transform of a cosine function is a sine and that
H[H(C)] = - .
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3.2.1 Application of the Hilbert Transform Technique to Wave Data Analysis
To apply the Hilbert Transform to the wave record and compare its statistics
with those of the theoretical distributions, we note from equation (100)
that i(t) can be rewritten as
L-1 L-1
Re {S(t)} = 2 Re{ce einat} = 2 Icel cos(nat+ n) (101)
n=1 n= 1
ein which *n is the phase of cn A comparison of equations (2) and (101)
shows that if we let a = 2 Ice , a = n, =  and M = L-1, the moments
n  -n nn =n
Pr's (equation (44)) can be calculated from the Fourier coefficients of t(t)
and the densities (equations (63), (65) and (66)) are then fully determined.
In the above formulation, it is apparent that if M > L-1, the original
assumption in the Hilbert Transform (that c = 0 for L < n < N-l) is
violated. However, as is well known in the theory of digital Fourier
Transform, if the original time signal contains frequency components above
-1
the Nyquist frequency (which equals (2At)-, At the time interval between
data points), their contribution would be aliased in the Fourier transform
space as lower frequency components. In the energy spectra of the wave
records we studied, the high frequency components become negligible at a
frequency much lower than the Nyquist frequency. We therefore have
confidence that the above assumption is valid in our case.
The amplitude and period at any instant can be found as follows. Assuming
that S(t) = p(t)e t) e = r(t) + in(t), we have
p(t) = /[ 2(t) + n2(t)] (102)
and
n(t)
p(t) = O(t) + <a>t = arctan [---] . (103)
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The amplitude function p(t) is therefore the amplitude at time t and the
instantaneous period is given by
2rAt
T(t) = • (104)
p(t+At)-p(t)
Note that the wave period thus deduced is bound by two factors. In
evaluating the phase function e(t)+<a>t, the principle argument (between 0
n(t)
and 27) is assumed in taking the arctangent of . The phase change
r(t)
between two consecutive instants is therefore in the range of (-2 T, 2 7), plus
an unknown multiple of 2R. We shall limit the phase change ý(t+At)-ý(t) to
the range (6, T). Applying this restriction to equation (104), the
resolution of wave period is thus bound below by 2At. The upper bound is
determined by the lower cut-off value for the phase change, 6. This maximum
At
wave period is then given by 2 ~ --. In our study, 6 is chosen such that
6
the upper bound of wave period resolution is 50 sec. To compare the
statistics of wave period defined this way with the theoretical densities of
Longuet-Higgins (1983), we have to modify the theoretical expressions such
that the probability outside the range of wave period (2At, 50)sec is zero
and that the total probability in this range equals one.
From equation (102) it is apparent that p(t) IS(t)l, and therefore the
right hand side of equation (73) is just the sum of squares of the
magnitudes of the coefficients of S(t), or the zeroth moment of the power
spectrum of S(t). The parameter we choose for the Rayleigh distribution is
therefore also the maximum likelihood estimator, as claimed in §3.1.1.
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3.2.2 Modification of the Theoretical Densities for Discrete Field Data
The results of Longuet-Higgins (1983) were derived using the Central Limit
Theorem. This leads to finite probability values for all values of T inside
(-co, co) in the theoretical distribution for both wave period and the joint
distribution. To apply these densities to our case, we have to allow for
the probabilities of periods outside the primary range (T1, T2 ), where
At
T = 2At and T2 = 2 - . (105)
This includes accounting for the aliasing of phase changes in the
ranges(2njr+6, 2nr+-r), n = ...,-2,-1,1,2,..., and the phase changes in the
range (2nr+r, 2nff+ 2'rr) that have been neglected. We can formulate the
modifed density p (T) as
a q(T) for 2fAt < T < 50f{ (106)
0 otherwise
where q(T) is the sum of the original probability density at T and that due
to aliasing, and a accounts for the "lost" probability due to the exclusion
of phase changes in the intervals (2n7-f, 2nr+6), n=71,;2,;3,.. . It can
be easily shown that
q(T) = E Jn P(Tn) (107)
n=-m
T 3T 1
in which T = and J is the Jacobian - . The
n l+nT<t>f n aT (l+nT<>f)2
sampling frequency f equals At-1 The parameter a equals (1-K)-1 where K is
the integral of p(T) over the ranges
At 1 At 1 At 1 At 1 At
(-, -2-), ( - , - ---- -- ), (- -, - -),
<T> m-B <t> m+0.5 <T> m+B <T> m-0.5 <T>
I At 6
(----, ); n = 1,2,3,... and = -- . (108)
This corresponds to the aliasing from phase changes in the ranges of
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(-2mr-r, -2mf+8),
(0, 6) (109)
respectively. Using the integral of p(T) evaluated in §3.1.2, K is given by
S1 At 1 At 1 At 1 At
E { 0(- ) - (- ) + -(-- ) - •( ) +
m=l m+0.5 <t> m-ý <T> m-0.5 <T> m+ý <T>
At 1 At
(- 2 - ) - +(- -) } (110)
<-[> ý <T>
in which e(T) is given by equation (75). In actual computation, the infinte
sum is truncated when the next term in the sum does not change the previous
-5
sum by a ratio of more than 10 5. It is found that this takes no more than
two terms.
For the joint density, p(Tn ) in equation (107) should be replaced by p(R,T )
and K is the integral of p(R,T) over the same ranges divided by 2Rexp(- R2).
To obtain the theoretical values for the distributions in (R1 ,R2; T1,T2),
note that the sum of probability in this range and the contribution from
aliasing is given by
1 At At
STY(RlR2; T1(l+nT1 ) 'T-2(l+nT2 ) ] } (111)
1 - K n= -c <o> <>
and the excluded probability contribution is similar to equation (110) above
with K replaced by K which is given by
1 At 1 At 1 At 1 At
E { y(R1 ,R2 ; - - -, - --------- ) + (R,R 2; ,
m=1 m-S <T> m+0.5 <-> m+B <T> m-0.5 <T>
At 1 At
+ T(R 1 ,R2; -C,-2-) + y(R1,R2 ; - -,) } . (112)
<T> 5 <[>
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(- ý, 0), (2mR-7, 2mR+6),
The function
R22
Y(RIR2; T1T 2 ) = 2 dR
R1
T
f dT p(R,T)Tr (113)
and is given by equation (85) in §3.1.3.
The total probability of all these corrections is given by the factor I-L
with
cT
L = f dR f dT p(R,T)
0 T1
1 1-T T -1
2 2 2 + 2 }
2 [(-T 1) +V T1 [(T2-1) +v T22
(114)
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4. Comparison with Field Data
Two sets of data are analysed, one from a placid sea and the other from a
tumultuous sea.
4.1 Treatment of Data
The unpublished field data from a relatively calm sea was made available by
Professor Russ E. Davis and Dr. Lloyd Regier of the Scripps Institution of
Oceanography. Measurements were made from the Floating Instrument Platform
(FLIP) which was stationed in the Pacific Ocean 250 miles west of San Diego,
California (at 31.520N, 118.300W) in water between 3000 and 4000 m deep.
The data was taken on March 26,1973 starting at 1700 hours (Pacific Standard
Time) in calm weather. The record included measurements from resistance
wave gages and the pitch and roll motions of FLIP. Individual channels were
digitized simultaneously (within 50 Us of each other) at a frequency of 2.60
cycles per second from recorded analog data. A total of 214 (= 16384)
data points spanning 6291 seconds (1.75 hours) were used giving a time
interval between data points of 0.384 sec, a frequency resolution of
-4 -1 -1
1.59x10 sec , and a Nyquist frequency of 1.30 sec in the digital
Fourier transform.
The wave gage measurement were corrected for the pitch and roll of FLIP.
Since the magnitudes of these two angles rarely exceeded a few degrees, the
change in elevation due to pitch and roll motion can be approximated by the
product of this angle and the distance between the gage and the center of
hull, projected along the corresponding axis of motion. The adjusted gage
reading was then found by subtracting this product from the original
record. The contributions from the vertical and lateral translation of FLIP
were not accounted for since these quantities were not readily measurable.
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The natural frequency for heave motion of FLIP was approximately 0.037 Hz
(27 sec) while that for pitch and roll motion was near 0.021 Hz (48 sec).
These frequencies were prominent in the energy spectra but below the
frequency range of the wave field. They were filtered out by high-passing
the time series above 0.04 Hz.
The other set of data was recorded in the Ocean Data Gathering Program
(ODGP) in the Gulf of Mexico and furnished by Dr. George Z. Forristall of
Shell Development Company. It was taken by an inductance wave staff mounted
in between the legs of an oil rig in 340 feet of water (ODGP Station no.1).
Further details of the measurements can be found in Hamilton and Ward
(1974), Ward (1974) and Patterson (1974). The record in this analysis was
taken on August 17, 1969. The data started at 1500 hr when the eye of
hurricane Camille was within 30 miles of the structure. It lasted for 4096
seconds with data points uniformly spaced at 1 second intervals, giving a
-4 -1 -1
frequency resolution of 2.4x10 sec and a Nyquist frequency of 0.5 sec
in the digital Fourier transform. The significant wave height increased
from 39.5 ft (12.0 m) to 43.0 ft (13.1 m) over this time span (Patteron
(1974)).
Each wave record was filtered with a tapered cosine window of length
one-tenth its duration. This reduced the leakage of the spectrum (as
discussed in Appendix A) and decreased the total energy in the spectrum by
12.5 %. To account for this reduction in energy, the averages of one-half
sum of squares of the records at each stage in the analysis above were
calculated for comparison. The ratio of the sum of squares of the records
before and after the cosine window was found. The square root of this ratio
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was multiplied to the digital Fourier transform coefficients for the
filtered function to compensate for this loss of energy in the cosine
window.
A bandpass was then applied to the spectrum. The moments Pr's for each
bandpass were evaluated. The Hilbert Transform was taken and the wave
amplitude and period derived as discussed in §3.2. Histograms for these two
variables were then plotted using only those data points inside the two
tapered ends of the cosine window. The range of wave period was, however,
limited to the fundamental range as discussed in §3.2.1, and all wave
periods outside this range were discarded. Their joint density is presented
as contour maps in which, as in the histogram for wave periods, only data
points with periods inside the fundamental range (2At, 50) sec were used.
This restriction on the range of wave period required a modified expression
for the theoretical densities as derived in §3.2.2. A smoothing technique
was employed in the contouring in which the modified joint density value at
each grid point was a weighted average of its original value and its eight
neighboring points, i.e.
1 1
x i -x i  + 8-(x - +xi +x i xj- +
1
-(x+x +x +x ) (115)
16 xi-1 ,j-1 +i+1,j-1 +i+1,j+1 +Xi-1,j+1 (115)
in which xi j was the original density value at grid point (i,j) and x.
was the smoothed value. This smoothing technique was applied to both field
data and theoretical curves. The subroutine for this contouring determined
the location of the contours by linear interpolation of the density values
at adjacent grid-points.
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The anlaytical details of the cosine window and bandpasses are presented in
Appendix A. The directionality aspect of the wave field is analysed in
Appendix B. The confidence intervals expected of the data analysed is
presented in Appendix C. This gives, in turn, an estimate on the confidence
interval of the theoretical distributions. A standard statistical
significance test, the chi-square test, that gives a measure of the
agreement between theoretical distribution and data, is presented in
Appendix D.
4.2 Results
4.2.1 The Tranquil Sea
The power spectrum (figure 8a) consists of two dominant peaks: one of
period between 8 and 18 seconds, the other between 3 and 6 seconds. The
peaks at periods greater than 25 seconds are believed to be due to the pitch
and roll motion of FLIP and are therefore filtered out. Three bandpasses
were thus chosen in our study. The first [I] from 6.9 sec to 20 sec
corresponds to the swell and accounts for 69% of the total energy. The
second bandpass [II] from 2.36 sec to 6.9 sec corresponding to wind waves
accounts for 26% of total energy. The third [III] between 1.5 sec and 25
sec includes both wind waves and swell and contains over 98% of the total
energy. Various parameters for these bandpasses are displayed in Table 1,
wherein "wave period" refers to the range in frequency domain of the
bandpass. The parameters v, <T>, U0, K and L in Table 1 are given by
equations (64), (59), (44), (110) and (114) respectively. The
characteristic wave slope is defined as
(k> 2 1p0 (116)
in which <k> is the wavenumber corresponding to <-r> using linear wave
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Bandpasses [I]
calm sea
[II]
hurricane sea
[III] Wave period (sec) 6.9 -
20.0 2.4 - 6.9 1.5 - 25.0 2.0 - 20.0
Table 1. Parameters for the various bandpasses studied
v
<T> (sec)
10 (m0 )
1 -K
L
wave slope
Table 2. Parameters for the histograms
0.06 - 1.44 0.04 - 0.96 0.075 - 1.8 0.6 -
degrees-of-freedom
chi-square values
period
range (sec)
degrees-of-freedom
chi-square values
163
1 - 29
47
144
1.5 - 13
47
38
2.5 - 37 3.2 - 30.8
47
307
24
102
Table 3. Chi-square values with 24 degrees-of-freedom and =3200 data points
130amplitude
period
48
102
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0.21
12.7
0.120
0.981
0.981
0.017
0.24
4.0
0.044
0.984
0.983
0.106
0.73
7.6
0.167
0.877
0.876
0.057
0.41
10.2
10.11
0.944
0.942
0.246
amplitude
14.4
range (m)
Figure 8. Logarithmic plot of the power specta. Each value is an arithmetic
mean of seven adjacent frequency components centered about that frequency.
(Sa) Pacific Ocean data, sampling frequency = 2.60 hertz, duration = 1.75 hours.
(8b) Hurricane Camille, sampling frequency = 1.00 hertz, duration = 4096 sec.
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theory, and 2/0 is the wave amplitude based on the root-mean-square
value.
Figure 9a shows a sample record over 200 seconds of bandpass [I]. The upper
and lower curves are the envelope function as obtained from the Hilbert
Transform (equation (102)). It is interesting to note that most maxima of
the actual record coincide with that of the envelope. However, if we define
the interval between adjacent maxima (or minima) as a period, it is seen
that the periods for the envelope are only about three to four times that of
the actual record. Thus, the basic assumption made in Longuet-Higgins
(1975a), that the extrema of the surface elevation densely register the
envelope, is not realized in this case, even though the bandwidth parameter
2
v is considerably below the 0.36 narrowband criterion as suggested in
Longuet-Higgins (1983). Figure 9b is a sample of the record and its
envelope for bandpass [III]. Note that the maxima of the envelope function
are not always attained by the original record.
Figures 10a, b and c are histograms of the amplitude functions as derived in
§3.2.1 (equation (102)) for bandpasses [I], [II] and [III]. The solid
curves are theoretical densities as given by equation (65). The probability
densities are shown per unit normalized wave amplitude. The wave amplitude
for the peak density values in the theory are about 0.1 unit lower than that
of the statistics for bandpasses [I] and [II]; however, the maximum
theoretical density values in all three cases agree well with those from
data, particularly for the high wave amplitudes which are of most practical
concern.
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Figure 9. A bar.passed wave record and its envelope function over 2UU seconds
of data from the Pacific Ocean.
(9a) bandpass [I1 (swell), v = 0.21.
(9b) bandpass [III], v = 0.73.
550 600 650 700
TIME IN SECONDS
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Figure 10. listogram of vanve aplitude of the Pacific Ocean data over 1.40 houre
sampling at 2.60 hertl. The curve is the Iayleigh distribution. Density values
are per unit normallzed amplitude.
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Figure I1. Histogram of rave period for the Pacific Ocean data. The curve is the
theoretical dCstribution as given by equations (106), (107). Denslty values are
per unit normalized period.
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Figure 12. Joint distribution of amplitude and period at 2.60 hertz for of the
Pacific Ocean data. Density values are per unit normalized amplitude per unit
normalized period. Heavy lines are the contours for the theoretical distribution
(equation (111)) and light lines are for the data.
(12a) bandpass [I] (12914 data points), v=0.2 1, /(2M0)=0.490 m, <r>=12 .7 sec.
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Figure 12. Joint distribution of amplitude and period at 2.60 hertz for of the
Pacific Ocean data. Density values are per unit normalized amplitude per unit
normalized period. Heavy lines are the contours for the theoretical distribution
(equation (111)) and light lines are for the data.
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Figure 12. Joint distribution of amplitude and period at 2.60 hertz for of the
Pacific Ocean data. Density values are per unit normalized amplitude per unit
normalized period. Heavy lines are the contours for the theoretical distribution
(equation (111)) and light lines are for the data.
(12c) bandpass [III] (11245 data points), v=0.7 3 , /(2i;0)=0.578 m, <T>= 7 .6 sec.
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Figures Ila, b and c are histograms for wave period for the same bandpasses
[I], [II] and [III] as evaluated according to equations (103) and (104).
The solid curves are theoretical distributions as given by equation (106).
We see good agreement between the statistical properties of field data and
theoretical distributions.
Figure 12a is the joint histogram and theoretical joint denisty (equation
(111)) for bandpass [I]. Similarly, figure 12b is for bandpass [II] and
figure 12c is for bandpass [III]. The contours are interpolated from a
square grid of 25x25 density values. It was found that a further increase
in the number of divisions led to very irregular contours in the
statistics. Many of the qualitative features of the theory are seen in the
data for the joint densities as discussed in Longuet-Higgins (1983); in
particular, we note the increasing asymmetry in the joint distribution as
bandwidth increases.
4.2.2 The Tumultuous Sea
The power spectrum is shown in figure 8b. It is single-peaked as is typical
of storm spectra. The high frequency components decay as the negative fifth
power of frequency which is characteristic for Pierson-Moskowitz or JONSWAP
spectra. A bandpass of 2 sec to 20 sec was applied to the record and
accounts for 99% of the original energy.
The histograms for amplitude and period are presented in figures 13 and 14
respectively. The agreement is good except at the peak density values in
which the values predicted by theory are lower/higher than the statistics
for amplitude/period. The joint distributions are shown in figure 15, where
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Figure 13. Histogram of 3276 values of normalized wave amplitude for hurricane
Camille sampled at 1 hertz. The curve is the kayleight distribution. Density
values are per unit normalized amplitude. /(2u1O) - 4.5U m.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
normal [zed wave amp 1ltude
Figure 14. Histogram of 3109 values of wave period for hurricane Camille. The
curve is the theoretical distribution as given by equations (106), (107). Density
values are per unit normalized period. <T) - 10.2 sec, v - 0.41.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
normalized wave period
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Figure 15. Joint distribution of 3109 pairs of values of wave amplitude and period
for hurricane Camille. Density values are per unit normalized period per unit
normalized amplitude. Heavy lines are the contours for the theoretical
distribution (equation (111)) and light lines are for the data.
v = 0.41, /(2U0) = 4.50 m, <t> - 10.2 sec.
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the contour values are per unit normalized amplitude per unit normalized
period. A density value of 0.05 corresponds to 1 count of data per grid,
which is the lower limit of resolution. Even though it is of interest to
study the densities at high wave amplitudes, the limited sample size
restrict the range of resoltuion of both amplitudes and periods in the joint
distribution.
The chi-square values for the various bandpasses are presented in Table 2.
Despite the good agreement found between the histograms and theoretical
curves, the chi-square values have significance values of over 0.99 except
for wave period in the case of wind waves (bandpass [II] for the Pacific
Ocean data). That is, if the theoretical curves were to agree with the
experimental measurements, there would be less than a 1% chance that the
chi-square values are larger than those shown here.
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5. Discussion
It has been shown that the Hilbert Transform technique can be applied to
wave records, and the amplitudes and periods thus obtained have statistical
distributions in good agreement with those proposed by Longuet-Higgins
(1983) for a bandwidth parameter v of up to 0.73. From the mathematical
point of view, there are no restrictions on the spectral bandwidth for which
the derivation of the theoretical density is valid. The comparison can
therefore be performed on data with spectra of arbitrary bandwidths. In
other words, no limitations are placed on the frequencies of the sinusoidal
components in the frequency space. However, for the Central Limit Theorem
to be valid, the amplitudes of these components have to be of comparable
magnitudes.
One limitation of this approach is the resolution of wave period in the time
domain (as evaluated from equations (103) and (104)), being bound by the
range of phase change ý(t+At) - j(t) allowed in equation (104). Its upper
bound depends on the value of 6 (the lower limit for phase change in unit
time increment, see §3.2.2) and can be chosen to be arbitrarily large as
long as it is short compared with the duration of the record analysed. The
lower bound is a function of the time interval between samples. This value
is given by 2At by restricting the range of permissible phase change to
(6, r). Alternatively, we could have decreased this lower bound to At by
defining the range of phase change to (6, 20). However, this would give a
1
resolution of wave period below the corresponding Nyquist frequency (= -- )
2At
which is the limit on frequency resolution in the frequency domain.
Furthermore, phase changes in the range (r, 2') can as well be interpreted
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as values in the range (--, 0) corresponding to negative frequencies (see,
for example, Melville (1983)). It is this ambiguity, on whether to
interpret the phase change in the range (7, 2rr) as frequencies above the
Nyquist frequency in the time domain or as phase reversals, that we limit
the range of phase changes to (6, 7).
The above discussion illustrates the fundamental difference between
frequencies in the frequency domain and that in the time domain. A wave
field with frequency components (in its Fourier transform) bounded within
certain limits can have frequencies in the time domain (as deduced from the
Hilbert transform) outside that range. This leads to the apparent paradox
that the frequency resolution in the time domain exceeds that of the Nyquist
frequency as discussed above.
Note that the derivation of the theoretical densities requires that the wave
field can be formulated as in equation (2), assuming random phases (n'S.
This necessarily requires the waves to be linear. It is shown, from the
storm data, that the same theory can also be applied to sea states in which
linear wave theory is no longer valid. (A measure of the nonlinearity is
given by the characteristic wave slope as defined by equation (116) and
presented in Table 1.) It should be noted that estimating the wavelengths
from the wave periods and the dispersion relationship gives an upper bound
of the wave length in a wave field with an angular spread of wave incidences
(see Appendix B). The study of the wavenumber distribution on the Pacific
Ocean data using records from three wave gages (see Appendix B) showed that
the angular spread increases with bandwidth. The estimation of nonlinearity
using equation (116) should therefore be limited to narrow band spectra.
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In many of the comparisons of theoretical distributions with field data, the
frequency components in the Fourier transform are averaged over a finite
interval. The number of components over which the average is taken gives
the degrees-of-freedom of the new spectrum. The high-frequency components
above a certain critical value are also discarded, so as to remove the noise
contribution to the higher moments of the energy spectrum. These two
effects, as can be seen from Appendix A, in a smoothing of the signal in the
time domain and thus remove the high-frequency noise components in the
signal. We did not apply either of these two procedures in our analysis.
The hurricane wave record is from that of a growing sea as Camille
approached. This time-varying excitation departs from the basic assumption
of stationarity in spectral analysis, and the duration we chose (1.14 hours)
is a compromise between requirements of stationarity and statistical
significance.
The quality of data was described as "good" when they were taken. No
estimates on the magnitude of the error was attempted. It is apparent that
even a simple model of these measurement error demands complicated
corrections for the theoretical distributions.
Compared with statistical analysis of wave periods using zero-crossing
waves, our present method gives a larger density value for low frequency
waves. The reason is that each wave is counted as one entry in the
zero-crossing wave period statistics, In our present method, all data
points are spaced equally apart in time, and therefore long period waves
have more entries. This consideration applies to wave amplitude statistics
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as well since large waves are associated more with low frequency waves.
However, the correspondence between the two methods in wave amplitude
statistics are not as straight forward as in the case of wave periods. It
would be interesting to compare the statistics obtained from the present
approach (i.e. by defining zero-crossing wave as between alternate instants
when the phase function equals multiples of w) with those from the
conventional approach.
From figure 9b it is found that the maxima of the wave envelope and
underlying wave record do not always coincide. This phenomenon becomes more
pronounced as the spectral bandwidth increases, and some of the larger
values of the envelope may therefore not be realized by the actual waves.
The statistics of this envelope function may therefore over-predict
zero-crossing amplitudes in the high values, as is observed in previous
field studies (e.g. Forristall (1978)).
The high significance levels found in the chi-square tests suggest that the
proposed theoretical models should be rejected as the distribution of the
given data. It is found that a significant contribution to these high
X2-values come from only a few intervals which have large discrepancies
between theory and statistics (e.g. about T = 0.9 in figure 12a and T = 0.7
in figure 12c). Direct comparison of chi-square values for the four wave
bands studied using the same number of data points (= 3200) and
degrees-of-freedom (24) are shown in Table 3, from which it can be seen that
the chi-square values are not simply related to bandwidth or nonlinearity.
From the graphs of amplitude distributions (figures 10 and 15), it is seen
that the location in the sample space (i.e. the nondimensional amplitudes)
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amplitudes) of the major discrepancies varies. Since the theoretical
distribution (equation (65)) does not depend on any parameters, there are no
apparent remedies to correct for these high chi-square values. We are
unable to explain the failure in this test despite the apparent good
agreement observed in the graphs.
It should be stressed that the formulation of r(t) using equation (17) does
not define the amplitude function p(t) and phase function e(t)+<a>t
uniquely. Hilbert Transform gives but just one candidate for such pairs of
functions. Nevertheless, it provides a methodology to compare wave data
directly with theoretical densities. Other decompositions of ý(t) into an
amplitude and a phase function may give statistics that agree equally well
with the present theory. This suggests the limitation on the interpretation
of such functions deduced. What is significant is the ensemble statistics
of their values and rates of change while that these values at any
particular instant of time is, in a sense, arbitrary. The application of
these phase functions deduced from three wave gage records in evaluating the
wavenumber, and thus the wave incidence, is thus of dubious validity. Phase
functions deduced from other transform methods may give a drastically
different statistics of these wavenumbers.
A related topic of interest would be to study the auto-correlation of the
amplitude and the phase functions, and to compare these values with the
auto-correlation of the original time signal itself. A statistics of the
phases of the Fourier components is also of interest. However, it should be
noted that a simple translation of the time axis (such that the product of
the sampling frequency and this shift in time origin is not an integral
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fraction of 7) would change this statistics considerably.
- 72 -
List of Reference
Abdrabbo, N.A. and Priestley, M.B. 1969 'Filtering non-stationary signals'
Journal of the Royal Statistical Society, Vol. B31, 151-159.
Bartels, J. 1935 'Random fluctuations, persistence, and quasi-persistence
in geophysical and cosmical periodicities' Terrestrial Magnetism and
Atmospheric Electricity, Vol. 40, No. 1, 1-60.
Benjamin, T.B. and Feir, J.E. 1967 'The disintegration of wave trains on
deep water' Journal of Fluid Mechanics, Vol. 27, part 3, 417-430.
Benjamin, T.B. 1967 'Instability of periodic wavetrains in nonlinear
dispersive systems' Proceedings, Royal Society of London, Vol. A299, 59-75.
Berman, S.M. 1983 'Sojourns and extremes of Fourier sums and series with
random coefficients' Stochastic Processes and their Applications, Vol. 15,
213-238.
Besicovitch, A.S. 1933 Almost periodic functions, Cambridge.
Birkhoff, G., Bona, J. and Kampe de Feriet, J. 1973 'Statistically
well-set cauchy problems' Probabilistic Methods in Applied Mathematics,
A.T.Bharucha-Reid, editor, Vol. 3, Academic Press.
Bohr, H. 1932 Fastperiodische Fuktionen, Ergebn. Math., Berlin, Vol. 1,
No. 5.
Brown, L.J. 1967 'Methods for the analysis of non-stationary time series
with applications to oceanography' Technical Report HEL 16-3, University of
California, Berkeley, California.
Cartwright, D.E. and Longuet-Higgins, M.S. 1956 'The statistical
distribution of the maxima of a random function' Proceedings, Royal Society
of London, Vol. A237, 212-232.
Case, K.M. 1962 'Hydrodynamic stability and the initial value problem'
Proceedings, Symposia of Applied Mathematics, American Mathematical Society,
Vol. 13, 25-33.
Cavanie, A., Arhan, M. and Ezraty, R. 1976 'A statistical relationship
between individual heights and periods of storm waves' Proceedings, First
International Conference on the Behaviour of Offshore Structures, Trodheim,
Norway, 354-360.
Dalzell, J.F. 1976 'Application of the functional polynomial model to the
ship added resistance problem' Eleventh International Conference on Naval
Hydrodynamics, London.
- 73 -
Dugundji, J. 1958 'Envelopes and pre-envelopes of real waveforms' IRE
Transactions on Information Theory, Vol. IT-4, No. 1, 53-57.
Feller, W. 1971 An Introduction to Probability Theory and its
Applications, Vol. 2, second edition, John Wiley and Sons, §VIII.4.
Forristall, G.Z. 1978 'On the statistical distribution of wave heights in
a storm' Journal of Geophysical Research, Vol.83, No. C5, 2353-2358.
Goda, Y. 1970 'Numerical experiments on wave statistics with spectral
simulation' Report of the Port and Harbour Research Institute, Vol. 9, No.
3, 3-57.
Graber, H.C. 1983 Personal communication.
Gradshteyn, I.S. and Ryzhik, I.M. 1980 Table of Integrals, Series and
Products. Academic Press.
Hamilton, R.C. and Ward, E.G. 1974 'Ocean gathering program - quality and
reduction of data' Offshore Technology Conference, Houston, Texas, OTC
2108-A.
Hasselmann, K. 1962 'On the non-linear energy transfer in a gravity-wave
spectrum, Part 1. General theory' Journal of Fluid Mechanics, Vol. 12,
481-500.
Hasselmann, K., Munk, W. and MacDonald, G. 1963 'Bispectra of ocean waves'
Time Series Analysis, M.Rosenblatt, editor. John Wiley and Sons. Chapter
8.
Hoel, P.G., Port, S.C. and Stone, C.J. 1971 Introduction to Statistical
Theory. Houghton Mifflin.
Hogg, R.V. and Craig, A.T. 1978 Introduction to Mathematical Statistics,
fourth edition. Collier Macmillan.
Huang, N.E., Long, S.R., Tung, C.C., Yuan, Y. and Bliven, L.F. 1983 'A
non-Gaussian statistical model for surface elevation of nonlinear random
wave fields' Journal of Geophysical Research, Vol. 88, No. C12, 7597-7606.
Janssen, P.A.E.M. 1983 'Long-time behaviour of a random inhomogeneous
field of weakly nonlinear surface gravity waves' Journal of Fluid
Mechanics, Vol. 133, 113-132.
Janssen, P.A.E.M. and Komen, G.J. 1982 'Modification of the surface
elevation probability distribution in ocean swell by nonlinear spectral
broadening' Journal of Geophysical Research, Vol. 87, No. C6, 4155-4162.
- 74 -
Kampe de Feriet, J. 1962 'Statistical mechanics of continuous media'
Proceedings, Symposia in Applied Mathematics, American Mathematical Society,
Vol. 13, 165-198.
Keller, J.B. 1962 'Wave propagation in random media' Proceedings,
Symposia in Applied Mathematics, American Mathematical Society, Vol. 13,
Hydrodynamic instability, 227-246.
LeBlond, P.H. and Mysak, L.A. 1978 Waves in the Ocean. Elsevier. §34.
Longuet-Higgins, M.S. 1952 'On the statistical distribution of the heights
of sea waves' Vol. 11, No. 3, 245-265.
Longuet-Higgins, M.S. 1958 'On the intervals between successive zeros of a
random function' Proceedings, Royal Society of London, Vol. A246, 99-118.
Longuet-Higgins, M.S. 1962 'The distribution of intervals between zeros of
a stationary random function' Philosophical Transaction, Royal Society of
London, Vol. A254, 557-599.
Longuet-Higgins, M.S. 1963 'The effect of non-linearities on statistical
distributions in the theory of sea waves' Journal of Fluid Mechanics, Vol.
17, 459-480.
Longuet-Higgins, M.S. 1975a 'On the joint distribution of the periods and
amplitudes of sea waves' Journal of Geophysical Research, Vol. 80, No. 18,
2688-2694.
Longuet-Higgins, M.S. 1975b 'Integral properties of periodic gravity waves
of finite amplitude' Proceedings, Royal Society of London, Vol. A342,
157-174.
Longuet-Higgins, M.S. 1980 'On the distribution of the heights of sea
waves: some effects of nonlinearity and finite band width' Journal of
Geophysical Research, Vol. 85, No. C3, 1519-1523.
Longuet-Higgins, M.S, 1983 'On the joint distribution of wave periods and
amplitudes in a random wave field' Proceedings, Royal Society of London,
Ser A, Sub judice.
Marks, W.D. 1970 'Spectral analysis of the convolution and filtering of
non-stationary stochastic processes' Journal of Sound and Vibrations, Vol.
11, No. 19, 19-63.
Melville, W.K. 1983 'Wave modulation and breakdown' Jounal of Fluid
Mechanics, Vol. 128, 489-506.
- 75 -
Miche, R. 1944 'Mouvements Ondulatoires de la Mer en Profondeur Constante
ou Decroissante' Annales des Ponts Chaussees, Chapter 114, 25-78, 131-164,
270-292, 369-406.
Naess, A. 1982 'On the prediction of extreme responses by the envelope
method' Proceedings, Third International Conference on the Behaviour of
Offshore Structures, Cambridge, Massachusetts, Vol. 1, 516-525.
Newman, J.N. 1974 'Second-order, slowly-varying forces on vessels in
irregular waves' International Symposium on Dynamics of Marine Vehicles and
Structures in Waves, London.
Nolte, K.G. 1979 'Joint probability of wave period and height' Journal of
the Waterway, Port, Coastal and Ocean Division, ASCE, Vol. 105, No. WW4,
470-474.
Ochi, M.K. 1973 'On prediction of extreme values' Journal of Ship
Research, 29-37.
Oppenheim, A.V. and Schafer, R.W. 1975 Digital Signal Processing.
Prentice-Hall.
Patterson, M.M. 1974 'Oceanographic data from hurricane Camille' Offshore
Technology Conference, Houston, Texas, OTC 2109.
Pollak, L.W. 1930 Prager Geophysikalische Studien, Heft 3 (Cedhoslovak.
Statisik, Reihe 12, Heft 13), Prague.
Priestley, M.B. 1965 'Evolutionary spectra and non-stationary processes'
Journal of the Royal Statistical Society, Vol. B27, 204-207.
Priestley, M.B. 1966 'Design relations for non-stationary processes'
Journal of the Royal Statistical Society, Vol. B28, 228-240.
Priestley, M.B. 1967 'Power spectral analysis of non-stationary random
processes' Journal of Sound and Vibrations, Vol. 6, 86-97.
Priestley, M.B. 1971 ''Some notes on the physical interpretation of
spectra of non-stationary stochastic processes' Journal of Sound and
Vibrations, Vol. 17, No. 1, 51-54.
Priestley, M.B. and Subba Rao, T. 1969 'A test for non-stationarity of
time series' Journal of the Royal Statistical Society, Vol. B31, 140-149.
Rayleigh, Lord. 1880 'On the resultant of a large number of vibrations of
the same pitch and of arbitrary phase' Philosophical Magazine and Journal
of Science, fifth series, Vol. 10, No. 60, 73-78.
- 76 -
Rice, S.O. 1944 'Mathematical analysis of random noise' Bell Systems
Technical Journal, Vol. 23, 282-332.
Rice, S.O. 1945 'Mathematical analysis of random noise' Bell Systems
Technical Journal, Vol. 24, 46-156.
Schuster, A. 1898 Terrestrial Magnetism and Atmospheric Electricity, Vol.
3, 13-41.
Shinozuka, M. 1970 'Random processes with evolutionary power' Journal of
Engineering Mechanics, ASCE, Vol. 96, No. EM4, 543-545.
Stokes, G.G. 1847 'On the theory of oscillatory waves' Transactions,
Cambridge Philosophical Society, Vol. 8, and Supplement, Scientific Papeers,
Vol. 1.
Stumpff, K. 1927 Analyse periodischer Vorgange, Berlin.
Tayfun, M.A. and Yang, C.Y. 1972 'Discussion on an approach to
time-varying spectral analysis' Journal of Engineering Mechanics, ASCE,
Vol. 98, No. EM6, 1606-1608.
Tayfun, M.A., Yang, C.Y. and Hsiao, G.C.C. 1972 'Non-stationary spectrum
analysis of ocean waves' Thirteenth Coastal Engineering Conference, ASCE,
Vol. 1.
Tayfun, M.A. 1976 'On the spoectral analysis of nonstationary random
processes' Ocean Engineering Report No. 6, Department of Civil Engineering,
University of Delaware, Newark, Delaware.
Tayfun, M.A. 1979 'Distribution of wave heights limited by breaking'
Proceedings of the Specialty Conference "Civil Engineering in the Ocean IV",
ASCE, Vol. 1, 336-343.
Tayfun, M.A. 1980 'Narrow-band nonlinear sea waves' Journal of
Geophysical Research, Vol. 85, No. C3, 1548-1552.
Tayfun, M.A. 1981a 'Breaking-limited wave heights' Journal of Waterway,
Port, Coastal and Ocean Division, ASCE, Vol. 107, No. WW2, Proceeding paper
16255, 59-69.
Tayfun, M.A. 1981b 'Distribution of crest-to-trough wave heights' Journal
of Waterway, Port, Coastal and Ocean Division, ASCE, Vol. 107, No. WW3,
Proceeding paper 16460, 149-158.
Tayfun, M.A. 1983 'Frequency analysis of wave heights based on wave
envelope' Journal of Geophysical Research, Vol. 88, No. C12, 7573-7587.
Tokuyama, M. 1981 'Statistical-dynamical theory of nonlinear stochastic
- 77 -
processes' Physica, Vol 109A, 128-160.
Valenzuela, G.R. and Laing, M.B. 1972 'Nonlinear energy transfer in
gravity-capillary wave spectra, with applications' Journal of Fluid
Mechanics, Vol. 54, part 3, 507-520.
Ward, E.G. 1974 'Ocean data gathering program - an overview' Offshore
Technology Conference, Houston, Texas, OTC 2108-B.
Watson, K.M. and West, B.J. 1975 'A transport-equation description of
nonlinear ocean surface wave interactions' Journal of Fluid Mechanics,
Vol. 70, part 4, 815-826.
Weber, B.L. and Barrick, D.E. 1977a 'On the nonlinear theory for gravity
waves on the ocean's surface. Part I: Derivations' Journal of Physical
Oceanography, Vol. 7, No. 1, 3-10.
Weber, B.L. and Barrick, D.E. 1977b 'On the nonlinear theory for gravity
waves on the ocean's surface. Part II: Interpretation and Applications'
Journal of Physical Oceanography, Vol. 7, No. 1, 11-21.
West, B.J. 1982 'Resonant-test-field model of fluctuating nonlinear waves'
Physical Review A, Vol. 25, No. 3, 1683-1691.
West, B.J. 1983 'A resonant test-field model of gravity waves' Journal of
Fluid Mechanics, Vol. 132, 417-430.
Wiener, N. 1933 The Fourier integral and certain of its applications,
Cambridge.
- 78 -
Appendix A. The Cosine Window and Bandpasses
A cosine window applied in the time domain smooths out the discontinuities
at the two ends of the record. This introduces a smearing of the amplitudes
in the frequency domain. Similarly, bandpasses in the frequency domain
smooths out fluctuations in the time domain. The mathematical formulation
of these two processes are identical and are presented in this section.
We shall consider the more complicated case of a cosine window in the time
domain. This is done by multiplying the original record by a window
function w(t) defined as
1 j 1 N
- [1 - cos(2 r-)] = - [1 - cos(-at.)]
2 m 2 m
m-I
< t. < -t-T
N
m-1 m-1
w(tj) =  { 1 , -T < t. < (1 - -)T ; (Al)
N 3 N
1 N-I-j 1 N-i N
- [1 - cos( 2 w - )] = - [1 - cos[--a - -at.)] ,
2 m 2 m m
m-1
(I - )T < t. <T .
N
2w m
where N is the number of data points taken over duration T, a = -- and - T
T N
m 1
is the width of the ends of the cosine window. In our case - is -- . This
N 10
window function is plotted in figure A.
Let the function E(t) be obtained by applying the cosine window to r(t),
i.e.
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Figure A. Cosine window function with each tapered end being one-tenth the total
length of record.
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4 dl%
ý(t) = w(t) x C(t) • (A2)
Let the Fourier coefficients of C, w and ý be denoted by an, b and c
n n n
respectively. By substituting w(t) into equation (87), we obtain the
coefficients b as
n
1 N -inct.
b = - Z g(tj )e
N j=l
sin(2r-n) 1 exp[i27(1- Mn)] - 1{ exp(i) + - N
E)n N(IN 1 n
2N sin(N7-) 2 exp[i 2T( n)] - 1
m N m N
1 exp[-i27(1- £n)] - 1N n n
+ - - n exp(i2r N ) } . (A3)
m N
From the convolution theorem, the Fourier coefficients c 's are given by the
n
convolution of the coefficients a 's and b 's, that is,
n n
N
c = a.b .
n . J N-j+1J=1 (A4)
The percentage loss in energy due to the cosine window can be found as
follows. In our case where the width of the cosine window is one-tenth the
duration, let the total energy before the cosine window be 5T. The total
energy after the window equals the sum of that outside the cosine window,
which is 4f, and that inside the cosine window, which is given by
n 1 2 I 1 3 1 3
f [- (1 - cos x)] dx = f - (- - 2cosx + - cos2x) dx = - n (A5)
0 2 04 2 2 8
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and therefore the ratio of energy after and before the cosine window is
4.3757
= 0.875 .
57'
The case of a bandpass in the frequency domain is similar. For the general
case in which
g = {n
1 for m i  < In-L
0 otherwise
< m
(A6)
the corresponding function in the time domain takes the form
L-m 1 -inaot
g(t) = E e +
n=L-m
u
L+m 
-
u -inot
E e
n=L+m 1
1 sin[- -(mu-mi)at]
2 cos(im at) exp[- iat- (N-l+m -ml)] 1
u2 sin(-at)
(A7)
A bandpass in the frequency domain is equivalent to a convolution with g(t)
in the time domain.
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Appendix B. Directionality Aspect of the Wave Field
The directionality aspect of a wave field plays an important role in the
analysis. An immediate effect is its modification of the dispersion
relation. This renders inaccurate estimation of the wave steepness from the
amplitude and period of the wave. A review on the effect of variations in
wave incidence on the dispersion relation will be made in this section.
Let a three-dimensional wave field ;(x,y;t) be represented in the form
ij(xjy ;t)= Re { A (xj,y ;t)exp[iý (x ,yj;t)] } (BI)
where subscript j refers to the j-th wave gage. Define phase functions
S j.(xj,y ;t) = ot - k xj - k y. . (B2)
Given wave records at three gages (j = 1,2,3), we can deduce the wavenumbers
k and k by noting that
x y
2 - = - kx(x 2-xl ) - ky(y2-y1)
and
03 - = - kx(x 3 -x1) - ky(y3 1) "
From this we can solve for k and k to get
x y
k - (ý 2 -h)(y 3 Y) - (b3 -)(y 2 -y) (B3)= x (x3-x) (y2_-y) 
- (x 2 -x 1)(Y 3 -Y 1)
and
(k3-0 1)(X2-X 1) - (2-~1)(x3-x()k = . (B4)
Y (x3 -x1)(y2-Y 1) - (x2-xl)(y3-Yl)
The resolution of wavenumber obtained is limited according to the range of
phase changes allowed. If we restrict this to (-r, r), we have
- Y < k < Y ,- X < k < X (B5)
x y
where
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max( y3-Y2J' y3 +Y2-2yl )
Y = (B5a)
(x3-xl)(y 2-Y1) - (x2-xl)(y 3-Y1)
max( I x3-x21, x3+x2- 2x1 ) . (B5b)X = - • (B5b)
(x3-x )(y2-y1) - (x2-x1)(y3-Y1)
However, if we assume a priori knowledge of the approximate incidence of the
wave, we can improve on this resolution by changing the range of phase
changes allowed. The problem of aliasing arises, analogous to the case in
frequency resolutions as discussed in §3.2.2.
In a system with two or more waves, the dispersion relationship is a
function of the angle between these components. We shall examine some
aspects of this effect, and show consequently that the conversion of
frequency spectrum into wavenumber spectrum requires knowledge of the
incidence of these components.
For the simple case of a wave field with two components
ý(t) = Re { Alexp[i~l(x,y;t)] + A2 exp[i4 2 (x,y;t)] } (B6)
where
cl(x,y;t) = alt - xklcos 1 - yk1sine 1  (B6a)
and
ý2(x,y;t) = a2t - xk2 cos82 - yk2sin82 + a , (B6b)
the phase function of i(t) is found as
Aslin •I + A2sin •2
*(t) = arctan 4 where =  sin + A2in 2 (B7)
AlCos ý1 + A2cos '2
The wavenumbers are given by
k - (B8a)
x x 1+*2 ax
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and
a0 1 ap
k = -= (B8b)
ay 1+42 ay
The apparent angle of incidence 6 is therefore given by
k a a-
tan = - y- = ----- )
k ay ax
x
klA1 sinel + k 2 A2 2sine2 + A1A2 cos(ý 1 - 2 )(k 1 sinel+ k2 sine2 )
. (B9)
klA1 cosl1 + k 2A2 cosa 2 + A1A2cos(4 1- 2 )(klcosel+ k 2 cosa 2)
The apparent wavenumber is given by
2 2 1 ag2 a 2
/(k + k )= /[ ()2+1+ 2  ax ay
e
= (BIO)2 2A1 +A2 +2A1A2cos( 1- 2 )
where
2 2 4 2 4 2 2 2 2 2
e = k1 Al + k22 4 + A 2  cos ( 1- 2 )(k 1 +k2  +
2AA2cos(1-2) [k 2A12+k22 A 22+kk2 (A 2 +A22)cos( ] +
2k k 2A 2A 22cos( 1-6 2 )[1+cos2 1-2 ) ] . (BI0a)
The apparent frequency is
at 1+*2 at
alA1 [A1 +A2 cos(h 1-Y 2 )] + o2A2 [A2 +A1cos(h 1- 2 )]
S 2 (B)
A1 +A2 +2A1A2cos( 1-2 )
To simplify the algebra, assume h1-2=0 The apparent wavenumber and
frequency are then reduced to
1
k = V[k 12A 1+k2 A2 +2AI A2 k k2 cos(e 1-62) ]  (B10')
Al +A2
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and
a 1 A 1 + 2A2  (11')
A1 + A2
respectively. It is apparent that the dispersion relation between k and a
is dependent on the included angle 61-0 2 between the components since the
wavenumber is a function of this angle while a is not.
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Appendix C. Confidence Intervals for the Parameters
To find the confidence interval for the parameter p0 in the Rayleigh
distribution as estimated from the data, we make use of the fact that
1 N 2S N N- pM (C1)
2N m=l
is an unbiased estimator of o0 . For large enough N, the Central Limit
Theorem applies and the estimator is normally distributed with mean O.e
We can then deduce the confidence interval using the normal distribution.
The mean of S = SN is given by
E(S) = f dS S Q(S) (C2)
0
where Q(S) is the joint probability density of (plP2,"' pN ) and is given
by equation (71). Substituting,
2
S1 N 2 N P P
E(S) = J ... dpl...dpN ( E Pm )  I- exp(- m )] = 0 (C3)
0 0 2N m=1 m=l P0 2i0
and therefore equation (73) is an unbiased estimator of 0". The
variance of S is given by
2
o a 1 N 2 N p
V(S) = f ...f dpl...dpN - E Pm - 0)2 1 [- exp(- m
0 0 2N m=l m=l PO 210
1 2
-0 (C4)
N
1 2
Therefore, as N+c, SN + n(p0' - 10N
To obtain, for example, the 90% confidence interval, note that
P(-1.645 < [S N - P0)(O) -) I = 0.95 (C5)
VN
and therefore the 90% interval is given by
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1.645 1.645
-1 -1(1 + - ) SN < 110 < (1- -) SN
SN tN
Some typical values are given below:
100 , 0.859
N = { 400 0.924
900 , 0.948
1600 , 0.960
(C6)
1.197
1.090
< sN S
1.058
1.043
(C7)
For confidence intervals of 95% or 99%, the parameter 1.645 is replaced by
C.B.
1.96 and 2.575 respectively. The variation of the ratio r = as aP0
function of N is presented in figure C. C.B. stands for the bounds for the
confidence intervals.
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Figure C. Variation of the 90%, 95% and 99% confidence intervals with the number
of data samples.
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Appendix D. The Chi-Square Test
The Chi-Square test is one of the most widely used test for statistical
hypothesis. Given a set of n independent random variables, we want to test
whether it is likely to be generated from a certain distribution. We can
divide the sample space into a number (r, say) of subintervals, Ii"". rI
Let xi denote the number of samples that fall into I.i and pi be the
corresponding cumulative probability in the proposed distribution. The
chi-square value is then given by
2 r (xi-np i)2
Xr-1 • (D1)
i=1 npi
The integer r-1 is the degrees-of-freedom. The smaller the chi-square value
is, the more likely the data is from the proposed distribution. Further
details and derivations of this test can be found in Hoel, Port and Stone
(1971) or Hogg and Craig (1978).
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