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Zusammenfassung
Bei der Entwickelung von System-on-Chip (SoC) Debuggern ist es leider hinreichend oft erforder-
lich den Debugger selbst auf mo¨gliche Fehler zu untersuchen. Da alle ernstzunehmenden Debug-
ger konstruktionsbedingt selbst ein eingebettetes System darstellen, erwa¨chst die Notwendigkeit
eine einfache und sicher kontrollierbare Diagnose-Hardware zu entwerfen, welche den Zugang
zur Funktionsweise des Debuggers u¨ber seine Ausga¨nge erschließt.
Derzeitig ist der Test Access Port (TAP nach IEEE 1149.1-Standard) fu¨r viele Integratoren die
Grundlage fu¨r den Zugriff auf ihre instanzierte Hardware. Selbst in forschungsorientierten Multi-
Core System-on-Chip Architekturen wie dem ARM11MP der Firma ARM wird dieses Verfahren
noch immer eingesetzt.
In unserem Beitrag mo¨chten wir ein Spezialwerkzeug zur Analyse des TAP-
Kommunikationsprotokolles vorstellen, welches den Einsatz teurer Analysetechnik (Logik-
Analysatoren) unno¨tig werden la¨sst und daru¨ber hinaus eine komfortable, weitergehende
Unterstu¨tzung fu¨r Multi-Core-Systeme bietet.
Aufbauend auf der Problematik der Abtastung und Erfassung der Signalzusta¨nde am TAP
mittels FPGA wird auf die verschiedenen Visualisierungs- und Analyseaspekte der TAP-
Protokollphasen in einer Multi-Core-Prozessor-Zielsystemumgebung eingegangen.
Die hier vorgestellte Lo¨sung ist im Rahmen eines FuE-Verbundprojektes enstanden. Das Vorha-
ben wird im Rahmen der Technologiefo¨rderung mit Mitteln des Europa¨ischen Fonds fu¨r regionale
Entwicklung (EFRE) 2000-2006 und mit Mitteln des Freistaates Sachsen gefo¨rdert.
1 Einleitung
Das TAP-Protokoll besteht aus minimal vier Signalen (TMS, TDI, TDO, TCK), die eine strikte
Master-Slave-Kommunikation ermo¨glichen. Als Slave wird dabei der zu untersuchende Prozessor
bezeichnet. Ein weiterer Rechner, auch Debug-Host genannt, tritt als Master in Erscheinung.
Wa¨hrend eines Debug-Vorganges werden u¨ber Scan Chains, die ein wesentlicher Bestandteil
der TAP-Schnittstelle sind, Daten und Befehle in den (bzw. aus dem) Slave-Prozessor transferiert.
Eine Scan Chain ist ein Register in dem eine serielle
”
Kette“ von Bits mit fester Semantik vor-
liegt. Neben den im JTAG-Standard festgelegten Scan Chains (ID, Bypass und Boundary Scan)
existieren je nach IP-Core weitere (optionale) Register, welche Debug-Informationen und das
Synchronisations-Verhalten gegenu¨ber dem Master kapseln.
Um eine schnelle Kommunikation u¨ber den TAP zu ermo¨glichen, wird ha¨ufig eine (hardware-
unterstu¨tzte) Zusatzprotokollschicht zwischen Master und Slave implementiert. Diese dient so-
wohl der Datenbu¨ndelung als auch der Protokollkonvertierung. Je nach Realisierung der optio-
nalen Teile des TAP und des dahinter gekapselten SoC ist es nun notwendig diese Schicht zu
analysieren und wenn notwendig entsprechend zu modifizieren.
2 Allgemeiner Aufbau und Arbeitsweise
Diese Werkzeugkette wurde entworfen um nicht formale Verifikation einer eingebetteten Schal-
tung zu ermo¨glichen. Sie besteht aus fu¨nf Verarbeitungsebenen (siehe Abbildung 1). Am Eingang
wird das Signalspiel des Test Access Port erfasst, sodann im FPGA in einen portablen ASCII-
Stream konvertiert und u¨ber die serielle Schnittstelle u¨bertragen. Nach der Erfassung des Streams
durch einen beliebigen Terminal-Client u¨bernimmt die Zustandsu¨bergangsebene die Dekodierung
der aufgezeichneten Daten. Es wird der Versuch unternommen den Trace mit dem Zustand des Test
Access Port-Automaten zu synchronisieren - dies gelingt immer nach einer erfolgreichen Abta-
stung von 5 TCK-Zyklen mit TMS im Zustand
”
High“. Nach erfolgter Synchronisation wird jeder
Zustandsu¨bergang in einem Zustandsu¨bergangsprotokoll aufgezeichnet. Nach der ¨Uberfu¨hrung
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Abbildung 1: Structure of the analyzer tool.
in die Zustandsu¨bergangstabelle werden die Datentabellen fu¨r die Generierung der Waveforms er-
zeugt. Die Umsetzung in PostScript oder PDF erfolgt durch ein nachgeschaltenes Script, welches
durch den GNU-Plot-Interpreter [6] ausgefu¨hrt wird. Parallel entsteht C++-Quelltext der direkt
im Kontext der hauseigenen Entwicklung von Debug-Komponenten eingebunden, kompiliert und
ausgefu¨hrt werden kann.
3 Hardware
Zum Einlesen der zum TCK-Takt synchronen Signale TDI, TDO und TMS stehen grundsa¨tzlich
zwei verschiedene Varianten zur Verfu¨gung:
• direktes Einlesen zu den TCK-Taktflanken
• ¨Uberabtastung und Synchronisation mittels TCK-Taktflanken
Fu¨r die hier vorgestelle Hardwarelo¨sung wurde letztere Variante ausgewa¨hlt, da sie eine genaue-
re Festlegung der Abtastzeitpunkte bei entsprechend hoher FPGA-Taktfrequenz ermo¨glicht (siehe
Abbildung 2). Zur TCK-Flankenerkennung kommt dabei eine auf steigende und fallende Takt-
flanke arbeitende Abstastschaltung zum Einsatz (Double Data Rate DDR), welche eine besonders
pra¨zise Synchronisation ermo¨glicht.
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Abbildung 2: Schematic of the trigger circuit.
Fu¨r die Abtastung der TDI, TDO und TMS Signale kommen ebenfalls DDR-Abtastschaltungen
zum Einsatz. Dadurch lassen sich deren Abtastzeitpunkte mit einer Auflo¨sung von einer halb-
en FPGA-Taktperiode bezogen auf die TCK-Flankenerkennung konfigurieren, was insbesondere
bei großen Leitungsla¨ngen in Verbindung mit hohen TCK-Frequenzen (enges Abtastfenster, siehe
Abbildung 3) die Abtastsicherheit deutlich erho¨ht.
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Abbildung 3: Test Access Port Timings.
Die Summe aller abgetasteten Signale adressiert eine Lookup-Tabelle, welche die Signalpegel
in ein ausgabefreundliches ASCII-Format konvertiert. Die so kodierten Signale werden in einem
FIFO-Puffer fu¨r die serielle Schnittstelle bereit gehalten. Eine Siebensegmentanzeige dokumen-
tiert dem Nutzer eventuell auftretende ¨Uberla¨ufe des Zwischenspeichers. Die gesamte Implemen-
tierung nutzt nur knapp 10 % der zur Verfu¨gung stehenden Ressourcen des verwendeten Spartan-
3-FPGAs (siehe Tabelle 1). Der integrierte Timing Analyser der Xilinx-ISE benennt die maxima-
le Taktfrequenz der Schaltung mit 118 MHz. Auf Grund der Beschra¨nkungen durch die Serielle
Schnittstelle (115200) zeigt sein ein ausreichender Einsatzraum der Schaltung bis 25 MHz TAP-
Frequenz. Die Kosten fu¨r das verwendete Entwicklungsboard belaufen sich hierbei auf nicht mehr
als 100 EUR pro eingesetzten FPGA-Board [9, 8].
Number of BUFGMUXs 3 out of 8 37%
Number of DCMs 1 out of 4 25%
Number of External IOBs 22 out of 173 12%
Number of LOCed IOBs 22 out of 22 100%
Number of RAMB16s 8 out of 12 66%
Number of Slices 107 out of 1920 5%
Number of SLICEMs 0 out of 960 0%
Tabelle 1: Device utilization summary Spartan-3.
4 Software
4.1 Besonderheiten der Zustandsu¨bergangstabelle
Mit der Zustandsu¨bergangstabelle ist die Darstellung der Einzelzusta¨nde aller Zentraleinheiten
einer Daisy Chain mo¨glich. In Abbildung 4 wird der Befehl MRS R0,CPSR in das Instruction-
Transfer-Register des ersten Cores des ARM11MP u¨berfu¨hrt. Der Zustand der drei anderen Kerne
ist in diesem Beispiel BYPASS und wurde aus Platzgru¨nden fu¨r diese Vero¨ffentlichung ausgeblen-
det.
+-------+-------------+----------+---------------------+------------------------+
| Count | Local Count | State | Data in | Data out |
+-------+-------------+----------+---------------------+------------------------+
| ... | ... | ... | ... | ... |
| 1589 | 35 | shift_dr | | |
| 1589 | 0 | exit1_dr | 708780000 | F700070A8 |
| | | | DIn[0] = 0xE10F0000 | DOut[0] = 0xEE000E15 |
| | | | MRS R0,CPSR | MCR p14,0,R0,CR0,CR5,0 |
| ... | ... | ... | ... | ... |
Abbildung 4: State transition listing for ARM11MP; core 0 is selected.
Um die Suche in den ausfu¨hrlichen Protokolltabellen der Zustandsu¨bergangsebene zu verein-
fachen wurde ein Disassembler integriert. Dieser ermo¨glicht es, ARM-Befehle der Architekturen
V4 bis V6k inklusive der Erweiterungen fu¨r Vector-Floating-Point 1 und 2 sowie Enhanced-DSP
zu disassemblieren.
Bei der Visualisierung der Zustandu¨berga¨nge kommt dem Zustand RUN TEST IDLE besonde-
re Beachtung zu, da dieser eine undokumentierte Zeitabha¨ngigkeit aufweißt. Ab einer
”
Grenz“-
TCK-Frequenz von ≥ 16 MHz sind zwei Zyklen RUN TEST IDLE notwendig um eine korrekt
funktionierende JTAG-Kommunikation zu gewa¨hrleisten.
Die Darstellung der Zustandsu¨bergangstabelle erfolgt pro abgetastetem Test Access Port. Soll-
ten verschiedene Ports oder unterschiedliche Debug-La¨ufe eines Ports verglichen werden, so sind
neuartige Analysemethoden gefragt.
4.2 Open Trace Format (OTF)
Die Analyse zur Laufzeit erhobener Performance-Daten beno¨tigt ein effektives Visualisierungs-
werkzeug, wie zum Beispiel das
”
Vampir Framework“ der Technischen Universita¨t Dresden
(TUD). Urspru¨nglich entwickelt zur Analyse massiv paralleler Daten, bietet dieses Werkzeug das
Potential zur vergleichenden Visualisierung mehrerer Testpatterns u¨ber multiple Zeitla¨ufe.
Die Spezifikation eines ausdrucksstarken Trace-Dateiformats erfordert die Beachtung einer
großen Anzahl von Randbedingungen. Zum einen die effektive Erfassung eventbasierter, paral-
leler Traces (mehrere FPGA parallel), zum anderen die Zuordnung multipler Debug-La¨ufe in-
nerhalb eines Traces (mehrere Zentraleinheiten daisy-chained). Daru¨ber hinaus muss ein schneller
und umfassender Zugriff auf großen Trace-Datenmengen sowie deren Event-Definitionen mo¨glich
sein.
Das Open Trace Format nutzt ein portables ASCII-Format/encoding. Es verteilt einzelne Traces
zu mehreren Stro¨men (sogenannt Streams), welche aus einer oder mehreren Dateien bestehen
ko¨nnen. Das Kombinieren mehrerer Streams erfolgt dabei transparent durch die OTF-Bibliothek,
wobei die Anzahl der mo¨glichen Streams nicht durch die Anzahl der verfu¨gbaren Datei-Handles
beschra¨nkt wird.
Um die Anforderungen des Debug-Vorganges in das bestehende Framework zu integrieren wur-
den Erweiterungen fu¨r das bestehende OTF definiert. Die read/write Bibliothek stellt dafu¨r ein
portables Interface zur Verfu¨gung. Sie ermo¨glicht sehr effizient den parallelen und verteilten Zu-
griff auf die erhobenen Trace-Daten. Dabei ermo¨glichen gerade die Lesezugriffe auf wahlfreie
Zeitintervalle die Visualisierung der relevanten Daten. Noch zu Unterstu¨tzen sind hier die freie
Auswahl der Debug-Prozesse sowie komplexerer Debug-Daten-Records.
Das Open Trace Format wird am Zentrum fu¨r Informationsdienste und Hochleistungsrechnen
(ZIH) der TUD in Kooperationen mit der Universita¨t von Oregon und dem Lawrence Livermore
National Lab als Nachfolgeformat zum Vampir Trace Format (VTF3) entwickelt. Es ist als Open
Source Software unter der BSD-Lizenz verfu¨gbar.
5 Ergebnisse und Ausblick
Die hier vorgestellte Lo¨sung zeigt eine kostengu¨nstige Alternative zur Signalanalyse von Test
Access Port-Kommunikation mit Logikanalysatoren auf [7]. Daru¨ber hinaus erweitert es die
bisher gegebenen Funktionalita¨ten um den Einsatzbereich auf Multi-Core-Systemen. Durch die
Postmortem-Analyse wird der gro¨ßte Schwachpunkt der beschra¨nkten Aufzeichnungsla¨nge bei
Logikanalysatoren aufgehoben. Eine Nachbetrachtung sowie ein Vergleich mit vorhergehenden
Debug-La¨ufen (Test-Mustern) ist dadurch ebenfalls uneingeschra¨nkt mo¨glich. Daru¨ber hinaus ver-
einfacht der integrierte Disassembler die Versta¨ndlichkeit und Navigation im Debug-Daten-Trace.
Das Gera¨t wurde erfolgreich zur Entwicklung des Debugzugangs fu¨r ARM11-MPCore eingesetzt.
In Zukunft sind die Einbindung der Besonderheiten des PowerPC geplant. Insbesondere die
u¨berraschend eigenwillige Interpretation des IEEE 1149.1 Standards no¨tigen zu einem erweiterten
Konzept in der Zustandsu¨bergangsebene. Auch sind hierfu¨r neue Disassemblerquellen notwendig.
Die Anpassung an beliebig lange Daten-Shift-Register in Daisy Chained-Prozessorumgebungen
ist ebenfalls nicht abgeschlossen. Hier ist eine Modifikation des bestehenden FPGA-Designs un-
umga¨nglich.
Ein anderer Schwerpunkt, neben den Erweiterungen zu Vermehrung der analysierbaren Platt-
formen der Wanze, wird die tiefergehende Integration der Analysefa¨higkeiten des Vampirframe-
works sein. Durch die Einbindung von Zeitserienauswertung ero¨ffnen sich andere Blickwinkel
auf die gewonnen Daten. So vermuten wir durch den Einsatz von Transformationsfunktionen auf
Optimierungspotential der untersuchten Kommunikation schließen zu ko¨nnen.
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