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As the size of quantum devices continues to grow, the development of scalable methods to char-
acterise and diagnose noise is becoming an increasingly important problem. Recent methods have
shown how to efficiently estimate Hamiltonians in principle, but they are poorly conditioned and
can only characterize the system up to a scalar factor, making them difficult to use in practice. In
this work we present a Bayesian methodology, called Bayesian Hamiltonian Learning (BHL), that
addresses both of these issues by making use of any or all, of the following: well-characterised ex-
perimental control of Hamiltonian couplings, the preparation of multiple states, and the availability
of any prior information for the Hamiltonian. Importantly, BHL can be used online as an adaptive
measurement protocol, updating estimates and their corresponding uncertainties as experimental
data become available. In addition, we show that multiple input states and control fields enable
BHL to reconstruct Hamiltonians that are neither generic nor spatially local. We demonstrate the
scalability and accuracy of our method with numerical simulations on up to 100 qubits. These
practical results are complemented by several theoretical contributions. We prove that a k-body
Hamiltonian H whose correlation matrix has a spectral gap ∆ can be estimated to precision ε with
only O˜
(
n3k/(ε∆)3/2
)
measurements. We use two subroutines that may be of independent interest:
First, an algorithm to approximate a steady state of H starting from an arbitrary input that con-
verges factorially in the number of samples; and second, an algorithm to estimate the expectation
values of m Pauli operators with weight ≤ k to precision  using only O(−23k logm) measurements,
which quadratically improves a recent result by Cotler and Wilczek.
I. INTRODUCTION
Extracting diagnostic information about noise pro-
cesses is central to the development and improvement
of quantum devices. Already we are witnessing the re-
alisation of quantum devices that are of a size that is
out of reach for standard tools for experimental noise
characterisation [1]. Randomized benchmarking and its
variants [2–6] offer efficient characterisation of quantum
devices through averaging the noise and consequently re-
ducing the number of parameters to be learned. However,
for the most part they offer performance metrics and do
not pinpoint the physical origin of noise sources, giving
limited diagnostic insight.
New approaches have been proposed and experimen-
tally demonstrated that yield more detailed error models
than standard randomized benchmarking, for instance al-
lowing full reconstruction of Pauli error channels and con-
sequently all correlated errors [7–9]. Such methods, how-
ever, remove coherent noise terms in order to maintain
scalability. Other scalable methods have been proposed
to determine all k-qubit reconstructed density matrices of
multi-qubit systems [10, 11], although such methods are
aimed at reconstructing specific states and do not give
insight as to the dynamics of the systems in question.
Hamiltonian learning is a well-studied problem [12–16]
that addresses the need to characterize coherent noise
sources. In general, it requires the estimation of a number
of parameters that scales exponentially in the system size,
but most physically relevant Hamiltonians will have only
few-body interactions and are described by polynomially
many parameters. Reconstructing the Hamiltonian of a
quantum system can provide rich diagnostic information
for an experimentalist seeking to reduce noise-induced
errors in a device. The benefits from learning the Hamil-
tonian extend past diagnosis, opening up a range of en-
gineering tools that can be used to counteract, say, noise
couplings. For instance, pulse shaping techniques such as
GRAPE [17] can be used to design specific pulse shapes,
leading to vastly improved fidelities [18]. The GRAPE
optimization procedure, however, requires a good charac-
terisation of the Hamiltonian affecting the system making
it prohibitive for larger devices.
Recent works [19–23] have shown how one can recon-
struct a generic spatially local Hamiltonian given a sin-
gle state that commutes with the Hamiltonian. These
results can also be generalised to local Lindbladians [24].
Despite being remarkable technical results, there remain
several fundamental barriers to the practical implementa-
tion of these ideas. For example, the unknown Hamilto-
nian is only recovered up to a scalar factor, H ∼ αH, and
the inverse problem is generally ill-conditioned, making
it highly sensitive to noise. Also, there are many phys-
ically interesting Hamiltonians that are neither generic
nor local.
In the next section, we will review the method of
Hamiltonian estimation developed in [19, 20] and de-
scribe in more detail the barriers to making this method
practical. We present our main results for addressing
these difficulties in section II and provide a discussion of
future directions in section III. In the appendices, we pro-
vide a derivation of our Bayesian model, provide proofs
for our claims about the subroutines together with pseu-
docode for them, and prove our upper bound on the sam-
ple complexity for accurate reconstruction.
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2A. Problem statement
Consider a d-dimensional quantum system consisting
of n finite-dimensional spins, and let H be the system
Hamiltonian. We will focus this discussion on qubit
Hamiltonians, so d = 2n. Let us choose as an operator
basis the n-qubit Pauli matrices, {Pj} so that Pj = P †j
and Tr(PjPk) = dδjk. We can then expand
H =
m∑
i=1
ciPi (1)
with a vector of couplings c ∈ Rm and ci = 1d Tr(PiH).
Any Hamiltonian can be written in such a way when
m = d2, but in practice most Hamiltonians have only
few-body couplings and hence are well described by an
expansion in a local basis having m = O
(
poly(n)
)
. The
most physically relevant example is the set of n-qubit
Pauli operators that act non-trivially on only k or fewer
sites (a k-body operator) or, more restrictively, on k spa-
tially contiguous sites (a k-local operator). When k = n
we recover a general operator, but for k = O(1) we can
still accurately and efficiently describe generic few-body
couplings, including nearly all cases of experimental rel-
evance.
We now define a steady state of H to be any state
ρ such that [H, ρ] = 0. In general, a steady state will
depend implicitly on the coupling constants c that define
H, since [H(c1), ρ] = 0 says nothing about the value of
[H(c2), ρ].
When ρ = ρ(c) is a steady state of a k-body Hamil-
tonian H = H(c), it will satisfy a set of (2k − 1)-body
constraints given as follows [20]. Define the m×m matrix
K = K(ρ) given by
Kjk := Tr
(
i[Pj , Pk]ρ
)
. (2)
Then [19, 20] the vector c of couplings in H is in the
kernel of K,
Kc = 0 . (3)
Since the matrix elements of K are all observable (they
are expectations of hermitian operators), they can be es-
timated through a series of experiments. Finding an ap-
proximate null vector from a noisy K˜ ≈ K would be an
estimator cˆ for something proportional to the unknown
vector of couplings c.
There are several challenges in implementing this idea
in practice. First, preparing an appropriate steady state
is challenging, since there seems to be a tradeoff in the
complexity of preparing steady states and their utility
in this estimation scheme: States that contain lots of
information about H (e.g. a ground state of H) seem to
be difficult to prepare in general, and states that are easy
to prepare in general (e.g. the maximally mixed state) are
not useful because they are compatible with more than
one H.
Even assuming that a suitable initial state can be pre-
pared efficiently, it must still be prepared accurately.
More generally, one must worry about state preparation
and measurement errors (SPAM) and how they will affect
the method. Even in the absence of statistical noise from
measurements, preparing a state that is a steady state of
the wrong Hamiltonian will bias the estimate of c. A re-
liable reconstruction method should be robust to small
SPAM errors and should accurately quantify the error
uncertainties due to the SPAM.
Next, given an estimate Kˆ of the matrix K, even in the
absence of state preparation errors the noise will in gen-
eral depend on the signal c. This means that accurately
quantifying the uncertainty of an estimate becomes im-
possible with naive estimators.
Furthermore, the inverse problem of recovering cˆ from
Kˆ is generally ill-posed. A simple estimate of how ill-
posed it is comes from the spectral gap of K, defined as
follows. Introduce a matrix M = KTK, which is equal to
the following m×m matrix that is called the correlation
matrix [19, 20]
Mj,k :=
1
2
Tr
({Pj , Pk}ρ)− Tr(Pjρ)Tr(Pkρ) . (4)
If the eigenvalues of M are λm ≥ . . . ≥ λ2 ≥ λ1, then
we define the spectral gap of K to be the quantity ∆ :=
∆(K) = λ2−λ1. This is of course also the actual spectral
gap of the correlation matrix M , but it will be more
convenient to work with K throughout, so we will abuse
language and call this the spectral gap of K.
Perhaps surprisingly, in the case of a generic k-body
Hamiltonian the spectral gap is nonzero [19], so the ker-
nel of M (and hence K) is unique and exact reconstruc-
tion of c up to a scale factor is possible in the noise-
less case. However, the gap is in many cases so small
as to preclude any realistic implementation once noise
is introduced. For example, in Ref. [20] unique recon-
struction was achieved when the noise standard devia-
tion was 10−12, which corresponds to about ∼ 1024 or
more measurements. While the small gap “only” intro-
duces a constant overhead factor, it is unfortunately too
large to allow practical reconstruction. Moreover, there
is no compelling theoretical reason known for why the
overhead introduced by the gap shouldn’t also depend
on the size n of the Hamiltonian and possibly even expo-
nentially.
Finally, even after finding a good enough estimate Kˆ
such that there is a unique null space spanned by cˆ, any
real number α gives an equally valid estimate αcˆ if eq. (3)
is the only reconstruction requirement. To eliminate this
additional ambiguity, either further constraints beyond
eq. (3) would be required, or a further phase estimation
step would have to be performed.
3II. RESULTS
A. Summary of main results
In this paper, we address many of the above difficulties
to arrive at a protocol for learning Hamiltonians that is
practical for present day experiments in quantum com-
puting and quantum many-body physics.
Our most important contribution is to make the in-
verse problem well-posed. We achieve this by introducing
two new degrees of freedom to the experimental design:
the ability to choose multiple state preparations and/or
multiple control fields. At first glance this might seem
to increase, not decrease, the complexity of the inverse
problem. In fact, the addition of even one additional
state preparation or control field is enough to improve the
spectral gap by many orders of magnitude in relevant sit-
uations. This makes the total number of measurements
required to obtain a useful estimate well within the realm
of feasibility for many current experiments. Moreover,
when adding control fields, the controls themselves are
also estimated by the algorithm. This addresses one of
the central difficulties in using pulse shaping and dynam-
ical decoupling by giving a method to efficiently obtain
a complete description of all dynamical variables for a
universal set of controls.
We next show how the estimation can be cast in a
Bayesian formulation to yield an algorithm we call BHL.
This confers a long list of advantages. First, by utiliz-
ing prior information the Bayesian estimation achieves
a much greater speed of convergence to an improved
estimate, and second it intrinsically comes with rigor-
ously justifiable error bars directly from the data with-
out resorting to numerically expensive and heuristic post-
processing. Remarkably, the Bayesian framework also
lets us return a point estimate of the true couplings,
removing the overall scalar factor ambiguity that has
plagued previous methods [19, 20]. It also allows us to
correctly deal with the fact that the noise on the esti-
mate depends on the unknown Hamiltonian itself. This
in turn helps to avoid over-fitting and problematic bias
in estimates.
We prove that the BHL estimator is robust to a large
class of measurement errors, and we address the issue
of state preparation errors in two ways. First, we in-
corporate them into the Bayesian model to allow for ac-
curate uncertainty quantification, and second, we prove
that approximate state preparations can be used in con-
junction with efficient time averaging [20] to yield im-
proved accuracy in the estimates. We can perform the
relevant data collection in a highly parallel fashion from
single-qubit measurements only, and our algorithm for
low-weight Pauli expectation value estimation improves
quadratically over the recent work [10].
Finally, we discuss how to implement an online version
of BHL. This enables the estimation of Hamiltonians in
real-time whenever the preparation of the input steady
state can be done quickly.
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FIG. 1. This figure shows how the use of multiple eigenstates
can yield unique reconstruction, even of non-generic and non-
local Hamiltonians. In (a) we illustrate the effect of using
multiple eigenstates on a randomly generated disordered and
non-disordered Hamiltonian in the form of eq. (8). Plotted are
the singular value spectra for the operator A as more eigen-
states are added to the estimation process. We see that for
even one additional preparation we remove the degeneracy in
A. In (b) we plot the spectral gap ∆(K) for randomly gener-
ated 10-qubit local Hamiltonians using an increasing number
of N eigenstates, showing the improvement in spectral gap
over a wide variety of Hamiltonians.
B. Using multiple input states
Let us first consider what happens when we prepare
multiple input states, ρ1, . . . , ρN , and construct their cor-
responding matrices Ki := K(ρi). Clearly eq. (3) must
hold for each Ki, and we can stack each of these con-
straints into a single matrix constraint,
A :=
K1...
KN
 and x := c . (5)
We adopt the notation A for a composite object that
incorporates multiple constraints, and we label our un-
known as x in this more general setting. The analog of
eq. (3) now becomes
Ax = 0 . (6)
The spectral gap of A obeys the inequality,
∆(A) ≥ max
j
∆(Kj) , (7)
which follows from Weyl’s inequality [25]. Thus the gap
of A is at least as good as the best constituent constraint
matrix Kj that comprises a block of A.
In practice, the inequality (7) greatly understates the
improvement to the spectral gap in practically relevant
cases. We illustrate this in fig. 1 for two separate cases: a
disordered 2-local spin chain, as was studied in ref. [19],
4and a nonlocal, 2-body Ising-type model. The Hamilto-
nian for the nonlocal model is given by
H =
∑
i 6=j
XiXj +
∑
i 6=j
Ji,jPiPj , (8)
where the couplings Ji,j control the strength of arbitrary
two-qubit Pauli interactions. These couplings can be cho-
sen to be either uniformly 0 (in the case of no disorder)
or sampled as independent Gaussian random variables in
the disordered case, Ji,j ∼ N (0, σ); we choose σ = 10−1
for the simulations in fig. 1. The disorder is intended
to avoid any special structure that might inadvertently
close the spectral gap. The Hamiltonian (8) is physically
relevant because it is the coupling that drives the global
entangling Mølmer-Sørensen gate used in ion-traps [26],
and understanding deviations from the uniform case will
help calibrate these gates.
For our simulations of eq. (8), we prepare multiple
eigenstates |Ei〉 for i = 1, ..., N , and measure each corre-
sponding Ki. Fig. 1 shows the singular spectrum of A for
N = 1, 2, or 4 eigenstate preparations. Firstly, we can
see that for a single eigenstate there is a highly degener-
ate ground space, meaning there are many Hamiltonians
that share this preparation as an eigenstate. Therefore,
the N = 1 estimator will fail in this case of a nonlo-
cal Hamiltonian, even in the presence of disorder. How-
ever, in fig. 1(a) we see that with the addition of a single
eigenstate this degeneracy is lifted and, up to numeri-
cal precision, dim kerA = 1. This means that the re-
construction is now unique: i.e., there exists only one
2-body Hamiltonian that has both of those preparations
as eigenstates. Figure 1(b) shows how this holds, even
for random Hamiltonians; the spectral gap improves even
further with additional eigenstates.
C. Using multiple control fields
Now suppose that we also wish to utilize and charac-
terize several additional control fields. We will expand
these control fields in the same basis {Pj} as before, so
that for the control field Vi we have
Vi =
m∑
j=1
vi,jPj , (9)
where vi is the vector of coupling constants. In the pres-
ence of the control field the total Hamiltonian is given
by
Hi := H0 + Vi =
m∑
j=1
(
cj + vi,j
)
Pj , (10)
where H0 is the bare Hamiltonian in the absence of any
controls.
Preparing a steady state of Hi means that the corre-
lation matrix K has a kernel of c + vi. Since we seek to
estimate the vi as well, we can incorporate these addi-
tional variables and constraints again into a larger ma-
trix (again called A) and a longer list of variables (again
called x), given by
A :=

K0 0 0 . . . 0
K1 K1 0
K2 0 K2
...
. . .
...
KN 0 . . . KN
 , x :=

c
v1
...
vN
 . (11)
Furthermore, it is clear that using multiple control set-
tings and multiple input states are compatible with one
other, as any extra input states for each control field can
again be stacked vertically onto the matrix A.
Unfortunately, even if the matrices Kj have a unique
kernel, it is not true that the kernel of A in eq. (11) is
unique. If we have N ≥ 0 separate control fields, then
by a rank-counting argument there will be at least N + 1
independent consistent solutions. It seems we have made
an already ill-posed problem worse by introducing the
control fields!
One possible solution is to add additional state prepa-
rations. In the generic case, adding ` extra state prepa-
rations will suffice to break the degeneracy, where ` =
dN/(m − 1)e, which again follows from a rank-counting
argument. However, even without these extra state
preparations there is still utility in this strategy.
To avoid the inconvenience of multiple state prepara-
tions, we can instead assume that one has access to con-
trol fields that are already well characterized. This is of-
ten the case in practice, such as when a well-characterized
single-qubit gate is already known, but one wishes to
characterize a two-qubit gate. Then the prior informa-
tion about the well-characterized control fields serves to
pin down a preferred solution within the (N +1)-fold de-
generate space. To see how this works in more detail,
we must first introduce our Bayesian model to properly
account for this prior information.
D. Bayesian model
The models presented in the previous sections all re-
quire the inference of a vector in the kernel of an operator
A. In this section we will construct a Bayesian method
for this task, BHL, giving us the ability to leverage prior
information for greater robustness to noise as well as pro-
viding us with accurate quantification of the uncertainty
in our estimates.
One of the most important features of the Bayesian
method is that it provides a point estimate for system
couplings. This is in contrast to prior works [19, 20,
22–24] that only resolve the system parameters up to a
linear subspace by finding an approximate null vector.
As shown in fig. 1, for physically relevant instances this
subspace can even be larger than one dimensional, but
even in the case of a unique kernel the prior methods
5failed to estimate the overall scale factor, and this had to
be added by hand. BHL eliminates this ambiguity.
As with all prior related works [19, 20, 22–24], our
model will be Ax = 0 where our unknown x will be in
the kernel of an operator A. We will call A the forward
operator.
The entries of A are inherently uncertain because they
can only be estimated by repeated experiments. To
model the noise in the entries of A, we assume that each
entry of the noisy forward operator A˜ is a random vari-
able
A˜i,j = Aij + Eij (12)
where we chose the distribution to be normal with zero
mean, Eij ∼ N (0, σ2Eij ), though we note that a nonzero
mean could be accommodated as well. A more realistic
noise model would be for the Eij to be binomial random
variables, as they are likely to be obtained by averag-
ing experimental two-outcome measurements. However,
the Gaussian approximation will be useful theoretically
for updating our prior information and will be a good
approximation to the binomial case in the regime of in-
terest.
With this noise model in place for A˜, the resulting
model becomes
A˜x+  = 0 , (13)
where we call the additive noise process  := −Ex the
approximation error [27–29]. We call this an approxi-
mation error as it corresponds to an uncertainty in the
operator A. Importantly, the noise on  depends on the
unknown x. Bayesian methods provide a natural frame-
work for handling such errors, and correctly dealing with
this state-dependent noise is a key contribution of our
work.
We will assume that we have a Gaussian prior distri-
bution for our coefficients x ∼ N (x¯,Γx) where x¯ is our
best guess for the unknown coefficients and Γx is the co-
variance reflecting the prior uncertainty. In this case, as
we show in Appendix A, we can model the conditional
distribution |x ∼ N (0,Γ|x), where
Γ|xk,l(x) =
{
σ2E
(
Tr [Γx] + ‖x‖22
)
, k = l
σ2E
(
Γxk,l + xkxl
)
, k 6= l . (14)
This expression for the covariance of the approximation
error forms the basis of our Gaussian likelihood. It is
easy to specialize this result to the cases of multiple in-
put states or multiple control fields, and we do so in Ap-
pendix A. There are two important features of the noise
in eq. (14): it is not independent of our unknown x, as
noted above, and it is also correlated.
Because we have chosen a conjugate prior, we also have
a Gaussian posterior x|A ∼ N (µp,Γp). As shown in Ap-
pendix A, the mean and covariance of the posterior is
given by
µp = argmin
x
‖L|x(x)Ax‖22 + ‖Lx(x− x¯)‖22, (15)
Γp =
(
Γ−1x +A
TΓ−1|xA
)−1
(16)
where L|x, Lx are the Cholesky factors of Γ
−1
|x and Γ
−1
x
respectively, that is, LTL = Γ−1 for each respective pair
L and Γ. The estimate (15) is the maximum a posteriori
(MAP) estimate and can be recognized as a generalized
Tikhonov regularization. The posterior covariance ma-
trix eq. (16) gives a direct quantification of the uncer-
tainty of the point estimate.
We can compare our estimate to the estimate obtained
by taking the null space of the forward operator as in [19,
20]. This estimate can be written explicitly as
cˆ = ± argmin
x
‖Ax‖2 s.t. ‖x‖ = ‖c‖. (17)
As noted above, the normalisation constraint ‖x‖ = ‖c‖
and the sign ambiguity ± both depend on the true state
and will not be known in practice, so this estimate is un-
realistically optimistic. In the absence of the unrealistic
norm constraint in eq. (17), this estimator coincides with
eq. (15) only when we have no prior information and the
approximation error is i.i.d. zero-mean Gaussian noise,
which is never the case in practice. This highlights the
advantage of using the BHL estimator eq. (15): by more
careful computation of the statistics of the approxima-
tion error  and using prior information, the estimator
eq. (15) avoids overfitting to the measurements. In addi-
tion, the error quantification for our estimator is given to
us directly from our posterior distribution in the form of
the covariance in eq. (16), and this depends less heavily
on the spectral gap than eq. (17).
One of the nice aspects of the Bayesian formalism is
the ability to sequentially update the posterior. This is
a concept that has already been explored in the context
of Hamiltonian learning [12] and is likewise a good fit for
BHL. The posterior distribution is updated having only
partial data which will become the prior for the next pos-
terior update when the data set is received. Algorithm 1
details the online procedure for BHL.
Algorithm 1 OBHL(x¯,Γx, A)
Online BHL
Input: x¯,Γx, A
1: # x ∼ N (x¯,Γx) is the initial prior distribution
2: # A = {A1, . . . , AN} a list of N measured submodels
3: for k = 1, . . . , N do
4: x¯← argmin
x
‖L|x(x)Akx‖22 + ‖Lx(x− x¯)‖22
5: Γx ←
(
Γ−1x +A
T
k Γ
−1
|xAk
)−1
6: end for
Output: (x¯,Γx)
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FIG. 2. Here we plot the marginal prior and posterior distributions for the first two parameters, c1, c2, of a random 100 qubit
spin chain Hamiltonian as more control fields are sequentially added (N = 0, 2, 4). The shaded areas represent the 2σ covariance
ellipses. It is clear that as more control fields are added the estimator rapidly converges towards the true values of the plotted
parameters. Just as importantly, the 2σ ellipse consistently contains the true values.
At each iteration the models Ak could be the relevant
Ki for different input states or an additional control set-
ting. Moreover, as shown in [20, 24], the system couplings
defined on a subregion of the full system depend only on
the measurements of that subregion alone. This suggests
an adaptive measurement scheme where the subsequent
measurement of Ak are measurements of subregions of
the full system, updating the posterior for those cou-
plings only.
Figure 2 shows the reconstruction from the MAP es-
timate for a 100-qubit random spin chain Hamiltonian.
The full posterior is marginalised down to two parame-
ters of the 1191-dimensional full parameter space. The
couplings are known up to a prior accuracy of σc = 10
−1
and N = 4 extra random control fields vi are sequen-
tially added. These control fields are well characterised,
with prior σvi = 10
−3. The Hamiltonians are rep-
resented using Matrix Product Operators (MPOs) and
the corresponding reconstructions are computed using
an implementation of the density matrix renormalization
group (DMRG). (For a review of MPOs and DMRG, see
Ref. [30].) We can see that as the control fields are added,
the posterior sequentially contracts around the true pa-
rameters. Moreover, the 2 standard deviation posterior
ellipse shown consistently contains the true parameter at
each iteration which is one of most appealing attributes
of the Bayesian formalism.
In fig. 3 we show the reconstruction error for the case
where we have multiple control fields. Shown are the ex-
pected reconstruction errors for an ensemble of random
10-qubit spin chain Hamiltonians. The expectation value
for the reconstruction error E [‖cˆ− c‖2] for the posterior
is given by
√
Tr [Γp]. This reconstruction error is shown
for an increasing number of N control fields, with con-
stant experimental complexity; the settings are sampled
s/N times so that statistical power is held fixed. If our
control fields Vi are better characterised than the system
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FIG. 3. Reconstruction error for different schemes as a func-
tion of measurement noise for a simulated ensemble of ran-
dom 2-local Hamiltonians of 10-qubit spin chains. The red
line corresponds to the estimator cˆ given by eq. (17). With
the BHL plots, the Bayesian reconstruction uses a conserva-
tive prior standard deviation of σc = 0.5 and well calibrated
control fields with σvi = 10
−3. The different error curves for
additional control settings (N = 1, 2, 4, 8) all have constant
experimental cost; the experimental settings are sampled s/N
times. The Bayesian reconstruction error is always bounded
above by the prior uncertainty. The decay in performance
of BHL for very small noise is due to an inaccuracy in the
solver; theoretically the reconstruction error should saturate
a
√
s/N scaling according to central limit theorem rates.
we see that we get better reconstruction when our exper-
imental resources are spread over a larger set of config-
urations (i.e. larger N). However, there are diminishing
returns for this procedure for large N and the N = 8
performs only slightly better than N = 4. Also shown is
the expected error of the prior distribution which always
gives an upper bound on the posterior accuracy. For
comparison, the estimator given by eq. (17) is given to
7show how BHL adds robustness to noise. Furthermore,
unlike BHL, any reconstruction using eq. (17) needs to
be normalised to match the exact 2-norm of the unknown
which is not be possible in practice, hence the reconstruc-
tion error for eq. (17) should be read as best-case. These
results are for an additive error corresponding only to
sampling statistics, however for BHL to be of practical
use we must consider additional relevant noise such as
state preparation and measurement (SPAM) errors.
E. Dealing with errors
In this section we will consider the three types of errors
that plague any estimation scheme, describe our strate-
gies for overcoming them, and quantify an upper bound
on the experimental effort required to suppress them.
The errors we consider are state-preparation errors, mea-
surements errors, and statistical errors from finite sam-
pling.
The strategy for dealing with measurement and sta-
tistical errors is simple: take more samples. However,
our method will measure multiple weight-k Pauli expec-
tation values in parallel and takes time Ok(logm) to
measure m Paulis to fixed precision, beating the naive
scaling of O(m) and improving on recent work achieving
Ok
[
(logm)2
]
[10], where Ok means the constant implied
by the big-O notation depends on k.
We deal with state preparation errors in two steps.
Following Ref. [20], we first use a time-averaged state to
get our initial state closer to a steady state, and then we
use quadrature rules to approximate this time average.
1. Measurement errors
Let us first consider measurement errors since these are
the easiest to address. For a given measurement setting
Cjk := i [Pj , Pk] we take s repeated measurements to es-
timate Kjk = Tr (Cijρ). However, these estimates will
contain errors beyond those we obtain from finite aver-
aging of measurement outcomes. Let us consider the case
that the Cjk are qubit Pauli operators, and we assume
that these are measured via two-outcome measurements.
Suppose that with some probability ejk we have a mea-
surement error, meaning that we should have observed
outcome +1 but instead we observe outcome −1 (or vice
versa, symmetrically). Subjected to this binary symmet-
ric noise channel, the expectation value of repeated mea-
surements becomes
Kij = (1− 2eij) Tr (Cijρ) .
In the case where we have a uniform error rate eij = e
for all i, j we obtain measurements Kmeas = (1 − 2e)K.
Therefore, since the kernel is invariant under scalar mul-
tiplication, our model is in fact inherently robust to such
measurement errors, and only fluctuations between the
eij will contribute bias to the estimate.
That is not to say however that the estimator is in-
variant under measurement errors. Measurement errors
will cause the MAP estimate (15) and posterior covari-
ance (16) to shift toward the prior as expected. Although
there is no bias, more samples will be needed to achieve
the same statistical resolution.
The Bayesian methodology also allows us to incorpo-
rate a model of these measurement errors and account
for them. Suppose that we have a statistical description
of our measurement error rates eij . Then these mea-
surement errors can also be corrected for by using the
methods of Ref. [31]. The corresponding uncertainty in
this correction step can then replace the additive noise
process  (via eq. (13)), supplying the relevant error E
for the approximation error.
2. State preparation errors
Preparation errors usually pertain to our inability to
exactly prepare some target state. In our case we won’t
know a priori the state we want to prepare (that would
require knowing the Hamiltonian) so preparation errors
will actually correspond to the use of an approximate
input state. This means that it is imperative to model
and include preparation errors into the noise model as
these are likely to be a dominant noise source in practice.
It also means that we should appeal to the system for an
appropriate preparation, rather than predefine it based
on prior information.
An example of a system-defined preparation is the
time-averaged state ρ¯(t), introduced in [20], which will
approximately commute with the Hamiltonian. It is de-
fined by
ρ¯(t) :=
1
t
∫ t
0
duρ(u). (18)
The appeal of this state is that the dynamics of the sys-
tem provides us with the state.
Following [20], we show in appendix B that a “warm
start” initial state that is -close in 1-norm to a steady
state converges like O(/t) to a true steady state. There-
fore we can use approximate steady state preparations
and time averaging to systematically reduce our state
preparation errors.
A further difficulty, is that eq. (18) cannot be physi-
cally realized exactly. We must sample from times in the
interval [0, t] and average an ensemble of measurements
over those times to approximate the statistics from ρ¯(t).
To deal with this additional source of error, which we call
quadrature error, we sample from specific times ti ∈ (0, t)
and produce a weighted average ρ¯s(t) =
∑s
i=1 wiρ(ti).
In appendix B we show that our state ρ¯s(t) rapidly con-
verges to the desired state ρ¯(t) after s samples, and sat-
isfies the bound∥∥ρ¯(t)− ρ¯s(t)∥∥1 ≤ √pi4√s
(
e‖H‖t
4s
)2s
. (19)
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FIG. 4. a) The spectra for the prior mean which is centered at the Ising model in eq. (8) compared to the ‘true’ Hamiltonian.
The energy levels for the prior are all degenerate, and the small deviation from the ideal shows a lifting of these degeneracies.
The violin plots show the distribution of eigenvalues for Hamiltonians sampled from the prior. b) Time-averaged input states
approximately commute with the Hamiltonian. By increasing the length of time we can improve the quality of the input
state to the reconstruction algorithm. Moreover, if we start with an initial state that is already close to commuting, such that∥∥ρ(0)− ρ¯(∞)∥∥
1
≤ , then convergence is accelerated by a factor of . c) The true c, prior c¯ and posterior µp coupling coefficients
are shown and the shaded regions are the 2σ error bars. These results make use of 16 approximate time-averaged states as
inputs.
3. Sample complexity upper bound
We can estimate the experimental cost of Hamiltonian
learning using our scheme for state preparation via time
averaging and quadrature together with our method for
efficient estimation of Pauli expectation values which are
both detailed in pseudocode in table I in appendix C.
We have seen numerically that the Bayesian ap-
proach outperforms the naive approximate kernel esti-
mate eq. (17). We would like to be able to properly
bound the sample complexity of this estimator. How-
ever, the Bayesian model is difficult to analyze because
of the role played by the prior information. We therefore
give an analysis in appendix D of the sample complexity
for the naive kernel estimator (eq. (17)) to obtain an in-
fidelity of at most . Here the infidelity (one minus the
fidelity, F ) between two vectors a and b is defined as
1− F (a, b) = 1− |a
Tb|2
‖a‖22‖b‖22
, (20)
and is a measure that is insensitive to an overall rescaling
of a or b by nonzero real numbers.
In appendix D, we show that starting with any a priori
bound maxi |ci| ≤ O(1), we can (with high probability)
learn an estimate cˆ such that 1 − F (c, cˆ) ≤ ε using at
most
N = O˜
(
m3
ε3/2∆3/2
32k
)
(21)
measurements, where ∆ is the spectral gap of the (noisy)
forward operator, m is the length of c(H), and O˜ means
we are ignoring logarithmic terms. A more precise ver-
sion of this claim is given in theorem 2 and corollary 1.
The main take away from this bound is that Hamilto-
nian estimation of k-body Hamiltonians can be done in
polynomial time in the number of qubits, so long as the
gap ∆ is not too small. We also stress these are recov-
ery guarantees and provide only sufficient conditions for
convergence. Using the Bayesian methodology of BHL
allows us to leverage the use of prior information and
multiple state estimates to improve the estimation dra-
matically beyond what can be rigorously proven.
F. Example: Long-range Ising Hamiltonian
Consider again the long-range Ising model in eq. (8)
and suppose we are trying to reconstruct this from mul-
tiple time-averaged states. We fix the spin-chain length
to be n = 4 and the basis {Pi} to be all 2−body Pauli
operators. (The small value of n is chosen for visual clar-
ity in fig. 4.) We set our prior mean to be centred at the
Ising model with
c¯i =
{
1, Pi = XjXk
0, otherwise
and we choose an i.i.d. prior with σc = 10
−1. The true
Hamiltonian H is then taken to be sampled from the
prior distribution.
Figure 4 a) shows the distribution of the spectra for
Hamiltonians drawn from the prior, centred around the
degenerate mean. Eigenstates of our prior are natural
choices for initial states as they are potentially close to
steady states, especially in the presence of more prior in-
formation. Figure 4 b) shows the decay of ‖H, ρ¯(t)‖1 over
9time for different initial states including two eigenstates
of the prior ρgs and ρes defined by
ρgs = |0001〉+ |0100〉+ |1011〉+ |1110〉 ,
ρes = |0000〉+ |0011〉+ |0101〉+ |0110〉+
|1001〉+ |1010〉+ |1100〉+ |1111〉 ,
which are shown in yellow and green, respectively.
The time-average of both these states approaches a
commuting state according to a 1/t scaling, however the
time-averaged state corresponding to the initial state
ρes, which we will denote ρ¯es(t), vanishes periodically.
If we look at the spectrum in fig. 4 a), we can see
that ρes has large overlap with the two most excited
states. The frequency components fij of the time evo-
lution correspond to the energy spacings of the Hamil-
tonian, |Ei − Ej | = fij~ and high frequency compo-
nents decay under averaging fastest, ∼ 1/(fijt). Hence,
the major frequency component that persists in ρ¯es(t) is
due to the difference between the two largest eigenvalues
|Ei − Ej | ≈ 0.5 which gives a period of T/pi ≈ 2. There-
fore, certain initial states will yield time averaged states
that approximately commute at specific times according
to ρ(0) ≈ ρ(t).
In this example we prepare the 16 eigenstates of the
prior distribution, and time-average them for t = 3pi.
In between each state, we update the posterior online
according to algorithm 1. Most importantly, the approx-
imation error for the use of time-averaged states is ac-
counted for as detailed further in appendix B. Figure 4
c) shows the true, prior and posterior couplings for the
Hamiltonian. We see that correctly handling the approx-
imation error allows for the use of non-commuting states
and BHL will still yield robust error quantification. The
shaded areas show the marginal variances which corre-
spond to the diagonal of the covariance Γp. However,
it should be noted that BHL provides access to the full
covariance matrix, including off-diagonal correlations in
the unknowns. There are 3 couplings, the X0, X3, and
X0X2 terms, out of the full 66 that lie outside the pos-
terior 2σ error bars. These errors, however, are within
what we expect from a 95% credible region.
III. DISCUSSION
We have introduced a new framework which allows for
the efficient reconstruction of k-body Hamiltonians called
BHL. Our method uses prior information of the type that
is likely to be available to most experimentalists. This
prior information allows us to lift the estimator from
a subspace containing the system coefficients to a bare
point estimate, and includes a natural quantification of
the uncertainty in the form of a posterior covariance ma-
trix. We propose two new extended models that can be
used singly or together to improve the stability and ac-
curacy of the model, one using multiple input states and
the other making use of well calibrated control fields. We
also present an algorithm (algorithm 1) for performing
BHL online and suggest one way in which measurements
could be performed adaptively to maximise estimation
accuracy.
The major contribution that BHL brings to Hamil-
tonian learning is a rigorous Bayesian framework for
handling the numerous approximation errors inherent in
these correlation matrix models. We show how these er-
rors can be systematically added to the likelihood of our
model in order to prevent overfitting and give concrete
examples. Most importantly BHL provides robust un-
certainty quantification in the inference of the system
parameters.
We have furthermore introduced an efficient method
for approximate preparation of time-averaged steady
states and an efficient method for estimating the expecta-
tion values of m low-weight Pauli operators in O(logm)
time. These two subroutines have enabled us to give a
rigorous upper bound on the required sample complex-
ity for Hamiltonian estimation, and this complexity is
polynomial in n for k-body Hamiltonians whenever the
spectral gap of K is at least 1/poly(n).
There are many avenues for future work. One obvi-
ous step is to generalize BHL to handle Lindbladian es-
timation [24]. Another is to consider Hamiltonians for
systems other than qubits. In particular, it would be
interesting to generalize these methods to Hamiltonians
and Lindbladians that are unbounded operators such as
systems comprised of coupled oscillators.
It is unclear how tight the sample complexity bounds
derived here are, or if they can be significantly improved
by either a better analysis of the existing algorithms or
by better estimations schemes. In particular, it would
be interesting to directly analyze BHL. It would also be
interesting to find lower bounds on the sample complexity
of Hamiltonian estimation.
Finally, perhaps the most interesting direction for fu-
ture work is to demonstrate the usefulness of BHL in a
real experiment.
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Appendix A: Bayesian Preliminaries
1. Construction of the likelihood
We will begin by constructing the likelihood for our
problem. Recall that in the ideal noiseless case we have
a true operator A such that Ax = 0. However, we only
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have access to the measured approximation A˜ where they
differ by some additive noise matrix E = A − A˜. This
means that the error we incur in our true model is given
by
A˜x = Ax+ Ex (A1)
leaving us with an additive noise process  := −Ex in
our model
A˜x+  = 0 (A2)
which we call the approximation error [27].
We begin with the assumption that the distribution
pi (A, x, ) is jointly normal. Then through repeated use
of Bayes’ theorem,
pi (A, x, ) = pi (A|x, )pi (|x)pi (x)
= pi (A, |x)pi (x) (A3)
and also using the fact that
pi (A|x, ) = δ (−Ax− ) (A4)
we can marginalise over our approximation error  to
yield our likelihood
pi (A|x) =
∫
pi (A, |x) d
=
∫
pi (A|x, )pi (|x) d, [by (A3)]
=
∫
δ (−Ax− )pi (|x) d, [by (A4)]
= pi|x (−Ax|x) . (A5)
Here pi|x (−Ax|x) is the distribution of |x evaluated at
the point  = −Ax. In the usual construction of the
likelihood for such a linear model, we assume that our
additive noise process and the unknown are mutually in-
dependent, in which case conditioning on x makes no
difference and we are simply left with the likelihood de-
pending on the distribution of . However, our approx-
imation error is  = Ex, therefore we cannot make this
assumption and have to carry the extra baggage of the
conditional distribution in our computations.
2. Gaussian Posterior
In this section we will derive our MAP estimator from
a conjugate Gaussian prior. In general, the computa-
tion of a posterior cannot be tractably computed, and
for small parameter spaces one must often resort to
sampling methods such as Markov chain Monte Carlo
(MCMC) [28]. However, for certain combinations of like-
lihoods and prior distributions the posterior will be ex-
actly computable, a situation known as a conjugate prior.
The conjugate prior for a Gaussian likelihood is a Gaus-
sian, and we have shown in the preceding section that our
likelihood is Gaussian. Now we will compute the poste-
rior distribution under a Gaussian prior, x ∼ N (x¯,Γx),
where
pi(x|A) ∝pi(A|x)pi(x)
∝ exp
(
−1
2
(−Ax)TΓ−1|x(−Ax)
)
× exp
(
−1
2
(x− x¯)TΓ−1x (x− x¯)
)
= exp
(
−1
2
(
(−Ax)TΓ−1|x(−Ax) + . . .
(x− x¯)TΓ−1x (x− x¯)
))
.
(A6)
Now if we take a Cholesky decomposition of the positive
definite covariance matrices LT|xL|x = Γ
−1
|x and L
T
xLx =
Γ−1x we find
pi(x|A) ∝ exp
(
−1
2
‖L|x(x)Ax‖22 −
1
2
‖Lx(x− x¯)‖22
)
.
(A7)
The posterior mean is then given by
µp = argmin
x
‖L|x(x)Ax‖22 + ‖Lx(x− x¯)‖22. (A8)
Because the posterior is Gaussian we can compare
eq. (A7) with a standard multivariate distribution to
solve for the covariance,
Γp =
(
Γ−1x +A
TΓ−1|xA
)−1
. (A9)
3. Distribution of approximation error
We need to determine the statistics of the conditional
distribution |x in order to be able to evaluate our likeli-
hood in (A5). First we will need to compute the statistics
of . Given a simple noise model corresponding to the av-
eraging of measurement outcomes from s samples, we can
assume we have zero-mean Gaussian noise in the entries
of A given by Ei,j = Ej,i ∼ N
(
0, σ2E
)
where σ2E ≈ s−1
due to the central limit theorem.
The mean of the approximation error, using the inde-
pendence of x and E, is
¯ = E [Ex] = E [E]E [x] = 0. (A10)
Now consider
Γ = E
[
(− ¯)(− ¯)T]
= E
[
T
]
= E
[
ExxTET
]
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Let ek, el be rows of E. Then the entries of Γ are
Γk,l = E
[
ekxx
TeTl
]
=
∑
i,j
E [ek,iel,jxixj ]
and given
E [ek,iel,j ] =

σ2E k = l, i = j
σ2E k 6= l, i = l, j = k
0 otherwise ,
hence we have
Γk,l(x) =
{
σ2EE
[
xTx
]
k = l
σ2EE [xkxl] k 6= l
(A11)
=
{
σ2E
(
Tr [Γx] + ‖x¯‖22
)
k = l
σ2E
(
Γxk,l + x¯kx¯k
)
k 6= l . (A12)
Now we can use the standard Schur complement com-
putation of the conditional Gaussian distribution [28] to
determine our likelihood. Let |x ∼ N (µ|x,Γ|x) then
µ|x = ¯+ ΓxΓ−1x (x− x¯) (A13)
Γ|x = Γ + ΓxΓ−1x Γx . (A14)
However, we have
Γx = E
[
(− ¯) (x− x¯)T
]
= E
[
E (x− x¯) (x− x¯)T
]
= E [E] Γx
= 0.
(A15)
This means that we obtain the conditional distribution
|x ∼ N (0,Γ|x) where
Γ|x = Γ (A16)
as defined in eq. (A12).
We can now provide specific Bayesian formulations for
the two models eqs. (5) and (11). First let us consider
the model (5) for the case of multiple input states. Our
prior statistics are simply x¯ = c¯, Γx = Γc and our noise
covariance is given by
Γ|x :=

Γ1|c . . . 0
Γ2|c
...
. . .
...
0 . . . ΓN |c
 . (A17)
Next, the model for multiple control fields will have a
joint prior distribution given by
x¯ :=

c¯
v¯1
...
v¯N
 and Γx :=

Γc . . . 0
Γv1
...
. . .
...
0 . . . ΓvN
 . (A18)
The noise  will be distributed as  ∼ N (0,Γ) where,
similar to above, the covariance Γ is the block diagonal
matrix
Γ|x :=

Γ0|c . . . 0
Γ1|c,v1
...
. . .
...
0 . . . ΓN |c,vN
 .
The conditional covariance is given by
Γi|c,vik,l =

σ2E
(
Tr [Γc] + ‖c‖22+
. . .Tr [Γv] + ‖vi‖22
)
, k = l
σ2E
(
Γck,l + ckcl
. . .Γvik,l + vikvil
)
, k 6= l.
(A19)
Appendix B: Approximate state preparations
Here we show that the vector c(H) of the couplings
of the unknown Hamiltonian H is still approximately in
the kernel of a matrix K when K = K(ρ) is assumed
only to come from a δ-approximate steady state. By this
we mean a state having a small commutator with H,
‖[ρ,H]‖1 ≤ δ. Such states can be prepared using the time
averaging argument first described in Ref. [20]. Our first
result is a slight refinement of a similar result in [20], and
is stated precisely in lemma 1. In theorem 2 below, we
will derive a bound on the error for the kernel estimator
due to these approximate state preparations.
Lemma 1. Let ρ be a steady state of H and suppose
‖ρ(0) − ρ‖1 ≤  for some ρ(0). Then the time-averaged
state ρ¯(t) satisfies the inequality∥∥[H, ρ¯(t)]∥∥
1
≤ 2
t
. (B1)
Proof. We define the time-averaged state under the evo-
lution of H,
ρ¯(t) :=
1
t
∫ t
0
du ρ(t) =
1
t
∫ t
0
du e−iHuρ(0)eiHu . (B2)
This time-averaged state is also always close to a steady
state, as follows. Using the triangle inequality and the
unitary invariance of the norm, we have
‖ρ¯(t)− ρ‖1 =
∥∥∥∥1t
∫ t
0
du e−iHu
(
ρ(0)− ρ)eiHu∥∥∥∥
1
≤ 1
t
∫ t
0
du
∥∥e−iHu(ρ(0)− ρ)eiHu∥∥
1
=
1
t
∫ t
0
du‖ρ(0)− ρ‖1
≤  .
(B3)
Next we show that the commutator of the time-
averaged state with the Hamiltonian is decreasing with
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time. Using the equations of motion and the fundamental
theorem of calculus, we have
‖[H, ρ¯(t)]‖1 = 1
t
‖ρ(0)− ρ(t)‖1
=
1
t
‖ (ρ(0)− ρ) + (ρ− ρ(t)) ‖1 .
(B4)
Then again using the triangle inequality and the unitary
invariance of the norm we have
‖[H, ρ¯(t)]‖1 ≤ 
t
+
1
t
‖ρ− ρ(t)‖1
≤ 
t
+
1
t
‖ρ− ρ(0)‖1
≤ 2
t
(B5)
and the result is immediate.
Although the time-averaged state becomes a better
and better approximate state preparation, there is no
physical way to prepare the exact state ρ¯(t) for t > 0.
An obvious approach to deal with this is to sample from
a discrete set of intermediate times and average the val-
ues of the experiments at these sampled times. Let us
denote by ρ¯s(t) a discretely averaged density operator
over a set of s points {t1 . . . , ts} in the interval [0, t]. We
will allow positive weights wi so that our approximate
time-averaged state is given by
ρ¯(t) ≈ ρ¯s(t) :=
s∑
i=1
wiρ(ti) , (B6)
where ti = uit for some wi > 0 and ui ∈ (0, 1) to be cho-
sen later by eqs. (B12) and (B13). The matrix elements
of K
(
ρ¯(t)
)
are given by
K
(
ρ¯(t)
)
jk
= Tr
(
i[Pj , Pk]ρ¯(t)
)
, (B7)
which is linear in ρ¯(t). This linearity is important be-
cause it means that a weighted average the results of
experiments with the states ρ(ti) will have the same ex-
pected value as an experiment with the unphysical state
ρ¯(t).
Our next result bounds the error in the 1-norm asso-
ciated to approximating ρ¯(t) from eq. (B2) by ρ¯s(t) from
eq. (B6).
Theorem 1. There exist sets of weights wi > 0 and
times ti ∈ [0, t],
{
(wi, ti)
}s
i=1
, such that
∥∥ρ¯(t)− ρ¯s(t)∥∥1 ≤ √pi4√s
(
e‖H‖t
4s
)2s
. (B8)
Proof. We first change variables so that
ρ¯(t) =
1
t
∫ t
0
ρ(u)du =
∫ 1
0
ρ
(
ut
)
du . (B9)
Now trace both sides against any operator Π satisfying
‖Π‖ ≤ 1, and we can introduce a function
f(u) = Tr
(
Π ρ(ut)
)
. (B10)
The function f is very well behaved, and is an entire func-
tion in the complex plane since is obtained from compo-
sitions, sums and products of entire functions. In partic-
ular, it has well-defined derivatives at all orders.
We will use Gauss-Legendre quadrature to construct
positive weights wi and points ui so that
I :=
∫ 1
0
f(u)du ≈ Is :=
s∑
i=1
wif(ui) . (B11)
We will choose the evaluation points ui from the distinct
roots of the sth order Legendre polynomial Ps(x), so that
for i = 1, . . . , s we have
Ps(2ui − 1) = 0 . (B12)
The choice of weight for point i is given by
wi =
4ui(1− ui)
(s+ 1)2Ps+1(2ui − 1)2 . (B13)
With these choices, an upper bound for the error of the
quadrature rule Is is given by [32, §5.2]∣∣I − Is∣∣ ≤ (s!)4
(2s+ 1)((2s)!)3
|f (2s)(ξ)| , (B14)
for some ξ ∈ [0, 1]. By lemma 2 below and ‖Π‖ ≤ 1, the
term |f (2s)(ξ)| is bounded by
|f (2s)(ξ)| ≤ (2‖H‖t)2s (B15)
and we find the following inequality,
|I − Is| ≤
(
2‖H‖t)2s(s!)4
(2s+ 1)((2s)!)3
. (B16)
The right hand side of eq. (B8) is an upper bound on this
after an elementary application of Stirling’s formula.
This bound holds for any choice of Π, so in particular
|I − Is| ≤ max‖Π‖≤1 |I − Is| =
∥∥ρ¯(t)− ρ¯s(t)∥∥1 (B17)
and the result follows.
We remark that, while we have used Gauss-Legendre
quadrature to get a provable guarantee on the approx-
imation error for the time-averaged matrix elements,
it would be more suitable in practice to use a Gauss-
Kronrod quadrature formula or other nested quadrature
rule so that convergence can be checked online while
reusing preexisting data points.
We now prove the lemma used in the proof of theo-
rem 1.
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Lemma 2. For any operator Π, we have the bound
sup
u∈[0,1]
∣∣∣∣ ∂k∂uk Tr(Pρ(ut))
∣∣∣∣ ≤ ‖Π‖(2‖H‖t)k . (B18)
Proof. From the equation of motion and the chain rule,
we have
∂uρ
(
ut
)
= −i[H, ρ(ut)]t . (B19)
Therefore the kth derivative involves a k-nested commu-
tator which will have 2k terms, and there will be an over-
all factor of tk. Expanding the nested commutators and
using the triangle inequality, each term has k factors of
H in it, and is of the form |Tr(PHk−`ρH`)|. By using
the matrix Ho¨lder inequality and the submultiplicativ-
ity of the norm, each term is less than ‖Π‖‖H‖k‖ρ‖1 ≤
‖Π‖‖H‖k. Summing all of these terms and accounting for
the overall factor from the chain rule gives the result.
This additive error on the estimates to the matrix ele-
ments of K can be incorporated into the bounds derived
in appendix D for finite sampling.
To see how approximate state preparations will affect
our estimate, we define a measure of overlap between
two subspaces spanned by vectors a and b given by the
fidelity,
F (a, b) =
|aTb|2
‖a‖22‖b‖22
. (B20)
Note that this measure is canonical in the sense that
it only depends on the subspace projectors and not on
the specific choice of spanning vector within each sub-
space. That is, it is invariant under the rescalings a→ αa
and b → βb for any nonzero α, β. The fidelity is always
bounded by F ∈ [0, 1], with F = 1 if and only if a = b.
Therefore 1−F , called the infidelity, is a sensible measure
of error.
Theorem 2. Let ρ be a δ-approximate steady state for
H, satisfying
∥∥[H, ρ]∥∥
1
≤ δ. Then the estimate cˆ obtained
from the least right singular vector of K(ρ) obeys an error
bound with c = c(H) given by
1− F (c, cˆ) ≤ mδ
2
∆‖c‖22
, (B21)
where m = dim(c) and ∆ > 0 is the spectral gap of K(ρ).
Proof. Since ρ is a δ-approximate steady state with H,
we have ∥∥[H, ρ]∥∥
1
≤ δ . (B22)
The matrix elements of K = K(ρ) are given by
Kjk = iTr
(
[Pj , Pk]ρ
)
, (B23)
where the Pj are the Pauli matrices and the indices run
over the supported elements in the span that we are con-
sidering. The unknown H is described by c(H), the vec-
tor of couplings of H with elements
c(H)j =
1
d
Tr(PjH) . (B24)
so that
H =
∑
j
c(H)jPj . (B25)
We first show that c = c(H) is an approximate null
vector of K. Looking at the jth element of Kc, we find
from the cyclic property of the trace that[
Kc
]
j
=
∑
k
iTr
(
[Pj , Pk]ρ
)
ck
= iTr
(
[Pj , H]ρ
)
= iTr
(
PjHρ−HPjρ
)
= iTr
(
Pj [H, ρ]
)
.
(B26)
Now using the matrix Ho¨lder inequality, we have∣∣[Kc]
j
∣∣ ≤ ‖Pj‖∞ ∥∥[H, ρ]∥∥1
≤ δ .
(B27)
Now consider the estimate cˆ that would be returned
by finding the least right singular vector of K. We let
M = KTK and then cˆ is equivalently the eigenvector of
M with the least eigenvalue. We have assumed that the
gap of K is ∆ > 0, so the “ground state” of M is unique
and spanned by cˆ.
Now from eq. (B27) we have that the correct unknown
vector c has small overlap with M ,
cTMc ≤ mδ2 . (B28)
Next, we note that as M is a positive semidefinite matrix,
we have the matrix inequality
M  ∆
(
1− cˆ cˆ
T
‖cˆ‖22
)
. (B29)
Now multiplying eq. (B29) by c cT and taking the trace
and then using eq. (B28), we find a bound on the infi-
delity of
1− F (c, cˆ) ≤ mδ
2
∆‖c‖22
, (B30)
as claimed.
This error bound agrees with the scaling estimate de-
rived in Ref. [19] using a matrix perturbation theory ar-
gument. Our derivation has the advantage that it makes
clear the scaling with respect to the length of the true
Hamiltonian vector c(H), and our bound is an effective
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bound that contains no uncontrolled sub-leading error
terms.
As a corollary of this result, suppose we have estimates
of K(ρ) that additionally have some additive error, K →
K + E , where |Ejk| ≤ . Then the same argument as
before shows that the true Hamiltonian c(H) is close to
the approximate kernel estimate cˆ.
Corollary 1. Under the same conditions as theorem 2,
if K → K + E and |Ejk| ≤  then
1− F (c, cˆ) ≤ m(δ + ‖c‖1)
2
∆‖c‖22
. (B31)
where ∆ is the gap of K + E.
Proof. The idea is the same as the proof of theorem 2,
except we transform M → M + ETK + KTE + ETE on
the left hand side of eq. (B28). Then using the triangle
inequality and the elementary estimates
|cTETKc| ≤ mδ‖c‖1 and |cTETEc| ≤ m2‖c‖21 , (B32)
the result follows.
Appendix C: Pseudocode for the main algorithms
The first algorithm (algorithm 2) presented in this ap-
pendix allows for the fast estimation of k−body Pauli
expectation values. Given a list of expectation values re-
quired C1,...,m and an input state ρ, it will return and
estimate of Tr
(
Ciρ
)
for each of these values.
The second algorithm (algorithm 3) leverages the first
to show how to measure the relevant expectation values
for a time-averaged state.
Both of these algorithms deliver the performance guar-
antees set out in appendix B and appendix D. The pseu-
docode is shown in table I.
Appendix D: Sample complexity
If the Hamiltonian H is supported on a basis of
Pauli operators {Pj}mj=1 where each of the m opera-
tors has weight at most k, then with probability at
least 1 − δ we can measure all of the relevant elements
of the matrix K to precision  using a small number
of state preparations. Using theorem 3 below, we re-
quire at most 22(1−)3
2k−1 log
(
3m′
δ
)
state preparations.
Here m′ ≤ m(m − 1)/2 is the number of nonvanishing
commutators in the set
{
[Pj , Pk]
}m
j,k=1
, and the weight
wt
(
[Pj , Pk]
) ≤ 2k−1 for k-body Hamiltonians. A slightly
weaker result using −2eO(k) log2m total measurements
can be obtained by using the recent work Ref. [10]. Here
we give a simple randomized algorithm that avoids using
perfect hash families and has an improved scaling with
m.
Theorem 3. Consider a set of m Pauli operators on n
qubits {Pi}mi=1, each with weight ≤ k and let  ∈ (0, 1).
Then with probability at least 1− δ, using
N =
2
2(1− )3
k log(3m/δ) (D1)
copies of ρ suffices to estimate Tr(Piρ) to within ± for
all i.
Proof. For each of N state preparations we measure an
independent, random, full-weight string of Pauli opera-
tors. For example, for three qubits, we might measure
XY Z, then Y ZY , etc, with an independent choice of
Pauli on each qubit for each copy. A measurement of any
given weight-k Pauli operator will occur as a marginal
measurement in a p = 1
3k
fraction of strings, at least in
expectation. Let S be the number of times that a given
correlator appears in the list of N strings. Then by the
Chernoff bound, the probability of S < T = (1 − )Np
for some  > 0 is bounded from above by
Pr
(
S < T
) ≤ exp[−2Np/2] < exp[−2T/2] . (D2)
Assuming that each of the m correlators of interest
appears in at least T strings, we can average the results
of those T (or more) measurements to get estimates of
the expectation values. Again by the Chernoff bound,
the probability that the sample mean Pˆ averaged over T
independent trials is within  of the true expected value
〈P 〉 is bounded by
Pr
(|Pˆ − 〈P 〉| ≥ ) ≤ 2 exp[−2T/2] . (D3)
Then by the union bound, the probability that any of the
estimates Pˆi is further than  from its mean is bounded
by
Pr
(
max
i
∣∣Pˆi − 〈Pi〉∣∣ ≥ ) < 3m exp[−2T/2] . (D4)
Therefore, to ensure that the total probability of failure is
less than δ, it suffices to choose T = 2−2 log(3m/δ).
We can now bound the entire sample complexity of
the protocol to get a high-fidelity kernel estimate. It is
an open question how to extend this to a bound on the
Bayesian MAP estimator that we develop here, but as
our numerics suggest, the sample complexity of the MAP
estimator should generally be better. Our main result is
the following.
Theorem 4. Using algorithm 3 to construct the approxi-
mate kernel estimate cˆ, and given an a priori upper bound
|ci| = O(1), then with probability at least 1− δ using
N = O
(
m332k
ε3/2∆3/2
√
log
(
m3
δ
√
ε∆
))
(D5)
samples is sufficient to get an infidelity 1 − F (c, cˆ) ≤ ε
of a k-body Hamiltonian H with support on a set of m
given Pauli operators, where m = dim(c) and ∆ is the
spectral gap of the noisy K matrix.
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Algorithm 2 : Pauli(ρ, C, L)
Efficient estimation of Pauli expectation values
Input: ρ, C, L.
1: # ρ is an n-qubit quantum state
2: # C is a list of m Pauli operators {C1, . . . , Cm}
3: M ← Initialise vector with L entries.
4: P ← Initialise vector with L entries.
5: for l = 1, . . . , L do
6: Pl ← Random full-weight Pauli
7: Ml ← length n array of ±1 meas. results for ρ, Pl
8: end for
9: E ← vector with m entries, each initialised to 0.
10: for k = 1, . . . ,m do
11: for all l such that Pl supports Ck do
12: Ek ← Ek +
∏
j∈supp(Ck)Ml,j
13: end for
14: j ← number of entries in P that support Ck.
15: Ek ← Ek/j
16: end for
Output: E . Approximates Tr
(
Ciρ
)
for all i.
Algorithm 3 : TimeAvg(ρ(0), C, s, t, L)
Approximate time-averaged Pauli expectation values
Input: ρ(0), C, s, t, L
1: # C is a list of m Pauli operators {C1, . . . , Cm}
2: # Compute quadrature weights and times
3: u← {uk : Ps(2uk − 1) = 0 | k = 1 : s} . eq. (B12)
4: w ← {wk = 4uk(1−uk)(s+1)2Ps+1(2uk−1)2 | k = 1 : s} . eq. (B13)
5: τ ← ut
6: M ← Initialise vector with s entries.
7: for k = 1, . . . , s do
8: ρ← ρ(0) . Initialize.
9: ρ← ρ(τk) = e−iHτkρeiHτk . Time evolve.
10: Mk ← Pauli(ρ,C, L) . Algorithm 2.
11: # Mk contains estimates of Tr
(
Ciρ(τk)
)
for all i.
12: end for
13: E ← Initialise empty vector with m entries.
14: for i = 1, . . . ,m do
15: Ei =
∑s
k=1 wkMk,i . eq. (B6)
16: end for
Output: E . Approximates Tr
(
Ciρ¯(t)
)
for all i.
TABLE I. Pseudocode for the efficient estimation of Pauli expectation values and for approximate time-averaging of Pauli
expectation values. The algorithms are analyzed in appendix B and appendix D. The error in the estimates is controlled by
the input parameter L, and to fix a constant error, L should grow as 3k where k is the weight of the highest-weight Pauli in C.
Proof. We assume an initial state preparation that is
close to a steady state as follows:
‖ρ(0)− ρ‖1 ≤ η . (D6)
By lemma 1, the time-averaged state ρ¯(t) is then a (2η/t)-
approximate steady state. We can approximate the ma-
trix elements of K on this state by repeated sampling via
theorem 3 and by using the quadrature formulas from
theorem 1. For each of the sample points ti, i = 1, . . . , s
we can estimate each of the m′ ≤ m(m− 1)/2 nontrivial
matrix elements of K using
N =
2s
2(1− )3
2k−1 log
(
3m′s
δ
)
(D7)
total copies and the results are guaranteed with proba-
bility 1− δ to be within ±. Now let
µ :=
√
pi
4
√
s
(
eht
4s
)2s
, (D8)
where h ≥ ‖c‖1 ≥ ‖H‖ is any a priori upper bound on
the 1-norm of the unknown vector c and, by the trian-
gle inequality, the norm of H. Since the weights wi in
eq. (B13) satisfy
∑
i wi = 1, then the error Ejk of each
matrix element of K is bounded by
|Ejk| ≤ µ+  , (D9)
where the µ contribution comes from quadrature error
and the  comes from sampling.
Under these conditions, by corollary 1 the approximate
kernel estimator returns an estimate cˆ that has infidelity
bounded by
1− F (c, cˆ) ≤ mh
2
∆‖c‖22
(
2η
ht
+ µ+ 
)2
. (D10)
where ∆ is the gap of K+E . This expression hides some
of the dependence on t and s, but we can optimize the
choice of t to minimize the error for fixed values of h, η, s,
and .
The optimal time t? while holding the other parame-
ters constant can be calculated as
ht? = 4s
(
s−
3
2 η
e2s
√
pi
) 1
1+2s
= Θ(s) . (D11)
Plugging in this value, we find
2η
ht
+ µ
∣∣∣∣
t=t?
= (
√
pie2ss3/2η2s)
1
1+2s
2s+ 1
4s2
<
7
2s
, (D12)
where the latter bound uses η ≤ 2. Now using ‖c‖1 ≤√
m‖c‖2, we can substitute this upper bound for h in the
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scaling to cancel the dependence on ‖c‖2, and we have
1− F (c, cˆ) ≤ m
2
∆
(
7
2s
+ 
)2
. (D13)
This uses at most
L =
2
2(1− )3
2k−1 log
(
3m′s
δ
)
(D14)
many samples for each of the s quadrature points. A
slightly weaker bound than claimed comes from choosing
 = 7/2s and s =
⌈
7m√
∆
√
ε
⌉
. Then we find that 1 −
F (c, cˆ) ≤ ε using at most
L = O
(
m232k
ε∆
log
(
m3
δ
√
ε∆
))
(D15)
measurements per quadrature point, where we use m′ <
m2/2. The total number of measurements is then
N = O
(
m332k
ε3/2∆3/2
log
(
m3
δ
√
ε∆
))
. (D16)
The square-root improvement in the logarithmic term
is achieved by additionally optimizing the tradeoff be-
tween  and s. Let α = O(m2δ−1) and L′ = 3−k
√
L,
then we can choose s = O
(
L′
√
log(L′α)
)
and  =√
log(αs)/L′. Then choosing a number of samples per
quadrature point of L = 32km2ε−1∆−1 log(α2ε−1∆−1)
gives the stated result.
Finally, we state a corollary of theorem 4 for the case
of k-body or k-local Hamiltonians.
Corollary 2. Under the same conditions as theorem 4,
the sample complexity for algorithm 3 to obtain 1 −
F (c, cˆ) ≤ ε is
Nk-body = O
(
n3k
ε3/2∆3/2
√
log
(
n3k
δ
√
ε∆
))
(D17)
for general k-body Hamiltonians and
Nk-local,D = O
(
n3k3D32k
ε3/2∆3/2
√
log
(
n3k3D
δ
√
ε∆
))
(D18)
for k-local Hamiltonians in D-spatial dimensions.
Proof. We simply observe that a general k-body Hamil-
tonian is supported on at most m ≤ O(nk) terms,
and a k-local Hamiltonian in D spatial dimensions has
m = O(nkD) terms.
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