Abstract. This text grew out of the notes for a talk given at the Journées MAS 2014. We give a concise report on our recent work on loop-erased random walk and related processes (spanning trees, cycle-rooted spanning forests, and sandpiles) on planar lattices and on graphs embedded in Riemannian surfaces in the limit of small meshsize.
Introduction
In equilibrium statistical physics, a system is said to be in a critical state when it exhibits long-range correlations and some form of scale invariance. This self-similarity at different length-scales is often related to the fact that correlations of observables at two different locations decay as power laws with the distance. The corresponding exponents, called critical exponents, are thought to be universal, that is, independent of the microscopic structure of the system. Examples of such critical behaviour arise in the study of models of phase transitions, like the model of percolation or the Ising model. There, one considers a parameter-dependent system which undergoes a phase transition for a particular value of the parameter called the critical point; the latter is generally dependent on the microscopic details of the system. When the parameter reaches the critical point, the system is shown to be in a critical state.
The concept of self-organised criticality was proposed in [5] to describe off-equilibrium systems of interacting particles that are dynamically driven towards a state which exhibits properties that are characteristic of a critical state, although this state does not appear to be related to the existence of a phase transition in the sense described above. It has been argued that this mechanism is ubiquitous in nature and that it accounts for many of the fractal features, in time or space, observed in phenomena as varied as earthquakes, forest fires, river networks, luminosity of stars, neural activity, and so on [4, 51] .
In order to reproduce behaviours found in empirical data collected in the observation of self-organised critical phenomena, and to explain possible mechanisms leading to them, statistical physicists introduced several simple toy-models. We shall focus on two of them. Understanding their randomness and geometry may be seen as a motivation for the mathematical results we present here.
Let G = (V, E) be a finite connected graph with vertex-set V and edge-set E, and define the Laplacian of G to be the V -indexed matrix ∆ = D − A, where D is the degree matrix and A the adjacency matrix.
The first model we introduce is a dynamical version of the loop-erasure of the random walk introduced by Lawler in [42] . Consider a simple nearest-neighbor random walk on G, running in discrete time, whose steps are governed by the transition matrix P = D −1 A. As the walk evolves, we keep in memory the trajectory in the following way. Each time the trajectory loops, we erase the loop, keeping in memory the initial part of the trajectory, and continue the random walk from the tip of the remaining curve. If G is an infinite lattice (like the two-dimensional square grid Z 2 ), or if G is a very large subgraph of such an infinite lattice, the loops created and erased in this process give rise to a simple model of a self-organized critical measure, as can be checked by performing some experiments on a computer. In such an experiment, we can keep track of the loops being erased and plot their lengths as a function of time, as in Figure 1 . The distribution of these lengths as well as that of other observables is seen to have the kind of heavy power-law tails characteristic of criticality. This process has been studied in [1] where predictions on the critical exponents were made, which were later backed by rigorous computations of exponents for intersections of random walks [35, 43] . If we define the looping rate to be the rate ρ at which loops are created, the mean value of the length distribution is 1/ρ. We will say more about how to compute ρ later on, but let us first introduce the second model. The second model which shall interest us is the abelian sandpile model of Dhar [15] , and it is closely related to the previous one. We start by some definitions. Assume for now that G is finite. Single out a vertex s and call it the sink (the other vertices W = V \ {s} are called internal vertices). Denote by ∆ s the sub-matrix of ∆ obtained by erasing out the row and column indexed by s. A configuration of sand (or sandpile) is a nonnegative integer-valued height-function σ on the internal vertices (heuristically, one may think of these values as the slope-angles of a real-world pile of sand, although the model is of course not intended as a realistic model of piles of sand). A sandpile configuration is unstable at an internal vertex if the height exceeds the threshold equal to the vertex degree (note that in the physics literature, the convention shifts all values by +1). The configuration at that vertex may then topple, meaning that one grain of sand is sent to each of the neighbors, leaving the vertex with a new amount of sand grains equal to the previous amount minus the vertex degree. Note that a toppling at a vertex x corresponds to subtracting from the height vector, the row of ∆ s indexed by x, i.e. to the operation σ → σ(·) − ∆ s (x, ·). Because of the presence of the sink, which absorbs any grain of sand falling in it, the system is dissipative and it is easy to see that any unstable configuration can be stabilized by performing a sequence of topplings until no unstable vertex remains. It is an instructive exercise to show that the resulting stable configuration does not depend on the order in which these successive topplings are performed (this is the abelian property, see [24] for a proof). A sequence of topplings leading to stabilization, as in the example of Figure 2 , is called an avalanche.
The abelian sandpile model is defined as a Markov chain in discrete time whose steps consists in adding a grain of sand at a random internal vertex followed by stabilization. The recurrent states of this Markov chain are called the recurrent configurations. A remarkable property is that the unique stationary measure is uniform on the set of recurrent configurations. One way of proving it is by showing that the set of recurrent configurations endowed with the operation of point-wise addition followed by stabilization has the structure of an abelian group, called the sandpile group [9] , isomorphic to Z W /∆ s Z W ; the Markov chain is thus a random walk on a regular graph, the Cayley graph coming from a presentation of this group. By computing the invariant factors of this abelian group using the Smith normal form, the order of the sandpile group is easily seen to be det ∆ s , which, by the matrix-tree theorem, is the number of spanning trees of G. There are thus as many recurrent configurations of sand as spanning trees of G. Several interesting (but non local) bijections are known between recurrent sand piles and spanning trees, see e.g. [8, 14] . Figure 2 . Example of a stabilization sequence on a 3 × 3 square grid where the sink (not drawn but represented by the region outside the grid) is connected to all boundary edges. At each vertex, the integer number represents the sandpile height and, at each step, the circled vertex is the one which is about to topple. The final configuration is stable.
If G is infinite, the model may be defined by taking the thermodynamic limit of the model on an exhausting sequence of finite subgraphs. This definition is independent of the exhausting sequence whenever each component of the uniform spanning forest in G has one end [27] which is the case for Z 2 -periodic connected planar graphs [6] . The sandpile densityσ is defined as the amount of sand per vertex. This a priori random quantity turns out to be almost surely constant for an infinite periodic planar lattice due to a law of large number. By a slight abuse of terminology, we call sandpile density the expectation of the amount of sand per vertex for a finite graph (this deterministic quantity converges to the sandpile density when the infinite lattice is exhausted by a sequence of finite subgraphs).
The sandpile density may loosely be thought of as a critical parameter which measures the competition effect between entropy (number of configurations) and energy (total amount of sand) and which depends on the microscopic structure of the lattice. Although this last intuition is compelling, it is not quite right as we now explain. A related model of phase transition is the fixed energy sandpile [61] . In this model, defined on an infinite lattice, the system is conservative (no sink) and an initial random Poissonian configuration is sampled with a prescribed density. It is widely believed and backed numerically that there is a phase transition in the density-parameter, between a low density phase where stabilization almost surely occurs, and a high density phase where almost surely the configuration remains unstable forever. It has been argued heuristically that the critical density for the fixed energy model should coincide withσ, and on the square lattice this is indeed numerically the case up to a 0.01% error. However, Fey, Levine, and Wilson [19] numerically disproved this conjecture and showed that the two values are in fact distinct (see [28] however).
Planar lattices
In this section we explain how to compute the sandpile density and looping rate for any planar Z 2 -periodic lattice 1 and discuss related computations. In the case of the square lattice, it was first conjectured by Grassberger thatσ = 17/8. The proof of Grassberger's conjecture appeared independently in [12, 39, 57] almost two decades later. Kenyon and Wilson furthermore computedσ for the triangular and hexagonal lattices (in a 1 To avoid any confusion, let us stress that we here use the word "lattice" in its widely accepted sense in statistical physics and not in the mathematical sense of a discrete subgroup of R 2 . Here, by a Z 2 -periodic lattice, we mean an infinite connected planar graph invariant under a rank-2 group of Euclidean translations.
paper [39] which goes far beyond proving this conjecture). The proof we present here, obtained jointly with David Wilson [33] , recovers these results in a much simpler way which also readily works for any periodic planar lattice. Our proof relies on counting certain subgraphs, which we now introduce.
Counting spanning unicycles of planar graphs
Counting spanning forests can be achieved by a corollary of the classical matrix-tree theorem. Although the matrix tree theorem is widely known and used, this corollary seems to have been less popular so far. It first appeared in Liu and Chow [48] , and a simplified account was given by Myrvold [53] . In [33] , building on this formula, we obtained with David Wilson that the number F 2 of two-component spanning forests is related to the number F 1 of spanning trees by the identity
where
is the inverse of ∆ s (called the Green function with Dirichlet boundary conditions at s) and the sum is over all pairs of neighboring vertices.
As it turns out, the values ofσ and ρ are related to the ratio U 1 /F 1 where U 1 is the number of spanning unicycles. No exact formula for the number of unicycles is known to exist for general graphs 2 , but for planar graphs, this number is simply the number of two-component spanning forests for the dual graph.
Loop-erased random walk and cycle-rooted spanning trees
Pemantle [54] showed that the branch connecting two vertices in a uniform spanning tree has the distribution of a loop-erased random walk (LERW) between them. A convenient way to see this, is to look at the Markov chain on arboresences where the root of an arborescence moves according to a random walk. By adding an outgoing edge from the root of an arborescence, one creates an oriented cycle-rooted spanning tree (CRST). Note that the loop of a CRST may be of size 2, which distinguishes it from a unicycle. Figure 3 illustrates a Markov chain on CRSTs which couples it to our first model of dynamical loop-erased random walk. Since it can be shown that the Markov chain induces the uniform measure on spanning arborescences, we may relate ρ to the ratio of CRSTs to spanning trees, which in turn can be related to U 1 /F 1 . We explained in the previous subsection how to compute this ratio for planar graphs.
If δ denotes the mean vertex degree of the graph, it follows from simple considerations on this Markov chain that δρ gives the mean number of neighboring ancestors of a uniformly chosen random vertex u in a random spanning arborescence rooted at a vertex s. When the graph is vertex-regular, ρ is thus the probability that the loop-erased random walk from u to s passes through a given neighbor v.
Looping rate and sandpile density of planar lattices
On an infinite planar periodic lattice the sandpile density and the looping rate are related [33, 47] bȳ
Using this formula and the method for computing ρ explained above, we can deriveσ. Recall however that there are some subtleties to make sense of the infinite volume measure as mentioned in the introduction. The bijection to trees is important to make sense of the infinite volume limit and claim that for periodic planar lattices there is a unique sandpile measure [27] and that the limit ofσ on an exhaustive sequence of graphs is indeed the sandpile density of the infinite volume measure. Another approach to the computation starts by computingσ and then deduces ρ in the following way. Merino Lopéz [49] proved that on a finite graph the generating function for the total amount of sand of a recurrent configuration is related to the Tutte polynomial on the line x = 1. His proof was not bijective, but later [14] provided a combinatorial proof based on one of the bijections to spanning trees mentioned above.
A straightforward computation starting from Merino Lopéz's formula relatesσ to the ratio of unicycle to trees, which we know how to compute using the ratio F 2 /F 1 for the dual graph. In particular for one of the three regular planar lattices, letting δ be the vertex-degree, and δ * the vertex-degree of the dual lattice, we have A u,v = 1/δ by symmetry, and we findσ
givingσ = 17/8, 10/3, and 37/24, for the square (δ = δ * = 4), triangular (δ = 6, δ * = 3), and honeycomb (δ = 3, δ * = 6) lattices, respectively (as in [39] ). Using (2), the looping rate for the same lattices is found to be ρ = 5/16, 5/18, and 13/36, respectively.
It is remarkable a priori that the values should all be rational. However, this is not a general fact, and for example the sandpile density of the square-octagon lattice is transcendental. More explicit values for sandpile densities are given in [33] .
Moments of the area covered by a wave of toppling
From [25] we know that avalanches decompose into waves of topplings which are related to uniformly random two-component forests. Here again, by duality this measure is equivalent for a planar graph to the uniform measure on spanning unicycle which we now consider.
The expected length of its cycle is easily seen to be
, where G * is the planar dual of G. In the case of a sequence of graphs exhausting the square grid, this quantity tends to 8. The higher moments of the length are currently not tractable but moments of the area of the cycle can be computed.
For any planar simply-connected domain D = C, let g D be the Green function on D; that is, g D (z, w) = −1/(2π) log |ϕ z (w)| for any conformal map ϕ z sending D to the unit disk and mapping z to 0. 
Theorem 1.1 ( [31]). Let D be a simply-connected bounded domain in the plane and
is 8 times the average of the Green function g D on D (here |dz| 2 |dw| 2 is the Lebesgue measure on C 2 ).
The constant C(D) has at least two interesting interpretations. Probabilists will recognize the expected exit time of Brownian motion started at a uniform point inside the domain. Material scientists will recognize that
, where P (D) is the torsional rigidity of a cylinder beam of cross-section D. Among all bounded domains, the disk is the one which maximises C(D) for which it is 1/π. This follows either from a rearrangement inequality for Gaussian processes (Brascamp-Lieb-Luttinger rearrangement inequalities [10] ) using the Brownian motion interpretation, or by a Steiner reflection argument due to Pólya [56] using the torsional rigidity interpretation. As an example, for a rectangle D of size 1 × τ , the constant is C(D) = 512 β(τ )/π 6 where
.
Higher moments of the area may also be computed although the current proof known is more involved than for the first two moments. The growth rate obtained in the following theorem is consistent with a power law decay for the area distribution and the predicted critical exponents.
Theorem 1.2 ( [31]). Consider the same assumptions as in the previous theorem. For any
This result backs the prediction that, asymptotically, P(A n > x) 1/x. Interestingly, the analog of Theorem 1.2 turns out to be much more precise and easier to prove on a "random lattice". This was achieved by Sun and Wilson [60] who considered the setup of a jointly random pair consisting of a random planar rooted map and a spanning unicycle of it. The probability distribution of this pair is such that the marginal on random planar rooted maps is proportional to the number of its spanning unicycles. Under this annealed distribution, they were able to compute the asymptotic joint law of the length and area of the spanning unicycle and as an application they concluded that the sandpile density on a large random planar map (in the annealed distribution where the sink is chosen uniformly at random) converges to 5/2.
Height correlations
The problem of determining height correlations in the sandpile model is much harder than merely computingσ. It was solved by Priezzhev [57] for the square grid Z 2 (modulo the computation of the sandpile density which at that time was expressed as a complicated integral whose value could only be estimated by a computer) and his results were further improved with the help of other authors (see [16, 26] for historical remarks). The long-range correlations of heights at two distant sites were shown or conjectured to be of the form: a power of the logarithm of the distance divided by the fourth power of the distance. Ruelle further argued in [58] that the abelian sandpile model is an example of a lattice logarithmic conformal field theory.
A more complete and robust computation of all correlations for planar graphs has been achieved by Wilson [63] using techniques of Kenyon and Wilson [39] . This machinery is based on representation theory (see Section 2.2) and allows them to compute the probability that the loop-erased random walk path to infinity goes through any particular edge or vertex. This is also related to the combinatorics of topological events for groves, see [37] .
There is a special class of sub-configurations, called minimal patterns, that can be treated using the bijection with trees, for in this case correlations for the sandpile do correspond to local events for trees as proved in [27] and one may use standard result of [11] to compute uniform spanning tree correlations. In [34] with Wei Wu, we used this fact to show that the fields of occurence of such sub-configurations behave like white noise in the scaling limit (extending the result of [18] ). In this section G = (V, E) is again a finite connected (non-necessarily planar) graph. A cycle-rooted spanning forest (CRSF) of a graph is a spanning subgraph each component of which contains a unique cycle (see Figure 4) . We say that a CRSF is oriented if each of its cycle has a prefered orientation. Given a subset of vertices S called the boundary, an essential CRSF with Dirichlet boundary conditions at S is a spanning subgraph each of whose component disjoint from S is a unicycle, and where all components intersecting S are trees.
Geometric topology on finite graphs
It will become soon clear why CRSFs are related to the loop-erased random walk. Furthermore, CRSFs exhibit nice features due to their rich algebraic structure. In this section, we explain this form of "integrability" which makes the model well-suited to analysis (unlike many more realistic models of statistical physics). We first present an exact sampling algorithm, then a generalized version of the Matrix-Tree Theorem, and finally a theorem about the determinantal nature of random CRSFs processes (implying e.g. their negative association).
Sampling algorithm

If α is a weight function on oriented loops taking values in [0, 1], and given any oriented essential CRSF Γ, we define α(Γ) = γ α(γ).
To sample an oriented CRSF Γ with probability P α proportional to α(Γ), one may proceed as follows.
We define the following subroutine R α (w, S), where w is a vertex and S a subgraph of G, which outputs a random subgraph containing S. We first define it for S nonempty. Consider the full trajectory of a random walk started at w and stopped when it hits S. Now consider all loops that have been created chronologically and for all of them, flip an independent coin with bias 1 − α(γ) towards heads. If none of these coins shows heads, add the loop-erasure of the path to S and output this subgraph. Otherwise, consider the first loop whose coin landed on heads and add to S the loop-erasure of the trajectory until this loop is reached along with the loop itself. This creates a new connected component. If S is empty, perform the random walk and flip coins as you go until eventually a coin flip comes up heads (this almost surely will happen if α(γ) > 0 for some γ). Then output the loop-erasure of this trajectory along with the last loop created.
The algorithm A α is now the following: set X 0 = S and w 0 = w, where w is some vertex in the complement of S. Recursively define X n+1 = R α (w n , X n ) and w n+1 to be any vertex in the complement of X n+1 . Stop when X n contains all vertices of the graph and w n cannot be defined. By construction, X n is now an essential oriented CRSF with Dirichlet boundary conditions at S.
Theorem 2.1 ( [30]). The algorithm A α samples a CRSF distributed according to P α .
This generalizes Wilson's algorithm [62] for sampling uniform spanning trees.
Representation theory
We present here a simple yet powerful technology which was introduced by Kenyon in the context of twodimensional integrable statistical physics [36] . This technology is so versatile that it is encountered in many guises in different fields. In its appearance in Forman's work [21] it seems to have been motivated by the study of symbolic dynamics and of discrete analogs to analytic torsion. And similar ideas have been used in lattice gauge theory, combinatorics of coloured graphs, geometric topology, etc.
A special type of weight function α arises from characters of certain representations of the fundamental group of the graph. Given a group A called the gauge group, a connection is the data of g u,v ∈ A for each directed edge, satisfying g u,v = g −1 v,u . The holonomy around a loop γ is the product of the g's around the cycle and we denote it g γ . A gauge transformation is the action by conjugation on a connection g of a vector of group elements (j v ) v∈V as follows:
Let M be the space of connections modulo gauge transformation. When the gauge group A is abelian, M has a cohomological interpretation as the cohomology group H 1 (G, A), which by the universal coefficient theorem (see e.g. [23, Theorem 3.2.] ) is isomorphic to Hom (H 1 (G), A) . When the group A is U(1), we can furthermore interpret this group as the Pontryagin dual (group of characters) of H 1 (G, Z).
Given a connection g, define the twisted Laplacian by ∆ g = ∆ ⊗ g. Its determinant is a gauge invariant (that is, a function on M) and it may be computed via the following theorem. [21] for A = U(1); Kenyon [36] for A = SL 2 (C)). When A is U(1) or the group of unimodular complex quaternions (isomorphic to SL 2 (C)), the determinant 3 of the twisted Laplacian has the following combinatorial interpretation:
Theorem 2.2 (Forman
the LHS is the minor of ∆ g corresponding to the erasure of rows and columns indexed by S, and where the sum in the RHS is over all essential CRSFs with Dirichlet boundary conditions at S, and the product is over all cycles of a given CRSF.
Note that this is a generalization of the classical matrix-tree theorem of Kirchhoff [40] . Indeed, by specializing to the trivial connection g = 1, the theorem equates the number of spanning trees rooted on the boundary S and the minor of the Laplacian, where rows and columns indexed by boundary vertices have been erased.
Proof of Theorems 2.1 and 2.2
There are several proofs of Theorem 2.2, see [21, 29, 36] . We present yet another one, based on the algorithm presented above, which works in the special case where g is a connection such that the weight α(γ) = 1 − [g γ ] is no greater than 1 for any simple closed curve γ (note that since the condition is only on simple curves, such connections do exist). It is based on an idea of Lawler in the classical (g = 1) case (see e.g. [46, Exercise 34 page 81]).
For any subgraph F , write G F for the inverse of ∆ F , the sub-matrix of ∆ where rows and columns indexed by vertices of F have been erased. This is the Green function with Dirichlet boundary conditions at F and for any vertex x ∈ V \ F the diagonal entry G F x,x equals the total mass of random walk based loops not touching the boundary weighted by their holonomy. If such a based loop consists in k simple loops in chronological order, then there are 2 k loops with the same (unoriented) trace; summing them up gives a contribution of 2
x,x is also the total mass of based loops not touching the boundary weighted by
is the chronological decomposition of the loop in simple loops. Let F be a subgraph of G. A lasso is a directed path with a loop, like in Figure 1. Consider a lasso (x 1 , . . . , x k ) where x k = x i for some i < k and write γ for its loop. Assume the lasso is disjoint from F . Now conditional on F being a subgraph of the random CRSF, the probability of seeing this lasso in the ouput of the algorithm A α is
×deg(
By decomposing any CRSF in the order in which it is constructed in the algorithm, and computing the probability of occurrence of each successive lassos and branches as above, we find that the probability of any CRSF is det(G) i α(γ i ). This uses the simple fact that for any ordering V = {y 1 , . . . , y n } of the vertices, one has 3 For quaternionic matrices, the determinant is defined in (9) below. which can be proved by rewriting the lef-hand side (using G
) as a telescoping product of ratios of decreasing minors of ∆ g . This proves Theorem 2.1. By writing that the total mass of the probability measure on CRSFs is 1, we have
and Theorem 2.2 follows since det ∆ g = (det G) −1 .
Determinantal processes
A determinantal point process on a finite set Λ, which we identify with {1, . . . , n}, is a point process such that there exists an n × n matrix K such that the probability that a subset F belongs to a random sample is given by the principal minor det K F , where K F is the square submatrix of K indexed by F .
We wish to extend this definition to quaternionic matrices. Define the conjugate of a quaternion q = a + bi + cj + dk to beq = a − bi − cj − dk (also when the a, b, c, d are complex numbers). A quaternionic matrix is said to be self-dual if its transpose is equal to the matrix of its conjugated entries. The Qdeterminant of a quaternion self-dual matrix is defined [52] as
where the sum is over equivalence classes of permutations in S n sharing the same cycle decomposition modulo cyclic shift and reversal; in the product, = /2 if the cycle is of length 1 and K γ denotes the product of entries of K along γ.
We may now extend the above definition. A point process on Λ is said to be Qdeterminantal if there is a self-dual matrix K such that for any subset F , the probability that the process contains F is the Qdeterminant of K F . The main theorem of Chapter 5 of [29] is the following.
Theorem 2.3 ( [29]). A self-dual kernel is the kernel of a Qdeterminantal process if and only if its spectrum is in [0, 1]. The number of points in any subset of Λ is given by a sum of independent Bernoulli (which are non-measurable with respect to the process in general). Qdeterminantal processes form an intermediate class stricly containing that of Hermitian determinantal processes and strictly contained in that of Pfaffian processes.
The motivation for singling out these processes (which were already considered, but not explicitly, in Dyson and Mehta's work on random matrix ensembles) is that CRSFs weighted by connections in SU 2 form an example of a natural family of such processes. More precisely, define, for any unitary connection g in SU 2 (C), the probability measure P g on unoriented CRSFs giving a CRSF a probability proportional to the product over its cycles of 2 − tr (g γ ).
In order to formulate the following theorem, we need another definition. Let Ω 0 be the space of quaternion valued functions on V and Ω 1 the space of 1-forms defined over the edges of G. The twisted Laplacian factorizes In the case of connections in U (1), this statement was proved by Kenyon [36] .
Proof. The P g -probability of a CRSF Γ is det(∆ g Γ ) det(G) = det ((dGd * ) Γ ), where we used the fact that a CRSF has as many edges as vertices, and thus the corresponding matrices d and d * restricted to Γ are square matrices and we can invert the order of matrix multiplication inside the determinant. We also used the multiplicativity of the Qdeterminant for self-dual matrices. Since the process has a constant number of points and since dGd * is the orthogonal projection on im (d), the claim follows from the general theory of determinantal processes.
One of the standard examples for a determinantal process with symmetric kernel is the uniform spanning tree measure which is the special case corresponding to g = 1. The previous theorem considerably extends the class of such examples. Moreover the class of Qdeterminantal processes strictly contains that of symmetric determinantal processes and is therefore a new subclass of Pfaffian processes with particularly nice properties such as the negative association property, see e.g. [55] .
Note that the probability measure above may also be defined in a more axiomatic way following Lyons [50, Section 2] as the matroidal measure defined by the matrix of d in the canonical basis. The corresponding matroid is the so-called bicircular matroid, for which the set of CRSFs forms a graphical representation of its bases. Counting these bases for a general (in particular non-planar) graph is #P -hard [22] but, as we see from Theorem 2.1, we can nonetheless sample uniformly from this set of bases using the algorithm A α with α(γ) = 1/2.
Loop soups
The partition function det ∆ g of the CRSF model can be seen to be the exponential of the integral, against a natural loop measure (see [46, Chapter 2] ), of the holonomy of the loop with respect to g. This weighted measure may be used to define a generalization of the random walk loop soup defined in [45] . In joint work with Thierry Lévy, we have extended Proposition 28 of [46] to this setting, and we conclude that the loops erased in the generalised version of Wilson's algorithm, in the case of a weight function coming from a connection whose holonomy has positive real part, has the same law (up to rearrangement and concatenation) as the loops of an independent loop soup intersecting the CRSF. Furthermore, the local time of this loop soup has the same distribution as the squared modulus of the Gaussian free field associated to ∆ g . This is an extension of Dynkin's isomorphism theorem and will be the subject, in greater generality, of a forthcoming joint work [32] .
Random simple closed curves on surfaces
The Schramm-Loewner evolution of parameter κ = 2, SLE 2 , is the scaling limit of the loop-erased random walk [44, 59] . The main result presented in this section is the construction, achieved jointly with Richard Kenyon, of a probability measure on finite collections of SLE 2 -like loops on surfaces (which we may call SLE 2 multiloops). The approach of our construction [30] , initiated by Kenyon in [36] , and later used in [17, 38] in studying the scaling limit of the double-dimer model, consists in analyzing certain observables of a random loop ensemble on a surface given by functionals over the space of flat connections modulo gauge transformation. Σ, x 0 ) , G)/G of group homomorphisms from the fundamental group of Σ into a Lie group G up to conjugation. This space has a differential-geometric interpretation as the moduli space of flat connections with gauge group G modulo gauge equivalence. In order not to complicate the setup unecessarily, let us introduce a discrete representation of flat connections based on what we have seen earlier. For a graph embedded in Σ, say that a discrete connection is flat if the holonomy of a loop is trivial when that loop is contractible on Σ.
Representation of surface groups
The space L 2 (M 0 ) of regular functions on the character variety is of great importance and may be studied using the concept of lamination. A lamination is an isotopy equivalence classe of multicurves, that is finite families of pairwise disjoint simple closed curves embedded in Σ. Let L be the space of laminations. A convenient way of parametrizing L is to fix a trivalent surface graph and assign positive integers to its edges encoding the number of strands of a lamination 
Topological observables
For a flat connection g, Theorem 2.2 may be rewritten as
where N L is the number of CRSFs having lamination type L and where the gauge-invariant T L (g) is defined as the product over cycles (of any representative) of L of 2 − tr (g γ ). The T L are independent as elements on L 2 (M 0 ) and we can hope to access the numbers N L which encode topological information on the CRSFs. These topological observables are instrumental for the proofs of the following theorems.
In the following, our probability space is the metric space Ω of multicurves up to time-reparametrization. We construct probability measures on Ω coming from the limit of measures on CRSFs on a sequence of graphs approximating Σ. By approximation, we mean that random walk converges to Brownian motion.
Flat surfaces
Assume the surface is not simply-connected and for any finite graph embedded in it, consider the uniform probability measure P nonc on noncontractible CRSFs.
Theorem 3.1 ( [30]).
With the above assumptions, P nonc converges to a limiting probability measure on Ω.
The proof is based on showing the convergence of some types of events for laminations which can all be expressed in terms of the Green function (or loop soup). Tightness follows from the sampling algorithm which relates the local structure of the path to that of loop-erased random walk which was shown to be a simple curve in the limit [2, 3, 44, 59 ].
Benoist and Dubédat [7] showed that there exists an infinite sigma-finite measure on SLE 2 -loops which is conformally covariant, thus answering a question of [41] . The probability measure constructed above in the case of an annulus coincides with the restriction of this measure.
Curved surfaces
Define P LC to be the measure P g on CRSFs where the discrete connection g is obtained by paralleltransporting the Levi-Civita connection of the Riemannian surface along the edges of the graph.
Theorem 3.2 ( [30]).
With the above assumptions, P LC converges to a limiting probability measure on Ω.
Taking a limit in which the curvature tends to zero, one may study [30] the scaling limit of the measure on spanning unicycles weighted by the square of their area. This is used in the proof of Theorem 1.2 above.
In his combinatorial geometry program, Forman views CRSFs as discrete vector fields on graphs (vanishing only at boundary vertices). Figure 6 illustrates this. In view of the previous results, we may think of the scaling limit of the CRSF loops as the orbits of a random continuous flow, see Figure 7 .
Concluding remarks
Describing the scaling limit of geometrical features such as large avalanches in the two-dimensional abelian sandpile model remains a largely open problem. Dhar [15] initially made the simple observation that the expected number of topplings at a vertex y resulting from the addition of an extra particle at a vertex x is G (s) (x, y) = ∆ −1 s (x, y) which, for a large two dimensional grid, decays as the logarithm of the Euclidean distance between x and y. This shows that avalanches do occur on large scales. Avalanches decompose into waves of topplings whose boundaries are believed to be SLE 2 -type loops, and the avalanches themselves are predicted to be of multifractal type. However, no real consensus on the prediction of the corresponding critical exponents seems to have been reached to date. See [16] and references therein.
In recent years, geometrical tools from (discrete and classical) complex analysis have played a major role in understanding the scaling limit of two-dimensional critical systems like the Ising model [13] . It is not unrealistic that some of the geometrical tools we discussed above could play a similar role in the effort of understanding the critical state of the sandpile and [63] seems already to be a major step towards such an achievement.
