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REPRESENTATIONS OF LOOP KAC-MOODY LIE ALGEBRAS
S. ESWARA RAO AND VYACHESLAV FUTORNY
Abstract. We study representations of the Loop Kac-Moody Lie algebra g ⊗ A,
where g is any Kac-Moody algebra and A is a ring of Laurent polynomials in n
commuting variables. In particular, we study representations with finite dimen-
sional weight spaces and their graded versions. When we specialize g to be a finite
dimensional or affine Lie algebra we obtain modules for toroidal Lie algebras.
MSC : Primary 17B67, Secondary 17B65
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Introduction
Let g0 be a simple finite dimensional Lie algebra and A the ring of Laurent poly-
nomials in n commuting variables. The paper grew out of our interest to construct
new modules for toroidal Lie algebras, which are the universal central extensions of
g0 ⊗ A. In particular, g0 ⊗ A is a quotient of the corresponding toroidal Lie algebra
and, hence, any module of g0 ⊗ A lifts to a module of this toroidal Lie algebra. Let
gaff be the the affinization of g0. Then gaff ⊗ A is a quotient of a toroidal Lie algebra
with n+1 variables (see [E2], Example 4.2). Thus, by constructing modules for g0⊗A
and gaff ⊗ A, we obtain modules for corresponding toroidal Lie algebras. In fact, it
is shown in [E3] that any irreducible module over a toroidal Lie algebra with finite
dimensional weight spaces comes from some module over g0 ⊗ A or gaff ⊗A.
Let g be any Kac-Moody Lie algebra, h ⊆ g a Cartan subalgebra. In this paper
we study highest weight modules for g⊗A for any Kac- Moody Lie algebra g as our
methods work in such generality. The main idea comes from the paper of Wilson [W],
where the author studies the case of g = sℓ2 and A = C[t, t
−1]. We generalize most
of the results of [W] for any Kac-Moody Lie algebra and for any number of variables.
2000 Mathematics Subject Classification. Primary: 17B65.
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Set g′ = [g, g] and h′ = h∩g′. Let g′ = N+⊕h′⊕N− be the standard decomposition.
Then g′⊗A = (N+⊗A)⊕ (h′⊗A)⊕ (N−⊗A) is a natural triangular decomposition.
We study irreducible modules V for g′ ⊗ A such that V admits a nonzero element v
such that (N+ ⊗ A)v = 0 and h′ ⊗ A acts on v via some function ψ ∈ (h′ ⊗A)∗. We
will denote the corresponding module by V (ψ). Note that V (ψ) is a weight module,
that is
V (ψ) = ⊕µ∈(h′)∗V (ψ)µ.
Module V (ψ) will be called a highest weight module with a highest weight ψ (though
the construction is similar to the construction of loop modules in the affine case).
We are mainly interested in modules V (ψ) having finite dimensional weight spaces
V (ψ)µ for all µ ∈ (h
′)∗. Necessary and sufficient conditions for a module V (ψ) to have
all finite dimensional weight spaces were given in [E2]: there must exist a co-finite
ideal I of A such that
(g′ ⊗ I)V (ψ) = 0.
Billig and Zhao defined exp-polynomial maps (see Definition 3.1) and showed that
V (ψ) has finite dimensional weight spaces if ψ is an exp-polynomial map [BZ]. Rencai
Lu and Zhao proved that this condition is necessary [RZ]. They also gave an explicit
formula for the exp-polynomial map in terms of the co-finite ideal I. This explicit
form is very useful for us in the study of V (ψ).
Note that g′ ⊗ A is naturally Zn-graded with a gradation coming from A. Hence,
it is natural and important to study Zn-graded modules for g′ ⊗ A. Though module
V (ψ) is not Zn-graded, we can define a natural g′⊗A-module structure on V (ψ)⊗A,
which is already Zn-graded. Even though V (ψ) is irreducible, the module V (ψ)⊗ A
need not be irreducible. It was shown in [E2] that V (ψ)⊗ A is completely reducible
with finitely many irreducible components. The interplay between modules V (ψ) and
irreducible components of V (ψ)⊗ A is the main content of this paper.
Given any function ψ ∈ (h′⊗A)∗ one can define a natural Zn- graded map ψ from
h′⊗A to A and a Zn-graded irreducible module V (ψ). This module is an irreducible
component of V (ψ) ⊗ A ([E2]). Moreover, all irreducible components are graded
isomorphic up to a grade shift.
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Suppose V (ψ)⊗A decomposes into R isomorphic copies. Then the map ψ has an in-
teresting decomposition takes. ψ can be decomposed into a sum of R exp-polynomial
maps (see Proposition 3.4). In addition, each of these exp-polynomial maps gives
rise to an irreducible highest weight module. Further V (ψ) is isomorphic to a tensor
product of these modules (see Corollary 3.9). Moreover, all these components of the
tensor product are isomorphic as g′⊗A-modules up to an automorphism of g′⊗A (see
Section 5). On the other hand, the restriction of any of these automorphisms to g′ is
identity. Hence, all components of the decomposition of V (ψ) into the tensor product
are isomorphic as g′-modules. In particular, they are isomorphic as h′-modules. So
the character of V (ψ) is the product of characters of one of these components (see
Proposition 5.1).
We recall an abstract decomposition of V (ψ)⊗ A from an earlier work of the first
author in Section 1. One of our main results in Theorem 4.2 where we give an ex-
plicit description of the components of this decomposition in terms of automorphisms
discussed earlier. This allows us to compute the characters of the components of
V (ψ)⊗A in terms of the character of V (ψ). In Section 5 we discuss in detail the case
n = 2.
We also note that Theorem 3.4 of [PB] can be easily deduced from our Proposi-
tion 3.4. The polynomials Ph,λ are in fact constant in this case.
1. Preliminaries
All vector spaces, algebras and tensor products are over complex numbers C. Let
Z,N and Z+ denote integers, non-negative integers and positive integers, respectively.
For any Lie algebra A denote U(A) the universal enveloping algebra of A.
Recall that g is an arbitrary Kac-Moody Lie-algebra (see [K] for details) and A =
C[t±11 , · · · , t
±1
n ] is the ring of Laurent polynomials in n commuting variables. Write
h = h′ ⊕ h
′′
for some subspace h
′′
of h.
Set
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gA = g
′
⊗ A⊕ h
′′
⊇ g
hA = h
′
⊗ A⊕ h
′′
⊇ h.
For m = (m1, · · · , mn) ∈ Z
n denote tm = tm11 · · · , t
mn
n ∈ A. The Lie bracket in gA
is defined as follows:
[X ⊗ tm, Y ⊗ ts] = [X, Y ]⊗ tm+s
[h,X ⊗ tm] = [h,X ]⊗ tm
[h, h′] = 0 for
X, Y ∈ g′, h, h′ ∈ h′′, m, s ∈ Zn. The Lie algebra gA is called Loop Kac-Moody Lie
algebra.
Let D be C-linear span of derivations d1, · · · , , dn where [di, g
′ ⊗ tm] = mig
′ ⊗ tm
and [di, dj] = [di, h
′′] = 0 for all i, j = 1, . . . , n.
Denote g˜A = gA⊕D, h˜A = hA⊕D. Let g = N
−⊕h⊕N+ be the standard triangular
decomposition. Then gA = (N
−⊗A)⊕ hA⊕ (N
+⊗A) is a triangular decomposition
of gA.
Let ψ : hA → C be any linear map. Define the induced map ψ : hA → C as follows:
ψ(h⊗ tm) = ψ(h⊗ tm)tm
for h ∈ h′, m ∈ Zn, and ψ(h′′) = ψ(h′′). Let C be the one dimensional representation
of (N+ ⊗ A) ⊕ hA where N
+ ⊗ A acts trivially and hA acts via ψ: h · 1 = ψ(h)1 for
any h ∈ hA. Consider the induced module for gA,
M(ψ) = U(gA)
⊗
(N+⊗A)⊕hA
C.
By standard arguments one can show that M(ψ) has a unique irreducible quotient
denoted by V (ψ).
Now we will define a graded version of this module. We consider A as a h˜A-module
with respect to the following action:
(h⊗ tm) · tk = ψ(h⊗ tm)tk
h′ · tm = ψ(h′)tm
di · t
m = mit
m.
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for h ∈ h′, h′ ∈ h′′, di ∈ D, i = 1, . . . , n, m, k ∈ Z
n. Extend ψ to U(h′ ⊗ A) by
an algebra homomorphism. Denote the image ψ(U(h′ ⊗ A)) by Aψ, which is also a
h˜A-module.
We have the following criteria of irreducibility.
Lemma 1.1. [[E1], Lemma 1.2] The h˜A-module Aψ is an irreducible if and only if
each homogeneous element of Aψ is invertible in Aψ.
Throughout this paper we assume that Aψ is an irreducible h˜A-module. Define
Suppψ = {m ∈ Zn | (Aψ)m 6= 0}.
Clearly, Suppψ is a subgroup of Zn.
Suppose now that N+ ⊗ A acts trivially on Aψ. Consider the induced module for
g˜A,
M(ψ) = U(g˜A)
⊗
(N+⊗A)⊕h˜A
Aψ.
Since Aψ is an irreducible module, it follows that M(ψ) has a unique irreducible
quotient V (ψ). It is standard that M(ψ) and M(ψ) are weight module with respect
to h and h⊕D, respectively, that is
M(ψ) = ⊕µ∈h∗M(ψ)µ
and
M(ψ) = ⊕µ∈(h⊕D)∗M(ψ)µ
(We refer to [E1], Section 3 for detail). Since any quotient of a weight module is
a weight module, V (ψ) and V (ψ) are irreducible weight modules for gA and g˜A,
respectively.
Our first goal is to establish a relationship between V (ψ) and V (ψ). We define now
g˜A module structure on V (ψ)⊗A as follows:
(X ⊗ tm) · (v ⊗ tk) = ((X ⊗ tm) · v)⊗ tm+k
h · (v ⊗ tk) = (hv)⊗ tk
di · (v ⊗ t
k) = ki(v ⊗ t
k)
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for v ∈ V (ψ), X ∈ g′, h ∈ h′′, di ∈ D, i = 1, . . . , n, m, k ∈ Z
n. We have the following
Proposition 1.2. [[E2],Proposition 3.5] Let G ⊂ Zn be such that {tm, m ∈ G} is a
set of coset representatives for A/Aψ. Let v be a highest weight vector in V (ψ). Set
v(m) = v ⊗ tm for any m ∈ Zn. Then
(1) V (ψ)⊗A =
⊕
m∈G
Uv(m) where Uv(m) is the g˜A-submodule generated by v(m).
(2) Each Uv(m) is an irreducible g˜A-module.
(3) Uv(0) ∼= V (ψ) as g˜A-modules.
(4) All components in (1) are isomorphic as g˜A-modules up to a grade shift, that
is the D action is shifted by a vector in Cn.
We now recall some standard results on M(ψ) and M(ψ). We first observe that g˜A
is a Pre- exp-polynomial algebra in the sense of [[BGLZ], Example 1].
Lemma 1.3. (1) [[BGLZ],Theorem 2.12] The g˜A-module M(ψ) is irreducible if
and only if M(ψ) is an irreducible gA-module.
(2) [[E2],Lemma 3.6] The g˜A module V (ψ) has finite dimensional weight spaces
with respect to h ⊕ D if and only if gA module V (ψ) has finite dimensional
weight spaces with respect to h.
(3) [[E2],Lemma 3.7] The gA module V (ψ) has finite dimensional weight spaces
with respect to h if and only if ψ factors through h′ ⊗ A/I for some co-finite
ideal I of A.
Remark 1. From the Proof of Lemma 3.7 in [E2], we can choose the co-finite ideal
I to be generated by polynomials Pi in the variable ti with nonzero constant term, see
also [BGLZ], Theorem 2.9.
2. Modules with finite dimensional spaces
In this section we discuss modules with finite dimensional weight spaces. We have
seen in Section 1 that V (ψ) has finite dimensional weight spaces if there exist poly-
nomials P1, · · · , Pn in variable t1, · · · , tn which generate a co-finite ideal I. We can
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assume that each polynomial is not a constant. Indeed, otherwise the ideal I coin-
cides with the algebra A, ψ is a trivial function and the corresponding module is one
dimensional.
Set Γ = Suppψ. Under our assumption Γ is a subgroup of Zn. (see below Lemma
1.1)
Lemma 2.1. The rank of Γ equals n.
Proof. Suppose that the rank of Γ is less than n. After a change of variables we can
assume that
h⊗ tm · tknv = 0,
for all k ∈ Z\{0} and m ∈ Zn such that mn = 0. On the other hand, there exists a
non-constant polynomial Pn in variable tn such that h ⊗ t
m · Pn(tn)v = 0. Now it is
easy to conclude that (h⊗ tm) · v = 0 for all m ∈ Zn. Thus the function ψ is trivial
and V (ψ) is a one dimensional module, which is of no interest. 
It follows from Lemma 2.1 that
Aψ = C[t
±r1
1 , · · · , t
±rn
n ]
and
Γ = r1Z⊕ · · · ,⊕rnZ
for some positive integers r1, · · · , rn. Set R = r1r2 · · · , rn. If R = 1 then V (ψ)⊗A ∼=
V (ψ) as g˜A-modules.
From now on we assume that R ≥ 2. Then V (ψ)⊗A decomposes into R irreducible
g˜A-modules by Proposition 1.2(1). We will give a more explicit description of these
components in Section 4.
Proposition 2.2. For each i, 1 ≤ i ≤ n, there exists a g-module automorphism σi of
V (ψ) of order ri.
Proof. Fix i ∈ {1, . . . , n}. Let ξi be the ri-th primitive root of unity. Define an
algebra automorphism σi of A as follows: σi(ti) = ξiti and σi(tj) = tj for i 6= j. It can
be extended to an automorphism of g′⊗A by the identity action on g′. Also, defining
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the identity action of σi on h
′′ we obtain an automorphism of order ri on gA. It
can be further extended to an algebra automorphism of U(gA). This automorphism,
clearly, respects the triangular decomposition of gA. Let J be the left ideal generated
by N+ ⊗ A, h⊗ tm − ψ(h⊗ tm) and h′ − ψ(h′), h ∈ h′, h′ ∈ h′′ and m ∈ Zn.
Suppose that mi 6≡ 0(ri). Then we have
σi(h⊗ t
m − ψ(h⊗ tm)
)
= h⊗ ξmii t
m
= ξmi(h⊗ tm − ψ(h⊗ tm)
)
.
On the other hand, if mi ≡ 0(ri) then we have
σi(h⊗ t
m − ψ(h⊗ tm))
= h⊗ ξmii t
m − ψ(h⊗ tm)
= h⊗ tm − ψ(h⊗ tm),
as ξmii = 1. This implies that σi leaves the ideal J invariant. Since M(ψ) can be
identified with U(gA)/J , we obtain that σi induces an automorphism of M(ψ).
Suppose now that N is a proper submodule ofM(ψ). Let σi((Xβ1⊗t
m1) · · · , (Xβℓ⊗
tm
ℓ
)v) ∈ σi(N), where Xβj ∈ g
′, m1, · · · , mℓ ∈ Zn. Then we have
(Xβ ⊗ t
m) · σi((Xβ1 ⊗ t
m1) · · · , (Xβℓ ⊗ t
mℓ)v)
= ξ−mii σi((Xβ ⊗ t
m)(Xβ1 ⊗ t
m1) · · · , (Xβℓ ⊗ t
mℓ)v) ∈ σi(N).
Thus σi(N) is also a submodule of M(ψ). Clearly, σi(N) is a proper submodule, as
σi(v) = v for a highest weight vector v. We conclude that the sum of all proper
submodules M(ψ) is invariant under σi. Hence, σi is an automorphism on V (ψ) of
order ri. 
Let Γ = Z/r1Z ⊕ · · · ,⊕Z/rnZ
∼= Zn/Γ. We have the following immediate corollary.
Corollary 2.3. (1) For any k = (k1, · · · , kn) ∈ Γ there exists a g-module auto-
morphism ηk = σ
k1
1 · · · , σ
kn
n of V (ψ) of finite order.
(2) For any k = (k1, · · · , kn) ∈ Γ there exists a finite order automorphism τk of g˜A
such that τk(X⊗t
m) = ξk1m11 · · · , ξ
knmn
n X⊗t
m for X ∈ g′, m = (m1, · · · , mn) ∈
Znand τk(g⊕D) = Id.
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3. Irreducible components of V (ψ)⊗A
In this section we give a description of the components of V (ψ)⊗A as a g˜A module
in terms of the automorphisms constructed in Corollary 2.3.
First, recall the definition of exp-polynomial maps from [BZ].
Definition 3.1. A function f : Zn → C is called an exp-polynomial map if f can be
written as a finite sum
f(m1, · · · , mn) =
∑
a∈(C∗)n
k∈Zn
Ck,am
k1
1 · · · , m
kn
n a
m1
1 · · · , a
mn
n ,
Ck,a ∈ C and a = (a1, · · · , an) ∈ (C
∗)n, k = (k1, . . . , kn)
Given h ∈ h′ define the function ψh : Z
n → C as follows:
ψh(m1, · · · , mn) := ψ(h⊗ t
m1
1 · · · , t
mn
n )
for m1, · · · , mn ∈ Z.
Lemma 3.2. The following conditions are equvilent for ψ ∈ (hA)
∗.
(1) There exist polynomials P1, · · · , Pn in variables t1, · · · , tn such that
(R) ψ(h′ ⊗APi(ti)) = 0
(2) ψh is an exp-polynomial map for all h ∈ h
′.
(3) V (ψ) has finite dimensional weight spaces with respect to h.
Proof. Fix h ∈ h′ and consider ψh. Taking ψh in Lemma 2.7 of [RZ], (1) ⇔ (2)
follows. Just note that (2.4) in Lemma 2.7 of [RZ] is precisely our relation (R). Also
note that the expression 2.5 in Lemma 2.7 of [RZ] is an exp-polynomial map.
Now 2⇔ 3 follows from Lemma 1.3(3) and Remark 1. 
Given a = (a1, . . . , an) ∈ (C
∗)n, define the exp-polynomial function fa : Z
n → C as
follows:
fa(m1, . . . , mn) = m
k1
1 · · ·m
kn
n a
m1
1 · · · , a
mn
n .
Lemma 3.3. Functions fa are linearly independent for different a ∈ (C
∗)n.
Proof. Follows from [[BZ],Corollary 2.4]. 
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Given λ = (λ1, · · · , λn) define exp λ : Z
n → C by
exp λ(m1, · · · , mn) = λ
m1
1 · · · , λ
mn
n .
Assume that the image of ψ equals Aψ = C[t
±r1
1 · · · , t
±rn
n ] and R = r1r2 · · · , rn.
Define Γ action on (C∗)n as k · λ = (ξk11 λ1, · · · , ξ
kn
n λn) where k = (k1, · · · , kn) ∈ Γ
and ξi is the ri-th primitive root of unity. Write ξ
k = (ξk11 , · · · , ξ
kn
n ).
Let B be a set of coset representatives of this action.
Define operators Tk such that
Tk. exp(λ) = exp(k.λ) for k ∈ Γ.
Further let PR =
∑
k∈Γ
Tk.
Proposition 3.4. Suppose ψ : h′⊗A→ C is an exp-polynomial map, that is the map
ψh(m1, · · · , mn) = ψ(h⊗ t
m) is an exp-polynomial for any h ∈ h′. Then we have
ψh = PR
∑
λ∈B
ph,λexp λ,
with ph,λ being some polynomial function of the form:
ph,λ(m1, . . . , mn) =
∑
ℓ∈Zn
Ch,λ,ℓ m
ℓ1
1 · · · , m
ℓn
n ,
where λ ∈ B, h ∈ h′, the sum is finite and Ch,λ,ℓ are constants depending on h, λ and
ℓ.
Proof. For each h ∈ h′ write the function ψh in the form:
ψh(m1, · · · , mn) =
∑
λ∈(C∗)n
ph,λ(m1, · · · , mn)λ
m1
1 · · · , λ
mn
n ,
where ph,λ is some polynomial map for every λ ∈ (C
∗)n. Then for a fixed k =
(k1, · · · , kn) ∈ Γ we have
ψh(m1, · · · , mn) =
∑
λ∈(C∗)n
Ph,k.λ(ξ
k1
1 λ1)
m1 · · · , (ξknn λn)
mn .
Since ψh(m1, · · · , mn) = 0 if mi 6≡ 0(ri) for some i, and since (ξ
kj
j )
rj = 1 for all j,
we have
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ψh(m1, · · · , mn) =
∑
λ∈(C∗)
ph,k.λλ
m1
1 · · · , λ
mn
n .
By Lemma 3.3, we have
ph,λ = ph,k.λ for all k ∈ Γ.
Thus if λ occurs in the summation then ξkλ also occurs with the same coefficient.
Hence, we have
ψh = PR
∑
λ∈B
ph,λ exp λ.
Note that in this summation if λ occurs then k.λ does not occur (this is the meaning
of B). Also note that such an expression for ψh need not be unique. 
We would now like to prove that V (ψ) admits a certain tensor product decom-
position if ψ is a exp-polynomial map. First we will prove certain results on exp-
polynomial maps. We need to use Lemma 2.7 of [RZ].
Let ψ be an exp-polynomial map, P1, · · · , Pn some polynomials in t1, · · · , tn, re-
spectively, such that
ψ(h⊗ APi(ti)) = 0,
for all h ∈ h′, i = 1, . . . , n.
We can assume that the leading terms of these polynomials equal 1. Then we have
ψh =
∑
λ∈(C∗)n
ph,λ exp λ.
For each i = 1, . . . , n, the i-th degree of ph,λ(m1, · · · , mn) be the maximal degree
of mi. This degree does not depend on h and only depends on the polynomial Pi.
Suppose λ = (λ1, · · · , λn) occurs in the summation above. Then λi is a root of Pi
for each i by (2.5) in Lemma 2.7 of [RZ]. The multiplicity of λi is the i-th degree of
ph,λ plus one. Further, we have seen in the proof of Proposition 3.4 that if λi occurs
in the sum then ξkii λi also occurs with the same coefficient. Hence, if λi is a root of
Pi then ξ
ki
i λi is also a root of Pi with the same multiplicity. Then we can write
Pi(ti) =
si∏
j=1
ri∏
ℓ=1
(ti − ξ
ℓ
iaij)
bij ,
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for some scalars aij , bij and si depending on Pi. Further, (aij/aij′)
ri = 1 implies j = j′.
Define
Pi,ℓ(ti) =
ki∏
j=1
(ti − ξ
ℓ
iaij)
bij .
For each i = 1, . . . , n fix ji, 1 ≤ ji ≤ ri. Set J = (j1, · · · , jn) and consider the ideal
IJ of A generated by P1,j1 · · · , Pn,jn.
Lemma 3.5. Let J ′ = (j′1, · · · , j
′
n), 1 ≤ j
′
i ≤ ri, i = 1, . . . , n. Suppose J 6= J
′. Then
the ideals IJ and IJ ′ are co-prime, that is IJ + IJ ′ = A.
Proof. Since J 6= J ′ there exists i, 1 ≤ i ≤ n, such that ji 6= j
′
i. Then the polynomial
Pi,ji and Pi,j′i have no common roots. Thus the ideal of C[ti, t
−1
i ] generated by Pi,ji
and Pi,j′i coincides with C[ti, t
−1
i ], which implies the statement. 
Chinese Reminder theorem implies immediately the following statement.
Proposition 3.6. Let
I =
∏
J∈Γ
IJ =
⋂
J∈Γ
IJ .
Then
g′ ⊗ A/I ≃ g′ ⊗
(⊕
J∈Γ
A/IJ
)
.
We also have
Lemma 3.7. [[E2],Remark 3.9] Let ψ : hA → C be a linear map satisfying ψ(h
′⊗I) =
0 for some co-finite ideal I of A. Then (g′ ⊗ I)V (ψ) = 0.
Let α1, · · · , αk be a set of simple roots of g. We will consider a standard ordering
on h∗: for η1, η2 ∈ h
∗ we say that η1 ≤ η2 if and only if η2 − η1 =
∑
i niαi for some
non-negative integers n′is.
Proposition 3.8. Let I1 and I2 be co-prime co-finite ideals of A. Let ψ1 and ψ2 be
linear maps from hA → C such that ψi(h
′ ⊗ Ii) = 0 for i = 1, 2. Then
V (ψ1 + ψ2) ≃ V (ψ1)⊗ V (ψ2)
as gA-modules.
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Proof. We will show first that V (ψ1)⊗ V (ψ2) is a cyclic module generated by v1⊗ v2
where vi is a highest weight vector of V (ψi) for i = 1, 2.
Since I1, and I2 are co-prime, we have I1 + I2 = A. Thus, there exists fi ∈ Ii,
i = 1, 2, such that f1 + f2 = 1. For X ∈ g
′ and h ∈ A consider
Xf1h(v1 ⊗ v2) = v1 ⊗Xf1hv2
= v1 ⊗ (Xh−Xf2h)v2
= v1 ⊗Xhv2,
as Xf1hv1 = Xf2hv2 = 0 by Lemma 3.7. Repeating this process we see that the
module generated by v1⊗ v2 contains v1⊗ V (ψ2). Now taking Xf2h instead of Xf1h
we obtain that the module generated by all elements v1 ⊗ w, w ∈ V (ψ2) contains
V (ψ1)⊗V (ψ2). We conclude that v1⊗v2 generates V (ψ1)⊗V (ψ2). Hence, V (ψ1+ψ2)
is a homomorphic image of V (ψ1)⊗ V (ψ2). To complete the proof it is sufficient to
show that V (ψ1)⊗ V (ψ2) is irreducible. Let
(1) v =
∑
λ+µ=η,i
vλi ⊗ vµi ∈ V (ψ1)⊗ V (ψ2)
be a vector of weight η. We can assume that {vλi} is a linearly independent set.
Note that λ and µ may occur several times but with different vectors. That is why
the additional index i is used. Now choose µ′ to be the minimal among the µ’s that
occur in (1) with respect to the ordering defined above. Fix a weight vector vµ′s of
weight µ′ in (1). Then there exists X ∈ U(gA)ψ2−µ′ such that Xvµ′s = v2 and Xvµ′i is
a multiple of v2 for all i. Using the arguments as above, we obtain that there exists
X ′ ∈ U(gA) such that X
′v =
∑
λ+µ=η, i
vλi ⊗ Xvµi. We claim that w = Xvµi = 0 for
µ 6= µ′. Indeed, if w 6= 0 then it has the weight ψ2 − µ
′ + µ ≤ ψ2 implying that
µ < µ′. But this contradicts the minimality of µ′. Hence, Xvµi = 0 for µ 6= µ
′ and
any i. Thus
X ′v =
∑
v(η−µ′)i ⊗ kiv2,
for some ki ∈ C. This element cannot be zero since v(η−µ′)i is a linearly independent
set and at least one term is nonzero. Thus we proved that given an element v in
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V (ψ1) ⊗ V (ψ2) there exists X
′ ∈ U(gA) such that X
′v = w ⊗ v2 for some nonzero
w ∈ V (ψ1). Repeating this argument one easily shows that the module generated by
w ⊗ v2 contains v1 ⊗ v2. This completes the proof. 
Let ψ be an exp-polynomial map. For any h ∈ h′ set
Φh =
∑
λ∈B
ph,λ expλ.
Then
ψh = PR
∑
λ∈B
ph,λ exp λ =
∑
k∈Γ
ξkΦh.
Clearly, ξkΦh is an exp-polynomial map for any k ∈ Γ. We can choose λ’s in Φh in such
a way that corresponding polynomials are P1,r1, · · · , Pn,rn. So the polynomials corre-
sponding to the exp- polynomial map ξkΦh are P1,k1, · · · , Pn,kn where k = (k1, · · · , kn).
If k′ = (k′1, · · · , k
′
n) then the ideals Ik and Ik′ are mutually co-prime if k 6= k
′ by
Lemma 3.5. Hence, we have the following:
Corollary 3.9.
V (ψ) ≃
⊗
k∈Γ
V (ξkΦ)
as gA-modules.
We also have the following statement which is of independent interest.
Lemma 3.10. AΦ = C[t
±1
1 , · · · , t
±1
n ].
Proof. Clearly we have
Aψ ⊆ AΦ = C[t
±s1
1 , · · · , t
±sn
n ]
for some si | ri. Write
Φh =
∑
λ∈B
ph,λexpλ.
By Lemma 3.4 applied to Φh, if λ occurs in the summation of Φh, then ξ
′
iλ also occurs
where ξ′i is the sith root of unity. As si | ri, ξ
′
i is also ri the root of unity. That is
a contradiction to the definition of B if si > 1. Thus si = 1 and the Lemma is
proved. 
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4. Explicit description of components of V (ψ)⊗A
In this section we describe explicitly the irreducible components of V (ψ)⊗A. Recall
that V (ψ)⊗ A is a g˜A-module (see Section 1). Also recall that for each k ∈ Γ there
exists an automorphism ηk of V (ψ) of finite order by Corollary 2.3(1).
For k ∈ Γ define the map
η˜k : V (ψ)⊗ A→ V (ψ)⊗A
induced by ηk as follows:
η˜k(v ⊗ p(t)) = ηk(v)⊗ p(ξ
−kt),
for all v ∈ V (ψ) and p(t) ∈ A.
Lemma 4.1. The map η˜k is an automorphism of V (ψ)⊗ A as a g˜A-module.
Proof. We need to check only that η˜k is a g˜A-module homomorphism. ForX ∈ g
′, m ∈
Z
n, p(t) ∈ A and v ∈ V (ψ) we have
η˜k((X ⊗ t
m)(v ⊗ p(t)))
= η˜k(((X ⊗ t
m)v)⊗ tmp(t))
= ηk((X ⊗ t
m)v)⊗ (ξ−kt)mp(ξ−kt)
= (X ⊗ (ξk)mtm)ηk(v)⊗ ξ
−kmtmp(ξ−kt)
= (X ⊗ tm)ηk(v)⊗ t
mp(ξ−kt).
On the other hand, we have
(X ⊗ tm)η˜k(v ⊗ p(t))
= (X ⊗ tm)(ηk(v)⊗ p(ξ
−kt))
= (X ⊗ tm)ηk(v)⊗ t
mp(ξ−kt)).
We conclude that η˜k is a g˜A- module map, which completes the proof. 
For any k = (k1, · · · , kn) ∈ Γ set
(V (ψ)⊗ A)k = {v ∈ V (ψ)⊗ A | η˜iv = ξ
ki
i v, 1 ≤ i ≤ n}.
It follows immediately from Lemma 4.1 that (V (ψ)⊗A)k is a g˜A-module.
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Theorem 4.2. Let v be a highest weight vector of V (ψ). Then
U(g˜A)(v ⊗ t
k) = (V ⊗A)k,
for all k ∈ Γ.
Proof. Note that v ⊗ 1 ∈ (V (ψ)⊗A)0 and v ⊗ t
k ∈ (V (ψ)⊗A)k for k ∈ Γ. Thus
U(g˜A)(v ⊗ t
k) ⊆ (V (ψ)⊗A)k.
We also have
V (ψ)⊗ A =
⊕
k∈Γ
U(g˜A)v ⊗ t
k
⊆
⊕
k∈Γ
(V (ψ)⊗A)k,
by Proposition 1.2. It implies immediately that
U(g˜A)(v ⊗ t
k) = (V ⊗A)k.

5. Characters
One of the main problems in representation theory is to compute the characters
of irreducible modules. We will indicate some partial results in this direction for
modules under consideration.
Let ψ be an exp-polynomial map. Following the previous section we write
ψ =
∑
k∈Γ
ξkΦ,
where each ξkΦ in an exp-polynomial map.
For each k ∈ Γ we fix an automorphism of finite order σk of gA, which exists by
Corollary 2.3, (2). Let
gA
p
ξk
→ End (V (ξ
kΦ))
be the representation map. Then, clearly,
pξk ◦ σℓ = pξk+ℓ,
for all k, ℓ ∈ Γ.
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Since σℓ is id on g, we obtain the following isomorphism of g-modules:
V (ξkΦ) ≃ V (ξk+ℓΦ).
In particular,
V (ξkΦ)
∈k
≃ V (Φ), ∀k ∈ Γ.
Set
W =
⊗
R−times
V (Φ).
Then we have the following isomorphisms of g-modules:
V (ψ)
Ω
≃
⊗
k∈Γ
V (ξkΦ)
⊗∈k
≃ W.
Let γ = ⊗ ∈k ◦Ω. It is easy to check that γ ◦ ηk ◦ γ
−1 : W → W is a g-module map
(ηk is defined in Corollary 2.3, (1)).
Since
ξℓψ =
∑
k∈Γ
ξk+ℓΦ,
for any ℓ ∈ Γ, we see that ηℓ induces the isomorphism
⊗
k∈Γ
V (ξkΦ) ≃
⊗
k∈Γ
V (ξk+ℓΦ).
Hence, ηℓ and γ ◦ ηℓ ◦ γ
−1 permute the factors of the tensor product.
Proposition 5.1. Let ch V (ψ) and ch V (Φ) be the characters of V (ψ) and V (Φ),
respectively. Then
ch V (ψ) = (ch V (Φ))R.
Proof. Note that we have the following isomorphism of g-modules:
V (ψ) ≃
⊗
R−times
V (Φ).
In particular, this is an isomorphism of h-modules. Hence, their characters are same
and the statement follows. 
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Character of (V (ψ) ⊗ A)k : Now we will indicate how to compute the character
of (V (ψ) ⊗ A)k. Since all the components are isomorphic upto a grade shift, it is
sufficient to compute the character of (V (ψ)⊗ A)0. Recall that
(V (ψ)⊗ A)0 = {v ∈ V (ψ)⊗ A0 | η˜kv = v, ∀k ∈ Γ}.
Let k = (k1, · · · , kn) ∈ Γ and ηk = σ
k1
1 · · ·σ
kn
n . Hence, it is sufficient to describe fixed
points of all σ˜ℓ. Set
V (ψ)(k1,··· ,kn) = {v ∈ V (ψ) | σiv = ξ
ki
i v, 1 ≤ i ≤ n}.
Then we have
(V (ψ)⊗A)0 =
⊕
k=(k1,··· ,kn)∈Zn
V (ψ)(k1,··· ,kn) ⊗ t
k.
Therefore, to compute the character of (V (ψ) ⊗ A)0 it is sufficient to compute the
characters of V (ψ)(k1,··· ,kn), k ∈ Γ.
Let V be an Nd-graded vector space for some positive integer d. Here N denotes
the non-negative integers and Nd denotes d copies of N.
Let V =
⊕
α∈Nd
V (α), a direct sum of graded components. We assume that each
dimV (α) is finite. Fix a positive integer r. Consider V r = V ⊗ · · · ,⊗V (r times).
Then V r =
⊕
α∈Nd
V r(α), and
V r(α) =
⊕
∑
αi=α
V (α1)⊗ · · · ⊗ V (αr).
Clearly, dimV r(α) <∞.
Define σr : V
r → V r as follows:
σr(v1 ⊗ · · · vr) = vr ⊗ v1 ⊗ · · · ⊗ vr−1,
for all v1, . . . , vr ∈ V .
We have that σr(V
r(α)) = V r(α), for any α ∈ Nd. For each k ∈ Z denote
V rk = {v ∈ V
r | σr(v) = ξ
kv},
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where ξ is a primitive r-th root of unity. Then
V r =
⊕
k∈Z/rZ
V rk ,
where
V rk =
⊕
α∈Nd
V rk (α).
For any Nd-graded vector space U =
⊕
α∈Nd
U(α) define
PU(X) =
∑
α∈Nd
dim U(α)Xα ∈ N[[X1, · · ·Xd]]
where Xα = Xα11 · · ·X
αd
d .
Set
Cr(n) =
∑
t|gcd(r,n)
tµ(r/t),
where µ is the Mobius function.
We now recall the following formula from [W]. It is proved in [W] only for d = 1
but the same proof holds for any d.
Theorem 5.2. [ [W],Theorem 5.5]
PV r
k
(X) =
1
r
∑
t|r
Ct(r)(PV (X
t))
r
t .
We will now indicate how to compute the character for (V (ψ) ⊗ A)0 for the case
n = 2 (hence, R = r1r2). General case can be treated similarily but it requires more
complicated notation.
Recall that V (ψ) is a highest weight module for gA and V (ψ) ≃
⊗
R−times
V (Φ). Then
V (Φ) is a highest weight module for gA. Let d be the rank of the Kac-Moody Lie
algebra g. Let α1, · · · , αd be the simple roots of g, Q
+ be the set consisting of all
non-negative linear combinations of roots α1, . . . , αd. Then Q
+ can be identified with
Nd. We have that
V (Φ) =
⊕
α∈Nd
V (Φ)λ−α,
where Φ |h= λ.
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Denote V = V (Φ) and V (α) = V (Φ)λ−α.
Let
W = V ⊗ · · · ,⊗V (r1 times) and
V (ψ) = W ⊗ · · · ,⊗W (r2 times).
Note that each space V (ξkΦ) is identified with V and σ1, σ2 are permutations on
V (ψ). Now it is easy to see that the sum
∑
ξkΦ can be rearranged in such way that
σ1 leaves each W invariant and
σ1(v1 ⊗ · · · ,⊗vr1) = vr1 ⊗ v1 ⊗ · · · ,⊗vr1−1,
for all vi ∈ V . This extends to V (ψ) leaving each component W invariant. Further
we can assume
σ2(w1 ⊗ · · · ,⊗ · · · , wr2)
= wr2 ⊗ w1 ⊗ · · · ,⊗wr2−1, wi ∈ W.
Since
V r1k1 = Wk1 = {v ∈ V
r1 | σ1(v) = ξ
k1
1 v},
where ξ1 is a ri-th primitive root of unity, then we have
(2) PWk1 (X) =
1
r1
∑
t|r1
Ct(r1)(PV (X
t))r1/t,
by Theorem 5.2.
Now we have that W =
⊕
(α,s)∈Nd+1
W (α)s, where W (α)s is the s’s eigenspace of σ1.
Note that W is graded by Nd+1. Again by Theorem 5.2 we have:
(3) PW r2
k2
(X) = PV (ψ)k2 (X) =
1
r2
∑
t|r2
Ct(r2)PW (X
t)
r2
t .
Formula (3) implies that dimV (ψ)(k1,k2)(α) can be computed in terms of dim Wk1(α).
On the other hand, dimWk1(α) can be computed in terms of dim V (α) by (2). Hence,
if we know the character of V (Φ) then we can compute the character of any V (ψ)(k1,k2).
This in turn allow us to compute the character of (V (ψ)⊗ A)0.
We refer to [G1] and [G2] for character formulas for graded integrable modules.
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