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a b s t r a c t
In this paper, we investigate the error estimates for the solutions of optimal control
problems by mixed finite element methods. The state and costate are approximated by
Raviart–Thomasmixed finite element spaces of order k and the control is approximated by
piecewise polynomials of order k. Under the special constraint set, we will show that the
control variable can be smooth in the whole domain. We derive error estimates of optimal
order both for the state variables and the control variable.
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1. Introduction
Optimal control problems are playing an increasingly important role in modern life. They have various backgrounds
in social, economic, scientific and engineering numerical simulation etc. Finite element approximation is widely applied
though other methods are also used. A systematic introduction of finite element method for PDEs and optimal control can
be found in, for example, [1–5].
For optimal control problem governed by elliptic equations, there are many works on error estimates and super-
convergence, for a priori error estimate, see [6–12], for a posteriori error estimate, see [13–15], for the superconvergence
results, see [16,17]. Note that all the above works aimed at standard finite element method.
In this work, we will use mixed finite element methods to deal with optimal control problem. When the objective
functional contains the gradient of the state variable, mixed methods should be used for discretization of the state equation
with which both the scalar variable and its flux variable can be approximated in the same accuracy. Though mixed finite
element method has been widely used in engineering simulations, there does not seem to exist much work on theoretical
analysis of mixed methods in computational optimal control.
For the constraint optimal control problem, the regularity of the optimal control is generally quite low. The goal of this
paper is to investigate a priori error estimates for the elliptic optimal control problem with a special constraint set which
will be specified later. We can see that with the special structure of this constraint set, the regularity of the optimal control
can be raised to H2(Ω).
I This work is supported by the Foundation for Talent Introduction of Guangdong Provincial University, Guangdong Province Universities and Colleges
Pearl River Scholar Funded Scheme (2008), National Science Foundation of China, and the National Basic Research Programunder the Grant 2005CB321703.∗ Corresponding author.
E-mail addresses: xingxiaoqing@gmail.com (X. Xing), yanpingchen@scnu.edu.cn, ypchen@xtu.edu.cn (Y. Chen), yinianyu365109@126.com (N. Yi).
0377-0427/$ – see front matter Crown Copyright© 2009 Published by Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.09.018
X. Xing et al. / Journal of Computational and Applied Mathematics 233 (2010) 1812–1820 1813
In this paper, we consider the following distributed convex optimal control problem:
min
u∈K⊂L2(Ω)
1
2
{‖p− pd‖2 + ‖y− yd‖2 + ‖u‖2} (1.1)
−div (Agrad y) = f + u, x ∈ Ω, (1.2)
y = 0, x ∈ ∂Ω, (1.3)
where Ω is a bounded domain in R2 and with a smooth boundary ∂Ω . Here, K denotes the admissible set of the control
variable, defined by
K =
{
v ∈ L2(Ω) :
∫
Ω
v ≥ 0
}
. (1.4)
The details will be specified later.
In this paper, we adopt the standard notationWm,p(Ω) for Sobolev spaces onΩ with a norm ‖ · ‖m,p given by
‖φ‖pm,p =
∑
|α|≤m
‖Dαφ‖pLp(Ω),
a semi-norm | · |m,p given by
|φ|pm,p =
∑
|α|=m
‖Dαφ‖pLp(Ω).
We setWm,p0 (Ω) = {φ ∈ Wm,p(Ω) : φ|∂Ω = 0}. For p = 2, we denote
Hm(Ω) = Wm,2(Ω), Hm0 (Ω) = Wm,20 (Ω),
and
‖ · ‖m = ‖ · ‖m,2, ‖ · ‖ = ‖ · ‖0,2.
The paper is organized as follows: In Section 2, we study the mixed finite element approximation of the optimal control
problems. In Section 3, we discuss the properties of the control variable and introduce some important projection operators.
We give some intermediate error estimates in Section 4. The full error estimates for the state variables, costate variables and
control variable are presented in Section 5.
2. Mixed formulation of optimal control problems
In this section, we study the mixed finite element approximation of the problem (1.1)–(1.3). First, the problem can be
rewritten in the first order system as following:
min
u∈K⊂L2(Ω)
1
2
{‖p− pd‖2 + ‖y− yd‖2 + ‖u‖2} (2.1)
div p = f + u, x ∈ Ω, (2.2)
p = −Agrad y, x ∈ Ω, (2.3)
with the boundary condition
y = 0, x ∈ ∂Ω. (2.4)
Next, we introduce the costate elliptic equation
− div (A(x)(grad z + p− pd)) = y− yd, x ∈ Ω, (2.5)
with the boundary condition
z = 0, x ∈ ∂Ω. (2.6)
For our purpose of this paper, we will make some assumptions:
(1) A(x) = (aij(x))2×2 is a symmetric matrix with aij(x) ∈ W 1,∞(Ω) and for any vector X ∈ R2, there is a constant c > 0,
such that
X tAX ≥ c‖X‖2R2 . (2.7)
(2) The given functions in the problem satisfy the following regularity:
yd ∈ L2(Ω), pd ∈ (H1(Ω))2. (2.8)
Now, we give a weak formulation of the problem (2.1)–(2.4). Let
V = H(div ;Ω) = {v ∈ (L2(Ω))2, div v ∈ L2(Ω)},
endowed with the norm given by
‖v‖div = (‖v‖2 + ‖div v‖2) 12 ,
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and
W = L2(Ω).
Then, the mixed weak formulation for the problem (2.1)–(2.4) is to find (p, y, u) ∈ V ×W × K such that
min
u∈K
1
2
{‖p− pd‖2 + ‖y− yd‖2 + ‖u‖2} (2.9)
(A−1p, v)− (y, div v) = 0, ∀v ∈ V , (2.10)
(div p, w) = (f + u, w), ∀w ∈ W , (2.11)
where (·) denotes the inner product in L2(Ω) or (L2(Ω))2. It is well known that the convex control problem (2.9)–(2.11)
has a unique solution (p, y, u), and that a triplet (p, y, u) is the solution of (2.9)–(2.11) if and only if there exists a costate
(q, z) ∈ V ×W such that (p, y, q, z, u) satisfies the following optimality conditions:
(A−1p, v)− (y, div v) = 0, ∀v ∈ V , (2.12)
(div p, w) = (f + u, w), ∀w ∈ W , (2.13)
(A−1q, v)− (z, div v) = −(p− pd, v), ∀v ∈ V , (2.14)
(div q, w) = (y− yd, w), ∀w ∈ W , (2.15)
(z + u, u˜− u) ≥ 0, ∀u˜ ∈ K . (2.16)
In the following, we consider the mixed finite element approximation of the control problem. Let T h denotes a quasi-
uniform (in the sense of [12]) family of partition ofΩ into triangles or rectangles, with boundary elements allowed to have
one curved side. Here h is themaximum diameter of the element T in T h. Let Vh×Wh ⊂ V ×W denote the Raviart–Thomas
space [18] of order k associated with the triangulations or rectangulations T h ofΩ . Pk denotes polynomials of total degree
at most k, Qm,n indicates the space of polynomials of degree no more thanm and n in x1 and x2 variables respectively, where
x = (x1, x2). If T ∈ T h is a triangle, let
V (T ) = Pk(T )⊕ span(xPk(T )), W (T ) = Pk(T ).
Similarly, if T ∈ T h is a rectangle, let
V (T ) = Qk+1,k(T )× Qk,k+1(T ), W (T ) = Pk(T )
where Pk(T ) = (Pk(T ))2. Then we can define the finite dimensional spaces as follows
Vh = {vh ∈ V : vh|T ∈ V (T ), T ∈ T h}, (2.17)
Wh = {wh ∈ W : wh|T ∈ W (T ), T ∈ T h}, (2.18)
Kh = {u˜h ∈ K : u˜h|T = Pk(T ), T ∈ T h}. (2.19)
Then the finite element approximation of the problem (2.9)–(2.11) is to find (ph, yh, uh) ∈ V h ×Wh × Kh such that
min
uh∈Kh
1
2
{‖ph − pd‖2 + ‖yh − yd‖2 + ‖uh‖2} (2.20)
(A−1ph, vh)− (yh, div vh) = 0, ∀vh ∈ Vh, (2.21)
(div ph, wh) = (f + uh, wh), ∀wh ∈ Wh. (2.22)
The control problem (2.20)–(2.22) again has a unique solution (ph, yh, uh) and that a triplet (ph, yh, uh) is the solution of
(2.20)–(2.22) if and only if there exists a costate (qh, zh) ∈ Vh × Wh such that (ph, yh, qh, zh, uh) satisfies the following
optimality conditions:
(A−1ph, vh)− (yh, div vh) = 0, ∀vh ∈ Vh, (2.23)
(div ph, wh) = (f + uh, wh), ∀wh ∈ Wh, (2.24)
(A−1qh, vh)− (zh, div vh) = −(ph − pd, vh), ∀vh ∈ Vh, (2.25)
(div qh, wh) = (yh − yd, wh), ∀wh ∈ Wh, (2.26)
(zh + uh, u˜h − uh) ≥ 0, ∀u˜h ∈ Kh. (2.27)
In the rest of the paper, we shall use some intermediate variables. For any control function u˜ ∈ K , we first define the
state solution (p(u˜), y(u˜), q(u˜), z(u˜)) associated with u˜ that satisfies
(A−1p(u˜), v)− (y(u˜), div v) = 0, ∀v ∈ V , (2.28)
(div p(u˜), w) = (f + u˜, w), ∀w ∈ W , (2.29)
(A−1q(u˜), v)− (z(u˜), div v) = −(p(u˜)− pd, v), ∀v ∈ V , (2.30)
(div q(u˜), w) = (y(u˜)− yd, w), ∀w ∈ W . (2.31)
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Correspondingly, we define the discrete state solution (ph(u˜), yh(u˜), qh(u˜), zh(u˜)) associated with u˜ ∈ K that satisfies
(A−1ph(u˜), vh)− (yh(u˜), div vh) = 0, ∀vh ∈ Vh, (2.32)
(div ph(u˜), wh) = (f + u˜, wh), ∀wh ∈ Wh, (2.33)
(A−1qh(u˜), vh)− (zh(u˜), div vh) = −(ph(u˜)− pd, vh), ∀vh ∈ Vh, (2.34)
(div qh(u˜), wh) = (yh(u˜)− yd, wh), ∀wh ∈ Wh. (2.35)
Thus, for the sake of simplicity, we write the exact solution and its approximation in the following way:
(p, y, q, z) = (p(u), y(u), q(u), z(u)),
(ph, yh, qh, zh) = (ph(uh), yh(uh), qh(uh), zh(uh)).
3. Properties of the control variable
Generally, the regularity of the optimal control for a constrained optimal control problem is quite low, say only inH1(Ω),
see [19]. For example, in our priori work, we have considered the obstacle type constraint set: K = {v : a ≤ v ≤ b}, where
a and b are real numbers. For optimal control problem with this constraint set, we have the following relationship between
the control variable u and the costate variable z:
u = max(a,min(b,−z(x))).
Thus, the gradient of u jumps along the boundary of the set of z where z = a or z = b. Moreover, the location is generally
unknown.
In this paper, we consider the special constraint set K defined as (1.4). We will show that the optimal control of the
optimal control problem (2.12)–(2.16) can be infinitely smooth if the initial data are so. To this end, we first derive an
important relationship between the optimal control and the optimal costate z. The following Theorem has been proved in
Chen–Yi–Liu [20].
Theorem 3.1. Let (p, y, q, z, u) ∈ (V ×W )2 × K be the solution of (2.12)–(2.16). Then we have
u = max(0, z¯)− z,
where z¯ = ∫
Ω
z/|Ω| denotes the integral average onΩ of the function z.
Proof. If z¯ > 0, then u = z¯ − z and for any v ∈ K
(u+ z, v − u) =
∫
Ω
(u+ z)(v − u)
=
∫
Ω
z¯(v − z¯ + z)
= z¯
∫
Ω
v ≥ 0.
If z¯ ≤ 0, then u = −z and
(u+ z, v − u) = 0.
Now, note that for the costate solution z the solution of (2.16) is unique. Then we have proved the theorem. 
Due to this theorem, we can obtain the following regularity result for the control variable.
Theorem 3.2. Let (p, y, q, z, u) satisfy the optimality conditions (2.12)–(2.16). Assume that the data functions pd, yd and the
domainΩ are infinitely smooth. Then,
u ∈ C∞(Ω¯).
Proof. Applying the regularity argument of elliptic problems, it is clear that y ∈ H2(Ω), so that p ∈ H1(Ω). It follows from
the costate equation (2.5) and the assumption of pd, yd, we can obtain that z ∈ H2(Ω). With the relationship between the
control and the costate
u = max(0, z¯)− z,
that u ∈ H2(Ω). Thus y ∈ H4(Ω), p ∈ H3(Ω). By repeating the above process, we can conclude that u ∈ C∞(Ω¯). 
Remark 3.1. If Ω is a convex open domain with a Lipschitz boundary ∂Ω , and pd ∈ (H1(Ω))2, yd ∈ L2(Ω), then we have
u ∈ H2(Ω).
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4. Error estimates for the intermediate error
In this section, we will give some error estimates for the intermediate error. First of all, we define the standard L2(Ω)-
orthogonal projection Ph : W → Wh which satisfies: for anyw ∈ W
(w − Phw,wh) = 0, ∀wh ∈ Wh. (4.1)
We also consider the Fortin projection [21,22]Πh : V → Vh, which satisfies: for any q ∈ V ,
(div (q−Πhq), wh) = 0, ∀wh ∈ Wh. (4.2)
For the projection defined above, we have the following relations (see [21–23]):
div ◦Πh = Ph ◦ div , (4.3)
‖q−Πhq‖0 ≤ Ch|q|1, for q ∈ (H1(Ω))2, (4.4)
‖div (q−Πhq)‖−s ≤ Ch1+s|div q|1, s = 0, 1, for all div q ∈ H1(Ω), (4.5)
‖φ − Phφ‖−s ≤ Ch1+s|φ|1, s = 0, 1, for φ ∈ H1(Ω). (4.6)
Now, if we choose u˜ = u in (2.32)–(2.35), we can obtain the intermediate solution (ph(u), yh(u), qh(u), zh(u)) following
equations:
(A−1ph(u), vh)− (yh(u), div vh) = 0, ∀vh ∈ Vh, (4.7)
(div ph(u), wh) = (f + u, wh), ∀wh ∈ Wh, (4.8)
(A−1qh(u), vh)− (zh(u), div vh) = −(ph(u)− pd, vh), ∀vh ∈ Vh, (4.9)
(div qh(u), wh) = (yh(u)− yd, wh), ∀wh ∈ Wh. (4.10)
Remark 4.1. Obviously, we can see that (ph(u), yh(u)) is the mixed finite element approximation of the elliptic problem
(2.12) and (2.13).
Now, we define some intermediate errors:
η1 = p− ph(u), λ1 = y− yh(u),
η2 = q− qh(u), λ2 = z − zh(u).
Then, from (2.12), (2.13), (4.7) and (4.8), we can obtain the following error equations:
(A−1η1, vh)− (λ1, div vh) = 0, ∀vh ∈ Vh,
(div η1, wh) = 0, ∀wh ∈ Wh.
From the classical mixed finite element error estimates in [22], we can establish the following results:
Lemma 4.1. For h sufficiently small, there exists a constant C which only dependent on A andΩ , such that
‖y− yh(u)‖ ≤ Chk+1‖y‖k+1+δk0 ,
‖p− ph(u)‖ ≤ Chk+1‖y‖k+2,
‖div (p− ph(u))‖ ≤ Chk+1‖y‖k+3,
where δk0 is Dirac function.
For the costate variables, we derive the following error equations from (2.14), (2.15), (4.9) and (4.10):
(A−1η2, vh)− (λ2, div vh) = −(η1, vh) ∀vh ∈ Vh,
(div η2, wh) = (λ1, wh), ∀wh ∈ Wh.
Using the standard stability result [21] of mixed finite element, we can easily deduce that
‖q− qh(u)‖div + ‖z − zh(u)‖ ≤ C(‖p− ph(u)‖div + ‖y− yh(u)‖) ≤ Chk+1‖y‖k+3, (4.11)
where we have used Lemma 4.1.
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5. Error estimates for optimal control problems
In this section, we consider the constraint optimal control problem where the convex set K is defined in (1.4). First, set
the following errors:
r1 = ph(u)− ph, e1 = yh(u)− yh,
r2 = qh(u)− qh, e2 = zh(u)− zh.
Thus, we have
p− ph = r1 + η1, y− yh = e1 + λ1, (5.1)
q− qh = r2 + η2, z − zh = e2 + λ2. (5.2)
In order to estimate ‖p − ph‖, ‖y − yh‖, ‖q − qh‖, ‖z − zh‖, along with the result given in Section 4, we only need to
estimate ‖r1‖, ‖e1‖, ‖r2‖, ‖e2‖.
From (2.23)–(2.26) and (4.7)–(4.10), we have that
(A−1r1, vh)− (e1, div vh) = 0, ∀vh ∈ Vh, (5.3)
(div r1, wh) = (u− uh, wh), ∀wh ∈ Wh, (5.4)
(A−1r2, vh)− (e2, div vh) = −(ph(u)− ph, vh), ∀vh ∈ Vh, (5.5)
(div r2, wh) = (yh(u)− yh, wh), ∀wh ∈ Wh. (5.6)
From the stability property of the saddle point problem (5.3)–(5.6), we have
‖r1‖div + ‖e1‖ ≤ C‖u− uh‖, (5.7)
‖r2‖div + ‖e2‖ ≤ C(‖ph(u)− ph‖ + ‖yh(u)− yh‖) ≤ C‖u− uh‖. (5.8)
So, we need to give the estimate for ‖u− uh‖.
Theorem 5.1. Let (p, y, q, z, u) ∈ (V ×W )2 × K and (ph, yh, qh, zh, uh) ∈ (Vh ×Wh)2 × Kh be the solution of (2.12)–(2.16)
and (2.23)–(2.27) respectively. Then, we have
‖u− uh‖ ≤ Chk+1(‖y‖k+3 + ‖u‖k+1 + ‖z‖k+1), (5.9)
and
‖y− yh‖ + ‖p− ph‖div ≤ Chk+1(‖y‖k+3 + ‖u‖k+1 + ‖z‖k+1),
‖z − zh‖ + ‖q− qh‖div ≤ Chk+1(‖y‖k+3 + ‖u‖k+1 + ‖z‖k+1).
Proof. From (2.27) and (2.32)–(2.35), for every u˜h ∈ Kh, we have
0 ≥ (uh + zh, uh − u˜h) = (uh, uh − u˜h)+ (zh, uh − u˜h)
= (uh, uh − u˜h)+ (div (ph − ph(u˜h)), zh)
= (uh, uh − u˜h)+ (A−1qh, ph − ph(u˜h))+ (ph − pd, ph − ph(u˜h))
= (uh, uh − u˜h)+ (A−1(ph − ph(u˜h)), qh)+ (ph − pd, ph − ph(u˜h))
= (uh, uh − u˜h)+ (yh − yh(u˜h), div qh)+ (ph − pd, ph − ph(u˜h))
= (uh, uh − u˜h)+ (yh − yd, yh − yh(u˜h))+ (ph − pd, ph − ph(u˜h)), (5.10)
that is
(uh, uh − u˜h)+ (yh − yd, yh − yh(u˜h))+ (ph − pd, ph − ph(u˜h)) ≤ 0, ∀u˜h ∈ Kh. (5.11)
Next, the relation (2.25), (2.26), (2.32) and (2.33) imply that, for any u˜h ∈ Kh,
(yh − yd, yh(u˜h))+ (ph − pd, ph(u˜h)) = (div qh, yh(u˜h))− (A−1qh, ph(u˜h))+ (zh, div ph(u˜h))
= (div qh, yh(u˜h))− (A−1ph(u˜h), qh)+ (zh, div ph(u˜h))
= (u˜h, zh),
thus,
(yh − yd, yh(u˜h)− yh(u))+ (ph − pd, ph(u˜h)− ph(u)) = (zh, u˜h − u). (5.12)
Similarly,
(yh(u)− yd, yh − yh(u))+ (ph(u)− pd, ph − ph(u)) = (zh(u), uh − u). (5.13)
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Finally, we observe that
‖u− uh‖2 ≤ ‖u− uh‖2 + ‖ph − ph(u)‖2 + ‖yh − yh(u)‖2
= (u, u− uh)+ (ph − pd, ph − ph(u))+ (yh − yd, yh − yh(u))− (uh, u− uh)
− (ph(u)− pd, ph − ph(u))− (yh(u)− yd, yh − yh(u))
= (uh, uh − u˜h)+ (ph − pd, ph − ph(u˜h))+ (yh − yd, yh − yh(u˜h))
+ (uh, u˜h − u)+ (ph − pd, ph(u˜h)− ph(u))+ (yh − yd, yh(u˜h)− yh(u))− (u, uh − u)
− (ph(u)− pd, ph − ph(u))− (yh(u)− yd, yh − yh(u)), (5.14)
using (5.11)–(5.13),
‖u− uh‖2 ≤ (uh, u˜h − u)+ (ph − pd, ph(u˜h)− ph(u))+ (yh − yd, yh(u˜h)− yh(u))
− (u, uh − u)− (ph(u)− pd, ph − ph(u))− (yh(u)− yd, yh − yh(u))
= (uh + zh, u˜h − u)− (u+ zh(u), uh − u).
Let u˜h = uh, then for everywh ∈ Kh, using (2.16) and (2.27),
‖u− uh‖2 ≤ (uh + zh, uh − u)− (u+ zh(u), uh − u)
= (uh + zh, uh − wh)+ (uh + zh, wh − u)+ (u+ z, u− uh)+ (z − zh(u), uh − u)
≤ (uh + zh, wh − u)+ (z − zh(u), uh − u). (5.15)
Letwh = Phu, we will prove that Phu ∈ Kh, where Ph is the L2-orthogonal projection operator defined in (4.1). Note that
(u− Phu, eh) = 0, ∀eh ∈ Wh,
especially letting eh = 1 ∈ Wh we have
(u− Phu, eh) =
∫
Ω
(u− Phu) = 0,
thus ∫
Ω
Phu =
∫
Ω
u ≥ 0.
Then Phu ∈ Kh. So, if we choosewh = Phu in (5.15), we can obtain that
(uh + zh, Phu− u) = (uh − u, Phu− u)+ (zh − zh(u), Phu− u)+ (zh(u)− z, Phu− u)+ (u+ z, Phu− u)
≤ δ(‖uh − u‖2 + ‖zh − zh(u)‖2 + ‖zh(u)− z‖2)C‖u− Phu‖2 + (u+ z, Phu− u), (5.16)
where δ is small enough. For the last term of (5.16), we have
(u+ z, Phu− u) = (u+ z − Ph(u+ z), Phu− u)
≤ Ch2(k+1)(‖u‖2k+1 + ‖z‖2k+1), (5.17)
where we use the estimate
‖u− Phu‖ ≤ Chk+1‖u‖k+1. (5.18)
From (4.11), (5.8) and (5.15)–(5.18) we have
‖u− uh‖2 ≤ δ‖u− uh‖2 + Ch2(k+1)‖y‖2k+3 + Ch2(k+1)(‖u‖2k+1 + ‖z‖2k+1). (5.19)
It is easy to obtain that
‖u− uh‖ ≤ Chk+1(‖y‖k+3 + ‖u‖k+1 + ‖z‖k+1). (5.20)
Next, we will give the error estimates for the state variables and costate variables. By using Lemma 4.1, (4.11), (5.7), (5.8)
and (5.20), we get that
‖y− yh‖ + ‖p− ph‖div ≤ ‖y− yh(u)‖ + ‖yh(u)− yh‖ + ‖p− ph(u)‖div + ‖ph(u)− ph‖div
≤ Chk+1‖y‖k+1+δk0 + Chk+1‖y‖k+2 + C‖u− uh‖
≤ Chk+1(‖y‖k+3 + ‖u‖k+1 + ‖z‖k+1),
‖z − zh‖ + ‖q− qh‖div ≤ ‖z − zh(u)‖ + ‖zh(u)− zh‖ + ‖q− qh(u)‖div + ‖qh(u)− qh‖div
≤ Chk+1‖y‖k+3 + C‖u− uh‖
≤ Chk+1(‖y‖k+3 + ‖u‖k+1 + ‖z‖k+1).
Thus, the theorem has been proved. 
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Table 1
L2 error estimates between the exact solutions and the approximations.
Resolution ‖u− uh‖ ‖y− yh‖ ‖z − zh‖ ‖p− ph‖ ‖q− qh‖
16× 16 2.454e−02 1.243e−03 2.454e−02 3.512e−03 3.466e−02
32× 32 6.139e−03 3.110e−04 6.139e−03 8.800e−04 8.685e−03
64× 64 1.535e−03 7.776e−05 1.535e−03 2.203e−04 2.174e−03
128× 128 3.838e−04 1.944e−05 3.838e−04 5.510e−05 5.438e−04
6. Numerical tests
In this section, we will present an example to test our theoretical results. The problem we will consider is:
min
u∈K
1
2
{‖p− pd‖2 + ‖y− yd‖2 + ‖u‖2} (6.1)
div p+ a0y = u+ f , p = −grad y, x ∈ Ω, (6.2)
y = 0, x ∈ ∂Ω (6.3)
and the admissible set is:
K =
{
u ∈ L2(Ω) :
∫
Ω
u(x)dx > 0
}
. (6.4)
We makeΩ = [0, 1] × [0, 1] and a0 = 0, then the state equation can be written as:
div p = u+ f , p = −grad y, x ∈ Ω, (6.5)
and the costate elliptic equation is:
div q = y− yd, q = −(grad z + p− pd), x ∈ Ω, (6.6)
with the boundary condition
z = 0, x ∈ ∂Ω. (6.7)
Now, we choose the state function
y(x1, x2) = sin(pix1) sin(pix2)
and
pd = (−pi(1+ pi2) cos(pix1) sin(pix2),−pi(1+ pi2) sin(pix1) cos(pix2)).
For simplicity, we can let f = 0. The costate function can be chosen as:
z(x1, x2) = −2pi2 sin(pix1) sin(pix2).
Now, we can easily obtain that
∫
Ω
z = −8. From the projection
u = max(0, z¯)− z,
we have
∫
Ω
u = 8 ≥ 0.
From (6.6), we can obtain that
− div (grad z + p− pd) = −div (grad z)− div p− div pd = y− yd. (6.8)
From the known functions y, z, and pd, we can get that
yd(x1, x2) = (1+ 2pi4) sin(pix1) sin(pix2).
In the following, without loss of generality, we use the order k = 1 Raviart–Thomas mixed finite element spaces to
approximate the state and costate variables, use piecewise linear function to approximate the control variable.
Table 1 shows the error data of L2 norm both for state and costate variables and control variable with triangulation. Fig. 1
shows the numerical solution of control function u in 64× 64 mesh grid while the state and costate were approximated by
RT1.
7. Conclusion and future works
In this paper, we give a complete estimate for control variable, state variables and the adjoint variables of optimal control
problem (1.1), (1.3) and (1.4) using mixed finite element methods. Our L2-error estimates for the special control constraint
set by mixed methods seem to be new. We have used piecewise constant functions to approximate the control variable. In
our future work, we shall use the standard linear element space to approximate the control function. Furthermore, we shall
consider the optimal boundary control problem and parabolic optimal control problem.
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Fig. 1. The profile of numerical approximation of the control function with triangulation.
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