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ABSTRACT 
Weakly sign-symmetric matrices have non-negative principal minors and non- 
negative products of symmetrically placed pairs of almost-principal minors. A nec- 
essary condition is proved for such a matrix to have as rank a given positive integer. 
Several characterizations are given of those weakly sign-symmetric matrices for which 
the generalized Hadamard inequality holds. 
INTROD-UCTION 
We use terminology and notation similar to that of Carlson [l], [2], and 
Marcus and Mine [lo]. Let a, p and y, . . be subsets of 2, = (1, 2,. . . , n} 
and assumed to be in their natural order. Let ICC/ be the order of M. Let A 
be an n x n complex matrix; then A [alp] is the submatrix of A with rows 
and columns indexed by cx and 8, respectively, and if Ic(/ = l/I/, A(@) = 
det A [RIP]. We let A[cr] = A[crl(cr] and A(a) = A(tll~) ; if M. is empty then 
A(R) = 1. Next for convenience let z^ be the complement of i in Z,, let 
a - i = cc - {i}, and let {tc, i} = a U {;}. 
The term A is a weakly sign-symmetric matrix or WSS-matrix if and 
only if A(a) > 0 for all tc _C 2, and 
A (6 i/P, j)A (M, jlcq i) > 0 for all c( C Z,, i, j E Z, - CC. (1) 
* This work was begun while the author held an NSF Science Faculty Fellowship 
and is part of the author’s Doctoral dissertation which was directed by Professor 
David Carlson. 
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A minor of the type A (M, i[a, i), tc E Z,, i, i E 2, - CI, will be called 
almost principal. 
The term A is a generalized Hadamard or GH-matrix if and only if 
A(a)>Oforallcr~Z,and 
A(cr U &4(cr n/3) < A( for all a, /? C 2,. (2) 
The classical inequalities of Hadamard 
a11a22 ** * arm > det A, 
and Fischer, 
A(aU8) < A( for all a, /I c z,, anp = 9, 
are special cases of (2). For related results see Carlson [2] and Fan [3], [4]. 
It is obvious that positive semi-definite and totally non-negative 
matrices are WSS, and it is easy to show that M-matrices (which we allow 
to have non-negative principal minors) are also WSS. It is also true that 
all matrices in these classes are GH. However, not all WSS-matrices are 
GH; the most obvious examples being the k x k cyclic permutation 
matrices with k 3 3 and k odd. 
THEOREM 1. Every GH-matrix is a WSS-matrix. The WSS-matrix A 
is a GH-matrix if and only if 
for a E p G Z,, A(p) = 0 whenever A(a) = 0. (3) 
Proof. Gantmacher and Krein [6, p. 1111 and Carlson [l] have shown 
that if all principal minors of A are positive, then A is GH if and only if 
it is WSS. Carlson’s proof that GH-matrices are WSS actually holds in 
general. To prove our second statement, suppose first that A is GH. If 
A(a) = 0 and a c /I, then 
0 d A(P) < A(a)A(B -a) = 0, 
and A(/?) = 0. Conversely, suppose A is WSS and that (3) holds. Given 
a, B E Z,, either A(a U fi) = 0 (in which case A(a U P)A(a fl p) <A (a)A(p), 
since A (a) > 0, A (8) 3 0) or A (a U 8) > 0 (in which case all principal 
minors of A [a U p] are positive, by (3), and Carlson’s proof of (2) holds. 
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THE RANK OF A WSS-MATRIX 
We next study the relationship between nested principal minors of 
general WSS-matrices. Let p(A) denote the rank of A. 
LEMMA 1. Let A be an n x n WSS-matrix. Sa@ose A(a) > 0 for 
some cx G Z,, 0 < 1x1 < n - 2, and A(a, s) = 0 for some s E 2, - CC. For 
any t E 2, - (cc, s>, let y = {cc, s, t}; then 
A(y) = A@, s, t) = 0, (4) 
and 
d(cc, sla, t)A(cc, t/cc, s) = 0. (5) 
Further, if A (cc, SIR, t) = 0, then 
A(cr,sly-Y) =0 forall Roy. (6) 
If A(cc, t/a, s) = 0 then 
A(y-+,s) =0 forall Roy. (6’) 
Proof. Let dii = A(a, ila, i) f or i, j E {s, t}. The hypotheses, together 
with Sylvester’s identity (cf. [5, Vol. I, p. 331) imply that 
0 < A( = det(&) = - d,,d,, = - A(cr, S/K, t)A(cc, tlcc, s). (7) 
Since A is WSS, we must have equality in (7), which is (5); also, since 
A(K) > 0, we have (4). 
If LY = $, (6) and (6’) are obvious. Assume then that tc # 4. Suppose 
A(cc, S/M, t) = 0. By hypothesis, since A(a) > 0, the set C of columns of 
A[a, slcc] is linearly independent. As A(cc, s) = A(cc, sla, t) = 0, the 
columns A[a, s/s] and A[ a, sjt] are linearly dependent on C. Since all 
columns of A[cc, sly] are linearly dependent on C, which has only /MI 
elements, (6) holds. If A(a, tlr, s) = 0, a similar argument gives (6’). 
Our next result is essentially known for positive semi-definite matrices. 
Since positive, semi-definite matrices are WSS, this follows from Lemma 1 
above and Theorem 6 of [ll, p, 921. For related results for totally non- 
negative matrices, see Gantmacher and Krein [6, pp. 113-1151 or Karlin 
[8, pp. 89-911. 
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THEQREM 2. Let A be an n x n WSS-matrix. Suppose that for some 
p, 1 < p < n - 2, that all principal minors of order p aye positive, and all 
principal minors of order p + 1 aye zero. Then the rank of A is p. 
Proof. We shall show that for every fi = {M, i>, /tcI = $, i $ u, and 
j$a, the column A[filj] is linearly dependent on the columns of A [PIa]. 
It will follow that for every fl’, p # /J” and lp’( = p + 1, A(@‘) = 0. 
From this it will follow that p(A) = 3. 
Without loss of generality, we may assume cc = (1, 2,. . . , n - 2}, i = 
n - 1, j = n. Now all principal minors of order n - 2 are positive, and 
those of order n - 1 are zero. By Lemma 1, A(n f l(ti)A(itln 2 1) = 0. 
By repeated application of Lemma 1, if A (n 2 1 iti) = 0, then for every 
kEcr, A@) = 0, and hence A(&ln 2 1) = 0, and hence A (kin f 1) = 0. 
Now we have that A(tijn c 1) = 0, so by the proof of Lemma 1, for j # n, 
A [hlj] is linearly dependent on the columns of A[+]. 
COROLLARY. Let A be an n x n WSS-matrix. Suppose for some p, 
1 < p < n, that all principal submatrices of order p aye non-singular and 
generalized Hadamard and that all principal minors of order p + 1 are zero. 
Then A is a GH-matrix. 
Proof. The proof follows from Theorems 1 and 2. 
ACHARACTERIZATION OFWSS-MATRICES WHICH ARE NOTGH 
In this section we show that every WSS-matrix which is not GH is 
related to the example, given earlier, of a k x k cyclic permutation 
matrix. 
LEMMA 2. Let A be a WSS-matrix with det A > 0 and A[u] a GH- 
matrix for all M 2 Z,. The following aye equivalent: 
(a) A is not a GH-matrix. 
(b) There exists CC # Z, such that A(a) = 0. 
(c) Adj A has a non-singular principal submatrix, of order k 3 3, 
which is a cyclic permutatio; of a diagonal matrix. 
Proof. Conditions (a) and (b) are equivalent by Theorem 1. 
Suppose (b) holds. We will first show that all principal minors of A 
of orders n - 2 and n - 1 are zero. By Theorem 1 there exists y. E Z,, 
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with tc E ye and lyol = n - 1, such that A(yo) = 0. Let y E Z,, Iyl = 
fz - 1, with y # ya. Let {i,} = Z, - y. and {ie} = Z,a - y. Then 
y,, fl y contains n - 2 elements of Z, and y. fl y E yo. Since det A > 0, 
all principal minors of order n - 2 of A [ro] are zero by Lemma 1. Therefore 
A (y. fl y) = 0; and since y0 fl y C y and A [y] is a GH-matrix, A(y) = 0. 
Thus all principal minors of order n - 1 of A are zero. It follows from this 
and det A > 0, by Lemma 1, that all principal minors of order n - 2 of A 
are zero. 
Thus by Jacobi’s Theorem [5, Vol. I, p. 211 all principal minors of 
B = Adj A are non-negative, and all diagonal elements and 2 x 2 
principal minors of B are zero. Let k be the minimum value, 3 < k ,( n, 
such that there exists B[z,!J] of order k with B(4) > 0 and B(E) = 0 for all 
++a; $. Then by Theorem 2.1.10 of [7], B[Q!J] is a cyclic permutation 
of a non-singular diagonal matrix. 
Conversely, suppose (c) holds. Since B[$] and therefore B = Adj A 
has a zero diagonal element, Jacobi’s Theorem implies that A has a zero 
principal minor of order gz - 1; and since det A > 0, (b) holds. 
For 1 ,( m < n, let C,(A) denote the mth compound of A [IO, p. 161. 
Since by Theorem 1, A is a GH-matrix if and only if all principal sub- 
matrices of A are GH-matrices, the following holds. 
THEOREM 3. Let A be a WSS-matrix. A is not a GH-matrix if and only 
if for some m, 1 < m < n, C,_,(A) has a principal submatrix of order k 3 3, 
which is a cyclic permutation of a non-siq+ar diagonal matrix, and which 
is determined by precisely m YOWS of A. 
The author wishes to thank Professor Carlson who has kindly shared his 
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