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摘 要: 阴性选择 (N S) 算法是人工免疫的核心方法, 检测器生成是其关键.针对其经典v- de te ct or 算一法中高维数据
失效及随刁t生成初始检测器集过于集中而 导致过早收敛等问题 , 首先采用拟随机序列生成初始检测器;然后通过克
隆选择优化检测器集合, 以覆盖非自体空间大小及数量作为亲和力标准 , 克服传统进化阴性选择 (E N S) 算法的局限
性, 并采用新型进化算 子使得算法生成最优检测器集合;最后, 通过实验验证了该方法的有效性.
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set of initialdete ctors ran dom ly generat ed are too eoneentr at ed leading to the algori thm eonvergenee Prem ature ly. Q uasi
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0 引 言
生物免疫系统是一个高度复杂 !自组织 !自适应
的并行分布式系统 , 能够区分 自体 -J非自体, 抵御外
界病菌的入侵和感染, 维持机体自身生理活动的稳定
,j平衡 受生物免疫系统启发 , 研究人员将生物免疫
系统相关优秀特性应用于解决各类实际问题, 并由此
形成 了人_l_免疫系统 (A IS) 这一新学科.近年来, 由于
其强大的信息处理能力 , 人 工免疫系统得到了长足发
展, 成为人_[智能中继神经网络 !进化算法之后的又
一个研究热点. 目前, 人_1免疫方法主要包括:阴性选
择算法 (N S) !克隆选择算法和免疫网络模型 =.>.其中




本文对传统进化 阴性选择算法加 以改进 , 提出 了









L l 传统 N S 算法
自Fore st 等l2] 提出阴性选择算法以来, 由 J几其无
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需先验知识, 仅利用有限数量的自体便能检测出无
限数量的非自体等优点, 使 N S 算法得到了迅速发展.
G on za le z等[3l 针对二进制 N s算法所存在的问题 , 提
出了实值阴性选择算法(R N S) .该方法采用实值表述 ,
不但接近原始问题空间, 而且使用计算几何的相关特
性来加速算法. 然而 , 由于其需要预先设定检测器数
量且半径固定, 限制了算法的扩展性.zho u等[4] 在此
基础上, 提出了V- det ec to r算法.该方法采用半径可变
的检测器, 使得大半径检测器可以覆盖大部分非自体 ,
减少了检测器数量, 不但使存储空间大为降低 , 而且
时间开销也随之减少;而小半径检测器能够覆盖 /漏
洞 0, 进一步减少了 /漏洞 0数量.但其存在以下问题:
若生成初始检测器过于集中, 则易导致算法过早收
敛[5l !处理高维数据的低效性[6l ! /边界困境,,[71 和检
测器集合为非最优集等问题.
1.2 进化阴性选择算法
针对 V- de tec tor 算法存在的问题, 国内外学者对
其进行了大量研究, 认为其问题主要是控制检测器
产生机制 , 该算法受随机搜索的限制, 不能保证完整
地覆盖非 自体空间 , 并产生大量重叠.而基于进化搜
索的检测器生成机制 , 借助于其优秀的搜索特性, 能
够完备地覆盖非 自体空间, 并减少检测器之间的重
叠.因而人们将生物进化机制与阴性选择机制相结
合, 提出了进化阴性选择算法 (E N S) , 将进化思想运用
于检测器生成过程 , 通过进化机制生成更加优秀的检
测器.如 D asgupta[8一91 !Jo seph [10] !M are k [11] !G ao[122!
Jo rg e [-3]!Zh an g[-4]等分别利用遗传算子来优化检测
器生成机制.但遗传算法只考虑了全局搜索, 在一定
情况下还会出现过早收敛 !退化等现象.G ao 等 1-5]针
对 N S 算法不适于动态环境的问题, 提出了基于神
经网络的N S算法.认厄ng等 =.6]采用粒子群优化检测
器生成, 使得检测器集合能够尽可能地覆盖非 自体.





算法保持一定的多样性 , 抑制了早熟现象, 并对其选
择 !克隆 !变异操作加以改进 , 提出了基于拟随机序





1973 年, Je m e =-8]提 出了克隆选择原理.该原理的主要










C as tro 等[l9 l基于克隆选择原理提出了克隆选择
算法, 这是一种模拟免疫系统学习过程的进化算法.
抗原被一些与之匹配的B 细胞识别, 这些 B 细胞大量
分裂 , 产生新的 B 细胞并在原有 B 细胞的基础上发生
变异 , 以寻求与抗原更好匹配的B 细胞 , 那些与抗原
匹配更好的B 细胞将再次分裂.如此循环往复, 最终
找到与抗原完全匹配的B 细胞, 这些 B 细胞最终一部




M 的子集与剩余群体只 之和 , 即尸= 只 + M .
2) 选择 "个具有较高亲和力的抗体.
3) 克隆这 n 个抗体, 组成一个临时的克隆群体C.
与抗原亲和力越高 ,抗体在克隆时的规模越大.
4) 把克隆群体提交到高频变异, 根据亲和力的大
小决定变异, 产生一个成熟的抗体群体 C *.
5) 对 C *进行再选择, 组成记忆细胞集合 M . 尸
中的一些成员可以被 C , 中的一些改进的成员替代.
6) 生成d 个新的抗体并取代尸中d 个低亲和力
的抗体以保持多样性.
克隆选择算法继承了生物免疫系统的众多属性 ,





性, 抑制了早熟现象.故本文对传统基 于进化的N S 算
法进行改进 , 将克隆选择引入检测器 (即抗体)生成过
程, 通过克隆选择生成最优成熟检测器集合.
3 基于拟随机序列与克隆选择 的进化 V-
ds te ctor算法
3. 1 算法步骤
1) 本文采用 sob ol 拟随机序列生成 "个初始检
测器集合D 一{D l,D Z, , ,D 砖 , 并通过计算与 自体
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集之间的距离来确定各个检测器集合中检测器d 的
半径 :d.若距离小 Jl自体半径 : !, 则丢弃;否则半径 rd
为其到与其最近的自体之间的最短距离, 即
:己= D is(d , nearest一!)一Tneares:一!#
2) 计算各个初始检测器集合 D , 的亲和力f (D , ),
, 二1, 2, , , ", 并按亲和力的大小对各个检测器集合
从低到高排列.亲和 力大小的标准是检测器集合所覆
盖非 自体空 间的大小及其个数 , 覆盖非 白体空间越大











6) 生成 k 个新检测器集合并取代尸*中的 k个低
亲和力检测器集合以保持抗体的多样性.检测尸*中





图 2 !图3所示.对 8几相同数最和大小的检测器集合,
采用拟随机序列生成的检测器集合, 其覆盖体积要大
j飞伪随机序列生成的检测器集合l.3], 故采用拟随机序












目前 己提 出的拟 随机序列主要有 Fa ur e !Sob ol !
H alt on 序列. 其中Fa ure 和 H al ton 序列在高维 旱现强
相关性, 且生成时间 长 J几Sobo l序列, }州此木文采用
Sobol 序 列来生成 初 始检 测 器集合.Sobol 是 -1飞随机
序列的一种 , 可以扩展到任意维度 , 在随机采样中可
以达到高质 呈的采样效果 , 相 比其他拟 随机序列, 纯
采样更均匀 , 是一个稳定的高覆盖率的随机序列l2( )j.
Sobol 序 列是 基 J几一fl1 称 为 /直接 数 0的数 !,, }(lJ 构造
的冲.}.设 二, 是小 工2 -的正奇数, 则有
亡,, = 二,#:/2,





f(约 = 尸十 "1:0一-十
对 于乞> p , 有如 下递 归公式:
+ 吓一1: 十co. (2)
3. 2 初 始 化
传 统 V- de tec to r算法采 用伪 随机数 来生成 初始
检 测器集合.其特 点是 占用内存 少 !产 生速度快 !便
J几重 复产 生且 不受 限制.但 该方法存在高维不均匀
性 !长周期相关性等缺点, 若生成 的初始检测器过 8几
集中, 则容易导致算法过早收敛. 拟随机序列, 也称




刃: = cl勺,一1 0 cZ?),一2 申 一 申 Coz,, 一!1DL二一, /""] , (3)
其 中 ¹ 表示 一进 制按位异或.对 j几:", , 对等的递 归公
式为
m : = Z e im , 一l ¹ 2 2 e2 ::-:一2 申 二 令" 2 了.eo m :一, " *,名!一".
(4 )
3. 3 计算亲和 力
免疫系统中 , 亲和 力值最大的抗体即为 /成熟 .,抗
体.N S 算法的关键是生成 高效的成熟检测器集合, }(fJ
优 秀的检测器集合是那些能 以较少数 鼠尽 可能地覆
盖更大非 自体卜_域 的检测 器集合, 且生成漏洞最 少.
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D asgupta[-/]!G ao 7,2]!Liu 1, 7]!陶新民f22]!z han g 1-4]等
利用检测器半径大小来评价检测器优劣 , 然而该标
准只保留大半径检测器, 抛弃小半径检测器 , 从而导
致检测器无法覆盖小漏洞.O staszew sh [川 !wa ng[-6}











m in {,N (D -)l:夕(D !) ) 夕"}. (5)
其中: N (D !)为第落个检测器集合中检测器的个数 ,
域D !)为其非自体空间覆盖率, p "为收敛标准.
检测器集合的空间覆盖率无法直接求解 , 可以用
M on te C arl o 方法计算求得.在非我空间内随机采集 "




继续加入新的检测器, 增大覆盖率;备择假设 H l为:
覆盖率已满足, 不再继续生成新的检测器. 因为只有
检测器生成这一过程满足对称分布, 中心极限定理才
能正确应用, 所以必须保证假设条件即 ) 5和 n q =
"(1 一川 ) 5成立. 此时必须保证样本大小, 即候选
检测器生成数 目满足 "> m ax (5/p ,5/(1一川).其中:
p 为预先设定的成熟检测器集合的非 自体空间覆盖












合浓度越大, 则被选中的概率越小.检测器集合 D :的
浓度 叹定义为
以 = N (乞)/N (D ). (8)
其中:入为亲和力闽值 , N 帅 为与检测器集合乞亲和力
值大于入的检测器集合个数 , N (D )为检测器集合总
数.计算出每个检测器集合的浓度之后, 便可通过选
择机制进行检测器集合的促进和抑制调节.于是检测
器集合 D *的选择概率 S*由亲和力概率p二和浓度概
率p "两部分组成 , 即
N
S!一,二,一(一/又一) #去一/心!# (9)







克隆, 即对经过选择操作的 n 个按亲和力从小到大排
序的检测器集合D 二}D l,D Z, , , D 司进行复制, 每
个检测器集合有二个检测器d , 设D "= 回"1,内2, , ,
内司 是其中第j个检测器集合, 可将其复制为
C lone(D , ) = 乌D , =
X 一 几尸
丫即(1一川
(6) x !呜1,内2, , ,价二],*"二D "
若 : ) 二", 则算法将拒绝原假设H0 , 说明检测器集合
的覆盖率已经满足需要;反之 , 将接受原假设H0 的概
率为尸(x < 龟) = 1一a .因此亲和力计算公式转变为
m in {}N (D 毛)卜: ) za}. (7)
3. 4 检测器选择
为了产生优秀检测器集合 , 规范变异方向, 使检
测器集合向着亲和力值更高的方 向变异, 需对检测器




d:1, d;2, , ,丙"
内;,价2, 二 ,内m
dj i, dj Z, , , d, "





















例如, 对第j个检测器集合D , 中的第乞个检测器
哎二(武,魂, , ,吸)进行变异, 该检测器一与该集合中
的检测器雌= (心,心, , ,d劲,雌= (必,叱, , ,d皇),
雌= (心,代, , ,暇)重叠.若其重叠率w (毗)大于闽




5 = 嵘+ -叫. (l )
t为检测器移动方向, 其计算公式如下:
if !(dl一d岔)+ (dl一d全)+ (dl一d贫)卜 0,
th e n 云i = 1 : e lse活i = 一1 . -
if [(d基一d孟)+ (d玉一d全)+ (雌一d签)8> o,
th e n tZ = 1 ; e lse tZ = 一1 .
离.其检测器闰值计算公式为










用本文方法 !V- dete eto r算法[41和G A一N SA [-2]对二维
平面五角星数据和莺尾花数据进行异常检测.
实验中, 检测率D 和误检率 F 分别定义为
D = T P /(T P + FN ), F = FP /(T N + FP ). (17)
其中:TP !FN !FP !TN 分别代表事件 /非 自体样本被
判定为非自体 0!/非自体样本被判定为自体 0! /自体




星图像作为自体.图4 ! 图7 为平面五角星图像, 图中
样本空间为[0 , 1 2, 图中的五角星图案表示自体样本,
黑色圆圈表示检测器. 图4 为以五角星为自体的空
间分布图, 图5 为V- de te ct or算法效果图, 图6 为G A -
N SA 算法效果图, 图7 为本文方法效果图. .
if {(嵘一d乳)+ (嵘一砍)+ (欧一嵘)卜 o,
th en t" = 1; else 云n 二一1. (12 )
a之厂kw (毗)/:, # (13)
其中:叫.为变异因子, k为变异步长, 勺为亲和力#重
叠率越高 !亲和力越小, 变异因子将越大, 其重叠率计
算公式如下:
O ve rlap(d, d -)二
f o, If"一:己,}l) "+ :己,;
口 / f r d 十 rd -一 l{r d 一 rd 了}l ! , ! -/ , 1 , !
戈 1 e X D I 一 > 一 1 , , 火i 峙少
I \ \ r d 一 r d - / /
L Ilrd 一rdl l < :d + rd, .
Ove r-ap(d)一艺Ove r,ap(d,了)# (,5)
云笋J
其中:m 为特征空间维数 , 1}:d一rd , }{为检测器之间距
卞 淞




_ 愉l ;1 ,叮干注
舞
图6 G A .N SA 算法 图7 本文方法
G A一N SA 算法中各参数设置如下:检测器数量
N = 10 , : = 0.1, 迭代次数为 10 次.v- de tec tor 算法
中各参数取值为:Tm ax = 20 , m ax imu m 一el仁co ve rag e
二0. 999 9, r, 二0.1, co 二 0. 99. 本文方法参数设置如
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左石一琴月d"的
下: 自体半径 :, = 0.1, 检测器覆盖率p = 0. 9 , 自体
个数 Sn 二 7 00 , 检测器个数 Tm a! = 20 , 显著性水
平 : "= 2 .24 5 08, m axim um : elf-c overa g e = 0 .999 9 .
从图4 ! 图7 中可知, 本文方法对非 自体空间的
覆盖范围较其他两种算法有了极大的提高.另外, 虽
然 V- de tec to r算法的最大检测器数量设置为 200 , 但其
最终生成的成熟检测器数量却很少 ,这主要是因为随
机生成初始检测器集合时过于集中而导致算法过早
收敛;同样 , G A 一N A S 方法采用遗传操作使得检测器
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图 10 莺尾花曹片长度一宽度的分布图
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seig rad iu s/10 一,
图 8 检测率与自体半径关系图
对该数据集进行检测时, 将其中一个花种数据
作为自我集 , 另外两种作为非我集进行检测 , 且利
用自我集进行训练时采用 10 0% 自我集以及 50% 自我
集分别进行训练.检测结果如表 1所示(对各种数据
取 10 次独立实验的平均值).G A 一N SA 算法中各参数
设置为:: = 0.1, 迭代次数为 10 次. v- de tec tor 算法
中各参数取值为:几 a!二 100 , r "= 0. 1, c "= 0. 9 ,
m axim um 一elr-c overage = 0.999 9.本文方法参数设置
如下: 自体半径几 二 0.1, 检测器覆盖率 p 一 0. 9 , 自
体个数 Sn = 7 000 , 检测器个数几 a!= 20 , 显著性水
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图9 误检率与自体半径关系图
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4. 2 莺尾花 (I ri s) 数据
Iri s数据是常用的异常检测 !数据挖掘和机器
学 习数据集 , 该数据包含 150 种莺尾花的信息, 每
50 种取 自3个 莺尾 花种, 分别为 Setosa !Ve rsicolor和
Vi 嗯iniea.每种花有 4种特征:尊)}一长度(sepallength)!
尊片宽度 (sepalw idth )!花瓣长度 (petal length)!花瓣
宽度 (petalw idth). 图 10 !图 11分别是莺尾花尊片 长
度一宽度 !莺尾花花瓣长度一宽度的平面分布图.
V 匕rs iCO I0 f
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V irg in iea
10 %
Vi rg 涌 ea
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量更高的检测器集 合.此外 , 由 J二木文 以检测器数量
为亲和力计算标准之一, 使得检测器个数进一步减少.
4.3 K D D 99数据
为了验证在高维数据上的有效性 , 分别将 3种算
法对高维 K D D 99 数据[25 ]进行测试.首先 , 把 K D D 9
提供的训练库 格式化成 田,184-空间的数据;其次, 从
格式化完的库里随机选取 3个子集 S , , 凡 ,凡;再次,
用数据 集 Sl 的止常记录训练产生检测器集;最 后分
别把检测器集置 8飞凡 !sa 上进行测试.G A 一N SA 算法
中各参数设置如下: r = 0.1, 迭代次数为 10 次. V-
detector算法中各参数取值为:几 a!= 1000 , : != 0.1,
e "= 0.99, m axim um 一self-c overage = 0.999 9. 木文方
法参数设置如下: 自体半径 rs 二 0.1, 检测器覆盖率
p = 0. 9 , 自体 个数 氏 二 100 , 检测 器个数 Tm a! =
10 0.实验结果取各个算法运行50 次的平均值 , 具体
见表 2.
表 2 算法实验效果(用S :训练 , 用 孔 !凡 测试)
数据集 算法类 型
丫 d e 比e tor
G A 一N S A
本文算法
V- d e te e tor
G A 一N S A
本文算法
检测率 D /% 误检率 习 %
气jo介乙门2,尹,乙91一0 00飞q一1,乙5 .5 4
3 4 一9 8
9 9 .13
从表 2 可见 , 本文方法在保持误检率低的情况下
实现 了对高维数据的有效检测.
5 结 论
本文将克隆选择原理应用 犷阴性选择算法 , 将检
测器集合的覆盖率及其数量作为亲和力标准 ,利用克
隆选择极佳的寻优性能, 生成 了最优 的成熟检测器集
合, 探索出一种新的阴性选择方法.另外 , 采用拟随机
序列 生成初始检测器 , 避免了算法的过早收敛.实验
结果表明, 该方法能有效地对异常数据进 行快速准确
的检测 , 具有很高的检测率 , 是一种高效可靠的异常
检测方法.
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