Abstract. Lobb observed in [8] that each equivariant sl(N ) Khovanov-Rozansky homology over C[a] admits a standard decomposition of a simple form.
Introduction
Our goal is to understand the equivariant sl(N ) Khovanov-Rozansky homology defined by Krasner in [6] and its relations to other versions of the Khovanov-Rozansky homology. Since the algebra is much easier over a principal ideal domain, we focus on equivariant sl(N ) Khovanov-Rozansky homologies over C [a] .
Lobb observed in [8] that each such homology admits a standard decomposition of a simple form. The first result of the present paper is a decomposition formula for the corresponding Lee-Gornik spectral sequence in terms of Lobb's decomposition. Based on this formula, we define a simple exact couple whose spectral sequence is isomorphic to the corresponding Lee-Gornik spectral sequence minus some repeated pages.
We also explain how to recover the Z ⊕2 -graded C[a]-module structure of the equivariant sl(N ) KhovanovRozansky homology from the corresponding Lee-Gornik spectral sequence. Therefore, an equivariant sl(N ) Khovanov-Rozansky homology over C[a] and the corresponding Lee-Gornik spectral sequence determine each other and encode the same information of the link. When recovering the equivariant sl(N ) KhovanovRozansky homology, a numerical link invariant, the torsion width, shows up naturally. It determines exactly when the Lee-Gornik spectral sequence collapses and is bounded from above by the homological thickness of the sl(N ) Khovanov-Rozansky homology. It also allows us to explain the fast collapsing of the Lee spectral sequences of certain H-thick links.
The aforementioned exact couples equip the sl(N ) Khovanov-Rozansky homology with extra differentials. Using these differentials, we define a natural * C N −1 -action on the sl(N ) Khovanov-Rozansky homology, which generalizes Lee's endomorphism Φ on the rational Khovanov homology defined in [7, Section 4] . In the process of this construction, we prove the non-existence of "small" torsion components in certain equivariant sl(N ) Khovanov-Rozansky homologies over C [a] .
In the remainder of this section, we briefly review the background of this work and state our results. All links and link cobordisms in this paper are oriented.
1.1. Equivariant sl(N ) Khovanov-Rozansky homology over C [a] . Following the grading convention in [5] , let x be a homogeneous variable of degree 2 and a a homogeneous variable of degree 2k, where k is a positive integer. We consider the following homogeneous polynomial of degree 2(N + 1) in C[x, a].
(1.1)
where λ 1 , . . . , λ ⌊ N k ⌋ ∈ C. For any oriented link diagram D, one can use P (x, a) to specialize Krasner's construction in [6] to give a bounded chain complex C P (D) of graded matrix factorizations over C [a] . We will review the construction of C P (D) in more details in Section 2. For now, recall that C P (D) comes with:
• Two Z-gradings: the homological grading and the polynomial grading;
• A filtration: the x-filtration F x ;
• Two differential maps: d mf from the underlying matrix factorizations and d χ from crossing information. The homology H(C P (D), d mf ) is a finitely generated free C[a]-module that inherits both Z-gradings and the x-filtration. The equivariant sl(N ) Khovanov-Rozansky homology of D over C[a] with potential P (x, a) is defined to be the homology
which, again, inherits both Z-gradings and the x-filtration.
As a special case of Krasner's work in [6] , we have the following theorem. But the proof of the invariance under Reidemeister move II b is very similar and given in [15, Theorem 8.2] . Also, the x-filtration is not mentioned in [6] . But, from its definition in Section 2 below, one can see that the homotopy equivalence associated to Reidemeister moves given in [6, 15] preserve the x-filtration.
Define C N (D) = C P (D)/aC P (D). Then C N (D) is isomorphic to the sl(N ) Khovanov-Rozansky chain complex in [5] . It inherits from C P (D):
• the homological grading and the polynomial grading The spectral sequence {Ê r (L)} was first observed by Lee [7] in the sl(2) case and then generalized to the sl(N ) case by Gornik [3] . A complete construction of {Ê r (L)} can be found in [13] . The construction of {E r (L)} is very similar and given in Section 3 below 2 . We call {Ê r (L)} the Lee-Gornik spectral sequence over C and {E r (L)} the Lee-Gornik spectral sequence over C[a].
1.3.
Lobb's decomposition theorem. As shown in Section 3 below, (H(C P (D), d mf ), d χ ) is a bounded chain complex of finitely generated graded free C[a]-module. Lobb [8] where i indicates that the component is at homological degree i and, following [5] , {s} means shifting the polynomial grading up by s. Therefore, H P (D) is the direct sum of a free graded C[a]-module and torsion components of the form C[a]/(a m ). The torsion part of H P (D)
is not yet well understood. But the free part of H P (D) is relatively simple and can be explicitly described using the deformed sl(N ) Khovanov-Rozansky homologyĤ P (D). Theorem 1.7 below is a more precise formulation of the decomposition of H P (L) observed by Lobb in [8] .
For any oriented link L, denote byĤ 
1.4.
Decompositions of the Lee-Gornik spectral sequences. The first results of the present paper are formulas for {E r (L)} and {Ê r (L)} in terms of decomposition (1.7). To state our results, we need to introduce a non-standard tensor product "⊠" of bigraded vector spaces.
3 Definition 1.9. Let H = i,j H i,j and E = p,q E p,q be two Z ⊕2 -graded C-spaces. Then
is the Z ⊕2 -graded C-space satisfying (H ⊠ E) α,β = j+p=α, q+i−j=β
Next, we define the x-filtration F x of F i,s , T i,m,s ,F i,s = F i,s /(a − 1)F i,s andT i,m,s = T i,m,s /(a − 1)T i,m,s . The filtered chain complexes F i,s , T i,m,s ,F i,s andT i,m,s are very simple. Their spectral sequences are given in the following lemma, which is proved in Subsection 4.3 below. 3 The definition of "⊠" in Definition 1.9 comes from the normalization we use in the definition of the spectral sequence of a filtered chain complex. If one uses a different normalization, then the definition of "⊠" needs to change accordingly. Note that:
• Isomorphisms (1.13) and (1.14) preserve the polynomial grading.
• Both {E r (T i,m,s )} and {E r (T i,m,s )} collapse exactly at their E 2km+1 -pages.
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• Both {E r (F i,s )} and {E r (F i,s )} collapse at their E 0 -pages.
• E r (F i,s ) ∼ = C i {s} ⊠ E r (F 0,0 ), E r (F i,s ) ∼ = C i {s} ⊠ E r (F 0,0 ), where "⊠" is the product defined in Definition 1.9 and C i {s} is the Z ⊕2 -graded C-space given by (C i {s}) p,q = C if p = i and q = s, 0 otherwise.
Combining Lemma 1.10 and the following theorem, we get explicit formulas for {E r (L)} and {Ê r (L)} in terms of Lobb's decomposition (Theorem 1.7.) Theorem 1.11. For an oriented link L, letĤ P (L) = i∈ZĤ i P (L) = (i,j)∈Z ⊕2Ĥ i,j P (L) and, for each i, {(m i,1 , s i,1 ), . . . , (m i,ni , s i,ni )} ⊂ Z >0 × Z the sequence given in Theorem 1.7. Then, for any r ≥ 1,
where isomorphism (1.17) preserves the usually (p, q)-grading of spectral sequences, while isomorphism (1.18) preserves the usually (p, q)-grading of spectral sequences as well as the polynomial grading of each E p,q rcomponent. Theorem 1.11 is proved in Subsection 4.3 below. The key to its proof is that, when the chain complex
is decomposed into complexes of the forms F i,s and T i,m,s , the x-filtration decomposes accordingly. This is established in Subsection 4.1.
1.5. Lee-Gornik spectral sequence via exact couples. Let us recall the definition of exact couples of Z ⊕2 -graded C-linear spaces.
Definition 1.12. An exact couple of Z ⊕2 -graded C-linear spaces is a tuple (A, E, f, g, h) such that
• A and E are Z ⊕2 -graded C-linear spaces,
• the triangle
, which is itself an exact couple. We will review the definition of the derived couple in Subsection 4.4. For now, we just point out that d := g • h is a differential on E, and E ′ is defined to be the homology of (E, d). Starting with an exact couple (A (1) , E (1) , f (1) , g (1) , h (1) ), one can inductive define a sequence
which induces an exact couple
t t t t t t t t
where ∆ is the connecting homomorphism from the long exact sequence construction, which is homogeneous with bidegree (1, −2k).
)} the spectral sequence induced by the exact couple
, where {Ê r (D)} is the Lee-Gornik spectral sequence of D over C given in Theorem 1.5.
The proof of Theorem 1.13 in Subsection 4.4 below is straightforward. We simply compute the sequence of derived exact couples for each component in decomposition (1.7) and compare it to Lemma 1.10. Remark 1.14. From Theorem 1.13, it may seem like {Ẽ (r) } is missing a lot of pages of {Ê r (D)}. But, by Lemma 1.10 and Theorem 1.11, one can see
for any link L and any non-negative integer m. So the missing pages are just identical copies of pages of {Ẽ (r) }.
For a link L, we take a closer look at the exact couple
Note that all the above construction depends on a particular homogeneous polynomial P (x, a) of form (1.1). In this subsection, we temporarily bring P back in the notation of this differential on H N (L) and write d
(1) P instead of d (1) . We consider the polynomial
where 1 ≤ i ≤ N and b i is a homogeneous variable of degree 2N + 2 − 2i. Applying the exact couple constructed in Theorem 1.13 to P i , we define on H N (L) a homogeneous differential map δ i := d
Pi of homological degree 1 and polynomial degree 2i − 2N − 2.
We prove that δ 1 , . . . , δ N −1 give a natural * C N −1 -action on H N (L) and this action can not be extended by adding other d
P 's. The following is a lemma needed in the construction, which provides some control on how small a torsion component in Lobb's decomposition can be. 
each δ i is natural in the sense that it commutes with homomorphisms of H N (L) induced by link cobordisms;
Remark 1.17. In the case N = 2, we get just one differential δ 1 on the rational Khovanov homology H 2 (L). This δ 1 is essentially the differential Φ in [7, Section 4] . Question 1.18. Are there more relations between δ 1 , . . . , δ N −1 ? That is, does the above * V -action factor through a quotient ring of * V ?
In Subsection 5.5 below, we compute H Pi (L) for the closed 2-braid L in Figure 1 and observe that, on H N (L), the differentials δ 1 , . . . , δ N −1 are non-zero, but δ i δ j = 0 for any 1 ≤ i, j ≤ N − 1. Figure 1 . An example 1.7. The torsion width. In turns out that one can recover the Z ⊕2 -graded module structure of H P (L) from {Ê r (L)} using Lemma 1.10 and Theorem 1.11. We describe an algorithm that does this in Subsection 1.8 below. Roughly speaking, we look at the pages of {Ê r (L)} backward starting fromÊ ∞ (L) to recover first the free part of H P (L) and then the torsion components from large to small. To do this, we need to know where to start, that is, {Ê r (L)} collapses at what page. For this purpose, we introduce a numerical link invariant called torsion width. Definition 1.19. Let L be an oriented link. Using the notations in Theorem 1.7, we define the torsion width of H P (L) to be tw
✛ ✛

L
, which, by Theorem 1.7, is a link invariant. Equivalently, one has tw
Corollary 1.20. Let L be an oriented link with torsion width tw P (L) = w, and D a diagram of L. Assume D is not a union of disjoint circles embedded in the plane. Then both spectral sequences {E r (L)} and {Ê r (L)} from Theorem 1.5 collapse exactly at their E 2kw+1 -pages, where 2k = deg a. Consequently, {Ẽ (r) (L)} collapses exactly at its E (w+1) -page.
Proof. From Lemma 1.10, we know that {E r (F i,s )} and {E r (F i,s )} both collapse exactly at their E 0 -pages, while {E r (T i,m,s )} and {E r (T i,m,s )} both collapse exactly at their E 2km+1 -pages. So this corollary follows from Theorem 1.11.
Next we define the thickness of the sl(N ) Khovanov-Rozansky homology. 
is a naive generalization of the homological thickness of the rational Khovanov homology. Note that lht N (L) is not always defined. For example, lht N (unknot) is not defined. Even when lht N (L) is defined, it is not clear whether it is always non-negative. But, from their definitions, one can see that Figure 24 and Table 2 ] for a knot
generates a pair of 1-dimensional components of H N (L): C i {s} and C i − 1 {2km + s}. Corollary 1.22 follows from this observation.
In this subsection, we give an algorithm to recover the Z ⊕2 -graded C[a]-module structure of H P (L) from the Z ⊕2 -graded C-linear space structure on pages of the Lee-Gornik spectral sequence over C. We write down the algorithm in terms of {Ẽ (r) (L)} to have slightly simpler notations.
From pageẼ (1) 
is a free C[a]-module and, by Corollary 1.20,
By Lemma 1.10 and Theorems 1.11, 1.13, we observe the following.
. So we can recover all the generators of the free part of
Since we know all the generators of the free part of H P (L) from the previous step, we can recover all generators of torsion components of H P (L) of the form C[a]/(a τ ) i {s}. 3. For any 1 ≤ r < τ , assume we have recovered all generators of free components and torsion components of the form
. So we can recover all generators of torsion components of H P (L) of the form C[a]/(a r ) i {s}.
The above algorithm allows us to inductively recover the
In particular, we have proved the following theorem. 1.9. Fast collapsing of the Lee spectral sequence and other observations. As we have seen, each torsion component
. Based on this, we make several observations. First, the pairing of C i {s} and C i − 1 {2km + s} is a generalization of [7, Theorem 1.4] , which states that, except those with homological degree 0, all homogeneous generators of the rational Khovanov homology of an alternating knot appear in pairs of bi-degree difference (−1, 4). Here, we use the torsion width to slightly generalize this theorem.
Moreover, there exists a (possibly empty) sequence of pairs of integers {(i 1 , s 1 ), . . . , (i n , s n )} such that
Now assume H P (L) has torsions. Then tw P (L) ≥ 1 and, by Corollary 1.8, Next, we look at the two ends of the sl(N ) Khovanov-Rozansky homology of a knot.
Proof. For Part (1) , consider the polynomial
is supported on homological degree 0. Therefore, the free part of H P1 (K) is supported on homological degree 0. Since h min < 0, H hmin N (K) comes entirely from torsion components of H P1 (K) at homological degree h min + 1. Part (1) follows from this observation.
The proof of Part (2) is very similar and left to the reader. For part (3), note that, if H P (K) has torsion components, then H N (L) should occupy at least two homological degrees. But h max = h min = 0. So H P (K) is free. Then Part (3) follows from Corollary 1.8.
Finally, we consider the equivariant sl(N ) Khovanov-Rozansky homology of closed negative braids. Corollary 1.28. Let P (x, a) be any polynomial of form (1.1). Suppose the link L is the closure of a negative braid, then
In particular, if a knot K is the closure of a negative braid, then
For the knot K, recall that the free part of H P1 (K) is supported on homological degree 0. So H 2 P1 (K) being free means it vanishes.
1.10. Organization of this paper. We review the constructions of H P (L), E r (L) andÊ r (L) in Sections 2 and 3. Then we prove Theorems 1.7, 1.11 and 1.13 in Section 4. After that, we define the
We assume the reader is somewhat familiar with the construction of the sl(N ) Khovanov-Rozansky homology in [5] .
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Definition of H P
In the remainder of this paper, N is a fixed positive integer with N ≥ 2. We review the construction of equivariant sl(N ) Khovanov-Rozansky in a more general setting, which is needed in Section 5. In the current section and Section 3 below, (2.1)
where x is a homogeneous variable of degree 2, a j is a homogeneous variable of degree 2k j , and F (x, a 1 , . . . , a n ) is a homogeneous element of C[x, a 1 , . . . , a n ] of degree 2N + 2 satisfying F (x, 0 . . . , 0) = 0.
2.1. Graded and filtered matrix factorizations. Let R = C[x 1 , . . . , x m , a 1 , . . . , a n ], where x 1 , . . . , x m are homogeneous variables of degree 2 and a j is a homogeneous variable of degree 2k j for 1 ≤ j ≤ n. We endow two structures on R:
• The polynomial grading with degree function deg given by
• The x-filtration 0 = F −1
Unless otherwise specified, when we say an element is homogeneous, we mean it is homogeneous with respect to the polynomial grading. Definition 2.1. Let M be an R-module. We say that M is a graded R-module if it is endowed with a grading M = i M i such that, for any homogeneous element r of R, rM i ⊂ M i+deg r . We say that M is an x-filtered R-module if it is endowed with an increasing filtration F x such that, for any element r of R, rF
Definition 2.2. Let w be a homogeneous element of R with deg w = 2N + 2. A matrix factorization M of w over R is a collection of two free R-modules M 0 , M 1 and two R-module homomorphisms
In the definition of H P , we use only Koszul matrix factorizations defined below. 
b i c i is again both graded and x-filtered. When R is clear from context, we drop it from the notation. Definition 2.4. As a free R-module, (b, c) R has a basis {1 0 , 1 1 }, where 1 ε is the "1" in the copy of R with Z 2 -grading ε. More generally, the tensor product 
We call {1 ε } the standard basis for this Koszul matrix factorization.
Note that • {1 ε } is a homogeneous basis with respect to the polynomial grading.
• deg 1 ε = deg x 1 ε for every ε.
• deg
2.2. The matrix factorization associated to a MOY graph. Definition 2.5. A MOY graph Γ is a finite oriented graph embedded in R 2 with the following properties:
(1) Edges of Γ are divided into two types: regular edges and wide edges.
(2) Vertices of Γ are of two types:
• endpoints: 1-valent vertices that are endpoints of regular edges, • internal vertices: 3-valent vertices with -either two regular edges pointing inward and one wide edge pointing outward, -or two regular edges pointing outward and one wide edge pointing inward.
We say that Γ is closed if it has no endpoints. A marking of Γ consists of (1) A finite set of marked points on Γ such that:
• every regular edge contains at least one marked point, no wide edges contain any marked points,
• every endpoint of Γ is marked, none of the internal vertices are marked. (2) An assignment that assigns to each marked point a different homogeneous variable of degree 2.
In the rest of this subsection, we fix a MOY graph Γ and a marking of Γ. Assume x 1 , . . . , x m are the variables assigned to the marked points of Γ. Define R = C[x 1 , . . . , x m , a 1 , . . . , a n ], where a j is a homogeneous variable of degree 2k j for 1 ≤ j ≤ n. Let P (x, a 1 , . . . , a n ) be the homogeneous polynomial given in (2.1).
Now cut Γ at all the marked points. This cuts Γ into a collect of simple marked MOY graphs Γ 1 , . . . , Γ l of the two types in Figure 2 .
Since P (x i , a 1 , . . . , a n ) + P (x j , a 1 , . . . , a n ) is symmetric in x i and x j , there is a unique polynomial G(X, Y, a 1 , . . . , a n ) satisfying
. . , a n ) + P (x j , a 1 , . . . , a n ).
Define
Note that v i;j , u 1 i,j;p,q , u 2 i,j;p,q are all homogeneous elements of R. Definition 2.6.
Note that
(1) C P (Γ i;p ) is a Koszul matrix factorization of w i;p = P (x i , a 1 , . . . , a n ) − P (x p , a 1 , . . . , a n ).
(2) C P (Γ i,j;p,q ) is a Koszul matrix factorization of w i,j;p,q = P (x i , a 1 , . . . , a n ) + P (x j , a 1 , . . . , a n ) − P (x p , a 1 , . . . , a n ) − P (x q , a 1 , . . . , a n ).
(3) C P (Γ) is a Koszul matrix factorization of w = xi is assigned to an endpoint.
±P (x i , a 1 , . . . , a n ),
where the sign is positive if Γ points towards the corresponding endpoint and is negative if Γ points away from the corresponding endpoint. In particular, w = 0 if Γ is closed.
Definition 2.7. For a closed MOY graph Γ, define (1) H P (Γ) to be the homology of C P (Γ), which inherits the polynomial grading, the x-filtration and the Z 2 -grading of C P (Γ), (2) H N (Γ) to be the homology of C N (Γ) = C P (Γ)/(a 1 , . . . , a n ) · C P (Γ), which inherits the polynomial grading and the Z 2 -grading of C P (Γ), (3)Ĥ P (Γ) to be the homology ofĈ P (Γ) = C P (Γ)/(a 1 − 1, . . . , a n − 1) · C P (Γ), which inherits the x-filtration and the Z 2 -grading of C P (Γ).
2.3.
The chain complex associated to a link diagram. A marking of a link diagram D consists of (1) a finite collection of marked points on D such that none of the crossings are marked and every arc between two crossings contains at least one marked point, (2) an assignment that assigns to each marked point a different homogeneous variable of degree 2.
Let D be an oriented link diagram with a marking. Assume x 1 , . . . , x m are the variables assigned to the marked points of D. Define R = C[x 1 , . . . , x m , a 1 , . . . , a n ], where a j is a homogeneous variable of degree 2k j . Cut D at its marked points. This cuts D into simple pieces D 1 , . . . , D l of the types shown in Figure 3 . We define the chain complex C P (Γ i;p ) to be
where the term "C P (Γ i;p )" on the right hand side is the Koszul matrix factorization defined in Definition 2.6 and " 0 " means this term is at homological degree 0. To define C P (c ± i,j;p,q ), we need the following lemma. Lemma 2.8. [5, 6, 15] Up to homotopy and scaling, there is a unique homotopically non-trivial homo-
And, up to homotopy and scaling, there is a unique homotopically non-trivial homomorphism χ 1 :
Moreover, these homomorphisms satisfy deg x χ 0 = deg x χ 1 = 1 and, up to scaling by non-zero scalars,
Proof. The uniqueness of χ 0 and χ 1 is proved in a more general setting in [15, Lemma 4.13] . Here, we only recall the constructions of χ 0 and χ 1 given by Krasner in [6] , which is a straightforward generalization of the corresponding construction by Khovanov and Rozansky in [5] .
Recall that
,
, and that
In the above explicit forms of C P (Γ i;p ⊔Γ j;q ) and C P (Γ i,j;p,q ), define χ 0 : C P (Γ i;p ⊔Γ j;q ) → C P (Γ i,j;p,q ) by
by the matrices χ
It is straightforward to verify that χ 0 and χ 1 satisfy all the properties in the lemma.
We define (2.9) and (2.10).
We call the resolution c Then, as Z ⊕2 -graded R-modules,
Note that every MOY resolution Γ of D is a closed MOY graph. So C P (Γ) is a Koszul matrix factorization of 0 and, therefore, a Z 2 -graded chain complex.
8 Thus, the differential maps of the matrix factorizations of the MOY resolutions of D give rise to a differential map d mf on C P (D) satisfying:
The differential maps of C P (D i ) give rise to a differential map d χ of C P (D) satisfying:
• d χ raises the homological grading by 1.
, which inherits both Z-gradings and the x-filtration of C P (D). The invariance of H P (D) is stated in Theorem 1.1.
The Lee-Gornik Spectral Sequence
Now we review the construction ofÊ r (L) and construct E r (L). In this section, P = P (x, a 1 , . . . , a n ) is the polynomial defined in (2.1) and H P is the corresponding equivariant sl(N ) Khovanov-Rozansky homology over C[a 1 , . . . , a n ].
3.1. Structure of H P (Γ). Let Γ be a closed MOY graph with a marking. As before, assume x 1 , . . . , x m are the variables assigned to the marked points of Γ and define R = C[x 1 , . . . , x m , a 1 , . . . , a n ], where a j is a homogeneous variable of degree 2k j . P (x, a 1 , . . . , a n ) is the homogeneous polynomial given in (2.1).
If we replace every wide edge in Γ by a pair of parallel regular edges, that is, change Γ i,j;p,q to Γ i;p ⊔ Γ j;q in Figure 4 , then we change Γ into a collection of oriented circles embedded in the plane. Denote by ε the total rotation number of this collection and call ε the rotation number of Γ. Furthermore, denote by H ε P (Γ) (resp.Ĥ ε P (Γ)) the component of H P (Γ) (resp.Ĥ P (Γ)) of Z 2 -grading ε and by H 
See for example [13, Proposition 2.19 ] for a complete proof of Lemma 3.1. Slightly modifying this proof, we get Lemma 3.2, which is mentioned in [17] without proof. Since certain technical aspects of its proof are needed later on, we prove Lemma 3.2 in details here. Lemma 3.2. As graded C[a 1 , . . . , a n ]-modules,
Proof. Note that C P (Γ) is also a graded C[x 1 , . . . , x m ]-module and F x is the increasing filtration induced by this grading structure. We call the grading of the graded C[x 1 , . . . , x m ]-module C P (Γ) the x-grading of C P (Γ). Denote by d 0 and d 1 the two differential maps of the matrix factorization C P (Γ). We decompose d 0 and d 1 into sums of homogeneous components with respect to the x-grading. That is,
0 are R-module homomorphisms and satisfy:
• they are homogeneous with respect to both the polynomial grading and the x-grading,
Comparing the homogeneous parts with respect to the x-grading, one gets that, for any l ≥ 0,
where we use the convention that d By the definition of C N (Γ), there is an isomorphism of Z 2 -periodic chain complexes of C[a 1 , . . . , a n ]-modules
, that preserves the Z 2 -grading, the polynomial grading and the x-grading. So there is an isomorphism of C[a 1 , . . . , a n ]-modules
preserving the Z 2 -grading, the polynomial grading and the x-grading. Now we are ready to prove that H ε+1 P (Γ) = 0. From [5] , we know that H ε+1 N (Γ) = 0. By (3.9), this means
ε+1 ). Let α be any element in ker d ε+1 that is homogeneous with respect to the polynomial grading with deg α = g. Decomposing α according to the x-grading, we get α = ∞ i=−∞ α l , where α l is homogeneous with respect to both the polynomial grading and the x-grading with deg α l = g, deg x α l = g − 2l. Of course, α l = 0 for l < 0 and l ≫ 1 since the x-grading is bounded below.
Next, we construct inductively a sequence {β l } ∞ −∞ ⊂ C ε P (Γ) such that (1) β l = 0 for l < 0; (2) each β l is homogeneous with respect to both the polynomial grading and the x-grading;
Again, since the x-grading is bounded below, β l = 0 for l ≫ 1. Note that {β l } (1) (2) (3) (4) above. This completes the inductive construction. Note that ∞ l=−∞ β l is a finite sum and therefore a well defined element of C ε P (Γ). We have
So α ∈ Imd ε . This shows Im(d ε ) = ker(d ε+1 ) and therefore H ε+1 P (Γ) = 0. It remains to prove (3.4). According to (3.9), we only need to show that
where
) consisting of homogeneous elements of Z 2 -grading ε and x-grading p.
Denote by (ker d
consisting of elements homogeneous with respective to the x-grading of x-degree p. Next, for every α ∈ (ker d
, such that α 0 = α, α l is a homogeneous element with respective to the x-grading of x-degree p − 2l, and
where we use the convention that d is constructed and satisfies the initial condition and equation (3.11) up to l − 1. Let us find an α l . Note that
So there is an α l ∈ C ε P (Γ) homogeneous with respective to the x-grading of x-degree n − 2l satisfying d
satisfies the initial condition and equation (3.11) up to l. This completes the induction and we have the sequence {α l } ∞ 0 . As explained above, ∞ l=0 α l is in fact a finite sum and therefore a well defined element of C ε P (Γ). Note that the homogeneous part of d ε ( ∞ l=0 α l ) with respect to the x-grading of x-degree N +1+p−2l is
Since the top homogeneous component of ∞ l=0 α l with respect to the x-grading is α 0 = α, one can see thatφ p (α) does not depend on the choice of {α l } ∞ 0 and is well defined. It is also easy to verify thatφ p is a C[a 1 , . . . , a n ]-module homomorphism preserving the polynomial grading. Moreover,φ p is surjective. To see this, note that any element of F 
. We claim that we can choose β so that deg x β ≤ p − N − 1. Assume that deg x β = g > p − N − 1 and denote by β 0 the top homogeneous part of β with respect to the x-grading. Comparing the top homogeneous parts with respect to the x-grading on both sides of equation (3.12), we have d 
Letβ 0 be the homogeneous part ofβ with respect to the x-grading of x-degree p − N − 1. Comparing the top homogeneous parts with respect to the x-grading on both sides of equation (3.13), one can see that
ε+1 β for some β ∈ C ε+1 P (Γ) homogeneous with respect to the x-grading of x-degree p − N − 1. So
is a finite dimensional C-space and its x-filtration is bounded and exhaustive.
(2) H P (Γ) is a finitely generated graded-free C[a 1 , . . . , a n ]-module and its x-filtration is bounded and exhaustive, where "graded-free" means H P (Γ) is graded, free and admits a homogeneous basis.
Proof. From [5] , we know that H N (Γ) is finite dimensional and its polynomial grading is bound above and below. In addition, by their definitions, we know that the x-filtrations ofĤ P (Γ) and H P (Γ) are bounded below and exhaustive. Using Lemmas 3.1 and 3.2, one can inductively prove that, for every p,
is a finitely generated free C[a 1 , . . . , a n ]-module. Lemmas 3.1 and 3.2 also imply that the x-filtrations ofĤ P (Γ) and H P (Γ) are bounded above. Thus,
is itself a finitely generated free C[a 1 , . . . , a n ]-module. Finally, since the polynomial grading of H P (Γ) is bounded below, we know that H P (Γ) is a graded-free C[a 1 , . . . , a n ]-module by, for example, [14, Lemma 3.3].
3.2. E r (L) andÊ r (L). Using Lemmas 3.1, 3.2 and Corollary 3.3, it is straightforward to prove Theorem 1.5. We summarize the key observation in the proof as the following lemma. 
1 the top homogeneous parts of χ 0 , χ 1 with respect to the x-grading. In addition, we denote by d (0) mf the top homogeneous parts of the differential maps of C P (Γ 0 ) and C P (Γ 1 ) with respect to the x-grading. Then
are homomorphisms of matrix factorizations of 0.
• The following squares commute, where ε is the rotation number of Γ 0 and Γ 1 , and φ p,Γ0 , φ p,Γ1 are the isomorphisms constructed in the proof of Lemma 3.2.
9 That is, replacing a piece of Γ 1 of the form Γ i,j;p,q in Figure 4 by Γ i;p ⊔ Γ j;q in the same figure.
Proof. This lemma follows easily from the constructions of χ 0 , χ 1 and φ n . We leave the details to the reader.
The part of Theorem 1.5 aboutÊ r (L) is proved in [3, 13] . So we only need to prove the part about {E r (L)}, which is a special case of the following theorem.
Proof. By Corollary 3.3, the x-filtration of H(C P C C[a 1 , . . . , a n ]. By Lemma 3.4, we know that E 0 (L) is isomorphic to the chain complex (H(C P
. . , a n ].
Decomposition Theorems
Next, we prove Theorems 1.7, 1.11, and compute the spectral sequences of the filtered chain complexes F i,s , T i,m,s ,F i,s andT i,m,s defined in (1.9)-(1.12). Theorem 1.13 follows easily from these.
In this section, P = P (x, a) is a homogeneous polynomial of form (1.1) and H P is the corresponding equivariant sl(N ) Khovanov-Rozansky homology over C [a] . Recall that deg a = 2k.
4.1.
A closer look at F x . To prove Theorems 1.7 and 1.11, we need to better understand the relation between the polynomial grading and the x-filtration. The goal of this subsection is to show that, for a closed MOY graph Γ, any direct sum decomposition of H P (Γ) in the category of graded C[a]-modules is also a direct sum decomposition in the category of filtered C-spaces. Theorems 1.7 and 1.11 both follow from this.
In the rest of this subsection, Γ is a closed MOY graph with a marking, x 1 , . . . , x m are the variables assigned to the marked points of Γ and R = C[x 1 , . . . , x m , a], where a is a homogeneous variable of degree 2k. P (x, a) is a homogeneous polynomial of form (1.1). Unless otherwise specified, when we say an element is homogeneous, we mean it is homogeneous with respect to the polynomial grading.
We start with simple observations. Proof.
Since {v i } a basis for M , this means c i − (a − λ)f i = 0 and, therefore, c i = f i = 0 for every i. Proof. C P (Γ) is a Koszul matrix factorization. Denote by {1 ε } the standard basis for C P (Γ) given in Definition 2.4. Recall that {1 ε } is a homogeneous basis with respect to the polynomial grading.
To prove Part (1) of the lemma, assume u ∈ F n x C P (Γ) and denote by u i the homogeneous component of u with deg u i = i. Every u i can be uniquely expressed as u i = ε g i, ε 1 ε , where g i, ε is a homogeneous element of R with deg g i, Recall that C N (Γ) inherits the polynomial grading of C P (Γ) via π a , which makes π a a homogeneous map of degree 0. Moreover, C N (Γ) also inherits the x-filtration of C P (Γ) via π a . It is easy to see the x-filtration of C N (Γ) is the increasing filtration induced by its polynomial grading.
Lemma 4.7. π a : H P (Γ) → H N (Γ) is a surjective homogeneous homomorphism with deg π a = 0 and ker π a = aH P (Γ). Moreover, any homogeneous basis for the free C[a]-module H P (Γ) is mapped by π a to a homogeneous basis for the C-space H N (Γ).
Proof. By its definition, we know that π a : H P (Γ) → H N (Γ) is a homogeneous homomorphism with deg π a = 0. The short exact sequence 0 
It follows from this that π a : H P (Γ) → H N (Γ) is surjective and ker π a = aH P (Γ). The statement about bases follows then from Lemma 4.2.
Since the x-filtration is exhaustive, there is an l > n such that [u] ∈ F 
. We prove by contradiction that f j = 0 whenever deg[u j ] > l. Assuming the conclusion is not true, then n := {deg[u j ] | f j = 0} > l. Without loss of generality, we assume
By the definition of n, we know that f j = 0 unless 1
On the one hand, we have that Denote by π a−1 : C P (Γ) →Ĉ P (Γ)(= C P (Γ)/(a − 1)C P (Γ)) the standard quotient map. To keep notations simple, we denote again by π a−1 : H P (Γ) →Ĥ P (Γ) the homomorphism induced by the quotient map π a−1 .
Note thatĈ P (Γ) inherits the x-filtration of C P (Γ) through π a−1 .
Lemma 4.11. π a−1 : H P (Γ) →Ĥ P (Γ) is a surjective homomorphism preserving the x-filtration with ker π a−1 = (a − 1)H P (Γ). Moreover, for any homogeneous basis {[u j ]} for the free C[a]-module H P (Γ), we have:
• {π a−1 ([u j ])} is a basis for the C-spaceĤ P (Γ).
•
Proof. By its definition, we know that π a−1 : H P (Γ) →Ĥ P (Γ) preserves the x-filtration. The short exact sequence 0 → C P (Γ)
grading, where ε is the rotation number of Γ. By Lemmas 3.1 and 3.2, we know that H ε+1 P (Γ) ∼ = 0 and H ε+1 P (Γ) ∼ = 0. So the above long exact sequence becomes a short exact sequence 0 → H P (Γ)
Thus, π a−1 : H P (Γ) →Ĥ P (Γ) is surjective and ker π a−1 = (a − 1)H P (Γ). Now assume {[u j ]} is a homogeneous basis for the free C[a]-module H P (Γ) with deg[u j ] = n j . It follows from the above and Lemma 4.2 that {π a−1 ([u j ])} is a basis for the C-spaceĤ P (Γ).
Since π a−1 : H P (Γ) →Ĥ P (Γ) preserves the x-filtration, we get from Lemma 4.5 that deg
is represented by a homogeneous cycle u j in C P (Γ) with deg u j = n j . Recall that the x-filtration on C P (Γ) is the increasing filtration associated to an x-grading on C P (Γ). Denote by u j,i the homogeneous component of u j with respect to this x-grading. Then u j,i = 0 if i > n j and, by Lemma 4.1, u j,i ∈ aC P (Γ) if i < n j . So π a (u j,nj ) = π a (u j ) is a homogeneous cycle in C N (Γ) of polynomial degree n j representing the homology class π a ([u j ]). Lemma 4.7 implies that π a ([u j ]) = 0. Recall that Lemma 3.1 is proved in [13] by a construction very similar to the proof of Lemma 3.2. To summarize, we know that
• every homogeneous cycle in C ε N (Γ) can be completed to a cycle inĈ ε P (Γ) by adding terms with strictly lower polynomial degrees, and this correspondence gives rise to a well defined isomorphism φ n : H ε,n N (Γ) → F n xĤ ε P (Γ)/F n−1 xĤ ε P (Γ). Clearly, π a−1 (u j ) is a cycle inĈ ε P (Γ) obtained from π a (u j,nj ) by adding terms with polynomial degrees strictly less than deg π a (u j,nj ) = n j . Denote by π (n) : F n xĤ ε P (Γ) → F n xĤ ε P (Γ)/F n−1 xĤ ε P (Γ) the standard quotient map. We have a commutative diagram
, where H ε,n P (Γ) (resp. H ε,n N (Γ)) is the component of H P (Γ) (resp. H N (Γ)) with Z 2 -degree ε and polynomial degree n. Thus,
It remains to show that j c j π a−1 ([u j ]) ∈ F l xĤP (Γ) if and only if c j = 0 whenever n j > l. Recall that deg x π a−1 ([u j ]) = n j . If c j = 0 whenever n j > l, then we clearly have that j c j π a−1 ([u j ]) ∈ F l xĤ P (Γ). Now assume that there is at least one j such that n j > l and c j = 0. Then n := max{n j | c j = 0} > l.
[u] is a homogeneous element of H P (Γ) of polynomial degree n, and
By Lemma 4.7, {π a ([u j ])} is a basis for H N (Γ). By the definition of n, we know that n j = n and c j = 0 for at least one j.
Remark 4.12. In conclusion of this subsection, we note that Lemmas 4.9 and 4.11 imply that any direct sum decomposition of H P (Γ) in the category of graded C[a]-modules is also a direct sum decomposition in the category of filtered C-spaces and induces a direct sum decomposition ofĤ P (Γ) in the category of filtered C-spaces.
Decomposition of H P (L)
. In this subsection, we give a proof of Lobb's decomposition theorem (Theorem 1.7.)
As before, a is a homogeneous variable of degree 2k.
− −− → · · · is a bounded chain complex of finitely generated graded-free C[a]-module and its differential d * preserves the grading of C * . Then, in the category of chain complexes of graded C[a]-modules, (C * , d * ) is a direct sum of chain complexes of the forms F i,s and T i,m,s given in (1.5)-(1.6).
Proof. We prove the lemma by an induction on the total rank of C * . If rankC * = 0 or 1, then the lemma is trivially true. Assume rankC * = K ≥ 2 and the lemma is true if the rank of the chain complex is less than K. There is an n such that C n = 0 and C j = 0 ∀ j < n. Consider the section 0 → C
. . , u p } be a homogeneous basis for C n with deg u 1 ≤ · · · ≤ deg u p , and {v 1 , . . . , v q } a homogeneous basis for C n+1 with deg
where each f i,j is a monomial in a of degree deg f i,j = deg u j − deg v i . Note that deg f i,j is increasing with respect to both i and j. If (f 1,1 , . . . , f q,1 ) = 0, then C * has a direct sum component 0 → C[a] · u 1 → 0 ∼ = F n,deg u1 . Thus, by induction hypothesis, the lemma is true for C * . If (f 1,1 , . . . , f q,1 ) = 0, then there is an l such that f l,1 = 0 and f i,1 = 0 ∀ 1 ≤ i < l. Define a q × q matrix Ξ = (ξ i,j ) by
if i > l and j = l, 0 otherwise.
Then Ξ is invertible and Ξ −1 = (ξ i,j ) is given bỹ
otherwise.
Note that, for any i > l,
is a monomial of a of degree deg
if i = 1 and j > 1, 0 otherwise,
is a monomial of a of degree deg . . ,ṽ q )(h i,j ). Note that h l,1 = g l,1 = f l,1 = 0, h i,1 = 0 ∀ i = l and h l,j = 0 ∀ j = 1. Thus, C * has a direct sum component
By the induction hypothesis, the lemma is true for C * .
The existence of the decomposition in Theorem 1.7 follows from Lemma 4.13. To prove the uniqueness of this decomposition, we need the following lemma, which is a slight refinement of the standard invariance theorem for modules over a principal ideal domain.
Lemma 4.14. Suppose that { (m 1 , s 1 ) , . . . , (m p , s p )} and {(n 1 , t 1 ), . . . , (n q , t q )} are two sequences in Z >0 × Z satisfying:
• If i < j and m i = m j , then s i ≤ s j .
• If i < j and n i = n j , then t i ≤ t j .
• As graded C[a]-modules,
Then p = q and m i = n i , s i = t i for every 1 ≤ i ≤ p.
Proof. We adapt the proof of the invariance theorem in [4, Section 3.9] to prove Lemma 4.14. The only change is that, instead of counting dimensions, we count graded dimensions. Recall that, for a finite dimensional graded C-space V = i V i , where V i is the homogeneous component of V of degree i, the graded dimension of V is gdim C V := i β i dim C V i , where β is a homogeneous variable of degree 1.
Denote by z i the multiplicative unit 1 in (C[a]/(a mi )){s i }, which is a homogeneous element of M of degree
For any integer c, define The uniqueness of decomposition (1.7) follows from Lemma 4.14. This completes the proof of Theorem 1.7.
To prove Corollary 1.8, note that, by Lemma 4.
as chain complexes of graded C-spaces. Moreover, as chain complexes of graded C-spaces,
So Corollary 1.8 also follows from the decomposition of the chain complex (
In this subsection, we prove the decompositions of E r (L) and E r (L). First, we compute the spectral sequences of the filtered chain complexes F i,s , T i,m,s ,F i,s andT i,m,s . We use the notations given in [9, Section 2.2]. Since F x is an increasing filtration and the notations in [9, Section 2.2] are for a decreasing filtration, we need to adjust their definitions accordingly.
Let (C * , d, F ) be a filtered chain complex such that d raises the homological grading by 1 and F is increasing. Set 
The observations about {E r (F i,s )} in Lemma 1.10 follow from this.
Recall that the filtered chain complex T i,m,s is given by Next, we compute E 5)-(1.6) . By Lemma 4.9, this is also a decomposition in the category of filtered chain complexes, in which the filtrations on F i,s and T i,m,s are given by (1.9)-(1.10) . Thus, the spectral sequence of (H (C P (D), d mf ), d χ ) is the direct sum of the spectral sequences of its components in this decomposition. Decomposition (1.18) in Theorem 1.11 then follows from this and Lemma 1.10.
By Lemma 4.11, the above decomposition of ( 
Proof. See for example [9, Proposition 2.7] .
The following is a simple observation. For a chain complex C of graded-free C[a]-modules, denote by (
C , h 
Lemma 4.17. Let F i,s and T i,m,s be the chain complexes defined in (1.6) and (1.5). Then, as Z ⊕2 -graded C-linear spaces,
Proof. For the chain complex F i,s , note that h
Fi,s , g
Fi,s , h
Fi,s ). By Corollary 4.16, this means h
Ti,m,s , g
Ti,m,s , h
where the connecting homomorphism
and linear mapping given by a −r (a r+i ) = a i for i = 0, . . . , m − 1 − r. A simple induction shows that, for 1 ≤ r ≤ m, there is an isomorphism of exact couples
Thus,
This completes the proof of isomorphism (4.6).
Proof of Theorem 1.13. Comparing Lemma 4.17 to Lemma 1.10, one can see that Theorem 1.13 follows from Theorems 1.7 and 1.11.
The
As we have seen, every polynomial
In this section, we study this differential d (1) P . Our goal is to prove Theorem 1.16 and establish the
5.1. Naturality. In this subsection, we fix a P = P (x, a) of form (1.1).
From [5] , we know that every link cobordism induces, up to an overall scaling by a non-zero scalar, a homomorphism of the sl(N ) Khovanov-Rozansky homology H N . We briefly recall the definition of this homomorphism here.
To define this homomorphism, Khovanov and Rozansky first decompose the link cobordism into a finite sequence of Reidemeister and Morse moves, that is, a movie. For each Reidemeister move and Morse move, they define in [5] a corresponding chain map of the chain complex (H (C N , d mf ) , d χ ). They then define the chain map associated to this cobordism to be the composition of the chain maps associated to the Reidemeister and Morse moves in this movie. They proved in [5, Proposition 37] that, up to an overall scaling by a non-zero scalar, the homomorphism on H N induced by this chain map does not depend on the choice of the movie.
In [6, 15] , Khovanov and Rozansky's chain maps associated to Reidemeister and Morse moves are generalized to C[a]-linear homogeneous chain maps of the chain complex (H(C P , d mf ), d χ ). So each movie presentation of a link cobordism induces a C[a]-linear homogeneous chain map of the complex (H(C P , d mf ), d χ ).
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Comparing the constructions in [5, 6, 15] , we have the following lemma. L 1 ), d mf ) , d χ ) the chain maps induced by this movie presentation of S. Then the following diagram commutes.
Proof. See the constructions in [5, 6, 15] .
Next, we interpret d
P as the connecting homomorphism of a long exact sequence, which slightly simplifies the proof of the naturality and significantly simplifies the proof of the anti-commutativity later on.
For a link L, choose one of its diagrams. By Corollary 3.3 and Lemma 4.
. Therefore, the short exact
Proof. Denote by δ the connecting homomorphism in the above long exact sequence. We only need to prove that δ = d 
It induces the following commutative diagram with long exact rows.
P .
10 It does not seem too hard to generalize Khovanov and Rozansky's proof in [5] to show that, up to an overall scaling by a non-zero scalar, the homomorphism on H P induced by this chain map does not depend on the choice of the movie presentation of the cobordism. But we do not need this to prove our results.
the homomorphism induced by S. Then the following diagram commutes.
is, up to scaling, the homomorphism induced
. Thus, we have the following commutative diagram with short exact rows.
By Lemma 5.2, this diagram induces the following commutative diagram with long exact rows.
This proves the lemma.
Note that Part (3) of Theorem 1.16 follows from Lemma 5.3.
5.2.
Anti-commutativity. In this subsection, we fix a homogeneous polynomial
of degree 2N + 2, where
• x, a 1 and a 2 are homogeneous variables of degrees 2, 2k 1 and 2k 2 , respectively,
We define (5.3) P 1 = P (x, a 1 , 0) and
The goal of this subsection is to show that d Lemma 5.4. Let R be a commutative ring and A, B, C and D chain complexes of R-modules, whose differentials raise the homological grading by 1. Assume there is an exact sequence of chain complexes
Then this exact sequence induces an R-homomorphism ∆ :
Proof. Of course, one can split the exact sequence 0
Then ∆ can be defined as the composition of the connecting homomorphisms from these two short exact sequences. But what we actually need later on is that ∆ is defined by diagram chasing and does not depend on the choices made in that chasing. So this is how we will prove the lemma here. 
). This means that there exists az ∈ B i such that g(z) = y 
It is straightforward to show that ∆ is R-linear.
Lemma 5.5. Let P 1 and P 2 be the polynomials defined in (5.3). Then d
Note that, applying Lemma 5.5 to Proof of Lemma 5.5. Let L be any link and D one of its diagrams. Recall that P is the polynomial in (5.2).
Consider the following diagram.
• all rows are exact,
• all columns are exact,
• the upper left square anti-commutes, which is indicated by a "−",
• the other three squares commute, which is indicated by "+"s.
Moreover, we get from diagram (5.4) an exact sequence
is a chain complex of graded-free R-modules. For i, j = 1, 2 we denote by 
P1 .
To prove (5.7), we demonstrate that each of d
P2 and −d
(1)
P1 can be realized by a diagram chasing used to define ∆. 
This is the diagram that we will chase. Note that, for each homological degree i, there is a diagram of the form in 5.8. So our diagram chasing involves three levels of a 3-dimensional diagram. In stead of drawing the rather complex 2-dimensional projection of this 3-dimensional diagram, we look at each homological level individually with the understanding that the each differential map points from one spot on one level to the same spot one level higher.
Let us start with homological degree i. As in diagram (5.9), let x be any cycle in the C 
Now we move to homological degree i + 1. First, we map x, y 1 , y 2 and z by the differential maps. Recall that x is a cycle. So π a1 (y 1 ) = π a2 (y 2 ) = dx = 0.
By exactness, there is a w 1 in the C Similarly, π a1 (dz − a 2 (α 2 )) = 0 and there is a β 2 in the C i+1 1,2 in the left column such that (5.14)
Finally, we look at homological grading i + 2. By equation (5.13),
(a 2 , a 1 )
By the exactness of sequence (5.6), there is a γ 1 in the C i+2 1,1 at the top left corner such that
Since a 1 −a 2 is injective and a 1 (dγ 1 ) −a 2 (dγ 1 ) = ddβ 1 ddα 1 = 0, we know that γ 1 is a cycle. Clearly, the
Similarly, there is a cycle γ 2 in the C i+2 1,1 at the top left corner such that
The chase
). Altogether, we have
Note that a 2 (−γ 1 ) = dα 1 . So the chase w 1 ❀ α 1 ❀ −γ 1 defines the connecting homomorphism of the long exact sequence from the left column in (5.8), which, by Lemma 5.2, is d
]. Putting equations (5.11), (5.12), (5.16), (5.17) and (5.18) together, we get that
Action of d (1)
P . In this subsection, we describe the action of d (1) d
P is given by:
Proof. The restrictions of d (1) P on these components are computed in the proof of Lemma 4.17. The current lemma follows from that computation.
In [7, 4.2. 3 Example], Lee observed that the homomorphism Φ matches a pair of generators of bi-degree difference (1, 4) . This is a special case of Part (3) of Lemma 5.6
11
. 11 The normalization in [7] is different from ours.
Corollary 5.7. Let P = P (x, a) be of form (1.1) and L a link. Then d Proof. This follows from Lemma 5.6. Lemma 5.8. Suppose
where a is a homogeneous variable of degree 2k. Assume that there exists an integer m such that 1 ≤ m ≤ N k and λ 1,i = λ 2,i for 1 ≤ i ≤ m − 1. Let D be a link diagram with a marking. Define
. Corollary 5.9. Let Γ be any MOY resolution of D. Assume Γ i;p and Γ i,j;p,q depicted in Figure 2 are pieces of Γ. By definition 2.6, it is clear that ξ induces an isomorphism ξ :
In the above computation, we used [14, Corollary 2.16 and Lemma 2.18]. This shows that, for any MOY resolution Γ of D, ξ induces an isomorphism ξ : C PN (Γ) ∼ = − → C P (Γ). Now let Γ 0 and Γ 1 be two MOY resolutions of D that are different at exactly one crossing. That is, Γ 0 and Γ 1 resolve all but one crossings of D the same way, and that one remaining crossing is resolved to a pair of parallel arcs in Γ 0 and a wide edge in Γ 1 . Assume Γ i;p ⊔ Γ j;q and Γ i,j;p,q in Figure 4 are the pieces of Γ 0 and Γ 1 from resolving this crossing. Then the homomorphisms
are both homogeneous homomorphisms of degree 1.
• Since χ 0 , χ 1 are homotopically non-trivial and ξ is an isomorphism, ξ • χ 0 • ξ −1 and ξ • χ 1 • ξ −1 are also homotopically non-trivial. From the uniqueness part of Lemma 2.8, one can see that, up to homotopy and scaling by non-zero scalars,
o o defined in Lemma 2.8. Thus, the following diagrams commute up to homotopy and scaling by non-zero scalars.
The above shows that C PN (D) and C P (D) are isomorphic as objects in the category of chain complexes over the homotopy category of graded matrix factorizations of 0 over 
(1) 
. So we have the following commutative diagram with exact rows.
By Lemma 5.2, this induces the following commutative diagram with exact rows.
P2 on H N (L). The following lemma concludes the proof of Part (4) of Theorem 1.16.
Lemma 5.11. Suppose b i is a homogeneous variable of degree 2N + 2 − 2i and λ a non-zero scalar. Define 
where ∆ is the connecting homomorphism induced by the second row of diagram (5.19). Thus, we have d
5.4.
A recapitulation of the proof of Theorem 1.16. The proof of Theorem 1.16 is spread out in the first three subsections of this section. Here we give a quick recap of this proof.
• Part (1) is proved in Corollary 5.9.
• Applying Lemma 5.5 to (3) is a special case of Lemma 5.3.
• Corollaries 5.9, 5.10 and Lemma 5.11 imply that, for a polynomial
with deg a = 2k and
This proves Part (4). 5.5. An example. Next we compute H Pi (L) for the closed 2-braid L in Figure 1 , which allows us to conclude that, on H N (L), the differentials δ 1 , . . . , δ N −1 are non-zero, but δ i δ j = 0 for any 1 ≤ i, j ≤ N − 1.
Figure 5. L and two of its MOY resolutions
In our computation, we use the diagram of L with two marked points in Figure 5 . We also denote by Γ 0 , Γ 1 the two MOY resolutions of L in Figure 5 . Before going any further, let us recall the Gaussian Elimination Lemma. 
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, for any polynomial P = P (x, a) of form (1.1), C P (L) is homotopic to the chain complex Consider the homomorphisms in Figure 7 , where 12 Strictly speaking, [17, Theorem 1.1] is stated only for P (x, a) = x N+1 − ax. But it is straightforward to check that this theorem and its proof remain true for a general P (x, a) of form (1.1). 13 We are not tracking the Z 2 -grading here.
o o Figure 7 . Definition of α and β
• ι and ǫ are the homomorphisms associated to the circle creation and annihilation (see [6] for their definitions,) • χ 0 and χ 1 are the χ-maps associated to the wide edge in Γ 1 .
Recall that Thus, using decomposition (5.25), we have Here note the difference in the ordering of components in the two columns in the chain complex.
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Now apply Gaussian elimination (Lemma 5.12) to the "1" at the upper left corner of D N −1 . We get that It is straightforward to check that 
