The object of this paper is to show that if a series is summable by the logarithmic method L, then the series is also summable by the Abel method A λ , provided a tauberian condition of the "slowly decreasing" type is satisfied. 1* Introduction* Suppose throughout that {s n } is a sequence of numbers, λ real is real, e 
Y
We are concerned with the methods of summability A x introduced and studied by Borwein [1] and the logarithmic method L. They are defined as follows. Let If σ λ {y) converges for y > 0 and tends to s as ί/^oo, then we say that the sequence {s n } is ^-convergent to s and write s n -+s(A λ ). The method A o is the ordinary Abel method.
If L(y) converges for y > 0 and tends to s as y -• oo f then we say that {s n } is L-convergent to s and write s n -> s(L).
Evidently, s n -> s(L) if and only if
log(l -x) n=o n + 1 converges for 0 < x < 1 and tends to s as x -> 1~. LEMMA [4] . 2* The main theorem* Suppose that Φ is a nonnegative, continuous, strictly increasing function on [a, °o), for some α, such that
The real-valued function / is said to be slowly decreasing with respect to Φ if lim inf {f(y) -f{x)} ^ 0 whenever y ^ x -+ oo and
+s(L) and σ λ (t) is slowly decreasing with respect to log log t, then s n -+s(A λ ).
In connection with the methods A λ , we proved the following lemma in [3] . he power series method P is defined as follows. If p p > 0, Σί=o ϊ>A# n converges for 0 < x < p p and lim^^^-p s (x) = s, then we write s n ->β(P).
The method Q is defined similarly. Suppose that X(t) is a function of bounded variation on [0, 1], and Z*(ί) is its associated normalized function. That is,
A sequence {μ n } is called an m-sequence if, for some X, μ n == (Wz(ί) for n = 0, 1, 2, . . .
Jo
If, in addition, 
(That is, s n -*s(Q) implies s n -> s(P).)
This result is due to Borwein (see [2] , Theorem A'). We require the following two lemmas. 
Proof
Suppose that s n -> s(Q). Set p n = μ n q n for n = 0,1, 2, Since μ n^0 and μ n -^a it is easy to verify that p p = p q -If ft, = oo, then P is regular by Lemma 6(ii). Otherwise, since p n ~ aq n , P is regular by Lemma 6(i).
Therefore, by Lemma 7, s n -+s(P). That is, (3) and (4) .
This completes the proof.
COROLLARY TO THEOREM 2. s n ->s(L) if and onlyifvis n ->s(L).
This is immediate in view of Lemmas 8 and 9, and the fact that vi -> 1 as n -> oo. The convergence, for ί > 0, of the series defining σ λ (t) implies its absolute convergence. This justifies the integration term by term and, in view of the corollary to Theorem 2, the proof is complete. We omit the simple proof. 
Ux) = 0(1) log x
Suppose 0 < λ < 1. By Lemma 11 we have,
\I(x)\ = I(x)
< X log ^ + * (l + Finally, since the case λ = 0 is trivial, the lemma is established.
LEMMA 13.
For 7 > 1, and λ > -1, 1 (1 ~f t) (log 1 cίt -(7 -1) log(l + x) + o(log(l + x)) .
Proof. Set {s n } = {1}. Then ^(ί) = 1 and, by Theorem 3, putting /(*) = σ λ (t) in (5) This establishes the lemma. 
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This result was established in [5] . A version of this theorem with (10) replaced by the stronger condition that / be slowly decreasing with respect to Φ can be found in [3] . The proofs are very similar. This establishes (6) and (7).
Conditions (8), (9), (10) and (14) hold by hypotheses, and (11) clearly holds.
Furthermore, condition (13) is immediate since K(w, t) = 0 whenever t^w.
It remains to show (12). Suppose -1 < λ < 0. Then, by Lemma 11, we have
as w > a? -» oo and log log w -log log x -> oo, since the latter implies log x/log w -»0 and #/w -> 0.
Suppose λ ^ 0 and x > 1. Then 20 DAVID BORWEIN AND BRUCE WATSON log(l + w) [°K(w, t) -(σ,(a;) -e)((Ύ -1) log (1 + x) + o(log(l + x))) .
But /j ίS / 2 implies -(7 -1) + 0 (1) Therefore,
In a similar fashion, we can show that
Combining (16) and (17) completes the proof of theorem. 9* A counterexample* In this section we give an example which shows that Theorem 1 would be false if log log t were replaced by logt. That is, a more delicate tauberian condition on σ λ (t) is required than what is obtained by using the standard definition of slowly decreasing. 
+ 1)
The first term above has a derivative which is O(l/t) and, hence, the real part of the first term has a derivative which is 0(1/1). The second term is o(l) since A* is regular. Hence, the real part of this term is slowly decreasing with respect to any Φ. Therefore, by Lemma 14, σ λ {t) is slowly decreasing with respect to log£.
Next, it is clear that {s n } is not ^-convergent. However, 
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=
