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Abstract
The main feature of the Leslie-Gower-type predation model is that the predator’s growth function is one of
logistic-type. Thus, it is a model assuming implicitly the competition among predators.
In this work the dynamics of a modified Leslie-Gower type predator-prey model is analyzed, considering
two important aspects: (i) the predators capture an alternative food when the quantity of prey is scarce and
(ii) the prey population is affected by an Allee effect.
Considering a topological equivalent system, the main properties of the system are established. Neces-
sary and sufficient conditions for the existence and local stability of equilibria are determined, also showing
the existence of a homoclinic orbit and of at least a limit cycle.
When the predators are generalists the dynamics of the model differ enough respecting the model consid-
ering predators specialist since appearing more equilibrium points and the mentioned homoclinic orbit.
Keywords . Predator-prey model, bifurcation, limit cycles, separatrix curve, stability, functional response.
Resumen
La caracterı́stica principal de los modelos del tipo Leslie-Gower, es que la ecuación de crecimiento de los
depredadores es descrita por la función de logı́stica. Por lo tanto, es un modelo que supone implı́citamente la
competencia entre los depredadores.
En este trabajo se analiza la dinámica de un modelo derivado del modelo de Leslie-Gower, considerando
dos aspectos importantes: (i) los depredadores capturan un alimento alternativo cuando la cantidad de presas
es escasa y (ii) la población de presas se ve afectada por un efecto Allee.
Considerando un sistema equivalente topológico, se establecen las principales propiedades del mode-
lo. Se determinan las condiciones necesarias y suficientes para la existencia y la estabilidad local de los
equilibrios. Además, se prueba la existencia de una órbita homoclı́nica y de al menos un ciclo lı́mite.
Cuando los depredadores son generalistas, la dinámica del modelo difiere bastante con respecto al mode-
lo donde los depredadores son especialistas. Dinámicamente aparecen más puntos de equilibrio y una órbita
homoclı́nica.
Palabras clave. Modelo depredador-presa, bifurcación, ciclo lı́mite, curva separatriz, estabilidad, respuesta funcio-
nal.
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1. Introducción. La interacción entre los depredadores y sus presas es uno de los temas dominantes en
la Ecologı́a Teórica debido a su existencia universal [9], tanto en nivel microscópico como macroscópico. Par-
ticularmente en Dinámica Poblacional, la comprensión de esta importante relación permite un mejor estudio
y análisis del comportamiento de las cadenas alimentarias o redes tróficas [35, 43].
A partir del primer modelo para la depredación, propuesto por el el matemático italiano Vito Volterra
[45], se han sucedido una gran cantidad de modelos para este comportamiento de ciertas especies. En principio
estas nuevas proposiciones trataban de resolver las variadas objeciones formuladas al primer modelo, descrito
por un sistema de ecuaciones diferenciales ordinarias (EDO) no lineales autónomo. Este sistema es conocido
como modelo depredador-presa de Lotka-Volterra [7, 43].
En 1948 Patrick H. Leslie [31], formuló un nuevo modelo para responder algunas de las crı́ticas formula-
das contra el modelo Lotka-Volterra. Su proposición no se ajusta al esquema de dicho modelo [43], sendo la
principal diferencia que la ecuación de crecimiento de los depredadores se basa en la bien conocida función
logı́stica. Entonces, el modelo supone implı́citamente la competencia intraespecı́fica entre los depredadores
[32]. Pero el modelo mantiene la ecuación para las presas del modelo Volterra [43], en el que también se
supone la autointerferencia entre las presas; además, la isoclina de las presas es oblicua [43].
Entonces, el modelo depredador-presa de tipo Leslie o Leslie-Gower es descrito por un sistema autónomo
bidimensional de ecuaciones diferenciales no-lineales caracterizado por:
i) la respuesta funcional o tasa de consumo de los depredadores es lineal [7, 19, 35, 43], y
ii) la ecuación para los depredadores es una función de crecimiento de tipo logı́stico [1, 36, 43], don-
de la capacidad de carga del medio ambiente convencional para los depredadores Ky es proporcional a la
abundancia de presas x = x (t), esto es, Ky = K (x) = nx [35, 43].
Si y = y (t) representa el tamaño de la población de depredadores en el modelo logı́stico de depredadores,
el cociente ( ynx ) se llama el término de Leslie-Gower, que mide la pérdida en la población de depredadores
debido a la rareza de su comida favorita.
En el caso de escasez severa, algunos depredadores pueden cambiar a otra población de presas, aunque
su crecimiento estarı́a limitado por el hecho de que su alimento favorito no está disponible en abundancia. La
capacidad de carga ambiental para los depredadores puede describirse por K(x) = nx+ c, con c > 0.
En ese caso, se dice que el modelo está representado por un esquema de Leslie-Gower, también conocido
como modelo de Leslie-Gower modificado [4, 29]. Si x = 0, entonces K(0) = c, concluyendo que los
depredadores son generalistas ya que buscan un alimento alternativo, evitando su extinción.
En este trabajo se analiza un modelo depredador-presa del tipo Leslie-Gower modificado, considerando
que:
(i) los depredadores capturan un alimento alternativo cuando la cantidad de presas es escasa y
(ii) la población de presas se ve afectada por un efecto Allee.
Se dice que una población está bajo el efecto Allee si la tasa de crecimiento per cápita es inicialmente
una función creciente, luego disminuye a cero a una densidad más alta [16, 17, 41, 42]. Para algunas pobla-
ciones, la tasa de crecimiento no siempre es positiva para un tamaño de población pequeña y puede no estar
disminuyendo como lo sugiere el modelo logı́stico, lo que genera una relación positiva entre la densidad de
población y la aptitud (fitness) del individuo [16, 17, 41, 42].
En este trabajo, empleamos la forma matemática más común para expresar la tasa de crecimiento de una








El efecto Allee es un fenómeno ecológico que ocurre a bajos tamaños de población, donde la tasa de
crecimiento per cápita es una función creciente de la abundancia de la población, cuando el tamaño de la
población s bajo. En tamaños de población grandes, esta tasa es negativa, como ocurre en la ecuación logı́stica
para todos los tamaños de población. Por esta razón, la ecuación (1.1) representa un efecto Allee, si y solo si,
−K < m << K, con r, K > 0.
Cuando m > 0, la tasa de crecimiento de la población disminuye si el tamaño de la población está por
debajo del nivel umbral m y la población se extingue. En este caso, la ecuación (1.1) describe un efecto Allee
fuerte [44, 46].
Si m ≤ 0, se dice que la población se ve afectada por un efecto Allee débil [26]. En Ciencias Pesqueras,
los mismos fenómenos se denominan dependensación crı́tica y pura, respectivamente [14].
Este efecto puede deberse a una amplia gama de fenómenos biológicos, tales como: depresión endogámi-
ca, escasez de alimentos, búsqueda de pareja, disfunción social, defensa anti-depredadores y otros (ver Tabla
1 en [8] o la Tabla 2.1 en [17]).
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El efecto Allee puede ser modelados por variadas formas algebraicas [1, 2, 34], pero es posible demostrar
que muchas de ellas son topológicamente equivalentes [23]. No obstante, las diferentes formas pueden pro-
ducir cambios en las dinámicas de los sistemas, particularmente en la cantidad de ciclos lı́mites que rodean
un punto de equilibrio positivo en los modelos depredador-presa [1, 2, 26, 40].
Además, dos o más efectos Allee producidos por diferentes causas pueden generar mecanismos que
actúan simultáneamente en una sóla población (consulte la Tabla 2 en [8] o la Tabla 2.2 en [17]). La influencia
combinada de algunos de estos fenómenos se denomina efecto múltiple Allee [8].
En este trabajo extendemos los resultados obtenidos en [5], mostrando la existencia de una curva ho-
moclı́nica. Cuando se rompe esa curva homoclı́nica, se obtiene un ciclo lı́mite no infinitesimal cuya estabili-
dad se determina calculando el valor absoluto del cociente entre los valores propios negativos y positivos de
los puntos sillas [3, 7].
Este artı́culo está organizado de la siguiente manera: en la Sección 2, presentamos el modelo y, por medio
de un difeomorfismo, se obtiene un modelo topológicamente equivalente al modelo depredador-presa del tipo
Leslie-Gower; en la Sección 3, se presentan las principales propiedades del sistema. Algunas consecuencias
ecológicas y una discusión de los resultados matemáticos se dan en la Sección 4.
2. El modelo. El modelo modificado Leslie-Gower considerando el efecto Allee viene dado por el si-
guiente sistema de ecuaciones diferenciales bidimensionales del tipo Kolmogorov [19, 22]:



















donde x = x (t) e y = y (t) indican los tamaños de población de presas y depredadores, respectivamente,
para t ≥ 0, medida como número de individuos, biomasa, o bien, densidad por unidad de área o volumen,
con ν = (r,K, q, s, n, c,m) ∈ R5+ × (R+ ∪ {0})× ]−K,K[, que tienen los siguientes significados:
r es la tasa de crecimiento intrı́nseca de presas o potencial biótico,
K es la capacidad de carga ambiental de la presa,
q es la tasa de captura de los depredadores,
s es la tasa de crecimiento intrı́nseca de los depredadores,
n es una medida de la calidad de los alimentos que indica cómo los depredadores convierten a las
presas consumidas en nuevos nacimientos de depredadores,
c es la cantidad de comida alternativa disponible para los depredadores.
Este último parámetro indica que los depredadores son generalistas y que si su presa no eatá disponible,
tiene una fuente de alimento alternativo. Claramente, si c = 0, la capacidad de carga del depredador es
K (x) = nx y el modelo Leslie-Gower no está definido en x = 0. Advertimos que se ha dado otro significado
para este parámetro, indicando que mide el grado en que el entorno proporciona protección al depredador.
El sistema (2.1) o el campo vectorial Xν se define en
Ω =
{
(x, y) ∈ R2| x ≥ 0, y ≥ 0
}
= R+0 × R
+
0 .
Los puntos de equilibrio del sistema (2.1) o del campo vectorial Xµ son (0, 0), (K, 0), (0, c), (m, 0)





Claramente, (xe, ye) puede ser un punto de equilibrio positivo (equilibrio en el interior del primer cua-
drante) o no puede existir allı́, dependiendo del signo de los factores 1− xK y x−m.
Existen versiones no autónomas del sistema (2.1) incorporando retardos, impulsos, como también usando
derivadas parciales. A pesar de estos estudios recientes, la dinámica del sistema (2.1) no se ha analizado
completamente y algunos resultados existentes no son verdaderos o no se comprenden bien.
2.1. Equivalencia topológica. Para simplificar los cálculos, seguimos la metodologı́a utilizada en [4,
24, 28, 36, 40], que se describe en el siguiente lema.
Lema 2.1. El sistema (2.1) es topológicamente equivalente al sistema de Kolmogorov [19, 22]
(2.2) Yη (u, v) :
 dxdt = ((1− u) (u−M) −Qv) (u+ C)u,dy
dt = S (u+ C − v ) v
.
donde η = (Q,C, S,M) ∈ R3+ × ]−1, 1[ con Q =
qc
r , C =
c
nK , S =
s
rK y M =
m
K .
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Demostración: Usando el cambio de variables dado por x = Ku e y = nKv, reemplazando en el sistema
(2.1) y luego de una simplificación, obtenemos el nuevo campo vectorial
Uν (u, v) :
 K
du
dt = (r (1− u) (Ku−m) − qnKv) Ku,














































Entonces, tenemos el sistema












































Definiendo Q = qcr , C =
b
cK , S =
s
rK y M =
m
K , se obtiene el sistema (2.2).
Observación 2.1. Hemos construido el difeomorfismo [13, 18] ϕ : Ω̃× R −→ Ω× R, tal que






= (x, y, t),
donde Ω̃ =
{
(u, v) ∈ R2| u ≥ 0, v ≥ 0
}
con











 = nKr (u+ cnK ) > 0.
Entonces, ϕ es un diffeomorfismo que preserva la orientación del tiempo. El campo vectorial Xν en el
nuevo sistema de coordenadas es topológicamente equivalente al campo vectorial Yη = ϕ ◦Xν , que tiene
la forma Yη = P (u, v) ∂∂u + Q(u, v)
∂
∂v [18], siendo P (u, v) y Q(u, v) el lado derecho de las ecuaciones
respectivas en el sistema (2.2).
El campo vectorial Yη (u, v) es una extensión continua del sistema (2.2) definido en Ω̃ .
Nuestro análisis se realizará considerando diferentes casos para M > 0, M = 0 y M < 0.
2.2. Puntos de equilibrio. Los puntos de equilibrio del sistema (2.2) o las singularidades del campo





(1− u) (u−M) y v = u+ C.
Entonces, la abscisa ue de los puntos de equilibrio positivo es la solución de la ecuación de segundo
grado:
(2.3) p (u) = u2 − (1 +M −Q)u+ (CQ+M) = 0.
Considerando la regla de los signos de Descartes y de acuerdo con el signo del coeficiente a1 = 1+M −
Q, la ecuación (2.3) tiene dos, una o ninguna raı́z positiva.
El coeficiente a0 = CQ + M > 0, si y solo si, M ≥ 0. Pero a0 puede ser negativo si M < 0 y
CQ < −M .
Caso 1. Suponiendo que M > 0.
1. Suponiendo que a1 > 0, entonces la ecuación (2.3) tiene:
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con u1 < u2.




(1 +M −Q) .
(c) ninguna raı́z real positivas, si y solo si, ∆ < 0.
2. ninguna raı́z real positivas, si y solo si, 1 +M −Q ≤ 0.
Caso 2. Suponiendo que M = 0.
Los puntos de equilibrio del sistema (2.2) son (1, 0), (0, 0), (0, C) (el punto (M, 0) coincide con (0, 0))
y los puntos (ue, ve), con ue satisfaciendo la ecuación (2.3) que se reduce a
(2.4) p (u) = u2 − (1−Q)u+ CQ = 0.
La ecuación tiene:
1. Asumiendo b1 = 1−Q > 0, la ecuación (2.4) tiene
(a) dos raı́ces reales positivas, si y solo si, ∆0 = (1−Q)2 − 4CQ > 0, i.e. C < (1−Q)
2
















con u3 < u4.





(c) ninguna raı́z real positiva, si y solo si, ∆0 < 0.
2. ninguna raı́z real positiva, si y solo si, b1 = 1−Q ≤ 0.
Case 3. Suponiendo que M < 0.
En este caso (M, 0) está en el segundo cuadrante y se tiene las siguientes alternativas
1. Cuando CQ+M > 0, tiene las mismas posibilidades que el caso 1, es decir, hay dos, una o ninguna
raı́z real positiva.
2. Cuando CQ+M = 0, la ecuación (2.3) se reduce
(2.5) p (u) =
(




(a) Si c1 = 1 +M −Q > 0, la única raı́z real positiva es u5 = 1 +M −Q, (la solución u = 0 se
repite).
(b) Si c1 = 1 +M −Q ≤ 0, no existe una raı́z real positiva.
3. Si CQ+M < 0,
(a) Si c1 = 1 + M − Q 6= 0, cualquiera sea el signo de 1 + M − Q, la ecuación (2,5) tiene una










(b) Si c1 = 1 +M −Q = 0, la ecuación (2.5) se reduce a
p (u) = u2 + (CQ+M) = 0.
que tiene una raı́z real positiva única, dada por u7 =
√
(CQ+M).
Para determinar la naturaleza local de los puntos de equilibrio debemos obtener la matriz jacobiana del
sistema (2.2), la cual es:
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DYη (u, v) =
 DYη (u, v)11 −Qu (C + u)
Sv S (−2v + u+ C)
 ,
con
DYη (u, v)11 =
d
du
(((1− u) (u−M) −Qv) (u+ C)u)
= ((1− u) (u−M) −Qv) (u+ C) + ((1− u) (u−M) −Qv)u+ (u+ C)u (M − 2u+ 1) .
3. Resultados Principales . Para el sistema (2.2) tenemos las siguientes propiedades generales:
Lema 3.1. Existencia de una región positivamente invariante [13].
El conjunto Γ̃ =
{
(u, v) ∈ Ω̃/ 0 ≤ u ≤ 1, v ≥ 0
}
es una región positivamente invariante.
Demostración: Claramente, el eje − u y el eje − v son conjuntos invariables porque el sistema es del
tipo Kolmogorov. Si u = 1, tenemos
du
dτ = −Qv (1 + C) < 0
y cualquiera que sea el signo de
dv
dτ = S (1 + C − v ) v,
las trayectorias entran y permanecen en la región Γ̃.
Lema 3.2. Acotamiento de las soluciones.
Las soluciones son acotadas
Demostración:
Usando compactificación de Poincaré [38], sea





























X3 −X2Y − SY 2 + CMY 3 + CQY 2 + CSY 3 − CXY 2




dτ = −S (X + CY − 1) .























X3 −X2Y − SY 2 + CMY 3 + CQY 2 + CSY 3 − CXY 2 ,










Para desingularizar el origen, aplicamos el metodo de Blowing up [18], haciendo los siguientes cambios



















Qp− rp− Srp2 − Cr2p2 +Mr2p2 + Sr2p2 + Crp−Mrp+ CQrp2







2Qp− 2rp− Srp2 − 2Cr2p2 + 2Mr2p2 + Sr2p2 + 2Crp− 2Mrp+ 2CQrp2
−2CMr2p2 + 2CMr3p3 + CSr3p3 + 2
)
.
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Qp− rp− Srp2 − Cr2p2 +Mr2p2 + Sr2p2 + Crp−Mrp+ CQrp2






2Qp− 2rp− Srp2 − 2Cr2p2 + 2Mr2p2 + Sr2p2 + 2Crp− 2Mrp+ 2CQrp2








por lo que det(DF̂η(0, 0)) = −2 < 0, y el punto (0, 0) es punto silla del campo vectorial F̂η(p, r), por
lo cual el punto (0,∞) es punto silla del campo vectorial compactificado Γ̂η .
Por lo tanto las soluciones son acotadas.
3.1. Modelo con efecto Allee fuerte. En lo siguiente asumimos 1 > M > 0 y C > 0.
3.1.1. Naturaleza de los puntos de equilibrio sobre los ejes. Para las dingularidades sobre los ejes
tenemos las siguientes propiedades
Lema 3.3. Las singularidades (0, 0) y (1, 0) son puntos silla hiperbólicos [6], para todo η = (Q,C, S,M) ∈
R3+ × ]0, 1[.
Demostración: Evaluando la matriz Jacobiana en cada punto tenemos




y detDYη(0, 0) = −SC2M < 0.
Entonces, de acuerdo al Teorema de la traza y el determinante, el equilibrio (0, 0) es un punto silla.
2. DYη (1, 0) =
 − (1 + C) (1−M) −Q (1 + C)
0 S (1 + C)
 ,
y detDYη (1, 0) = −S (1 + C)2 (1−M) < 0.
Por lo tanto, el equilibrio (1, 0) es un punto silla, aplicando el Teorema de la traza y el determinante.
Lema 3.4. El punto de equilibrio (M, 0) es un repulsor hiperbólico [6] para todo los valores de los
parámetros.
Demostración: Es inmediato, ya que la matriz jacobiana evaluada en (M, 0) es
DYη (M, 0) =
 M (1−M) (C +M) −QM (C +M)
0 S (C +M)
.
Por lo tanto,
detDYη (M, 0) = M (1−M) (C +M)2 > 0 y
trDYη (M, 0) = (M (1−M) + S) (C +M) > 0. Aplicando el Teorema de la traza y el determi-
nante se tiene la tesis.
Lema 3.5. El equilibrio (0, C) es un punto atractor hiperbólico [6], para todos los valores de los paráme-
tros.
Demostración: La matriz Jacobiana evaluada en el punto (0, C) es
DYη (0, C) =
 −C (M +QC) 0
SC −SC
.
Entonces, detDYη (0, C) = SC2 (M +QC) > 0 y
trDYη (0, C) = −C (M +QC)− SC < 0.
En consecuencia, el punto de equilibrio (0, C) es atractor.
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3.1.2. Naturaleza de los puntos de equilibrio positivo. Suponiendo que a1 = 1+M−Q > 0, entonces
las raı́ces de la ecuación (2.3) dependen del signo de
∆ = (1 +M −Q)2 − 4 (CQ+M).
















con u1 < u2.
Evaluando la matriz Jacobiana en los puntos de equilibrio positivos, tenemos
DYη (u, u+ C) =
 (u+ C)u (M − 2u+ 1) −Qu (C + u)
S (u+ C) −S (u+ C)
,
y detDYη (u, u+ C) = −Su (C + u)2 (M −Q− 2u+ 1), cuyo signo depende del factor
T = M −Q− 2u+ 1 = a1 − 2u.
Además la traza es
trDYη (u, u+ C) = (u+ C) (u (M − 2u+ 1)− S) ,
cuyo signo depende del factor
T1 = u (M − 2u+ 1)− S.
Para determinar si los puntos de equilibrio hiperbólicos son nodos o focos, definimos la cantidad
H = (trDYη (u2, u2 + C))
2 − 4detDYη (u2, u2 + C)
= ((u+ C) (u (M − 2u+ 1)− S))2 − 4
(
−Su (C + u)2 (M −Q− 2u+ 1)
)
.
Teorema 3.1. El equilibrio P1 = (u1, u1 + C) es un punto silla [6].
Demostración: Evaluando el factor T evaluando en u1 se tiene que












Luego, detDYη (u, u+ C) < 0.
Por el Teorema de la traza y el determinante P1 = (u1, u1 + C) es un punto silla.
Antes de establecer la naturaleza del punto P2 = (u2, u2 + C) debemos mostrar algunas propiedades del
sistema, relacionadas con las variedades estable e inestable del equilibrio P1 y la variedad inestable del punto
silla (1, 0).
Teorema 3.2. Existencia de una curva homoclı́nica [13, 18, 38]
Sea W s+ (P1) y W
u
+ (P1), la variedad estable superior y la variedad inestable derecha del punto silla
P1, respectivamente. Entonces, existe un subconjunto de valores de parámetros para el que coinciden las dos
variedades, formando un lazo homoclı́nico.
Demostración: Usando el teorema de existencia y unicidad de las soluciones [13] y la geometrı́a de las
variedades estable e inestable del punto silla P1 = (ue1, ue1 + C).
La variedad inestable derecha Wu+ (P1) del punto silla P1 no puede cruzar la recta hacia la derecha de
la recta u = 1, que es la frontera de la región de invarianza. Por lo tanto, esta solución deben cambiar su
dirección y retornar hacia la iquierda.
A su vez, el α− limite de la variedad estable superior P1W s+ (P1) del equilibrio P1 puede estar en:
i) el punto (∞, 0) en el dominio compacto del campo vectorial Yη (u, v),
ii) el punto P2, cuando este equilibrio es repulsor, o
iii) un ciclo lı́mite inestable rodeando al punto de equilibrio P2, cuando este equilibrio es atractor.
Luego, existe condiciones en el espacio de parámetros para los cuales W s+ (P1) ∩Wu+ (P1) 6= φ.
Entonces, existe un curva homoclı́nica, creada por el punto silla P1 y rodeando al punto P2.
Teorema 3.3. Sean Wu+ (1, 0) la variedad inestable superior del punto silla (1, 0) y W s+ (ue1, ue1 + C)
la variedad estable superior del punto (ue1, ue1 + C). Consideremos los puntos (u∗, vu) ∈ Wu+ (1, 0) y
(u∗, vs) ∈Wu+ (ue1, ue1 + C), con M < ue1 < u∗ < 1.
La relación entre vu y vs, determina la estabilidad del punto (ue2, ue2 + C) de la siguiente manera:
1. Supongamos que vs > vu, entonces el punto de equilibrio es:
(a) un atractor hiperbólico, si y solo si, (M − 2ue2 + 1)ue2 < S.
(b) un repulsor hiperbólico, si y sólo si, (M − 2ue2 + 1)ue2 > S.
(c) un foco débil, si y sólo si, (M − 2ue2 + 1)ue2 = S.
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2. Supongamos que vs < vu, entonces, entonces el punto de equilibrio (u2, v2) es
(a) un atractor rodeado por un ciclo lı́mite inestable.
(b) un nodo o foco repulsor hiperbólico y las trayectorias del sistema (2.2) tienen al punto (0, C)
como su ω − limite, el cual es un equilibrio casi globalmente estable [37, 39].
Demostración:
1. Supongamos que vs > vu.
Entonces W s+ (ue1, ue1 + C) la variedad estable superior del punto (ue1, ue1 + C), está por encima
de Wu+ (1, 0) la variedad estable superior del punto (1, 0).
Luego el ω − limite de Wu+ (1, 0) debe ser:
(a) el punto (ue1, ue1 + C), originando una curva heteroclı́nica,
(b) el punto (ue2, ue2 + C), cuando es un nodo atractor, o
(c) un ciclo lı́mite atractor.
Evaluando el factor T en el punto (ue2, ue2 + C) se tiene que












Luego, detDYη (u, u+ C) > 0.
Por lo tanto, la naturaleza depende del signo de la traza.
Luego, cuando T1 = ue2 (M − 2ue2 + 1)− S es positivo, negativo o cero, se tiene la tesis.
Si la traza es positiva, de acuerdo al Teorema de existencia y unicidad y por el Teorema de Poincaré-
Bendixson, debe existir un ciclo lı́mite rodeando al punto de equilibrio (ue2, ue2 + C).
2. Supongamos que vs < vu.
Entonces W s+ (ue1, ue1 + C) la variedad estable superior del punto (ue1, ue1 + C), está por debajo
de Wu+ (1, 0) la variedad estable superior del punto (1, 0).
(a) Si (M − 2ue2 + 1)ue2 < S el punto de equilibrio (ue2, ue2 + C) es un atractor hiperbólico.
Entonces el ω − limite de W s+ (ue1, ue1 + C) es:
i. el punto (ue2, ue2 + C), o bien
ii. un ciclo lı́mite atractor rodeando a un ciclo lı́mite inestable y al punto de equilibrio (ue2, ue2 + C).
(b) Si (M − 2ue2 + 1)ue2 > S, el punto (ue2, ue2 + C) es repulsor (foco o nodo). Entonces, las
soluciones con α− limite en las vecindades del punto (ue2, ue2 + C) tienen como ω− limite:
i. un ciclo lı́mite atractor (o estable), cuando H < 0 o bien,
ii. el punto (0, C), cuando H > 0.
Corolario 3.1. Existe una bifurcación de Hopf [18] en el punto de equilibrio (ue2, ue2 + C) para el
valor de la bifurcación S = (M − 2ue2 + 1)ue2.
Demostración: La demostración sigue del teorema descrito anteriormente, cuando
detDYη (ue2, ue2 + C) = −Su (C + ue2)2 (), es positiva y
trDYη (ue2, ue2 + C) = (ue2 + C) (ue2 (M − 2ue2 + 1)− S) cambia de signo..
Además, la condición de transversalidad [13, 20, 38] se verifica ya que
∂
∂S (trDYη (ue2, ue2 + C)) = −ue2 (ue2 + C) < 0.
Teorema 3.4. Bifurcación de Bogdanov-Takens [30]
a) El punto P∗ = (u∗, u∗ + C), colapso de P1 y P2 es un silla-nodo atractor.
b) El punto P∗ = (u∗, u∗ + C), colapso de P1 y P2 es un punto cúspide, si y solo si,
trDYη (u∗, u∗ + C) = 0 y detDYη (u∗, u∗ + C) = 0.
Demostración: a) Como u∗ = 12 (1 +M −Q) y detDYη (u
∗, u∗ + C) = −Su∗ (C + u∗)2 T
con T = M −Q− 2u∗ + 1
Es claro que detDYη (u∗, u∗ + C) = 0, cuando colapsan los puntos P1 y P2, y se tiene que P∗ es un
silla-nodo.
Antes de esta coincidencia, los puntos P1 y P2 son silla y nodo atractor, respectivamente.
Luego, P∗ es un silla-nodo atractor [30].
b) Como
T1 = u



















Por lo tanto, P∗ es un punto cúspide.
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4. Efecto Allee débil especial. Cuando el parámetro M = 0 el sistema queda descrito por
(4.1) Γη(u, v) :
 dudτ = ((1− u)u−Qv) (u+ C)u,dv
dτ = S (u+ C − v) v.
donde η = (Q,S,C) ∈ R3.
Los puntos de equilibrio del sistema (4.1) son: los que estan sobre los ejes (0, 0), (1, 0), (0, C) y los pun-
tos interiores, obtenidos al intersectar las isoclinas, cuya existencia depende del discriminante de la ecuación
de segundo grado
(4.2) u2 − (1−Q) +QC = 0.
Sea4(2,2) = (1−Q)
2 − 4QC.
La ecuación (4.2) tiene :










En este caso obtenemos dos puntos de equilibrios (u1, v1) y (u2, v2) donde vi = ui+C con i = 1, 2.
2. Una raı́z real positivas, si y solo si, 1−Q > 0 y4(2,2) = 0,







3. No tiene raı́ces reales positivas si 1−Q > 0 y 4(2,2) < 0, o bien 1−Q ≤ 0.
La matriz Jacobiana asociada al sistema (4.1) es:
DΓη (u, v) =
DΓ(u, v)11 −Qu(C + u)
Sv S(u+ C − 2v)
 ,
donde
DΓ(u, v)11 = −4u3 + 3 (1− C)u2 + 2 (C −Qv)u− CQv.
El sistema (4.1) tiene las siguientes propiedades:
Lema 4.1. El punto de equilibrio (1, 0) es silla hiperbólica para todos los valores de los parámetros.
Demostración: Como DΓη (1, 0) =
−(C + 1) −Q(C + 1)
0 S(C + 1)
 , tenemos que
detDΓη (1, 0) = −S (C + 1)2 < 0.
Luego (1, 0) es un punto silla.
Lema 4.2. El punto de equilibrio (0, C) es nodo atractor hiperbólico para todos los valores de los
parámetros.




detDΓη (0, C) = C








)2 − 4C3QS 4 = C2 (S − CQ)2 > 0.
Luego (0, C) es nodo atractor.
Lema 4.3. El punto de equilibrio (0, 0) es un silla-nodo (no- hiperbólico) para todos los valores de los
parámetros.
Demostración: En este caso M = 0, el punto (0, 0) es un colapso del punto (0, 0) y el punto (M, 0)
cuya naturaleza en el caso M > 0 es silla y nodo repulsor respectivamente, por lo tanto en este caso es un
silla-nodo.
Lema 4.4. El punto de equilibrio (u1, v1) es un punto silla para todos los valores de los parámetros.
Demostración: Análoga a la demostración de Teorema 3.1
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Teorema 4.1. Sean Wu+ (1, 0) la variedad inestable superior del punto silla (1, 0) y W s+ (ue1, ue1 + C)
la variedad estable superior del punto (ue1, ue1 + C). Consideremos los puntos (u∗, vu) ∈ W s+ (1, 0) y
(u∗, vs) ∈Wu+ (ue1, ue1 + C), con 0 < ue1 < u∗ < 1.
De acuerdo a la relación entre vu y vs, tenemos la naturaleza del punto (ue2, ue2 + C) de la siguiente
manera:
1. Supongamos que vs > vu, entonces el punto de equilibrio es:
1.1 un atractor hiperbólico, si y solo si, S > (−2ue2 + 1)ue2.
1.2 un repulsor hiperbólico, si y sólo si, S < (−2ue2 + 1)ue2.
1.3 un foco débil, si y sólo si, S = (−2ue2 + 1)ue2.
2. Supongamos que vs < vu, entonces, entonces el punto de equilibrio (u2, v2) es
2.1 un atractor rodeado por un ciclo lı́mite inestable.
2.2 un nodo o foco repulsor hiperbólico y las trayectorias del sistema (4.1) tienen al punto (0, C),
como su ω − limite, el cual es un equilibrio casi globalmente estable [37, 39].
Demostración: Similar a la demostración del Teorem 3.3
En el caso 1−Q > 0 y4(2,2) = 0 tenemos el punto (u∗, v∗), que es el colapso de los puntos (u1, v1) y
(u2, v2).
Teorema 4.2. Bifurcación de Bogdanov-Takens [30]
El punto (u∗, v∗) es
1. silla-nodo repulsor, si y solo si, (CQ(Q+ 1)− S(2C −Q+ 1)) > 0,
2. silla-nodo atractor, si y solo si, (CQ(Q+ 1)− S(2C −Q+ 1)) < 0,
3. punto cúspide. si y solo si, (CQ(Q+ 1)− S(2C −Q+ 1)) = 0.
Demostración:
u∗ = 1−Q2 y v
∗ = u∗ + C.
La matriz jacobiana evaluada en el punto es
DΓη (u
∗, v∗) =








∗, v∗) = 0 y trDΓη (u∗, v∗) = 12 (CQ(Q+ 1)− S(2C −Q+ 1)) .
Este punto es colapso de los puntos (u1, v1) y (u2, v2). El primero es siempre silla y el segundo depende
de la traza.
Por lo tanto (u∗, v∗) es un silla-nodo [30].
Analizando el signo de la traza y despejando S, tenemos los resultados enunciados.
5. Efecto Allee débil. Ahora, veremos el caso en que consideramos M < 0 en el sistema (2.2).
Teorema 5.1. Para este caso tenemos los siguientes resultados
1. El punto de equilibrio (0, 0) es un nodo repulsor hiperbólico,
2. El punto (1, 0) es punto silla hiperbólica,
3. El punto (0, C) es:
• silla hiperbólica, si y solo si, (M + CQ) < 0,
• nodo atractor hiperbólico, si y solo si, (M + CQ) > 0.
Demostración:
1. La matriz jacobiana evaluada en el punto (0, 0) es:





detDΓη (0, 0) = −MC2S > 0 y trDΓη (0, 0) = (−M + S)C > 0.
Luego, el discriminante de la ecuación caracterı́stica
4 = (−CM + CS)2 + 4CMS = C2 (M + S)2 > 0,
Por tanto, obtenemos que (0, 0) es un nodo repulsor.
2. La matriz Jacobiana evaluada en el punto (1, 0) es
DΓη(1, 0) =
 −(C + 1)(1−M) −Q(C + 1)
0 S(C + 1)
 .
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y dado que (1−M) > 0, tenemos que
detDΓη(1, 0) = −S(C + 1)2(1−M) < 0.
Por lo tanto el punto de equilibro (1, 0) es un punto silla hiperbólica.
3. La matriz Jacobiana evaluada en el punto (0, C) es
DΓη(0, C) =
 −(MC + C2Q) 0
SC −SC
 .
Si (M + CQ) < 0 tenemos que
detDΓη(0, C) = (M + CQ)SC
2 < 0,
luego el punto de equilibrio (0, C) es silla hiperbólica.
Si (M + CQ) > 0 entonces
detDΓη(0, C) = (M + CQ)SC
2 > 0,
T rDΓη(0, C) = (−(MC + C2Q)− SC) = −C(M + CQ+ S) < 0 y




= C2 (M − S + CQ)2 > 0.
Por lo tanto tenemos que el punto de equilibrio (0, C) es nodo atractor.
Observación 5.1. Para tener la existencia de los puntos de equilibrio positivos, en el caso M < 0
debemos analizar el signo de M + CQ en la ecuación (2.3).
a) Si M + CQ > 0 entonces tenemos los mismos casos que cuando M > 0 y la naturaleza de los
puntos de equilibrio es similar al caso en que M > 0.
b) Si M + CQ < 0 entonces por el apartado 3.3 el sistema (2.2) tiene un único punto de equilibrio
positivo (u6, u6 + C) o (u7, u7 + C).
Como en este caso el punto de equilibrio (0, C) es silla hiperbólica, entonces el único punto de
equilibrio positivo en la región de invarianza Γ̃ puede ser:
b1) un atractor global asintóticamente etable (gas) [13, 20, 30, 38].
b2) un punto repulsor rodeado de un ciclo lı́mite estable, por Teorema de Poicaré-Bendixson, o
b3) un atractor local, rodeado de dos ciclos lı́mtes concéntricos, el interior inestable y el exterior
estable, es decir, exixte una Bifurcación de Hopf múltiple y el punto de equilibrio positivo es
un foco débil de orden 2 [13, 20, 30, 38].
Además el punto (M, 0) está en el segundo cuadrante y no tiene interés ecológico.
6. Conclusiones. Los modelos matemáticos son una herramienta fundamental para comprender y ana-
lizar la dinámica de los cadenas alimenticias. En ecologı́a de poblaciones, un tema clásico y significativo es
la interacción entre depredadores y sus presas. que son una parte importante de esas cadenas. Por ese motivo,
en los últimos años, los modelos de depredación del tipo Leslie han recibido mayor atención para investigar
los comportamientos dinámicos entre las especies.
En este trabajo hemos mostrado las principales propiedades de un modelo de depredación tipo Leslie-
Gower, asumiendo que los depredadores tienen un alimento alternativo, en el caso de que su presa favorita
sea escasa; además se ha asumido que la población de presas es afectada por el fenómeno denominado efecto
Allee [8, 10, 11, 33] .
Mediante un difeomorfismo obtuvimos un sistema topológicamente equivalente al original, dependiente
sólo de cuatro parámetros. Demostramos que en este modelo (y por tanto en el original) existen diferentes
situaciones dinámicas según las relaciones obtenidas entre los parámetros.
Entre los resultados más importantes, se ha demostrado la existencia de una curva separatriz Σ̄, dividiendo
el comportamiento de las soluciones o trayectorias del sistema en el plano de fase. Esta curva separatriz existe
cuando hay dos puntos de equilibrio positivos al interior del primer cuadrante. Es generada por la variedad
estable superior W s+ (ue1, ue1 + C) del punto silla (ue1, ue1 + C). Esto implica que para el mismo conjunto
de parámetros, dos soluciones muy cercanas pero en un lado diferente de esa separatriz Σ̄, tendrı́an ω−limites
diferentes y lejanos, lo cual significa que las soluciones son altamente sensibles a las condiciones iniciales.
Nuestros resultados también confirman el hecho de que si la población de depredadores es generalista, la
extinción de cada especie puede evitarse, para ciertas condiciones iniciales [24, 25, 28, 36].
El modelo estudiado tiene una rica e interesante dinámica. como otros modelos del tipo Leslie-Gower
modificado la cual se destaca cuando se compara con el modelo del tipo Leslie-Gower donde la tasa de
crecimiento de las presas es del tipo logı́stico y los depredadores tienen también un alimento alternativo, pero
en el que el efecto Allee está ausente. En este simple modelo exite un único punto de equilibrio positivo
que es globalmente asintótico estable (gas) lo cual se prueba construyendo funciones de Lyapunov adecuadas
[27, 29].
Una extención de este trabajo deberı́a enfocarse en establecer el número de ciclos lı́mites, que rodean un
punto de equilibrio positivo del tipo de centro.foco, originados por bifurcaciones Hopf múltiples [13, 20, 21,
26].
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Esta no es una tarea fácil y está relacionada con la resolución del conocido problema 16 de Hilbert
(propuesto por el matemático alemán David Hilbert en 1900), el cual se refiere al número máximo y la posición
relativa de los ciclos lı́mites en los sistemas de ecuaciones diferenciales bidimensionales [15, 20].
Sin embargo, esta pregunta sigue sin resolverse en el caso del sistema de ecuación diferencial polinómica,
cuyo grado debe ser menor o igual que p ∈ N con p ≥ 2 [20].
Particularmente, para los modelos depredador-presa, este problema también permanece sin respuesta. El
estudio de este problema comienza con el trabajo de Kuo-Shung Cheng en 1981 [12], quien fue el primero
en demostrar la unicidad de un ciclo lı́mite para un modelo especı́fico depredador-presa del tipo Gause [19]
considerando una respuesta funcional de Holling tipo II [15].
Consideramos que la determinación del número de ciclos lı́mite que se bifurcan desde un foco débil
[13, 30, 38], es un buen criterio para la clasificación de los modelos depredador-presa.
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prey model as consequences of the Allee effect on prey. [Appl. Math. Modell. (2011) 366-381], Applied Mathematical
Modelling, 2012; 36:860-862.
[26] González-Olivares E, Rojas-Palma A, González-Yañez B. Multiple limit cycles in a Leslie-Gower type predator-prey model con-
sidering weak Allee effect on prey, Nonlinear Analysis: Modelling and Control. 2017; 22(3):347-365.
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