Linear partial differential equations in two independent variables have been rather completely analysed. Levinson [8] has considered the boundary problem for the linear elliptic partial differential equation and has obtained results analogous to those of Levinson.
Blonde1 [3] has announced complete results for the linear hy perbolic equation The results for nonlinear partial differential equations are not nearly so complete. Due to the absence of a general theory concerning the behavior of solutions of nonlinear prob lems, we agree with Hopf [5] in the opinion that continued study of special problems is a commendable way to approach the subject. Hopf himself has studied the behavior of the solu tion of the initial value problem for the nonlinear parabolic equation (1) (2) (3) (4) |±u xx = uu x + u t as ii goes to zero, and has shown that in general the solution approaches a discontinuous function; but except for these dis continuities, the limit function satisfies the reduced equa tion (1.5) uux + ut = 0.
In two later papers, Lax [6, 7] We first prove, in the next section, a special case for one of Blondel's theorems [3] in order to give the reader some feeling for the hyperbolic problem, as well as to illustrate certain differences which arise between the linear and nonlin ear problems. Since Blondel's results were published without proofs, the arguments given are necessarily original, and so may be quite divergent from the methods employed by Blonde1.
In the third section we establish sufficient conditions that the solution of equation 1.8 which takes on prescribed values on the coordinate axes converge to the solution of the reduced equation
( 1 • 9 ) Auu.j£ + Buj^iiy + CUj£ = 0, as 6 goes to zero.
A THEOREM OF BLONDEL
In this section we prove the following special case of Blondel's results [3] . We consider the linear hyperbolic problem: 
Then we establish the following theorem.
Theorem.
Let
(1) R be the closed triangle 0 < xj_ < x x 2 , 03 y< B x _ B % A T?T x for some positive constants x^ and x 2 , x-^ x 2 , Then u(x,y,6) converges uniformly to v(x,y) for all (x,y) in R as 5 goes to zero through negative values.
Proof.
As in the works of Hopf [5] and Lax [6] , this proof re lies heavily on the explicit solution of I. Let (x,y) be in R, and let conditions (1) through (8) 
We again make use of our knowledge of the Laplace transform of Thus if we can show that the integrals in equation 2.11 go to zero uniformly as 5 goes to zero through negative values, for (x,y) in R, we will have proved the theorem. We shall estab lish that each of the integrals of equation 2.11 has the limit zero as 6 goes to zero, the convergence being uniform in R.
Since we have assumed that a (x) is of class Q?-, we may use the 
If we use equation 2.13 and perform the integration term by term, we may write _A£ (2.14) T 5 In (2 /5T) e" (a-r)dx
We treat the double integral on the right side of inequality goes to zero uniformly in R as 6 goes to zero.
Next, let K be given by
We recall that
where p =J~ ^ -^a,
Since for (x,y) in R, we have Ay < Bx -Bx 1 < Bx, we may conclude from inequality 2.20 that Hence there would appear to be more possibilities for the limit u(x,y,5) as 5 goes to zero than in the linear case.
In the proof of the theorem given in the second section for the linear hyperbolic problem, we used the explicit so Then we obtain To see that the converse is true, we suppose that uu(x,y, 5) is a solution of problem IV. We define (3.19) w = Au + BUy + C.
Then w x is given by yields V, and the proof of the lemma is complete.
We define the problem:
In the next theorem we establish sufficient conditions that the limit of the solution of problem IV as 6 goes to zero be the solution of VI. to the function v(x,y) which satisfies problem VI.
Let conditions (1) through (8) be satisfied, and let (x,y) be in R. We first note that, for 6/0, = f 2 (x,y,5)
< P(y).
Thus by mathematical induction, we have that when 6/0, it is true that 
).
-P(t').]
Again using a mean value.theorem, we see that We conclude that the series ^ S n (x,y,5) is absolutely con-• n=0 vergent, and since the contraction constant 9 suffices for all (x,y) in R and all 5 such that 0 < 6 C ÔQ it follows that the series converges uniformly for these val ues of x, y, and 5-. Since the series converges uniformly, the sequence of partial sums must also converge uniformly; that is, by equation 3.30, the sequence f n (x,y,5) converges uniformly for all (x,y) in R and all 6 such that 0 ^ 6 6 Ô 0 . Now "because of the class properties ascribed to A, B, C, a, and f3, it is clear that for each n, f n (x,y,5) is a continuous function in R for each 5/0. For n > 2, (3.39) lirait^ f n (x,y,5)= limit Tf n -i(x,y,5)
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Using equation 3.29, we see that for n > 2, One might suspect that theorem 1 would be true for (x,y) in the second quadrant, so long as conditions (2) through (6) of theorem 1 were true. The following example illustrates the difficulty there.
Example 1.
We consider the following problem: Further, we note that conditions (2) through (6) 
>0.
Inserting the explicit values for a (x) and (3 (y) at x = -K, we may write expression 3.47 as
We see that expression 3.48 will be zero provided that We note that theorem 1 placed conditions on the signs of the derivatives of the prescribed functions, a (x) and (3 (y) .
To see that some such condition is necessary we cite the following example. (2), (3), (4), (5), and (6) of theorem 1 and for the same choice of A, C, a, (3, and 6, but with B = 0, we may satisfy (2), (3), (4), (5), and 
