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Abstract
This manuscript presents the result of a series of studies intended to shed light on understanding the effects of virtual human interactions on users’ impressions. This phenomenon was
empirically examined in two distinct scenarios namely Dyadic and Crowd.
For the dyadic investigation scenarios (studies one, two, three, and four), I used a medical
training interactive software named the Rapid Response Training System (RRTS). This simulation
was originally used for training medical personnel in the recognition and detection of signs and symptoms of patient’s medical deterioration. This simulation presented a hospital room with a virtual
patient. Users were tasked with checking the patient’s health status over time. Users interacted with
a virtual patient by asking questions relevant to his health status using a pre-defined questionnaire.
Also, users used digital tools such as a stethoscope, or nurse-on-a-stick to collect the patient’s vital
signs. For a further description of this system please read Section 3.1.1.
In a first evaluation using the RRTS, I examined the extent that near-realistic vs. nonrealistic rendering of the virtual patient affected users emotionally. Participants interacted with
a virtual patient that exhibited incremental negative affective behaviors expressed in their verbal
and non-verbal expressions. The study presented three conditions of virtual human rendering style:
Sketch-Shading, Cartoon, and Realistic that ranged from non-realistic to realistic appearance respectively. During the course of the experiment, we measured the users’ emotional reactions using
objective and subjective tools.
In the next study, I utilized the RRTS scenario to measure how different animation fidelity
impacted the users’ visual attention during interaction with the virtual patient. I presented three
between-subjects animation conditions of the virtual human patient: A) No animation; B) NonConversational; C) Conversational. In the No-Animation condition, the virtual human performed
no animations but maintained a static pose; In the Non-Conversation condition, the virtual patient
ii

demonstrated life-like animations (Breathing, coughing, posture changes, or facial expressions), but
no conversational behaviors. Finally, the agent in the Conversational condition showed life-like
behaviors and also conversational behaviors such as lip-sync or joint gaze with the participant
during simulated dialogue. During the experiment, we measured the users’ visual attention via an
eye tracker.
A third study analyzed the relationship between the users’ visual attention and their emotional responses during interaction with a virtual patient in the rapid response training system
(RRTS). In this experiment, I collected the users’ emotional impact by questionnaires and their
visual attention by an eye tracker, during the interaction with the virtual patient. Then, I measured
the interplay between the users’ visual attention and emotions during interaction with a virtual
patient that was presented in a distinct rendering style from the non-photorealistic to the realistic
continuum. I implemented a cross lagged panel model followed by mediation analysis to establish
the relationship between how the rendering style of the virtual patient affected the users’ visual
attention and emotional reaction over time.
In a fourth study, I examined the extent that users’ visual attention varied across five
samples of simulation rendering styles from the non-photorealistic to the realistic continuum. In a
mixed-design study, the between-subjects variable was the rendering style and the within-subjects
variable was the affective behaviors of the virtual patient from one time-step to another during which
the virtual patient’s health declined. The rendering style conditions included an All Pencil Shaded
simulation, a Pencil Shaded virtual patient only, an All Cartoon Shaded simulation, a Cartoon
Shaded virtual patient only, and a virtual patient with near high fidelity Human-Like rendering
(from a non-photorealistic to realistic continuum). To measure the users’ visual attention during
the interaction with the virtual human in the RRTS, the users’ gaze was measured via a non-invasive
eye tracking device.
For the studies conducted using a crowd of virtual humans (studies five and six), I utilized
a simulation that included a multitude of conversational virtual humans in an immersive virtual
reality open area market environment. For a further description of this system please read Section
3.1.3.
The fifth study of this dissertation measured the extent that a crowd of virtual humans were
able to elicit emotional contagion on users in an immersive virtual reality scenario. In a betweensubjects design, a total of four emotional crowd groups were presented. The virtual agents showed
iii

affective verbal and non-verbal behaviors representing positive, negative, neutral or mixed emotional
disposition. The mixed virtual crowd condition consisted of agents with a random distribution of
emotions that included positive, negative and neutral. The users’ emotional contagion and overall
behavior were analyzed using metrics collected during the experiment.
The sixth study examined how users’ emotional contagion was affected by the language
familiarity used for conversing with the virtual humans. This study was also conducted in the
virtual crowd market place simulation described in Section 3.1.3. The experiment design consisted
of a 3 (condition) x 4 (emotion) between-subjects study. On one hand, there were three distinct
language familiarity between-subjects conditions, and on the other hand, four emotional virtual
crowds between-subjects conditions. Participants in the USA interacted in English with the virtual
agents (a familiar language), another group of users in Taiwan interacted with the virtual agents
in English (an unfamiliar language), and yet another group in Taiwan interacted with the virtual
agents in Mandarin (a familiar language). Also, each of these regions, included four emotional crowd
groups namely positive, negative, neutral, and mixed virtual crowds (See Figure 9.2). I measured
the users’ emotional reaction using subjective surveys at the end of the virtual reality experience.
The results of these studies are highlighted in the chapters that discuss these studies in
detail, followed by a discussion of the major findings overall. Finally, I end with highlighting the
major impact of my findings and future work directions in the last sections of my dissertation.
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Chapter 1

Introduction and Motivation
Anthropomorphic virtual humans (VHs) are digital entities that imitate real human appearance and behavior. These digital characters have the potential to revolutionize human-computer
interaction since they could be used as natural interfaces for social or collaborative scenarios. Technological advancements provide the means to create virtual humans with animation and appearance
fidelity that will make them almost indistinguishable from humans. Hence, understanding the impact of their appearance, verbal and non-verbal behaviors, and animation on users’ impressions
during interaction is invaluable specifically for training systems.
This dissertation investigated the following questions: what is the impact of animation and
rendering fidelity on the users’ emotions and visual attention? How do users react when interacting
with virtual agents that show high emotional stressful behaviors? Understanding the emotional
impact on users during interaction with digital humans is vital for learning systems since emotion
influences learning results [27]. Memory and learning outcomes are improved if users are emotionally
affected by the stimulus. Furthermore, understanding users’ gaze behavior during interaction with
conversational virtual agents can provide useful behavioral data. This is important especially in
learning systems since studies reported that humans are mostly visual learners [37].
In a series of studies, I analyzed how different samples of rendering style, affective behaviors,
and animation fidelity of virtual humans altered users’ emotions, visual attention, and verbal and
non-verbal behaviors. The following are a description of the studies I conducted.
• Study I: Effects of Virtual Human Appearance Fidelity on Emotion Contagion in Affective
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Inter-Personal Simulations. This study researched how different rendering styles of a virtual
human ranging from the non-photorealistic to the realistic continuum affected users emotionally. I used a simulation for training medical personnel in the recognition of health deterioration in patients named Rapid Response Training System (RRTS). The RRTS presents a
digital room and a virtual human portraying the role of a patient. Users collected information
from the patient by using digital instrumentation and by asking questions using a predefined
questionnaire. The gathered information is saved by the user in a digital form named electronic
health record form (EHR). In this simulation, the patient’s vital status declines over four different time-steps. The patient’s health declination is noticeable in his verbal and non-verbal
behavior, mental reflexes, and appearance. In this study, I presented two non-photorealistic
and a photorealistic samples of rendering styles of a virtual patient. The non-photorealistic
styles included a Pencil-Shaded virtual human and a Cartoon-like character while the realistic
condition was represented by a virtual human with realistic skin-like texture. I measured, in a
between-subjects experiment, the users’ affective reactions since eliciting emotional responses
in users is important in virtual reality simulation for training.
Additionally, the information provided by comparing how users are emotionally affected when
interacting with realistic vs. non-photorealistic rendering style of virtual humans can have
implications for virtual reality developers and for the scientific community. The appearance of
a virtual agent is a key component since it will impact the technical and computing resources
and will affect the users’ impressions. The closer the appearance of a virtual human is to
a human, the more artistic and computing resources will be required [24]. Additionally, the
higher realistic appearance of digital virtual humans can elicit an unwanted effect named
Uncanny Valley[70] which refers to a repulsive feeling that users could experience due to the
imperfections of the behaviors during interaction with a virtual human with a photorealistic
appearance. The effect on users’ perceptions caused by rendering styles has been studied in
the past. For example, McDonnell [66] studied how the rendering properties of a digital agent,
affected users’ perceived personality. Moreover, Ring studied how rendering style affected the
users’ friendliness, likeability ratings depending on the task domain (medical or social) [84].
However, these studies were not conducted in an interactive scenario for medical training. The
results of this study are important for the medical field since virtual humans are heavily used
for training their medical personnel. There is robust evidence that emotion influences memory
2

and learning. Thus, analyzing the emotional responses in learning scenarios can be valuable
for the virtual humans and medical literature.
• Study II: Empirical Evaluation of Virtual Human Conversational and Affective Animations
on Visual Attention in Inter-Personal Simulations. The animation of a virtual agent is a
key variable since will provide non-verbal information to the users during interactions [40].
Studies reported that as virtual human realism increases (appearance and or behavior), users
tend to over expect their capabilities or responses [40]. However, the literature does not provide
thorough information regarding how low to high fidelities of animated characters that closely
resemble a human, affect users’ visual attention. This information is important since eliciting
visual attention towards the virtual human is key in training scenarios where users are expected
to visually attend to conversational agents. I analyzed the extent that different fidelities of
animations of a virtual human affected users’ visual attention. Using the Rapid Response
Training System (RRTS), users interacted with a virtual patient whose health declines over
time. The virtual patient’s health status declination can be appreciated in his vital signs
(blood pressure, body temperature, heart rate, etc.), his appearance, mental reflexes and
verbal and non-verbal behaviors. In this study, I included three between-subjects conditions of
virtual human’s animation fidelities: Conversational (CA), non-conversational (NCA), and not
animation (NA) conditions. In the conversational animation condition (CA) the virtual patient
produce life-like animations such as breathing, coughing, body posture changes, lip-sync, joint
gaze during conversations, and facial expressions. The Non-conversational virtual agent (NCA)
only presented life-like behaviors such as as breathing, coughing, body posture changes, and
facial expressions. However, this agent did not produce any conversational behaviors during
simulated social dialogue such as lip-sync and joint-gaze. Finally, the virtual agent in the
non animated (NA) condition did not show animations of any kind, but only a fixed pose
representing each time-step of the simulation. In order to quantify and compare scientifically
the participants’ visual attention, I incorporated an eye tracker in the study to gather their
gaze data during the experiment phase. After the experiment ended, I compared the gaze
information between the different animation fidelity conditions using statistical analysis.
• Study III: Empirical Evaluation of the Interplay of Emotion and Visual Attention in HumanVirtual Human Interaction. In this study, I used the RRTS to measure the extent that the vir3

tual patient’s appearance and his affective behavior impacted the users’ emotions and visual attention. Users interacted with the virtual patient from the RRTS. This virtual patient exhibits
incremental negative verbal and non-verbal behaviors over time. I included three betweensubject conditions of a simulation with different rendering styles namely Pencil-Shader, a
Cartoon-Shader, or Near-Realistic. During the experiment, I gathered the users’ emotional
impact through subjective questionnaires and their visual attention by an eye tracker. I conducted a Cross-Lagged Panel Analysis and a Mediation analysis to establish the interplay
between the rendering style and the users’ emotional reaction and visual attention. The results from this paper are highly relevant to the virtual humans’ community since the existing
literature that covers the interplay between emotion and attention is from the neuroscience
field.
• Study IV:Effects of a Virtual Human Appearance Fidelity Continuum on Visual Attention
in Virtual Reality. In this study, I focused on examining how different rendering samples
from the realistic to the non-realistic continuum of an interactive simulation affected users’
visual attention and their behavior. I used the RRTS to analyze and compare the users’
visual attention while using the virtual training simulation. In a between-subjects design, I
compared the users’ visual attention between five different rendering style samples namely All
Pencil Shaded (APS), Pencil Shader (PS), All Cartoon Shaded (ACT), Cartoon Shader (CT),
and Human-Like (HL) appearance. During the experiment, I collected the users’ gaze by using
an eye tracker. This information derived from this study is important especially in training
scenarios in which users are expected to visually attend to the behaviors of virtual agents.
This study compares how different fidelity of rendering styles evoked users’ visual interest.
To have a broader understanding of the impact that virtual humans have on users’ emotional impressions, visual attention, and overall behavior, I studied it from different perspectives. The next
examination focuses on understanding how users are emotionally affected during interaction with
virtual agents in a virtual crowd scenario. In the previous studies, I scientifically quantified the
emotional contagion effect in a dyadic setup or interaction with a single virtual human. In the next
studies, I focused on understanding how emotional propagation occurs during interaction with a
crowd of emotional virtual humans.
1. Study V:Effects of Interacting with a Crowd of Emotional Virtual Humans on Users’ Affective
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and Non-Verbal Behaviors. In this study, I empirically compared the extent that different
groups of emotional agents affected users’ emotions in an immersive virtual environment scenario. Users were immersed in a virtual marketplace simulation that included a crowd of
virtual humans. The experiment’s task was to collect a total of ten items. Participants asked
directions to the virtual humans from the crowd through natural language about the location
of the shops that sell these items. This study presented four between-subjects conditions of
emotional virtual human crowds. These conditions were Positive, Negative, Neutral, and a
Mixed condition that included positive, negative, and neutral emotional virtual humans. During the experiment, I collected the users’ emotional reactions after interacting with the virtual
agents and compared them between the groups. The conception of this study was that the
literature thus far focusing on studying emotional crowd is mostly concentrated on developing
models of emotion propagation for increasing the simulation realism. The majority of these
studies include models that mapped personality properties to the virtual agents that react
emotionally during the simulation time such as the OCEAN [29], or the OCC [76] models.
However, analyzing the extent that a crowd of emotional virtual humans impacts the users’
emotions was not studied deeply yet.
2. Study VI: Effects of Language Familiarity in Simulated Natural Dialogue in a Virtual Crowd
of Digital Humans on Emotion Contagion in Virtual Reality. This study examined how the
familiarity of the language utilized during the conversation with the agents mediates the users’
emotional contagion reaction. I used a virtual reality simulation of a virtual reality marketplace
from the previous study. In this current investigation, users also needed to collect ten items
from this market by asking directions to the virtual agents through natural speech. This study
presented four emotional virtual human crowds namely Positive, Negative, Neutral, and Mix
(composed of positive, negative, and neutral agents) verbal and non-behaviors accordingly.
Moreover, this study was conducted in the USA and Taiwan. Participants in the USA spoke
with the virtual agents in English (familiar language) while the participants in Taiwan spoke
in English (unfamiliar language) or Mandarin (familiar language). We compared how the
language utilized by the participants to interact with the virtual agents moderated the users’
emotional reaction. The effect that language familiarity has on the users’ emotional contagion
has not been deeply investigated yet. Therefore, the results from this study can be valuable
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for the virtual humans’ research and developer communities.
This dissertation provides thorough information about the effects that rendering style, animation
fidelity and emotional verbal and non-verbal behaviors of virtual humans have on users’ emotional
reactions, overall user behavior, and visual attention towards the virtual human. I studied this
phenomenon in dyadic and crowd situations. Furthermore, these studies present the much needed
findings from objective and subjective variables collected during the examination in order to triangulate and thoroughly examine the effects. Virtual humans are tools that can be used for empowering
humans. Virtual reality simulations and virtual humans can be used for training employees or
inter-personal learning. For example, medical practitioners can use virtual humans as standardized
patients to learn to interview patients [52] or conduct stressful procedures [85]. Also, virtual human
crowds can be used to analyze human behavior in emergency evacuation scenarios [11]. One motivation for investigating human-virtual human interaction is because they can improve our ability
to interact with real humans by practicing with virtual humans, and potentially enhance our social
interaction and inter-personal task performance.
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Chapter 2

Related Work
2.0.1

Virtual Human behaviors
Evidence suggests that humans-virtual humans can elicit similar reactions to the interaction

among humans [85]. The mere presence of virtual humans can affect users’ behaviors and their
task performance. For example, a study found that users’ task performance decreased during the
presence of a synthetic virtual agent during arithmetic exercises[115]. Interaction between humans
and virtual humans is important since they can be used as tools for training [?, 99]. However, the
agent’s appearance and animation can elicit unwanted effects known as uncanny valley [69]. This
effect is the repulsive sensation during interaction with a synthetic character that resembles a human
but does not behave accordingly. This reaction should be avoided since could detriment and affect
the goal of the simulation.
The visual attributes of the virtual human will affect. The emotional behaviors and the
appearance of a virtual agent will affect the users’ visual interest and emotions. For example, the
virtual agent’s speech rate, gaze direction during conversations, blinking rate, turn-taking, facial gestures, body postures, and proxemics will affect the meaning of the message [40]. A study analyzed
the effect that the presence of animation has on users’ emotional contagion effect. This investigation
was conducted in a medical training simulator for training nurses in detecting the medical deterioration of patients. Findings showed that fully animated characters potentiated the users’ emotional
reactions [112].
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2.0.2

Emotional Contagion
Emotional contagion is the “process in which a person or group of people influences the

emotions or behaviors of another person or group through the conscious or unconscious induction of
emotion states and behavioral attitudes” [92]. This effect of transferring emotional disposition from
person to person can happen consciously or unconsciously [45].
During social interactions, communication occurs in a dual channel. One is the spoken
message verbal message. The other is the unspoken message that is conveyed through the nonverbal communication. Non-verbal communication (NVC) is defined as the transference of data
through facial and bodily expressions, voice emotional prosody and the social interaction distance
between individuals or proxemics [39]. The combination of the spoken and unspoken messages during
conversation will be decoded by the other person. Also, the NVC behaviors provide information
about the inner emotional state of the expresser during conversations.
Studies showed that human non-verbal expressions can be recognized across different cultures. The evidence suggests that seven facial expressions are universally recognized [32]; these are
disgust, sadness, happiness, fear, anger, surprise, and contempt. Another variable that elicits emotional contagion is speech. This concept is referred to as voice emotional prosody and is defined as
the different non-verbal aspects of language that allow people to convey and understand emotion
[61]. The verbal emotional prosody includes a person’s tone of voice in the speech that is conveyed
by the changes in the pitch, loudness, timbre, speech rate and pauses attributes during utterances.
These vocal elements can provide a different meaning to the spoken language (e.g Sarcasm)[35].
Furthermore, Sauter et al., suggest that vocal emotions can be recognized across culture [88].
Additionally, emotional contagion could be elicited by the body postures. Studies showed
that the emotional content from the body postures is recognized cross-culturally. An investigation
presented a series of floating-point lights in a dark environment and asked participants from different
cultural backgrounds to categorize the emotions conveyed from that stimulus. Results revealed that
action kinematics communicate emotions across distinct cultures [77].
Furthermore, there is proof that the dominance of the language used during conversations
can elicit emotional contagion effects during social intercommunications. Emotional responses can
be stronger in the users’ native language than in a learned language [56]. This is because communication using a second language has a weaker cognitive and emotional distance over a primary native
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language. A study provided evidence that is concurrent with this “emotional distance” theory. An
experiment measured the reaction time of the users’ during a task that included highly emotional
visual stimuli. Users were native English and Chinese speakers for whom English was a second
language. The outcomes revealed that the reaction time of the English speakers was greater than
the Chinese group. Also, the analysis of the skin-conductance reactions of the users that used their
native language were higher than the group that interacted in a second language [20].

2.0.3

Emotion Contagion and Virtual Humans
Emotional propagation has been studied for understanding how this could affect employees

[80], in social networks for understanding to some extent how emotional contagion can be propagated
through this medium of communication [58], or in the medical field for understanding how stress
affects practitioners [75]. Furthermore, emotional contagion drew the interest of researchers in the
field of virtual reality field. Tsai et al., [100] noticed that emotional contagion happened when
participants were exposed to a still image of a digital character that was expressing a positive or
negative emotional facial expression. Moreover, a study analyzed the emotional contagion effect
when participants conversed with a virtual avatar that expressed positive or negative emotions [83].
This study found that the negative emotions of the avatar elicited negative affect in the user and
that the emotions expressed when the avatar was speaking had more impact than when the avatar
was listening. Also, Ellis et al. [33] discovered that the facial expression of a digital agent is
dependent on the appearance (photo-realistic vs. non-photo-realistic). Participants were exposed to
a facial expression of a synthetic character displaying an expression and were asked to categorize it
as Happy, Sad, Angry, Surprised, or Unsure. There were three texture conditions namely Realistic,
Non-Photorealistic. Findings showed that emotion recognition accuracy in the photorealistic group
was higher than in the non-photorealistic. This study provides evidence that rendering quality
increases the effects of emotion recognition.
A study investigated the perceived eeriness and human likeness of a virtual agent displayed
photo-realistically to non-photo-realistically looking. Also, the agent’s mesh resolution varied from
low to high density. Conclusions showed that the photorealistic and higher mesh resolution elicited
lower eeriness and higher human likeness[63]. Furthermore, Ring et al. [84] found that the appearance of a virtual human should be designed depending on the task or role will portray. In
a series of studies, it was found that cartoon-like characters scored higher ratings in the likable,
9

and caring dimensions than the realistic characters in social task contexts. Also, they found that
realistic characters were more appropriate for medical tasks. Zibrek [117] studied the effect that
texturing quality affect the perceived personality of a digital character. Users observed a virtual
agent portraying different poses presented with different rendering styles. Findings showed that a
realistic character with a pale and sick rendering quality elicited less agreeable scores than a cartoon
condition. Furthermore, the character’s animation fidelity affects users’ impressions.

2.0.4

Emotional Contagion in Virtual Humans Crowd Scenarios
Studying emotional contagion also attracted interest to the virtual human crowd scientific

community. Emotional contagion is used as a tool for increasing the variety of the agent’s emotional
reactions in a crowd scenario. For doing this, virtual crowd researchers adapt psychological models
into their simulations. A popular model is the O.C.E.A.N. This model is composed of five distinct
personality attributes. These attributes are Openness, Conscientiousness, Extroversion, Agreeableness, and Neuroticism. Researchers use this model to control the behavior and reactions of the
virtual agents in the crowd simulation [29]. A popular algorithm for granting personality attributes
to digital agents in crowd scenarios is named OCC [76]. This design is built upon the appraisal
theory and “it explains the mechanisms by which events, actions, and objects in the world around
us activate emotional construals” [95].

2.0.5

Visual Attention
There is documentation that non-verbal communication can affect users’ decision-making.

This effect is categorized as ‘Non-verbal influence”[14] and is defined as that the non-verbal communication information displayed during discussions can modify the peoples’ behaviors, attraction,
and attention to interact with individuals. The communicative and non-communicative behaviors
of a virtual agent can affect users emotionally and their visual attention. There is evidence from the
neuroscience field that emotion and visual attention are closely connected. Hence, based on existing
literature eliciting emotional reactions seems to evoke visual attention.
The neuroscience field provided evidence that users altered their optical attention in tasks
that involves high emotional visual imagery[21]. This effect is named “affect-biased attention’ and
it is defined as the selective attentional process that prioritizes a particular stimulus. This theory
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in studies where users shift their visual interest in response to visual stressful events to modulate
emotional reactions [108]. Additionally, it has been documented that emotional stimulus serves for
attracting the users’ visual interest. Visual imagery such as food, mating partners, or threat signs
can effectively seize users’ attention [59]. The information on the interaction between motion and
gaze attention is broad. Schupp et.al., [93], exposed participants to a high and faint arousing visual
material. The analysis demonstrated a variation in the users’ brain-related outcomes. This indicated
that the emotional content of the stimulus augmented the visual attention effects.
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Chapter 3

Apparatus
3.1

Experiment Simulations and Setup for Dyadic and Crowd
Studies
The current manuscript utilized two different interactive simulators for conducting the series

of studies of this manuscript. For the dyadic series of studies (Studies 1, 2, 3, and 4), a medical
training simulator for training nurses was used for analyzing the users’ behaviors, impressions, and
reactions. Moreover, a tool that was used consistently across studies is the eye-tracking device.
Hence, the description of this tool, the functioning, and the major components are described in this
section as well. For the crowd series of studies (Studies 5 and 6), an immersive virtual reality crowd
simulation was utilized.

3.1.1

Dyadic setup: Rapid Response Training Simulator
The Rapid Response Training System (RRTS) is a training simulator built to train medical

personnel. This system was used by nurses or nurses apprentices in recognizing the medical signs
and symptoms of patients that are suffering rapid health deterioration. The RRTS is divided into
four distinct time-steps since it imitates the daily tasks that nurses conduct in their shift. These
tasks demand visiting patients and measure their the patient’s health status through medical instrumentation such as stethoscopes, a nurse on a stick, checking the patient’s fluids intake and
output, or measuring the oxygen saturation on their blood, etc. Then, nurses report them in a form
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named Electronic Health record system (EHR). The rapid Rapid Response Training system required
a dual-screen configuration including a 65-inch screen that displayed the digital hospital room and
the virtual patient and a 21-inch screen that presented the EHR digital form.
The RRTS was carefully modeled based on feedback from medical personnel from the medical facility where this interactive training simulator is currently deployed ( the Saint Francis Hospital
at Greenville South Carolina.) The instruments and the procedures in the RRTS have been strictly
replicated with the real scenario. Moreover, the behavior of the virtual patient also respects the
signs and symptoms of deterioration of a patient that suffers rapid health deterioration, throughout the length of a nurse’s shift. The behaviors were carefully animated and approved by medical
experts. Additionally, users can interview the virtual patient through a questionnaire that includes
medically relevant questions. These questions served two purposes: to check the patient’s health
and his mental reflexes. Further information regarding the RRTS design can be found in [113] (see
Figure 3.1).

Figure 3.1: Screenshot showing the experiment setup for the Rapid Response Training System
(RRTS).

3.1.2

Eye Tracker System
Human eye motion can be categorized into three groups namely, fixations, smooth pursuits,

and saccades. Fixations happen when the eye gaze halts on a particular point of attention for longer
than a set value. Smooth pursuits happen when the eye smoothly follows a moving target. Finally,
saccades are rapid, intermittent movements where the eye rapidly shifts from one fixation point to
a different one. When computing visual attention, the goal is typically to identify where the eye
13

Figure 3.2: Image showing the different experiment phases.
is contemplating and when the motion signal changes abruptly. This change indicates the end of
fixation, the start of a saccade, and the commencement of a new fixation [26].
Fixations and saccades were categorized using Nyström and Holmqvist’s algorithm for
velocity-based detection (I-VT event detection) [73]. An overall description of this algorithm is
as follows: considering that the eye movement signal and is collected at a regular sampling flow,
successive samples are subtracted to estimate eye movement velocity. Fixations are either inherently
recognized as the portion of the signal between saccades, or the part of the signal where the speed
drops below a threshold. Since the data produced by the Gazepoint tracker is noisy, the SavitzkyGolay filter [90] was involved in the data processing before analysis, with a 2nd order low-pass
Butterworth filter. This was for smoothing the raw gaze data with sampling and cutoff frequencies
of 60 and 1.65 Hz.
After fixations were categorized from the raw eye gaze data, I associated them with the
RRTS display during playtime. To do this the participant’s eye gaze, the mouse input, and all
data concerning actions performed in the RRTS during the experiment were recorded and replayed
in an off-line analysis phase. In this post-experiment phase, participants’ eye gaze was replayed
to decide which objects were being gazed at by the participant at any given point in time. This
was achieved by averaging the left and right eyes screen space coordinates, casting a ray into the
virtual environment from this position, and checking for collisions with the 3D geometry in the
scene. In case a collision was identified, this target was registered as the object the participant was
looking toward at that particular moment. The total number of objects in the scene was 10 shown
in Figure 3.3. These categories were collapsed to a total number of four: Virtual human, UI, tools,
and environment. Finally, a post-visualization tool was developed that reflected the users’ eye gaze
behavior, along with the screen space intersection, mouse motion, and highlighting the object being
visually focused on. This visualization tool was used to further explore the users’ visual attention
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during the experiment (see Figure 3.4).

3.1.2.1

Post-processing tool
This tool was used for replaying the users’ gaze in an offline-phase. Moreover, it helped to

visually attend the behaviors of the participants during the experiment and to quantify the users’
visual attention scores during the interaction in the Rapid Response Training System.

Figure 3.3: Shows the different areas of interest.

Figure 3.4: Image showing the post processing tool used for reproducing the participants’ gaze.

3.1.3

Crowd setup: Immersive Virtual Reality Market
The immersive virtual reality simulation in this study mimics a real market and contains

the elements that are typically found in them (fruits and vegetables). Users in this digital market
could walk the scenario through simulated locomotion, ask questions to the virtual humans, pick
items and save them in a digital bag. Additionally, each shop owner only has one item type. In this
study, users were tasked to collect a total of 10 items. For doing this, they asked for directions to
the pedestrians virtual agents about the shop that sells a particular item through natural language.
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Finally, an event manager is regularly computing the state of the simulation in order to update
the list of items collected by the user and the location of a specific item. The immersive virtual
simulation market is composed of the main street enclosed by stores on each of the sides (see Figure
3.5 ). The virtual agents are divided into Pedestrians and Shop Owners. The pedestrians walk on
the main road while vendors are fixed in their shops. The pedestrians’ behaviors include walking
from one extreme of the road to the opposite area. For further descriptions on the crowd modeling
behavior please refer to [49].

Figure 3.5: Screenshot showing the virtual market simulator.
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Chapter 4

Effects of Virtual Human
Appearance Fidelity on Emotion
Contagion in Affective
Inter-Personal Simulations
1

This study measured the extent that different rendering versions of a virtual human elicited

emotional contagion effects on users. It was collected and compared the emotional reactions that
users had during interaction with a virtual patient presented either as a Pencil Shader, Cartoon
Shader, or Realistic. This examination provides useful insights on the effects of rendering style in
1 Volante, M., Babu, S. V., Chaturvedi, H., Newsome, N., Ebrahimi, E., Roy, T., Fasolino, T. (2016). Effects of
virtual human appearance fidelity on emotion contagion in affective inter-personal simulations. IEEE transactions on
visualization and computer graphics, 22(4), 1326-1335.

Figure 4.1: Figure showing the realistic, the cartoon like and sketch-like virtual human
17

Figure 4.2: Image showing the different experiment phases.
emotion contagion in interactive virtual human simulators. It was compared objective and subjective
variables including skin electrodermal activity (EDA), co-presence, differential emotion survey scores
(DES), Positive and Negative Affect Scores (PANAS), and performance variables.

4.1

Experiment Simulation
The study included three rendering style conditions. A realistic and two non-realistic sam-

ples namely Cartoon and Sketch-shader (See Figure 4.1). I decided to include present these specific
rendering styles based on existing literature that interested on studying the effects of realistic vs.
non-realistic shaders on users’ impressions [67, 116].
The realistic virtual human possessed an albedo skin-like texture that included details such
as wrinkles and a normal map created in Zbrush to enhance the illusion of skin age deterioration. The
realistic texture possessed a higher resolution that includes richer details than the non-photorealistic
cartoon and pencil shaders conditions. Furthermore, the 3D mesh resolution for the realistic virtual
human was 30.227 polygons while the cartoon and sketch conditions possessed 2,728 polygons.
The cartoon condition presented a Toon-shader material. This material provided to the
character a uniform two-color shading. The contours and profiles areas of the virtual human were
emphasized by highlights provided by the specular attributes of the cartoon material. Finally, for
the sketch rendering style virtual human a custom shader was built. The technique for a handdrawn effect is called “hatching” and refers to strokes that follow the volume of a surface. The
tones are defined by the intensity and the density of the strokes. This shader was composed by a
multi-texturing algorithm that computed the lighting aspects for the geometry, and mixed with the
proper hatching images to finally output the precise look for the virtual patient.
The Rapid Response Training System was presented in a 60” TV that depicted the digital
hospital room and the virtual patient. Also, a 21” LCD screen showed the EHR system (See Figure
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3.1.) For further information about the apparatus please refer to section 3.1.1.
Users used a standard mouse and keyboard and wore an Electrodermal Activity sensor from
Qsensor, Affectiva Inc. Finally, the survey information was presented in another computer station.

4.2

Experiment Procedure

4.2.1

Hypothesis and Research Question
This study proposed to answer the following questions:

• How does the visual appearance fidelity of virtual humans affect the emotional reactions of
users?
• How does a photo-realistic (PR) human-like appearance of a virtual human versus two levels of
a non-photo-realistic (NPR) appearance of a virtual human, namely a cartoon like rendering
and a charcoal sketch like rendering, affect the emotional responses of users?
• How does amplifying the emotional behaviors of the virtual human impact the users’ affective
responses in each of the rendering conditions?

4.3

Study Design
This study presented a 3x4 design. The three between-subjects conditions are the Realis-

tic, Cartoon, and Sketch virtual human rendering styles conditions while the four within-subject
conditions were the different time-steps of the simulations. In these time-steps the virtual patient
increases his negative affect behaviors (See Figure 7.3 for the experiment timeline description.) The
virtual patient’s declining health condition was noticeable in his vital signs, appearance, and his
verbal and non-verbal behaviors. The animated behaviors of the agent decline noticeably across the
subsequent time-steps to reflect his medical deterioration.
A total of 62 participants were recruited from the university campus (Realistic=20 Cartoon
= 22 and Sketch= 20 ). This study presented a near balance gender distribution (Males = 36 males,
Females =26). The participants possessed basic medical knowledge.
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4.3.1

Methodology
Participants received a brief information about the study and its objectives. Upon obtaining

their consent, an EDA Sensor was placed on their wrists. I collected baseline EDA data while
participants filled out a battery of surveys regarding their demographics and mood disposition.
Upon completion of the surveys, I trained the participant on how to use the RRTS simulation and
fill the information in the Electronic Health Record (EHR) form. This training phase was conducted
in a different scenario with a different virtual human. After users felt comfortable using the system,
they were introduced to the first time-step. In the simulation, users gathered data using the digital
instruments and asked questions to Bob using a digital questionnaire regarding his disposition. All
this information was then recorded in the EHR form. After each Time-step, participants filled out the
Differential Emotions Survey and the Positive and Negative Affect Schedule (PANAS) questionnaire
to reveal their current emotions. Next, they filled a questionnaire about the condition of the digital
patient after every time-step. This was created as an excuse to improve interactions with the virtual
patient. Finally, at the end of the fourth time-step, users filled out the PANAS and DES surveys,
and a co-presence survey. Upon completion, they were debriefed and thanked for their time.

4.3.2

Measures
The independent variables are the rendering style conditions of the virtual human (Realistic,

Cartoon and Pencil-Shader), and the intensity of the negative emotions of the virtual agent in each
time-step (Time-step 1 to Time-step 4.)

4.3.2.1

Quantitative Measures
Physiological arousal influences the sympathetic nervous system that regulates the sweat-

producing eccrine glands and increases the skin electrical conductivity [23]. This amount of electrical
conductance is recognized as electrodermal activity (EDA). This electrical activity can be measured
as skin conductance by the EDA sensor. The EDA data were normalized with the following formula:
[46]. SCR refers to Skin Conductance Response.
SCR − M IN (SCR)
M AX(SCR) − M IN (SCR)

(4.1)

The mean and standard deviation values were calculated from the normalized EDA data set
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on each data point. The used phases were described in the subsection 5.2.3 (demographic survey,
training phase, and time-stamps 1 to 4). This process was replicated in all three experimental
conditions (Cartoon, Sketch, and Realistic).
The Positive and Negative Affect Schedule (PANAS) estimates valence of emotion [110].
This survey includes 20 items (Likert scale from 1 (not at all ) to 5 (being extremely)) and measured
how strongly users felt emotion at a given time.
The Differential Emotions Scale (DES) survey was based on the DES IV and included a total
of 30 items that eventually composed 10 different categories (Likert scale, 0 being Never and 9 being
Extreme) [102]. The DES survey produces ten emotional constructs namely, Interest, Enjoyment,
Surprise, Sadness, Anger, Contempt, Fear, Guilt, Shame, and Shyness.
Additionally, users filled a final evaluation of the immersive virtual patient Bob. This
questionnaire included a total of 5 items based (Likert scale, 1 being not at all and 7 being a great
deal) on the social presence questionnaire created by Bailenson [6].
4.3.2.2

Qualitative Measures
Users answered two questions about the overall simulation experience: 1) what did you like

most about Bob?; 2) how would you describe Bob’s personality and appearance?

4.4

Results
The data was processed using ANOVA analysis. In the cases that sphericity test was signif-

icant, the Greenhouse-Geisser corrected degrees of freedom was used for assessing the significance
F values. For the between-subjects conditions(Realistic, Cartoon, and Pencil Shader) and for the
gender comparisons Tukey HSD post-hoc it was used. For the within-subjects post-hoc comparisons
over the different time-steps in each rendering style, it was used Bonferroni adjusted type 1 error
(alpha).

4.4.1

Quantitative Results

4.4.1.1

Objective Measure: Skin Electrodermal Activity
The EDA scores were compared across the different rendering styles, by gender and across

the different time-steps. A 3 (Realistic, Cartoon, and Pencil Shader) x 2 (Male and Female) x 6
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mixed (Demographic, Training, Time-Step 1 to 4) model repeated measures ANOVA was conducted.
The results did not show main effect of time or condition, or time by condition and time by gender
interactions were not significant. However, the analysis did revealed a significant three-way sampling
time by gender by condition interaction F (3.62, 92.21) = 3.20, p = 0.20, η 2 = 0.11 (obs. power =
0.78), and the main effect of gender was significant F (1, 51) = 12.90, p = 0.001, η 2 = 0.20 (obs.
power = 0.94).
Then, it was examined the participant gender differences across the different experiment’s
phases. A repeated measures ANOVA analysis was conducted to the EDA data on gender over
the different phases. it was found the following significant differences: Females EDA scores over
the different times was significant F (1.82, 45.46) = 3.98, p = 0.29, η 2 = 0.14 (obs. power = 0.66),
Males participants did not show any significant effect. However, the Bonferrroni comparisons across
different times did not revealed any significant effect. Next, it was analyzed the differences on EDA
scores between gender. Results showed that the mean EDA on Males was significantly higher than
females in the training phase (male= M =0.40, SD=0.25 and females M =0.22, SD=0.16), t(51.28)
= 3.16, p = 0.003); Also, in time-step 1 (male= (M =0.40), SD=0.26 and females =(M =0.21,
SD=0.15), t(49.61) = 3.10, p = 0.003); Additionally, males EDA was higher than females in timestep 2 (males (M =0.39), SD=0.26 and females= (M =0.19, SD=0.14), t(49.77) = 3.74, p = 0.001);
Likewise, Males EDA was higher than females in time-step 3 (males= (M =0.41), SD=0.26) and
females = (M =0.18, SD=0.13), t(45.43) = 4.38, p < 0.001); Also, males EDA was higher in timestep 4 (males= (M =0.41), SD=0.27) females= (M =0.18, SD=0.15), t(47.88) = 4.06, p < 0.001).
The analysis showed that males scored higher EDA than females in all the phases of the simulation.

Figure 4.3: Displays the mean and standard deviations of the EDA scores between males and females
participants on the phases during interaction with the RRTS.
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4.4.1.2

Subjective Measure: Positive and Negative Affect Schedule
It was examined the differences on the PANAS scores across different phases of the simu-

lation by a 3 (rendering styles) x 2 (males and females) x 5(training and time-steps 1 to 4) mixed
model repeated measures ANOVA. Results presented no significant differences on the Positive Affect
dimension. However, analysis did show significant differences between gender on Negative Affect.
The following are significant main effect differences on condition F (2, 56) = 3.31, p = 0.044, η 2
= 0.10 (obs. power = 0.60), time F (1.73, 97.12) = 32.72, p < 0.001, η 2 = 0.37 (obs. power =
1.0), and a time by condition interplay F (3.47, 97.12) = 2.72, p = .041, η 2 = 0.09 (obs. power =
0.69). Pairwise contrasts showed that the negative affect was lowest in the R (M =1.38, SD=0.10)
condition as over the C (M =1.73, SD=0.9) p < 0.040 (Figure 4.4).
The between subjects variable were condition (3 levels) and gender (2 levels), and the within
subjects variable were the sampling times. The ANOVA analysis did not reveal any significant main
effects or interaction effects for positive affect scores. With respect to mean negative affect scores,
the ANOVA analysis revealed a significant main effect of condition F (2, 56) = 3.31, p = 0.044, η 2
= 0.10 (obs. power = 0.60), a significant main effect of time F (1.73, 97.12) = 32.72, p < 0.001, η 2
= 0.37 (obs. power = 1.0), and a significant time by condition interaction F (3.47, 97.12) = 2.72, p
= .041, η 2 = 0.09 (obs. power = 0.69). Pairwise comparisons revealed that overall negative affect
was the lowest in condition R (M =1.38, SD=0.10) as compared to C (M =1.73, SD=0.9) p < 0.040
(See Figure 4.4).
To establish the differences between the different conditions (Realistic, Sketch, and Cartoon) over the different phases of the simulation (Baseline, Time-step 1, Time-step 2, Time-step 3,
and Time-step 4), further mean comparison analysis was conducted on the negative affect scores.
In the C condition, the negative affect scores mean was higher in time-step 4 (M =2.71, SD=1.20)
over the baseline (M =1.30, SD=0.29) p < 0.001. Also, time-step 4 was higher than time-step
1 (M =1.46, SD=0.50) p = 0.002, time-step 2 (M =1.45, SD=0.57) p = 0.001, and time-step 3
(M =1.73, SD=0.84) p = 0.021. Furthermore, the S group scored higher negative affect scores
in time-step 4 (M =2.45, SD=1.16) than the baseline (M =1.17, SD=0.15) p = 0.001, time-step
1 (M =1.31, SD=0.40) p = 0.007, time-step 2 (M =1.44, SD=0.51) p = 0.019, and time-step 3
(M =1.49, SD=0.51) p = 0.019. Finally, participants in the R group only showed higher mean negative affect scores in time-step 4 (M =1.74, SD=0.88) than after baseline measure (M =1.23, SD=0.32)
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p = 0.026. Next, the comparisons within each time-steps of the interaction in the RRTS using TukeyHSD analysis revealed that mean negative affect scores in condition R (M =1.74, SD=0.88) were
significantly lower as over the scores of the participants in condition C (M =2.71, SD=1.20) p =
0.017 in time-step 4.

Figure 4.4: Graph depicting the mean negative affect scores over the different simulation time-steps.

4.4.1.3

Differential Emotions Survey
Users completed the Differential Emotions Survey (DES) survey after each time-steps of

interaction with the virtual patient. This measured the effect caused on the patient after interacting
with Bob. It was compared the ten different emotional constructs of the DES survey. These included:
Interest(Int.)/Excitement(Exc.), Enjoyment(Enj.), Surprise, Sadness, Anger, Contempt, Fear, Guilt,
Shame, and Shyness.
It was conducted a 3 (Rendering style) x 2 (Gender) x 4 (Time-steps) repeated measures
ANOVA. The rendering styles and gender variables were between-subjects while the different timesteps were within-subjects variables.
Interest-excitement: analysis revealed a significant main effect over the different timesteps, F (2.21, 118.97) = 60.51, p < 0.001, η 2 = 0.52. Bonferroni Post-hoc comparisons exposed
that the participants’ interest-excitement score was significantly different over each time-step of the
simulation (See Figure 4.5). Mean interest-excitement after time-step 1 (M =4.30, SD=1.91) was
the highest overtime-step 2 (M =1.44, SD=1.60), time-step 3 (M =1.21, SD=1.43), and time-step 4
(M =2.64, SD=1.95).
Enjoyment-joy : analysis exposed a significant main effect of time over the different time-
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Figure 4.5: Interest-Excitement mean values for participants over the time-steps of interaction with
the virtual patient.
steps F (2.06, 115.18) = 71.31, p < 0.001, η 2 = 0.56 (obs. power = 1.0), and a time by condition
interaction F (4.11, 115.18) = 5.14, p = 0.001, η 2 = 0.15, (See Figure ??.
In condition C the Bonferroni analysis showed differences on the scores in time-step 1
(M =5.21, SD=2.12) over time-step 2 (M =2.93, SD=2.69) p = 0.002, time-step 3 (M =2.92, SD=1.87)
p < 0.001, and the last time-step 4 (M =2.98, SD=2.01) p < 0.001. In Condition S, scores were
significantly different betwenn time-step 1 (M =5.38, SD=1.88), time-step2 (M =2.32, SD=2.39) p
< 0.001, time-step3 (M =2.98, SD=1.48) p < 0.001, and time-step4 (M =3.11, SD=2.29) p = 0.001.
In the Realistic condition, significant differences were found in the enjoyment-joy dimension. Participants scored higher after time-step 1 (M =5.63, SD=1.52), than time-step 2 (M =0.70, SD=1.04)
p < 0.001, time-step 3 (M =2.81, SD=1.21) p < 0.001, and time-step 4 (M =3.41, SD=2.01) p <
0.001. Furthermore, analysis showed that the mean in Time-step 2 was the significantly lower from
time-steps 3 p < 0.001 and Time-step 4 p < 0.001. There were no significant differences between
the enjoyment-joy scores between the C, S, and R rendering styles conditions after time-step 1
or time-step 3, or time-step 4. However, Tukey-HSD post-hoc analysis demonstrated that mean
enjoyment-joy scores at time-step 2 were significantly lower in the visually realistic rendering style
condition (M =0.70, SD=1.04) than in the cartoon participants group (M =2.93, SD=2.69) p =
0.004, and the sketch rendering condition (M =2.32, SD=2.39).
Surprise-startle:, analysis did not show any significant effects. Distress-anguish, analysis only showed a significant main effect across the different time-steps of the simulation, F (2.52,
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Figure 4.6: Graph depicting the mean enjoyment-joy scores for participants over the time-steps of
interaction in the RRTS.
142.14) = 6.96, p < 0.001, η 2 = 0.11, (See Figure 4.7). The pairwise Bonferroni adjusted alpha
comparisons showed that the mean distress-anguish scores after time-step 3 (M =1.98, SD=2.01)
was the significantly lower, than time-step 1 (M =2.99, SD=1.92) p = 0.006, time-step 2 (M =3.19,
SD=1.46) p < 0.001, and time-step 4 (M =2.90, SD=2.18) p = 0.002 corresponding to the medical
deterioration of the virtual patient Bob in all visual appearance conditions

Figure 4.7: Image showing the Distress-Anguish values for participants across the time-steps of the
simulation.
Anger , the ANOVA analysis showed a significant main effect over the different time-steps
overall, F (2.59, 145.16) = 11.28, p < 0.001, η 2 = 0.17, (See Figure 4.8). The Bonferroni ad-
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justed alpha pairwise post-hoc comparisons demonstrated that the mean anger scores in time-step
1 (M =0.92, SD=1.24) was the lowest as compared to time-step 2 (M =2.23, SD=2.22) p < 0.001,
time-step 3 (M =2.46, SD=2.17) p < 0.001, and time-step 4 (M=1.99, SD=2.26) p = 0.001.

Figure 4.8: Graph depicting the participants’ mean Anger scores during interaction with the RRTS.
Contempt-scorn, analysis showed a significant main effect across the different time-steps
overall F (1.91, 106.97) = 11.69, p < 0.001, η 2 = 0.17 (obs. power = 0.99), and a sampling time
by gender interaction F (1.91, 106.97) = 3.78, p = 0.27,η 2 = 0.06, (See Figure 4.9. The Bonferroni
adjusted alpha pairwise post-hoc comparisons showed that the scores after time-step 4 (M =2.19,
SD=1.75) were the higher than time-step 2 (M = 0.92, SD=1.27) p < 0.001, and time-step 3
(M =1.03, SD=1.39) p < 0.001 of the simulation. Additionally, Tukey-HSD pairwise comparisons
showed significant gender differences as well. The mean contempt-scorn scores in males (M =1.92,
SD=2.00) were higher than females (M =0.87, SD=1.64) at time-step 1 p = 0.032.
Fear-terror , ANOVA analysis showed a significant main effect across the different timesteps, F (2.05, 114.76) = 29.77, p < 0.001, η 2 = 0.35 (See Figure 4.10). Bonferroni adjusted alpha
pairwise post-hoc comparisons revealed that mean scores after time-step 4 (M =3.41, SD=2.46)
were the highest as compared to time-step 1 (M =1.72, SD=1.36) p < 0.001, time-step 2 (M =1.06,
SD=1.44) p < 0.001, and after time-step 3 (M =2.10, SD=2.15) p < 0.001 in all the rendering style
groups. Additionally, Post-hoc analysis revealed that mean fear-terror values were significantly lower
in time-step 2 and than time-step 1 p = 0.006 and time-step 3 p < 0.001.
Guilt, the ANOVA analysis showed a significant main effect across the different time-steps,
F (2.26, 126.48) = 16.68, p < 0.001, η 2 = 0.23, (See Figure 4.11). This result shows a similar pattern
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Figure 4.9: Graph showing the mean Contempt-Scorn scores values of the participants the four time
steps of the simulation.
with the “Anger” dimension. Bonferroni adjusted alpha pairwise post-hoc comparisons revealed that
mean guilt scores in time-step1 (M =0.91, SD=1.25) were the lower than the scores at time-step2
(M =2.48, SD=1.79) p < 0.001, time-step3 (M =2.23, SD=1.77) p < 0.001, and time-step4 (M =2.26,
SD=2.33) p = 0.001 in all visual appearance conditions.
Shame, the ANOVA analysis revealed a significant main effect across the different timesteps, F (2.73, 153.01) = 10.67, p < 0.001, η 2 = 0.16 (See Figure 4.12). Bonferroni adjusted alpha
pairwise post-hoc comparisons revealed that mean shame scores in time-step3 (M =2.75, SD=2.22)
was the highest than time-step1 (M =1.58, SD=1.84) p < 0.001, time-step2 (M =1.76, SD=1.59) p
< 0.001, and time-step4 (M =2.02, SD=2.41) p = 0.01 in all the rendering style groups.
Finally, in the dimension shyness, the mixed model ANOVA analysis revealed a significant
main effect of sampling time of perceived shyness scores when interacting with Bob across the
different time-steps overall F (2.27, 127.37) = 15.26, p < 0.001,η 2 = 0.22 (obs. power = 1.0), and a
significant sampling time by condition interaction F (4.55, 127.37) = 3.53, p = 0.007, η 2 = 0.11 (See
Figure 4.13). Multiple block analyses were conducted using Bonferroni post-hoc comparisons. In
condition C, the analysis did not reveal a significant difference. In condition S, pairwise comparisons
showed that the mean score was lowest in time-step 1 (M =0.60, SD=0.84) and than time-step3
(M =1.42, SD=1.37) p = 0.04, and time-step4 (M =1.75, SD=1.63) p = 0.01. In condition R,
pairwise comparisons showed that the mean scores were lowest after time-step 1 (M =0.70, SD=1.09),
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Figure 4.10: Graph depicting the participants’ mean Fear-Terror values during interaction with the
RRTS.
than time-step 2 (M =2.96, SD=.96) p < 0.001, time-step 3 (M =2.06, SD=1.27) p = 0.001, and
time-step 4 (M =2.03, SD=1.44) p = 0.001. Furthermore, in the mean score at Time-step2 was
significantly differed from time-step4 p = 0.21. Also, the mean perceived shyness values were not
significant different across the rendering style conditions in time-step 1 or time-step 3 or time-step4.
However, Tukey-HSD post-hoc analysis showed that mean perceived shyness scores at time-step2
were significantly higher in the realistic condition (M =2.96, SD=0.96) than the cartoon (M =1.83,
SD=1.53) p = 0.027. Also, the scores in the sketch condition were in-between the R and S groups
(M =1.36, SD=1.54) p = 0.001.

4.4.1.4

Social-Presence
The mean scores of the participants’ responses to the 5 questions on the social presence

questionnaire were computed. A 2 (Gender) x 3 (Rendering styles) ANOVA analysis was conducted
finding significant differences in 2 of the 5 questions. The ANOVA analysis showed a significant main
effect of condition, F (2, 34) = 3.535, p = 0.041, η 2 = 0.13. Post-hoc Tukey HSD demonstrated that
participants in the Realistic group (M =5.81, SD=0.43) perceived the virtual patient as sentient,
conscious and alive significantly higher than participants in the Cartoon group (M =4.25, SD=0.41),
p = 0.012. The ANOVA analysis revealed a significant main effect of condition, F (2, 34) = 3.47,
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Figure 4.11: Graph depicting the participants’ mean Guilt scores for participants after the interaction
with the RRTS.
p = 0.048, η 2 = 0.11 to the question To what extent did you feel Bob was only a computerized
image and not a real person?. Post Hoc Tukey HSD analysis showed that participants in condition
S (M =4.0, SD=0.45) scored significantly higher values than participants in condition R (M =2.54,
SD=0.48) p = 0.039. The participants’ mean scores of the Cartoon condition (M =3.41, SD=0.46)
were between the realistic and sketch rendering conditions.

4.4.1.5

Relevant Performance Variables
The actions that users performed during the interaction on the RRTS were recorded. These

included total time per time-steps, total time in the simulation, the number of questions asked, or
average instrument usage. It was computed a 2 (Gender) X 3 (Rendering style) two-way ANOVA
revealing a significant main effect of Gender F (1, 56) = 5.10, p = 0.028, η 2 = 0.053. Female
participants (M =9.75, SD=1.94) spent significantly more average time on the RRTS than male
participants (M =8.56, SD=1.31).
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Figure 4.12: Graph depicting the participants’ mean Shame scores over the different time-steps of
the RRTS.

4.4.2

Qualitative Results
At the end of the experiment, participants reported their impressions of Bob. To the ques-

tion: “what did you like most about Bob?”, users in the Realistic condition considered that the
virtual patient “seemed and felt like a real patient”, “seemed realistic and interactive, immersive,
and felt very real”, and “Bob interacts and answers promptly.” Users in the Cartoon condition
stated that, “he could have more facial expressions”, “he was trying to look at the bright side”, “he
looked cartoonish” and users in the Sketch condition stated that, “he was patient”, “his voice made
him sound real.” To the question, “what did you like least about Bob?”, users in the Sketch
condition declared that “I can’t think of Bob as someone in the flesh,” and “can’t think of him as
someone exists.” However, users in the Cartoon condition declared that the virtual patient Bob,
“was not so cheerful.” Finally, users in the Realistic condition said, “he followed me with his eyes”,
“his negative attitude”, “he was rude and curt when answering questions”, and “his appearance
was a bit disconcerting.” To the question, “how would you describe Bob’s personality and
appearance?” Users in the Sketch condition reported that the patient was, “old, weak and slim,”
and “old and sick.” Participants in the Cartoon group believed that “he is pleasant, not annoying
at all”, “he is trying to be cheerful”, “seemed like a kind person.” Finally, users in the Realistic
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Figure 4.13: Image displays the participants’ Shyness mean scores over the four different time-steps
of interaction in the RRTS.
condition reported that Bob was, “friendly old guy under other circumstances, but he seemed to
appear more and more agitated, distressed and unhealthy”, “was weary and weak, his personality
seemed very grumpy and kind at the same time”, “seemed understanding at first, but then he started
acting rude as you can see that he was experiencing more pain.”

4.5

Discussion
This study compared the extent that a visually realistic human-like appearance over two

types of non-realistic rendering styles (Cartoon and Sketch-like) elicited emotional responses in users.
These rendering samples were created based on existing literature on realistic to the non-realistic
rendering continuum[65]. The virtual patient in the RRTS served as a rich platform for studying
emotional contagion effects on users. The objective EDA analysis results showed that male users
exhibited significantly higher levels of arousal than female participants across the three different
rendering styles. Male EDA scores were consistently stable and slightly increasing during all the
time-steps of the interaction on the RRTS. On the contrary, female EDA arousal values were lower
decreased significantly from the training session to the last time-step of the simulation. The literature
on skin Conductance Reaction analysis report that there is high variability in the findings related
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to gender differences [23]. This could be due to a lack of standard procedures, and uncontrolled
variables pertaining to the participant pool and the nature of the task loads.
The disparities between the rendering style impacted the users’ impressions of the negative
affect scores. Results show that the negative affect levels increased from baseline to the time-step
4 in all three visual rendering style conditions. Participants’ negative affect scores in the Realistic
condition increases gradually from one time-step to the next. Additionally, the negative affect
scores of the participants from non-photorealistic conditions (cartoon and sketch groups) appear to
be slightly elevated and dramatically increases in time-step 4. Considering that the only variable that
was different between the different rendering style conditions was the visual appearance conditions
of the virtual patient, participants in the Realistic group may have perceived idiosyncrasies and
nuances in Bob’s expression more clearly than the participants that interacted with the cartoon and
sketch-like virtual human. Additionally, it could be that the rendering style appearance could elicit
over expectation of the virtual humans’ behaviors.
The DES results scores show that users reacted similarly concerning some of the emotional
dimensions and differently on to others based on the different visual appearance conditions encountered. In all, participants in all conditions experienced, positive emotions such as interest-excitement
and enjoyment but these decreased over time. On the contrary, negative emotions such as anger, fearterror, and guilt scores increased from the first time-step to the last time-step. In the enjoyment-joy
dimension participants in the second time-steps of the simulation significantly lower levels of enjoyment than in the first time-step of the simulation. Additionally, in other social-emotional constructs
such as shyness, in time-step 2, participants in the realistic condition exhibited the highest scores.
Analyzing the participants’ social-presence results and self-reports, the visually realistic
users noted Bob as a real person, immersive and interactive. Additionally, they considered Bob to
have a complex and personality than in the sketch condition. Participants in the cartoon condition
regarded the virtual patient as needing more facial expressions, rude, while others observed him
as friendly. Considering the quantitative and qualitative results seems that higher visual fidelity
may permit users to recognize more detailed carriers of information that can modify the users’
expectations and may allow them to observe virtual humans with richer personality traits and
characteristics.
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4.6

Conclusions
This study is examined the extent that the visually realistic versus stylized rendering style

of a virtual human affects the emotional responses of users in an interactive simulation. Results
show that the virtual human visual realism impacted significantly the users’ emotional responses
during simulated social interaction with the virtual patient. These results have an important impact
on the design of virtual humans in medical training and social simulation scenarios. The results
from this study should be considered by virtual agent developers and consider carefully the visual
realism since it will have a strong impact on the affective reactions of users. Literature suggests that
stylized rendering can alter the users’ expectation of the digital agents; Hence, users’ might not be
disappointed by the loss of human idiosyncrasies and subtle appearance cues. The results from this
study suggest that collaboration with stylized virtual humans can also moderate levels of emotional
bonding and alter affective reactions.

4.6.1

Limitation and Next Steps
A limitation of this research is that the virtual environment in the non-realistic conditions

was not rendered matching the cartoon or sketch algorithm of the virtual human. In this study, it
was maintained the same visual consistency on the interactions of participants with the environment,
medical instruments, and EHR across all three virtual rendering style groups (Realistic, Cartoon, and
Sketch). It is important to highlight that none of the users in the non-realistic conditions reported
any note regarding the mismatch between the appearance of the agent and the environment. For
future evaluations, it will be compared the environment and virtual humans will have the same
rendering algorithm. The next research step work will also focus on measuring the extent that
different conditions of a virtual human that shows different fidelities of conversational behaviors
affect users’ visual attention. The next evaluation (See chapter 5) intends to add broader information
to the emotional contagion literature considering this study and existing empirical evaluations [112].
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Chapter 5

Empirical Evaluation of Virtual
Human Conversational and
Affective Animations on Visual
Attention in Inter-Personal
Simulations
1

This study compared how different degrees of conversational and affective animations of

a virtual human patient impact users’ visual attention in an interactive simulation. Participants
interacted with a virtual patient while their gaze was collected with an eye tracker in a simulation
designed to teach nurses interviewing, surveillance, and monitoring patients’ techniques (See chapter
3.1.1). In a between-subjects design, participants interacted with one of three conditions of animation
fidelity: 1) No Animation (NA) condition; 2)Non Communicative (NCA) condition, in which the
virtual patient provided passive animations, such as idle motion, breathing, and blinking; and 3)
Communicative (CA) condition, in which the virtual displayed communicative lip-synced speech,
1 Volonte, M., Robb, A., Duchowski, A. T., Babu, S. V. (2018, March). Empirical evaluation of virtual human
conversational and affective animations on visual attention in inter-personal simulations. In 2018 IEEE Conference
on Virtual Reality and 3D User Interfaces (VR) (pp. 25-32). IEEE.
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produced joint-gaze, facial expressions and gestures, in addition to the passive animations from the
NCA condition.

5.1

Research Question and Expected Outcomes
It was compared between the three different groups the extent that the virtual patient’s

conversational and affective animations altered the users’ visual attention. In this study. it was
asked the following questions:
1. Overall, how does visual attention differ between the virtual human, the environment, tools,
and the simulation’s user interface during simulated medical surveillance interactions?
2. To what extent does visual attention towards the virtual human differ from one simulation
time to another during which the virtual patient’s affective and behavioral animation changes?
3. How is visual attention towards a virtual human affected by the conversational and affective
behavioral animations of the virtual entity?
4. To what extent do users visually attend to the virtual human when engaged in conversational
tasks, and does this differ as a function of animation fidelity?
It is expected that the condition that exhibits richer and varied behaviors and animations
will elicit higher levels of visual attention. Also, visual attention scores will increase based on the
increment in the patient’s increasing levels of affective behaviors. Additionally, it is presumed during
simulated social dialogue routines, the users’ visual attention would be directed towards the virtual
human.
it is hypothesized that irrespective of the animation fidelity of the virtual entity, visual
attention towards the virtual human would increase from one simulation time step to the next.
Finally, it is foreseen that during the simulated conversation, the users’ visual attention would be
attracted towards the virtual human.
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5.2
5.2.1

Experiment Design
Conditions
This study presents a between-subjects design configuration with three conditions. Please

see the description of the three animation conditions are in Table 5.1.
The Communicative Animations (CA) condition presents a virtual patient that to portrays
all of the behaviors that the virtual human is able of reproducing. These include head, body, and
dynamic eye gaze, mutual gaze with the participant during simulated dialogue, random idle motions
involving interactions with the environment (e.g. hand and head scratch, looking at TV), lip-synced
speech, emotional and conversational facial expressions, and pronounced audio responses. These
behaviors were carefully controlled and imitated symptoms from real medical patients.
The Non-Communicative animations (NCA) condition did not engage with the participant
during the conversation. In particular, mutual eye gaze, lip-sync speech, and conversational facial
expressions were eliminated. However, life-like animations were kept. This produced the supposition
of a human-like subject, who was careless about the participant and did not respond to conversational
inquiries called by the participant. The patient only produced audio responses to questions asked
by the participant (without lip-synced speech and facial expressions). Omitting joint-gaze was
presumed to decrease the human engagement between the virtual agent and the participant, as
joining in mutual gaze is judged as an important factor in a thriving social conversation [5].
The No Animation (NA), included no animated behaviors at all. The virtual agent presented
a solidified pose that changed on each time-steps while giving the patients’ increasing discomfort and
health decline. The virtual patient revealed the same audio answers included in the other CA and
NCA conditions (including coughing, breathing, discomforts, or pain sounds.) Also, speech audio
was also played when the user asked questions, but the virtual agent did not produce conversational
gestures or engage in gaze or perform any lip-sync speech.

5.2.2

Participants
This experiment included 33 participants balanced with 11 per condition (CA=11, NCA=11,

NA=11). The participants’ pool was composed of 12 male and 21 female participants between the
ages of 18 and 50 from the University campus.

37

Table 5.1: The behaviors and animations expressed by the patient in each of the three conditions.
CA

NCA

NA

Audio

Yes

Yes

Yes

Idle animations

Yes

Yes

No

Environmental behaviors

Yes

Yes

No

Non-mutual gaze behavior

Yes

Yes

No

Mutual gaze behavior

Yes

No

No

Lip syncing

Yes

No

No

Figure 5.1: Image showing the experiment time-line. Questionnaires were presented after each
time-step to assess the participant’s knowledge of the patient’s condition.

5.2.3

Methodology
The experiment phases are shown in Figure 5.1. First, participants were provided with an

overall description of the interactive system and its use. Then, users were asked to sign a consent
form. After consent was completed, users filled a survey about their demographics and current
emotional disposition. Upon survey completion, the training session could begin. The study proctor
thoroughly trained users on how to use the RRTS system. After the participants practiced and felt
comfortable using the simulation, the next phase started.
The next step involved calibrating the users’ gaze using the Gazepoint’s built-in nine-point
calibration routine. Upon optimal gaze calibration, participants were instructed to adopt the same
relaxed, adopted posture for the remnant of the study. This was for ensuring that the eye tracker
continued to function properly throughout the entire experience. For further information about the
eye tracker setup and processing please visit section 3.1.2.
Next, the participant interacted with the virtual patient in the first time-step. Participants
asked the virtual patient by asking as many questions as they felt necessary and operated the digital
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instruments the number of times it was necessary to medically evaluate the virtual patient’s health
condition. This information was recorded in the Electronic Health Record (EHR) system. At the
end of each time-step, the participant filled out a questionnaire acknowledging the virtual patient’s
health status. This was for forcing the participants to focus on the patient and to evaluate the
learning results after the experiment. Finally, at the end of the fourth time-step, participants’ were
debriefed and thanked for their time. There was no economic compensation to the participants.

5.3
5.3.1

Results
Comparing Visual Attention by Conditions of Animation Fidelity
across Time-steps on Objects
In this study, the between-subjects factors were animation fidelity conditions at 3 lev-

els: Communicative Animations (CA), Non-Communicative Animations (NCA), or No Animations
(NA)), and 4 levels of objects (virtual human, tools (cup, nurse-on-a-stick NOAS, commode, O2,
stethoscope), environment, or the conversational UI). The visual attention data such as the proportion of time gazed using the Butterworth filter smoothing algorithm (% of time gaze drawn towards),
fixations per minute (via Savitzky-Golay algorithm), and proportion of time fixated on (% of time
fixations elicited towards) were separately treated with a 3 × 4 × 4 mixed model analysis of variance (ANOVA). The within-subjects factors were the four time-steps of medical deterioration of the
virtual patient.

5.3.1.1

Comparison of Proportion of Time Gazed
The variable named the proportion of time gazed is the result of a normalized measure of

the percentage of time users visually frequented to different objects at every simulation time-step.
ANOVA analysis showed a significant main effect of objects F(3, 120) = 107.65, p<0.001, η2=
0.73 and time by object interaction F(8.274, 330.95) = 7.50, p <0.001, η2= 0.16 in this variable.
Bonferroni pairwise Post-hoc analysis showed significant outcomes in the mean proportion of time
visually attended to various objects between simulation time-steps. Visit Table 5.2 for further
details. The mean proportion of time visually attended to objects and the Tukey’s HSD post-hoc
comparisons to the virtual human are presented in Figure 5.2.
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Figure 5.2: This graph shows the proportion of time gazed at objects across the different time-steps
(Mean and Standard Error). Arrows show significant pairwise comparisons between the virtual
human and other objects within a time-step.
5.3.1.2

Comparison of Fixations/Minute Data
The detected total number of fixations on each object was transformed to fixations per

minute. This was achieved by dividing the number of fixations counts by the total time fixated on
all objects in the scene (virtual human, environment, UI, and virtual instruments) at that particular
time-step for each participant. ANOVA analysis revealed a significant main effect of objects F(3,
120) = 128.465, p <0.001, η2 = 0.76, and time by object interaction F(6, 360) = 5.51, p <0.001, η2
= 0.12. Post-hoc Bonferroni pairwise comparisons revealed significant differences in mean fixation
per minute to various objects across different simulation time-steps, shown in Table 5.3. Post-hoc
Tukey’s HSD analysis on fixations per minute on objects and comparisons of differences in visual
attention in fixations per minute to the virtual human as compared to other objects are displayed
in Figure 5.3. The analysis did not reveal significant differences between simulation time-steps on
the virtual instruments.

5.3.1.3

Comparison of Gaze Transitions
It was also measured the number of gaze transitions per minute towards the virtual human

during the four simulation time-steps. ANOVA analysis to the overall gaze transitions per minute
data revealed a significant main effect of time F(2.28, 992.69)=14.32, p <0.001, η2= 0.32. Mean gaze
transitions per minute towards the virtual human were significantly higher in time-step 4 (M=12.04,
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Table 5.2: Table includes the mean proportion of time gaze and standard deviations to objects by
time-step and the significant effects between time-steps on different objects.
Object

Time-step

Mean% (SD)

2

14.3% (5.3)

3

15.7% (6.8)

4

12.2% (6)

VH

Bonferroni’s
comparisons

P-Value
TS4 <TS2

0.021

TS4 <TS3

<0.001

1

25.3% (9.2)

3

27% (8.8)

4

34.5% (11.9)

UI

Bonferroni’s
comparisons

Tools

P-Value
TS4 >TS1

0.004

TS4 >TS3

0.024

1

21.4% (4.8)

2

20.2% (4.5)

4

18.6% (5.6)

Bonferroni’s
comparisons

Env

P-Value
TS4 <TS1

0.015

TS4 <TS2

0.048

1

38.8% (6.1)

4

34.5% (8.8)

Bonferroni’s
comparisons

P-Value
TS4 <TS1
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0.006

Table 5.3: Table showing pairwise significant differences in mean fixations/minute on objects between
simulation time-steps.
Object

Time-step

Mean/Min (SD)

1

10.5 (3.2)

2

9.85 (3.89)

3

11.76 (5.73)

4

8.29 (4.8)

VH

Bonferroni’s
comparisons

P-Value
TS3 >TS2

0.036

TS3 >TS4

<0.001

TS4 <TS1

0.031

TS4 <TS2

0.015

1

24.04 (9.43)

2

29.43 (10.06)

3

28.07 (10.33)

4

34.16 (12.86)

UI

Bonferroni’s
comparisons

Env

Bonferroni’s

P-Value
TS4 >TS1

0.001

TS4 >TS2

0.04

TS4 >TS3

0.029

TS1 <TS2

0.008

1

38.7 (9.43)

4

34.8 (8.51)

TS1 <TS4

0.019

comparisons
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SD=6.19). In this time-step the virtual patient’s health was considerably declining as compared
to time-step 1 (M=6.83, SD=2.9) p <0.001, time-step 2(M=8.35, SD=4.0) p=0.001, and time-step
3(M=9.2, SD=3.8) p=0.05. It is exciting to perceive that gaze transitions improve significantly with
the patient’s worsening medical state in this latter time-step, while conversely, the proportion of eye
gaze and fixations per minute appears to be decreasing significantly.

5.3.2

Comparing Gaze Driven towards the Virtual Human during Conversation
To scientifically compare the participants’ visual attention behavior to the virtual human

between animation and emotional reaction conditions, it was compared total time spent, the proportion of time visually attending the virtual human, and the proportion of time fixating on the virtual
human in a 3 × 4 mixed-model ANOVA, specifically when the conversational GUI in the simulation
was enabled across each time-step. Related to the overall analysis, the between-subjects factors were
the three levels of animation fidelity (communicative animation (CA), non-communicative animations (NCA), and no animation static condition (NA)), while the within-subjects variable were the
four time-steps of interaction with the virtual patient. The Dependent variables used in this analysis
were similar to the previous section as explained below.

Figure 5.3: This graph shows the fixations per minute, simulation time-steps by object interaction
graph (Mean and SEM).The arrows highlights the significant differences between the virtual human
and other objects within a time-step.
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Figure 5.4: Graph showing the proportion of time visually attended to the virtual human during
conversation (Mean and Standard Deviations).
5.3.2.1

Comparison of Proportion of Time Visually Attended
The proportion of time visually revisited to the virtual human during the conversation was

calculated as the amount of time smoothed gaze was elicited towards the virtual human during the
conversation, divided by the total conversation time in that time-step. ANOVA analysis showed
a significant main effect of simulation time F(3, 189) = 7.14, p <0.001, η2 = 0.10, and time by
condition interaction F(6, 189) = 2.27, p = 0.039, η2 = 0.067 on the proportion of time spent
visually attending to the virtual human (see Figure 5.4). Bonferroni post-hoc comparisons on the
proportion of time users’ visually attended to the virtual human in different animation conditions
between time-steps are included in Table 5.4. Tukey HSD Post-hoc comparisons of the proportion
of time visually attended to the virtual human between animation conditions in time-steps 1 to 4
did not reveal any significant differences.

5.3.2.2

Comparison of Proportion of Time Fixated
The proportion of time fixated towards the virtual human during the conversation with

Bob, was calculated as the total time fixation was extracted towards the virtual human during the
conversation, divided by the total amount of time participants fixated at objects in each particular
time-step. The ANOVA analysis unveiled a significant main effect of simulation time F(3, 189)
=7.08, p <0.001, η2 = 0.10, and a time by condition interaction F(6, 189) = 2.23, p = 0.042, η2 =
0.067 on the proportion of time fixated at the virtual human during a simulated dialogue (See Figure
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Table 5.4: Comparison of Proportion of Time Visually Attended to Virtual Human during Conversation
Condition

Object

CA

VH

Time-step

Mean% (SD)

1

7.77% (8.2)

2

10.47% (10.9)

Bonferroni’s

P-Value

Comparisons
NCA

TS1 <TS2

0.035

1

6.5% (6.0)

2

12.3% (9.8)

3

8.92% (6.12)

4

5.63% (5.5)

VH

P-Value
Bonferroni’s

TS2 >TS1

0.006

Comparisions

TS2 >TS3

0.05

TS2 >TS4

0.003

TS3 >TS4

0.009
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Figure 5.5: Proportion of time fixated on the virtual human during conversation, time by condition
interaction (Mean and SEM).
5.5). Post-hoc significant Bonferroni comparisons of mean proportion of time fixated on the virtual
human in different animation conditions between time-steps are in Table 5.5. Post-hoc Tukey’s HSD
comparisons of mean proportion of time visually fixated on the virtual human between animation
conditions in time-steps 1 to 4 did not reveal any significant differences.

5.3.2.3

Comparison of Transitions Per Minute
The number of gaze transitions per minute was computed as the total number of smooth

gaze transitions from the conversational UI and to the virtual human during conversation per minute
at each particular time-step. ANOVA showed a significant main effect of simulation time F(3, 189)
=6.75, p <0.001, η2 = 0.10, and time by condition interaction F(6, 189) = 4.29, p <0.001, η2 = 0.12
on the mean number of fixations towards the virtual human during simulated social conversational
dialogue(see Table 6.3 and Figure 5.6 for further details).

5.4

Discussion
In response to the question: How does users’ visual attention differ between the virtual

human, environment, tools, and the simulation user interface?, it was noticed that users’ visual
concentration varied significantly between the four areas of interest in the RRTS. Overall, the proportion of time visually attended and fixations per minute data imply that visual attention to the
virtual human drops in the last time-step. Attention towards the virtual environment gradually
diminishes from the first to the last time-step perhaps due to acclimation since, over time, users
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Table 5.5: Comparison of Proportion of Time Fixated on the Virtual Human (%) during Conversation
Condition

Object

CA

VH

Time-step

Mean% (SD)

1 tt

5.5% (7.45)

2

8.1% (9.98)

Bonferroni’s

P-Value

Comparissons
NCA

TS1 <TS2

0.030

1

4.2% (5.7)

2

9.4% (8.5)

3

6.74% (5.5)

4

4.1% (4.6)

VH

Bonferroni’s
Comparissons

P-Value
TS2 >TS1

0.003

TS2 >TS4

0.005

TS3 >TS1

0.011

TS3 >TS4

0.009
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Figure 5.6: Gaze transitions per minute on the virtual human during conversation, time by condition
interaction (Mean and SEM).
may understand precisely where to direct their gaze concentration for accomplishing the task. It
was also found that the levels of visual attention towards the tools continue to the almost invariant
during the simulation, while visual attention to the conversational UI significantly and dramatically
increases across the time-steps as the virtual patient medically deteriorates.
In response to the question: to what extent does visual attention towards the virtual human
differ over time as the virtual patient’s behaviors changes due to medical deterioration? The negative
affective behaviors over time impacted the users’ visual attention. The focus towards the virtual
human was more powerful in the middle time-steps and declined drastically at the last time-step
when the virtual patient medically deteriorates the most. Inversely, the proportion of time users
spent visually attending to the UI improved significantly in time-step 4, in comparison to the initial
time-steps of the simulation experience. This result provides evidence that users became more
interested in gathering data by asking questions to the virtual patient. Additionally, gaze transition
scores towards the virtual human overall significantly increased in the last time step, when the virtual
patient was critical, as compared to the previous time-steps. This indicates that as the participant
experiences the medical simulation, they become more skilled in adjusting their visual attention
to the task or goal-oriented aspects such as the conversational UI, instead of concentrating on the
behaviors of the virtual patient for a long period of time.
These results insinuate that in goal-oriented inter-personal simulations, such as medical
teachers when presented with critical situations such as a failure-to-rescue scenario, participants
tend to concentrate on fulfilling tasks at the cost of lessening social face-to-face interactions. This
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Table 5.6: Comparison of Transitions Per Minute during Conversation
Condition

Object

CA

VH

Time-step

Mean/Min (SD)

1

9 (4)

3

10.8 (8.3)

Bonferroni’s

P-Value

Comparisons
Condition

Object

NCA

VH

TS3 >TS1

0.050

Time-step

Mean/Min (SD)

1

8.7 (4.1)

2

16.2 (9.6)

3

14.2 (8.3)

4

10.1 (6.3)

Bonferroni’s
Comparisons

P-Value
TS2 >TS1

<0.001

TS2 >TS4

0.003

TS3 >TS1

0.002

TS3 >TS4

0.037
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behavior categorized as a “tunnel vision” has been mentioned by medical practitioners when handling
critical situations in a hospital setting, and could describe the effects observed in this investigation
[68]. Similar conclusions were also witnessed in desktop virtual-patient simulations in procedural
interview training tasks [79].
With regards to the question: how is visual attention directed towards a virtual human
affected by the conversational and affective behavioral animations of the virtual entity?

results

showed that the virtual agent’s conversational and behavioral animations executed a vital function
in the participants’ visual attention. Analyzing the overall as well as the conversational event results,
it can be noticed that participants in the CA and NCA conditions elicited a larger proportion of time
and fixations towards the virtual human than in the no animation group. Furthermore, the nonverbal behaviors of the virtual patient elicited higher visual attention towards the virtual patient,
over the no animation condition in which visual attention towards the virtual patient was low and
invariant across time.
With regards to what extent users visually attend to the virtual human when engaged
in conversational tasks and the impact of animation fidelity on the same, it was discovered that
the presence of conversational animations had a meaningful influence on the participants’ visual
attention to the virtual human during the simulated dialogue phases.
The results from this study, cannot support the hypothesis that conversational animations
will elicit improved visual attention interest as compared to non-conversational animations as the
visual attention towards the NCA condition was the highest among all three conditions. Nevertheless,
animations do evoke visual attention as opposed to no-animations. Interestingly, the number of gaze
transitions towards the virtual human during the simulated conversation was significantly higher in
the NCA group in time-step 2 as compared to the CA and NA conditions. A possible explanation is
that the absence of verbal and non-verbal behaviors mislead participants in assessing the patient’s
medical status.

5.5

Conclusion
This study empirically examined the impact that different levels of animation and affective

animations of a virtual human had on participants’ visual attention. Users’ gaze was collected
through an eye tracker in a medical inter-personal skills simulation for this analysis. Results showed
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that as the virtual patient’s medically deteriorated by providing animations that intensified over
time, participants tended to adjust their visual attentional behavior from the virtual human towards
goal-oriented tasks of surveying and observing the vital signs of the patient. These results infer that
in a manner that has been reported in the real-world social interactions, users may eagerly rearrange
their visual attention to goal-oriented tasks when faced with stressful situations. Users adopt this
behavior and tend to minimize engaging in social behaviors. Furthermore, the results from the
conversational and non-conversational groups seemed to have had elicited a similar visual interest
in the participants.

5.5.1

Limitation and Next Steps
One limitation of the current study is that the animations presented in the conversation

animation condition could have been improved. The overall behaviors including, lip-sync, body
postures, gaze behaviors, facial expressions are limited.
Moreover, the virtual patients’ appearance could have been improved. Due to technical
limitations, the realistic rendering presented is below the users’ expect action. The mismatch between
appearance and behavior could have had elicited an uncanny sensation diminishing emotion and gaze
towards the virtual human.
The results from the current investigation, can be useful to the virtual human community to
have information on how different rendering styles of a virtual human affect their visual attention.
The next step (See Chapter 7) was to analyze the extent that different rendering styles affected
users’ visual attention in interactive simulations.
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Chapter 6

Empirical Evaluation of the
Interplay of Emotion and Visual
Attention in Human-Virtual
Human Interaction
1

This study analyzed the relationship and interplay between the users’ emotional responses

and visual attention during interaction with a virtual patient that is medically deteriorating over
time in a medical training scenario.
Participants interacted with a virtual patient presented in a distinct rendering style namely
Near-Realistic (NR), Cartoon (CT), or Pencil-Shader (PS). The virtual patient’s health condition
decrements over time and this is noticeable in his vital signs, appearance, and cognitive processes.
During the experiment, the users’ emotional responses and their visual attention were collected. I
analyzed this data and produce a mediation analysis between the collected emotional reaction and
visual attention data.
This study provides novel and highly relevant information to the virtual humans’ literature.
1 Volonte, M., Anaraky, R. G., Knijnenburg, B., Duchowski, A. T., Babu, S. V. (2019, September). Empirical
evaluation of the interplay of emotion and visual attention in human-virtual human interaction. In ACM Symposium
on Applied Perception 2019 (pp. 1-9).
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Understanding to some extent how different rendering styles of a virtual human interplay the users’
emotions and attention has not been explored deeply yet.

6.1

Experiment simulation and setup
This examination was conducted in a medical training simulator developed for training

nurses in the recognition of signs and symptoms vital of deterioration of patients named Rapid
Response Training System (RRTS). This interactive simulator reproduces the tasks that nurses
perform during their medical rounds. These tasks include include performing medical check-ups
four times a day, gathering the vital signs of the patients, and reporting them in an Electronic
Health Record System (EHR). For further information about this system, please read 3.1.1.

6.1.1

Study design
This study presented a mixed study design. It was composed of 3 rendering style variables

that served as the between-subjects conditions (Near-Realistic (NR), Cartoon (CT), and PencilShader (PS) ) and 4 distinct simulation time-steps that served as the within-subjects variables
(Time-step 1 to 4.) All the rendering conditions presented the same virtual human animation, and
all the instruments and text legends were legible.
The realistic condition was represented by the Near-Realistic condition. This version of
the simulation included a virtual human with a human-like appearance. The virtual patient (Bob)
possessed a skin shader material that included imperfections and a normal map. This condition
represented the highest-fidelity or photorealistic (PR) condition in the study. Furthermore, high
definition range lighting was implemented in the simulation. The non-photorealistic conditions
(NPR) the virtual humans were presented as pencil-shader or as a cartoon shader (Figure 6.4shows
the rendering style conditions used in the simulation).
The only variable that changed across the three different between-subject conditions is the
rendering algorithm that the virtual human and the simulation presents. The rest of the elements
and procedures included in this study remained consistent. These elements include the procedure
for using the tools, the process for inputting the data into the EHR form, and the animations and
behaviors of the virtual humans. Furthermore, the render styles selected in this study represent
samples from the realistic to the non-photorealistic rendering continuum. These specific rendering
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styles were selected based on the existing literature of realistic and non-photorealistic computer
graphics [117, 66, 63, 43].

6.1.2

Research Questions and Hypotheses
This study is focused on answering the following questions:

1. which one was the stronger variable between the users’ emotion and attention during the
interaction with the virtual human at different time-steps of the experiment?. This question
seeks to answer if users’ attention influenced their emotion or if the users’ emotion influenced
their attention during the different time-steps of the simulation.
2. Over the four time-steps of the simulation, to what extent did the negative affective behaviors
of the virtual humans alter users’ emotion and attention?.
I seek to tests the following hypothesis:
1. Users’ emotions would be the stronger response than attention over the four time-steps of
the simulation. Studies report that highly affective content produces higher levels of affective
responses in humans [10].
2. The virtual patient’s incremental negative affective behavior will increase the user’s emotion
and visual attention scores. Studies report that emotional content seems to have more influence
on the users’ attention than neutral imagery [72].
3. The CT rendering style condition will score higher visual attention values than the PS or NR
rendering styles. Studies report that cartoon-like rendering style characters are regarded as
more amicable and agreeable [117, 66].

6.1.3

Participants
A total of 45 participants (male N=28, female N=17, Ages of 18 and 50, mean age 26.17)

from a University Campus.

6.1.4

Study Design
The experiment design was a 3×4 mixed factorial design. The between-subjects variables

were the rendering styles of the virtual simulation, while the four time-steps (TSs) were the within54

Figure 6.1: Image showing the epxeriment phases of the RRTS.
subjects conditions. The between-subjects conditions were the Near-Realistic (N=15), Cartoon
(N=15), and Pencil-Shader (N=15). The within-subjects conditions were the four different timesteps in which the virtual patient increasingly emotionally distress. This is noticeable in his vital
signs, appearance, or cognitive declination.

6.1.5

Methodology
First consent was obtained, the participants completed the demographics survey. Next,

users received an explanation about the study and were shown how the simulation worked. The
experiment proctor explained and showed carefully the procedures and the correct usage of the
tool. Next, participants practiced and once they stated they were ready, the eye tracker calibration
phase started. The experimenter proctor used the 9 point calibration routine provided by the
Gazepoint eye tracker system. After successful calibration, participants started the first time-step
of the simulation. They asked the total of questions needed to the virtual patient and used as many
instruments possible to fully assess successfully the virtual patient’s vital signs. This information
was filled in the EHR. After completing filling the information in the EHR, participants filled a
Differential Emotion Survey (DES) that measures the participants’ emotional state. This process
was repeated until time-step 4. Then users filled the final DES questionnaire and a self-report
(Figure 6.1 shows the experiment timeline for the different conditions.)

6.1.5.1

Statistical analysis
A cross-lagged panel model (CLPM) was conducted[86]. This analysis determined the

stronger predictor between the users’ emotion and attention. The CLPM analyzes mutual dependence or influences between variables over time [54, 55]. This analysis estimates the nature of the
relationship between one variable to another (“crossed”) over different periods (“lagged”).
The CLPM established the relationship and directionality between the visual attention and
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Figure 6.2: Image that shows the Beta coefficients and P-values in parenthesis of the mediation
effects between Object Time Percentage and Shame on time-step 1 of the simulation.

Figure 6.3: Image representing the cross-lagged panel model of this this study including the P and
Beta values.
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emotion variables over the different time-steps of the simulation. This analysis establishes which
one is the stronger predictor between attention and emotion. The result from this study was used
for producing the model to conduct the mediation analysis between rendering style, emotion, and
visual attention in the subsequent step.

6.2

Dependent Measures
It was gathered the users’ gaze by a Gazepoint Eye Tracker sampling at 60 Hz. I computed

several gaze dependent variables in an off-line process and I replayed them in a post-visualization
tool. For further information about the eye tracker visit 3.1.2 ).
In this study, I only present the results between the users’ gaze and emotion in relationship
with the virtual human alone. I also computed gaze against the Graphical User Interface, Environment, and Tools but since our main interest is in the virtual human, I limited the report to that
object alone.
Several gaze dependent variables were computed in an offline phase to quantify and measure
the users’ visual interest and the emotional reactions with the virtual human.

6.2.1

Visual Attention Categorization
The Object Time Percentage was computed by the amount of time gaze on the virtual human

divided by the total time in that time-step. Also, it was produced the Fixated Time Percentage. This
variable was computed by using the total time fixation towards the virtual human object divided by
the total amount of time users fixated on all the objects in that particular time-step. The difference
between Object Time Percentage and Fixated Time Percentage is that the first is the percentage of
all the time that users gazed towards the virtual human while the latter is only the percentage of
time exclusively when there was a gaze fixation toward the VH.
Finally, it was computed a variable named Transitions per Minute. This variable measured
the amount of “glances” or “quick looks” that the users produced only during simulated conversations
between the graphical user interface and the virtual human.
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Table 6.1: Image shows the results from the regressions inlcuding the Beta coefficients and P values.
Object Time Percentage (OTP)
Condition on Attention

OTP

Attention to Emotion

TS 1

TS 2

TS 3

TS 4

PS, 0.3(0.04)

PS, 0.426(0.002)

PS, 0.276(0.047)

PS, 0.3(0.037)

TS 1
Interest

Condition to Emotion

TS 2
0.378(.009)

TS 1

Enjoy

0.312 (0.5)

Enjoy

Surp

0.385 (0.008)

Surp

0.385 (0.008)

Anger

0.368 (0.043)

Cont

Distr

0.246 (0.05)

Anger

0.459 (<0.001)

Cont
0.64 (<0.001)

Fear

Guilt

0.337 (0.015)

Guilt

Shame

0.299 0.024)

Shame

Shy

0.38 (0.05)

Shy

Emotional response Measures

6.2.3

Emotional response Measures

PS, 0.385 (0.016)

Dist

Fear

6.2.2

TS 2

Interest

CT, 0.361 (0.010)
PS, -0.414 (0.003)

PS, -0.314 (0.031)

PS, -0.320 (0.018)

The included Differential Emotion Scale (DES) survey was the DES IV modified version
that reduces the item count to 30 [102]. This survey produces a final output of 10 different emotional constructs:Interest, Enjoyment, Surprise, Sadness, Anger, Contempt, Fear, Guilt,
Shame, and Shyness. This survey presented a 0-9 Nominal scale ( 0 = Never and 9=Extreme )
and measured how strongly they emotionally felt about each item.

6.3

Results

6.3.1

Quantitative results

6.3.1.1

Cross-lagged Panel Model
Figure 6.3 depicts the result of the CLPM for the “Anger” DES dimension. This example

shows that in time 1 and 2 could predict emotion in time 2 and 3 respectively. This pattern is
present in all emotions in all the different rendering styles. Based on these results, I designed
Attention predicting Emotion in the mediation model.
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Table 6.2: Image shows the regressions Beta coefficients and P values.

Fixated Time Percentage (FTP)
Condition on Attention
TS 1

Attention to Emotion

TS 2

TS 1

Condition to Emotion

TS 2

TS 1

TS 2

PS, 0.385 (0.004)
FTP

PS, 0.289 (0.05)

Interest

0.337 (0.021)

Interest

Enjoy

0.333 (0.038)

Enjoy

Surp

0.375 (0.012)

Surp

CT, 0.325 (0.05)

Dist
Anger

0.474, (<0.001)

Cont

6.3.1.2

0.446 (0.001)

PS, 0.289 (0.05)

Dist

CT, 0.358 (0.012)

Anger

PS, -0.413 (0.003)

Cont

Fear

0.595 (<0.001)

Fear

Guilt

0.307 (0.023)

Guilt

Shame

0.295 (0.025)

Shame

Shy

0.335 (0.017)

Shyn

PS, -0.302 (0.037)

PS, -0.302 (0.037)

Mediation Analysis
A path analysis was performed for evaluating the study’s independent and dependent vari-

ables. This analysis is a graphical representation of multiple regression models that reveals the
association between variables. Figure 6.2 describes the mediation model configuration used for analyzing the causal relationship between rendering style, emotion, and attention during the different
TSs of the experiment.
This mediation model was designed upon the results of the cross-lagged panel model. This
analysis revealed that Attention predicted Emotion during the different time-steps of the simulation.
Figure 6.3 depicts the Beta coefficients and P-Values from the regressions.
The graph contains the variables in circles and the arrows represent the linear regressions including the standardized beta coefficient that represents the effect size and also a p-value highlighting
the significance effects.

6.3.1.3

Object time Percentage
In the mediation analysis, regressions were used to investigate the how Attention mediates

the effect of Render Style of virtual human on Emotion. The analysis outcomes showed the virtual
patient rendering style was a positive significant predictor of Attention in all the time-steps of the
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simulation and that Attention was a positive significant predictor for Emotion in time-steps 1 and
2 of the simulation. Furthermore, analysis exposed that the PS rendering condition had a direct
negative effect on Anger, Guilt and Shyness in time-step 1. Also, this rendering style condition had
a negative direct effect on all render styles on Anger. In time-step 2, The PS style had a direct effect
on Enjoyment/Joy. Finally, the cartoon condition directly affected users’ distress (See Table 6.1 for
a detailed description of the results.)

6.3.1.4

Fixated time Percentage
Analysis results showed that the virtual patient’s Render style impacted significantly pos-

itively on the users’ Attention in time-steps 1 and 2 of the simulation. On time-step 1, only the
PS render style affected Attention. Also, on time-step 2 the PS and CT render styles had a direct
positive effect on Fixated Time Percentage metric.
The regressions also showed that Attention had a positive causal influence on Anger, Fear
and Terror, Guilt, Shame and Shyness categories of Emotion in time step 1. Furthermore, in time
step 2, Attention positively affected Interest, Enjoyment/Joy, Surprise, and Anger. Additionally,
the regression analysis also revealed that the PS render style condition had a direct negative effect
on Anger, Guilt and Shyness in time-step 1. In time step 2, the PS style had a direct effect on
Enjoyment/Joy. Refer to the Table 6.2 for a detailed description of the results.

6.3.1.5

Transitions per Minute Results
Transitions per minute scores show that during social simulated dialogue, users in the PS

condition had a significant positive effect on users’ Attention in time-steps 2, 3, and 4 of the simulation.
Regression analysis also showed that visual Attention was a significant positive influence on
Interest, Surprise, Distress, Anger and Fear categories of Emotion just in time-step 1. Table 6.3
shows results of the regression analysis.

6.4

Discussion
In this study, it was analyzed the extent that different conditions of rendering style of

a virtual human that increasingly exhibits stressful behaviors altered users’ emotions and visual
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Table 6.3: Depict the significant differences between the conditions, attention and emotion during
the different time-steps of the study.

Transitions per Minute (TPM)
Cond. to Atte.
TS 2
TPM

Atte. to Emo.

TS 3-4

PS
PS 0.343(0.017)
0.343(0.019)

TS 1
Int

0.315(0.026)

Enj
Surp

0.352(0.006)

Dist

0.247(0.037)

Ang

0.177(0.05)

Cont
Fear

0.253(0.02)

Gui
Sha
Shy

Figure 6.4: The different rendering styles used in the experiment.
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attention. The rendering styles included in this study represent samples from the non-realistic to
the realistic continuum namely Near-Realistic (NR), Cartoon (CT), or Pencil-Shader (PS) styles
(See Figure 6.4).
Moreover, the users’ emotional and visual attention behavioral responses were collected.
Then, these variables were examined to establish the causal relationship between rendering style,
emotion, and visual attention during the interaction with the virtual human. The emotional affect
was collected by the DES questionnaire while the users’ visual attention was gathered by an eye
tracker. It was conducted a Cross-Lagged Panel Model that established that attention mediated
emotion (See Figure 6.2).
Based on the significant findings it can be answered the posited research questions.
To the question: “which one was the stronger variable between the users’ emotion and attention during the interaction with the virtual human at different time-steps of the experiment?”,
results revealed that attention was a more powerful causal influencer of emotion for the subsequent
time-steps of the simulation. This effect was consistent across conditions since there were no differences between rendering groups. This means that users in all the rendering style conditions reacted
similarly (Figure 6.3). The outcomes of the cross-lagged panel infer that the mediation model design
should procure from Attention to Emotion.
To the question: “Over the four time-steps of the simulation, to what extent did the negative affective behaviors of the virtual humans alter users’ emotion and attention?”, analysis results
insinuate that the negative affective behaviors modified the users’ emotions and visual attention
significantly. that the emotional distress degree increases gradually from time-steps 1 (lower) to
time-step 4 (highest) showing Considering that the suffering of the virtual patient grows as time
advances, revealing a very pronounced declination of his vital signs, behavior, and look in TS 3 and
4. This negative behavior of the virtual human appears to impact the users’ visual attention and
emotional response since the most meaningful outcomes are exposed in the time-steps 1 and 2 of the
simulation (See Table 6.1 and 6.2). The results are most significant during the early time-steps
(TS 1 and TS2) when the virtual human’s vital signs are still not severely negative.
Statistical analysis on the Object Time Percentage and Fixated Time Percentage variables
showed a similar pattern among the different pathways of rendering styles on emotion with the
mediation of attention. Overall, the PS condition attracted more visual attention than the NearRealistic condition in all the simulation time-steps (Object time percentage) and in the first two time
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periods (Fixated Time Percentage).
Additionally, visual attention showed a stronger influence on emotion in the early time-steps
of the simulation with a mild impact in the third time-step. Finally, users in the PS group revealed a
negative association among Anger, Guilt and Shyness while users revealed the Cartoon style showed
a positive relation to Distress.
A granular analysis on the Transition per Minute reveals that rendering style was significant in the PS over the NR condition in time-steps 2, 3 and 4 and that visual attention significantly
modified Interest, Surprise, Distress, Anger and Fear only in time-step 1. this time-step, the virtual patient presents an almost nonexistent negative affective behavior across the time-steps of the
simulation.
The cross-lagged model showed that attention produced a stronger influence. This result
implies to reject the hypothesis that users’ emotions would be a stronger causal influence than
attention during the four time-steps of the simulation since our
Based on the results from the analysis of the Object time Percentage and Intersections per
Minute, the hypothesis stating that negative emotional behavior of the virtual patient over time
would impact visual attention is accepted.
Finally, the most significant differences happened in the PS group and not in the Cartoon
group; Hence, I reject the hypothesis that the virtual human Cartoon rendering style would elicit
greater visual attention rates.

6.5

Conclusion
This research is one of the first in investigating the casual mediation effect of realistic and

stylized virtual humans on users’ emotion and attention in an interactive training simulator.
First, the Cross-Lagged Panel Model analysis revealed that visual attention influenced
strongly the users’ emotions across the different simulation time-steps. In all the rendering style
conditions the users’ prioritized their visual input over their emotional responses. This conclusion
highlights the value that the visual stimuli had over emotion during the interplay with a virtual
human.
Second, the mediation analysis results demonstrated that the PS virtual human condition
elicited higher visual attention over the cartoon and realistic conditions. Additionally, visual at-
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tention altered users’ emotions through time-step 1 and 2. In these time-steps, the virtual patient
shows the lowest negative affect behaviors. On the contrary, in the later time-steps (time-steps 3
and 4), when the virtual human presents the higher emotional stress behaviors, users’ attention did
not alter their emotional responses.
Choosing the appropriate rendering style algorithm is crucial because it can intensify or
dampen the users’ visual attention towards particular objects in the simulation. This information is
important specifically in medical training scenarios in which users are expected to gaze and visually
attend to the behaviors of virtual patients. In the simulation, the users’ visual attention did not
affect their emotions in the severe time-steps of the simulation. This is an adverse consequence in
pedagogical education simulators since emotion and cognition are closely linked [60].
The results from this study can be explained by the uncanny valley theory that describes
that virtual agents with an anthropomorphic look can increase the users’ expectations about their
technical capabilities and notice greatly the behavioral imperfections on the animations. This effect
can detrimental to the visual attention interest to the digital characters depicted realistically. Hence,
in simulations where the virtual character impersonates a real human but does not show realistic
behavior that closely resembles a real human, a non-realistic look might be more efficient [57].
A possible explanation regarding the users’ low emotional reactions during time-step 3 and
4 is that users employed their gaze as an adaptive approach to controlling their emotional reactions
while interacting in the simulation [108, 96]. Users’ adjusted their gaze away from the virtual human
and concentrated their efforts on completing the tasks when the virtual patient exhibits the highest
levels of negative emotional suffering (time-steps 3 and 4.) This type of tunnel vision effect has been
mentioned in the medical field during critical situations in a hospital facility and could potentially
explain the results in this study [34]. Additionally, another possibility could be that lengthened
exposure to the simulation might have detrimental the sensitivity to the virtual human stimulus and
a decrease in the users’ emotional reaction [16].

6.6

Limitation and Next Steps
A limitation is that the rendering quality of the Near-Realistic virtual human and simulation-

style should be enhanced. There are advanced systems that can produce a much better realistic
virtual humans quality. Moreover, the next study should also include a natural language interaction
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metaphor for conducting the interviews with the virtual patient. I believe that in order to have a
broader understanding the users’ emotional impact it is important to study it across platforms and
with different variables. Hence, the next evaluation will be conducted in an immersive virtual reality
environment with multiple agents. The next evaluation step focused on studying the emotional
contagion effect during interaction with multiple virtual humans performing emotional behaviors
(See Chapter 7.)
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Chapter 7

Effects of a Virtual Human
Appearance Fidelity Continuum on
Visual Attention in Virtual Reality

Figure 7.1: Image showing the rendering samples ranging from the non-photo realistic (left) to the
photo realistic (right) visual appearance fidelity continuum used in this study.
1

The current study was conceived following a logical progression from our previous ex-

aminations. This contribution analyzes how different fidelity of rendering styles influenced users’
visual attention. Users interacted with one of five samples of a virtual human from this continuum,
namely All Pencil Shaded (APS), Pencil Shaded (PS), All Cartoon Shaded (ACT), Cartoon Shaded
(CT), and Human-Like (HL) pertaining to the visual appearance fidelity continuum. To quantify
1 Volonte, M., Hsu, Y. C., Liu, K. Y., Mazer, J. P., Wong, S. K., Babu, S. V. (2020, March). Effects of interacting
with a crowd of emotional virtual humans on users’ affective and non-verbal behaviors. In 2020 IEEE Conference on
Virtual Reality and 3D User Interfaces (VR) (pp. 293-302). IEEE.
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the users’ visual attention, an eye tracker was used to collect their gaze during the interaction.
The findings in the current contribution contribute to the literature about the effects that
the rendering style of virtual humans has on the users visual attention. This information can be
useful to design successful interactions; especially, in interactive scenarios that users are expected
to visually inspect and focus their gaze attention in a virtual or digital human for learning or
training. Also, developers can use this information for creating effective interactive simulations
since developing realistic or non-photorealistic agents presents different approaches and challenges
that will ultimately attract or detriment users’ visual attention.

7.0.1

Study design
This experiment recruited data from a total of 78 participants (Male=48, Female=30) dis-

tributed in five between-subjects groups (APS= 15, PS=16, ACT= 15, CT=16, HL=16) from the
university campus. The study design followed a 5 (conditions of appearance fidelity) x 2 (Early and
Late time-steps) multi-factorial experiment design. On the one hand, the between-subjects conditions were the rendering style. These conditions represented a sample from the non-photorealistic to
the realistic condition namely namely Low Fidelity All Pencil Shaded (APS), Low to Mid Fidelity
Pencil Shaded (PS), Mid Fidelity All Cartoon Shaded (ACT), Mid to High Fidelity Cartoon Shaded
(CT) and High Fidelity Human-Like (HL). On the other hand, the within-subjects groups were
composed of the four simulation time-steps that were collapsed into two interaction periods namely
Early, and the last two interaction periods Late

Figure 7.2: Image depicting the system setup used in the RRTS experiment.
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7.1

Research Questions and Expected Outcomes
In this study it was intended to answer the following research questions:

1. Overall, how does the participants’ visual attention vary between the different simulation
rendering styles?
2. How does the participants’ visual attention towards the virtual human vary between the different rendering style conditions?
It is hypothesized that:
1. H1: Participants will visually attend significantly more to the VH in the CT condition.
2. H2: Participants will visually attend significantly less to the VH in the HL condition during
simulated dialogue.
H1 is conceived based on information existing from the literate that state that cartoon
style rendering virtual humans are regarded to be more charming and agreeable; Hence, participants
might be more inclined to visually attend them for longer time [117, 66].
H2 This hypothesis is based on the uncanny valley theory. This approach states that digital
characters with anthropomorphic appearance can elicit repulsion based on imperfections in their look
and behavior. Hence, the imperfections in the virtual patient of the RR might generate a lower visual
attention score [70, 12, 94].

Figure 7.3: RRTS experiment phases. All the participants in the study experience the same procedure and workflow.

7.2
7.2.1

Experiment Procedure
Methodology
First, the participant’s informed consent was obtained. Next, users filled questionnaires

regarding their demographic data. After completing the surveys, the experiment proctor trained
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the participant on how to use the simulation by demonstrating how to ask questions to the digital
patient, use the digital tools and fill the electronic Health Record Form (EHR). The training was
conducted in a simulation that included a different virtual agent in a different virtual room. However,
both scenarios included the same tools and procedures. Once the user stated they were ready for
starting the experiment, the experiment proctor proceeded to the eye gaze calibration phase. This
consisted of the built-in calibration method provided by Gazepoint. For information about the
eye tracker used in this study, the post-processing tool visit the section 3.1.2. Then, participants
were assigned to one of the five different rendering style conditions and proceeded to interact with
the virtual patient in Time-Step 1. Upon askng all the questins and gathering all the information
regarding the patient’s vital information, they proceeded to complete survey regarding the virtual
patients’ medical disposition. This process was repeated for all the time-steps. At the end of the
fourth time-step, users filled out a social-presence and self report and were thanked for their time.
Participants did not receive any compensation for participating in the study and two users did not
complete the experiment due to a technical malfunction during the data gathering process.

7.2.2

Measures
This study was presented the five different rendering style conditions as the between sub-

jects independent variables and the Early and Late as the within-subjects variables. Finally, the
dependent variable was the users’ gaze.

7.3

Results

7.3.1

Quantitative Results

7.3.1.1

Overall comparisons of the Visual Attention in the different Conditions of
Virtual Human Appearance Fidelity:
Different variables to quantify the users’ visual attention were computed. These variables

were the total time gazed in the simulation, the proportion of time gaze, fixations per minute, and
transitions per Minute. To analyze the results, the four different time-steps were collapsed into two.
The Early period was composed of time-step 1 & 2 and periods the Late period was composed by
the time steps 3 & 4 as times. The virtual patient presents a stable medical and behavioral condition
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Figure 7.4: Graph of total time gazed during simulation in the different visual appearance fidelity
conditions.
in time-steps 1 and 2 and a very intense negative condition and stressful behaviors in time-steps 3
and 4.
Analysis followed a 5 (rendering conditions) x 2 (Early and Late) repeated measures ANOVA.
First, it was carefully verified that the underlying assumptions were met, namely descriptive statistics
revealed that the samples were normally distributed and error variance between samples of fixations
or time were equivalent. Pairwise post-hoc analysis for levels of the between-subjects visual appearance fidelity conditions was conducted using Tukey’s HSD method. For the within-subjects levels of
time, Bonferroni adjusted alpha method was used.

7.3.1.2

Comparison of Total Time Gazed in Minutes in the simulation:
An ANOVA repeated measures analysis on the total time gazed towards the UI, VH, Tools,

and Environment analysis was conducted. Results showed a significant main effect of time F(1, 307)
=331.9, p <0.001, η2=0.52, a time by condition interaction F(4, 307) = 30.5, p <0.001, η2=0.28
and significant difference between conditions F(4, 307)=144, p<0.001, η2=0.65. See figure 7.4 for
accessing the post-hoc significant results.

7.3.1.3

Overall Comparison of Proportion of Time Gazed on the Virtual Human:
The proportion of time gazed is the normalized measure of the percentage of time partic-

ipants visually attended to the virtual human in the early or late simulation times. The ANOVA
analysis revealed a significant main effect of condition F(4, 73) = 10.07, p <0.001, η2=0.35. (see
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Figure 7.5 for comparisons).

Figure 7.5: Image depicting the mean scores of the proportion of time gazed at virtual patient across
the different rendering conditions.

7.3.1.4

Comparing Overall Fixations Per Minute on the Virtual Human:
The number of fixations per minute towards the virtual human were computed during the

Early and Late simulation times. The ANOVA analysis revealed a significant condition by time
interaction F(4, 73) = 2.74, p = 0.035, η2=0.21 and a significant difference between conditions F(4,
73) = 10.79, p <0.001, η2=0.37 on mean fixations per minute. Figure 7.6 shows the post-hoc
pairwise comparisons.

7.3.1.5

Transitions Per Minute on the Virtual Human During Social Interaction
A variable named ”Transitions” that measured the “Gazes” or “Glances” between the

Graphical User Interface to the virtual human was calculated. The number of transitions per minute
from the graphical user interface to the virtual human was measured. This variable was computed
only during the times that the graphical user interface was displayed. The ANOVA analysis showed
a significant main effect of time F(1, 73) = 5.3, p = 0.024, η2=0.068 on mean gaze transitions per
minute and significant difference between conditions F(4, 73) = 41.5, p <0.0001, η2=0.7. Post-hoc
Tukey’s HSD analysis also revealed significant differences between Early and Late stages on the
different conditions of appearance fidelity (Figure 7.7 describes the significant differences).
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Figure 7.6: Image depicting the fixations per minute mean scores to the virtual patient across the
different visual appearance conditions.

7.3.2

Analysis of Questions Asked
To measure the user’s performance, it was computed the number of questions per minute

users asked from the virtual human during the interaction.
The ANOVA analysis only revealed a significant main effect of time by condition interaction
F(4, 73) = 2.74, p= 0.035, η2=0.13 on the Number of Questions asked per minute to the virtual
human between the different conditions. Also, the analysis revealed a significant difference between
conditions F(4, 73) = 13.1, p <0.001, η2=0.42. Figure 7.8 shows the Post-hoc Tukey HSD significant
results. Finally, the percentage of instrument usage per minute presents a similar pattern to the
percentage of questions asked per minute. However, due to space limitation, it was not included in
this manuscript.

7.3.3

Qualitative Results
Upon completing the experiment, participants were asked to report their personal experi-

ences and impressions about the experience. Three questions were presented to the participants.
The first question was “What did you like most and least about Bob?”, the second question was
“How would you describe Bob’s health and condition?”, and the third was “What do you remember
most about Bob?.”
Considering the answers from the participants from all the different rendering style condi-
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Figure 7.7: mean transitions per minute at virtual patient. The arrows shows the significance differences between measurements and periods. The square brackets mean both periods are significant.

Figure 7.8: Image showing the mean number of questions asked between Early and Late periods.
tions it can be appreciated that they perceived Bob with human-like personality qualities. Participants in the APS condition regarded the virtual patient to be calm and not very talkative. Moreover,
some participants in this condition highlighter the patient’s negative health condition and deterioration by declaring “his cough and breathing problem” or “How loud and often he coughed”. Additionally, participants in the PS group stated that they remembered most of the behaviors related to
his health issues and the virtual patient’s responses “responses where real”, “quiet and straight to
the point” Moreover, users in the ACT group considered bob to be honest, patient, and persistent.
Few participants stated that “He is strong and have attitude not to give up”. Interestingly, some
participants in the CT group declared that Bob has “will power”, “I liked his willingness to answer
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questions even though he was in pain”, and stated that they remember his cough and affirmed that
they could acknowledge his cough, bad condition, and voice. Finally, users in the HL condition considered Bob to be “interactive” and ‘‘cooperative”, and that they were influenced by his coughing
and decaying health.

7.4

Discussion
In the present study, it was examined the effect that different rendering style conditions of

a virtual human and a simulation have on users’ visual attention and on task performance. This
study presented a total of five different rendering samples of visual appearance that ranged from
the non-photorealistic to the realistic continuum in an interactive training simulator that included
a digital patient that medically worsened across time.
The analysis results revealed an interesting behavioral pattern from the users. This information served for answering the research questions.
To the research question “Overall, how does the user’s visual attention vary between
the different visual appearance rendering styles ?”. results showed that visual attention
changed drastically depending on the rendering style condition that the participant was exposed
to. In the conditions that non-photorealistic uniform rendering style was applied (All pencil and
All cartoon) total time gazed in the simulation was significantly larger than the groups that only
the virtual human was rendered as Pencil or cartoon shader alone or all realistic manner shown in
Figure 7.4. In all, the analysis results revealed that users spent more gaze time when the simulation
was rendered uniformly as Pencil or as cartoon fidelity, and users gaze less time on the PS, CT, and
HL samples fidelity simulations.
Next, to the research question “How does the users’ visual attention towards the
virtual human only”; users gazed to the virtual patient significantly more when only the virtual
human alone was presented in pencil (PS) or cartoon shaded (CT) manner as well as the all realistic rendering (HL) see figure 7.4, in contrast with the all pencil shader (APS) or cartoon shaded
(ACT) rendering conditions. Furthermore, analysis on the Fixations Per Minute (Figure 7.6) and
Transitions Per Minute in both Early and Late periods (see Figure 7.7) revealed the same pattern.
The results support H2.
The task performance variables such as the number of questions asked and instrument usage
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were analyzed. Results showed that users asked significantly more questions to the virtual humans in
conditions where the virtual human alone was rendered as a pencil-shaded (PS), as a cartoon (CT),
or as human-like (HL) as opposed to the all pencil-shaded (APS) and all cartoon (ACT) rendering
(Figure 7.8). Based on these results H1 is supported.
This study provides a major finding to the literature on rendering style and visual attention.
In the conditions where the digital environment and the virtual human possessed the same rendering
style namely all pencil-shaded (APS) and all cartoon shaded (ACT) conditions the users’ gaze scored
higher values overall. On the contrary, when the virtual human alone was rendered as pencil-shader
(PS), as a Cartoon (CT), or as Human (HL), users spent significantly more time gazing at the
virtual human significantly more time. Furthermore, the performance variables of questions asked
per minute and instrument usage per minute are concurrent with this trend. These results evidence
that when virtual humans are rendered in a different style as compared to the environment, a salience
effect can be elicited and this has an effect on the users’ visual attention and behavioral interest.
This finding is concurrent with literature in the rendering style field that states that objects that
are rendered distinctly have the effect of eliciting greater interest in the user and can elicit attention
towards them as suggested by the object salience theory [42, 47]. The salience theory states that
uniform surfaces are classified as pertaining to the same object and rendering objects distinctly,
generates a “figure” or “background” layering effect that in turn enables viewers to more eagerly
estimate the status of objects within a composite scene.
This study found that the theoretical concept of salience on visual attention works not only
on inanimate or static objects in the scene, but that also applies to interactive social entities in
inter-personal simulations and can evoke greater visual attention.

7.5

Conclusion
Developers can use the findings in this study for designing simulations that include virtual

humans. Based on the analysis it should be considered that in situations that virtual humans are
to be considered part of the simulation but users are not expected to attend to them visually or
interactively, uniformed rendering non-photorealistic style should be implemented. This will cause
a lower salience effect and all the elements will blend in visually. On the contrary, if the goal of the
simulation is to present a virtual human that the user is expected to actively attend visually figure
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and background segregation should be implemented. Finally, if the user is expected to engage in
simulated social dialogue, the virtual human should be presented in a realistic rendering style.

7.6

Limitation and Next Steps
A limitation is that the rendering quality of the Near-Realistic virtual human and simulation-

style should be enhanced. There are advanced systems that can produce a much better realistic
virtual humans quality. Moreover, the next study should also include a natural language interaction
metaphor for conducting the interviews with the virtual patient. Finally, in the next research steps
(See Chapter 6) I would like analyze the interplay between the users’ visual attention and their
emotion during interaction with the RRTS. The next study followed a logical progression based on
our previous empirical evaluations (See Chapters 4, 5 and 7) and a lack of information about this
phenomenon in the virtual humans literature.
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Chapter 8

Effects of Interacting with a Crowd
of Emotional Virtual Humans on
Users’ Affective and Non-Verbal
Behaviors
1

There is a need to investigate the emotional contagion effect caused by virtual humans on

users but in a crowd context. The current emotional contagion effect literature is mostly focused
on dyadic interactions and not deeply investigated how a multitude of virtual humans in a crowd
scenario affect users emotionally. This information is critical since it can be used to understand
humans’ emotional reaction when interacting in highly stressful scenarios. This information can be
used to create effective virtual reality simulations for training first responders or firefighters.

8.1

Experiment Simulation and Setup
The apparatus used in this simulation was an HTC HTC Vive Pro Eye, in a Windows

workstation with a Intel (R) Core (TM) i7-8700 processor, a NVIDIA GeForce RTX 2080 graphics
1 Volonte,

M., Hsu, Y. C., Liu, K. Y., Mazer, J. P., Wong, S. K., Babu, S. V. (2020, March). Effects of interacting
with a crowd of emotional virtual humans on users’ affective and non-verbal behaviors. In 2020 IEEE Conference on
Virtual Reality and 3D User Interfaces (VR) (pp. 293-302). IEEE.
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Figure 8.1: Image showing a user immersed in the virtual environment interacting with the crowd
of virtual human characters.
card, and 32 GB of Memory RAM. Figure 8.1 depicts the study setup.

8.1.1

Virtual Market Simulation
These components are the crowd modeling, the user-agent interaction, and the use-vendor

interaction. Figure 8.2 depicts the simulation architecture. The virtual human in this simulation
has emotional capabilities. These emotional expressions can be appreciated in the digital agents’
facial expressions, body language, voice emotional prosody, and gaze behaviors. For further details
about the market simulation, please visit 3.1.3.

8.1.2

Crowd Modeling
The virtual market consists of the main street surrounded by shops on the sides. Pedestrians

walk on the main road while vendors are stationary in their shops. The agents were modeled with
different dressing styles (Figure 8.3). The pedestrians are generated at the two ends of the road
and their behavior is the result of a complex algorithm that considers many factors. A pedestrian
moves on the x-z plane and the y-axis represents height. The goals of the pedestrians are computed
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Figure 8.2: Simulation structure. The simulation is composed of three major components: one is for
the crowd modeling, then for the user-agent interaction, and finally for the user-vendor interaction.

Figure 8.3: Image displaying the crowd of virtual humans.
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Figure 8.4: Facial expressions. Left: Positive. Right: Negative.
periodically. In general, the pedestrians have routine events, such as walking to their goals and
doing shopping. They move from one end of the road and exit the market at another end. While
the pedestrians walk, their gazes are updated. They may turn their heads around to watch at the
avatar if they are near to the avatar in the social space. For further information about the virtual
crowd behavior modeling visit [62].
The virtual humans in this simulation possess emotional expression capabilities (Figure 8.4).
The emotions are expressed by the non-verbal channels of communication. These channels are the
facial expression, arms, head, and body postures, the voice attributes (rate or pitch), and eye gaze.
Depending on the emotional valence the virtual human needed to perform (positive, negative, or
neutral), the proper non-verbal expression gestures the virtual human will display. The verbal and
non-verbal literature was used to create the behaviors expressed by our agents [30, 2].

8.1.3

User-agent Interaction
Users interacted with the agents in the simulation through natural language. Users ask the

pedestrians about the location of a particular shop that sells a particular item (Figure 8.5).
Two metaphors are used to engage in simulated dialogue with the virtual humans namely,
direct speech through natural language or eye contact with pedestrians. During the simulated
dialogue, the interpersonal distance and eye gaze direction between the user and the agents was
computed. The proxemics literature was used to model the simulated dialogue routines between
users and virtual humans. The proxemics literature states that there are four different social zones.
The first is the intimate space, the second is the personal space, the third is the social space and the
fourth is the public space [41]. To emulate successful social interactions and improving interpersonal
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interactions, information from the proxemics theory was included in this study [4].

Figure 8.5: Graphical user interface that displays the items list and cue words to communicate with
the agents.
The users’ and avatars’ gaze states were periodically computed in the simulation for determining if they are involved in eye-contact. Eye contact occurs upon three conditions: 1) the avatar
and the pedestrians’ frustum perspective volumes overlay; 2) the avatar and pedestrian forward positions are opposed, and 3) The user and pedestrian stare for longer than one second. Furthermore, to
initiate simulated dialogue the user needs to verbally greet the agent within the social space region.
Then, pedestrians answers to the user using verbal and non-verbal expressions:
1. Non-verbal responses: the behaviors include head turn and direct their gaze to the user.
Furthermore, the agent moves in the direction of the users’ position. Also, the agents produce
pointing deictic gestures to guide the user to specific shop locations.
2. Verbal responses:
3. Verbal responses: The users’ audio speech response is converted to text and this is deciphered
by the crowd system. The agents can provide information about the location of an item. In
case the agent has the information about the shop, they direct the user by speech and by
deictic gestures (pointing with their arms and hands) (e.g., go to that shop to get that). On
the contrary, if the shop is far from the current position where the dialogue is occurring, the
pedestrian will only provide hints about the location of the shop (e.g., go in this direction). The
agents’ voices included emotional expressions. The audio responses were meticulously designed
based on the literature on emotional voice prosody [13, 82]. Audio clips were pre-recorded and
are used in the simulation during simulated dialogue.
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During simulated social interaction between a user and a pedestrian, the agents that are
not included in the conversation avoid the space where this interaction is occurring. Finally, the
social interaction ends when users’ verbally say goodbye or just leave the agent. In this case, agents
proceed to continue to their destination.

8.1.4

User-vendor Interaction
Users can interact with the agents that portray shop owners by physically approaching and

engage in conversation through natural language. The vendor will respond to the user in a similar
mechanism than they do it with the pedestrians. By default, the items are hidden on the table but
in the case of users asks for a particular item and the shop possess the item, it will appear on the
counter and the shop owner will point it with their arms and hands followed by a verbal confirmation
that possesses the item. Next, users can grab the item and put it in a digital bag that will suddenly
appear. A confirmation sound will play upon successfully saving the object to the bag.

8.1.5

The Dialogue Interface
To guide the user in completing successfully the task of collecting the ten items and convers-

ing properly with the agents a graphical user interface (GUI) was created. This GUI displays the
items collected and the ones that are missing and the words needed for engaging in social dialogue
(Figure 8.5). Also displays the recognized text (by speech-to-text software). This GUI was carefully
designed following guides from the eye-tracking literature [106]. The GUI is only displayed during
simulated dialogue routines. This was carefully planned to avoid eliciting unwanted visual attention
to the GUI than to the crowd simulation.

8.1.6

Virtual Humans Behaviors
The virtual humans produced behaviors based on the interpersonal communication of emo-

tion on humans and the verbal and non-verbal communication literature [97]. These expressions
included emotional facial expressions, gaze actions, arm and body postures, and voice emotional
intonation. These expressions will vary based on the emotional group they are portraying. The
different groups are namely, positive, negative, or neutral. The facial expressions were modeled
using the FACS coding manual[31]. Moreover, for the body postures and emotional locomotion, the
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literature on this specific arena was utilized [91, 98, 114] and consulted the circumplex model of
affect that is initially proposed by Russell et al. [87].
Emotional voice prosody. The voices of the virtual humans were pre-recorded by real
humans. These voices were art directed to express realistic positive, negative, or neutral emotions.
An expert in Human Interpersonal Communications commanded them [82, 13]. The voice attributes
were controlled by modifying the voice pitch, vocal range, and speed rate based on the emotion
needed to be portrayed.
Hand pointing. The building of the shoulder joint is a synovial ball and socket joint. To
agents’ hand points to a location q, and the agent will view to the location q, i.e., (q − p) · k > 0,
where k is the facing region. Then set q − ph and ph − ps in (almost) parallel, where ph is the hand
area, and ps is the shoulder joint position. To achieve this purpose, inverse kinematics was used for
achieving a natural hand motion.
Eye gaze modeling. During social and cognitive conversations, eye gaze is a very important tool. In this experiment, the gaze behaviors are modeled upon literature [78]. Gaze shifts
involve eye and head and upper body motions. The ocular motor range was used. This model
restricts how far the eyes can rotate in their sockets and the vestibulo-ocular reflex stabilizes the
line of sight in space. This is accomplished by moving the eyes against the head [38].

8.2

Experiment Procedure

8.2.1

Research Hypotheses and Expected Outcomes
This study presented two hypotheses:

1. H1: Users will report a similar emotional affection to the condition they experience due to
emotional contagion effect.
2. H2:

Users in the positive condition will interact more frequently than users in the negative

condition.
H1: This hypothesis is conceived upon literature reported that emotional contagion effect
existed during human-virtual human interaction [103, 113, 106].
H2: This hypothesis is supported by the research that implies that communicating with
a happy person is attractive while it is disagreeable to cooperate with a troubled individual [58].
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Therefore, it is believed that users will be more motivated to be involved in communications with
positive agents.

8.2.2

Study Design
This study included four between-subject crowds of virtual humans expressing different

emotional disposition. These conditions were Positive, Negative, Neutral, and Mixed. The agents in
the positive virtual crowds expressed positive emotions through their verbal and non-verbal expressions while the negative crowds expressed negative verbal and non-verbal behaviors. The Positive
crowds engaged in conversational routines by greeting them with a hello and asked them “how are
you” and also said good bye after the dialogue ended. On the opposite, the Negative condition
directly provided information on how to get the items without showing interest in engaging in the
conversation. Furthermore, the agents in the Neutral condition expressed no emotion but neutral
facial expressions. Also, it was included a Mix condition that was composed of positive, negative,
and neutral agents.
The Positive agents showed facial happy facial expressions [30], positive body postures [91]
and their animations conveyed positive energy [114]. The same literature was used to create the
behaviors of the Negative agents’ conditions but instead of replicating positive expressions, it was
used for creating the negative valenced behaviors. For example, the agents in the positive crowds
performed greater amplitude movements, they moved faster, presented a straight body posture, their
head was raised, and they produced joint-gaze with the user during the simulated dialogue routines.
On the opposite, the Negative virtual humans showed little amplitude in their movements, their
body posture was bent, their head was lowered, and their walking speed was slow. These behaviors
conveyed depression. Finally, the virtual agents’ voices followed the emotional prosody guidelines
[13].

8.2.3

Participants
A total of 60 participants participated in this study (Positive = 15, Negative = 15, Neutral

= 15, and Mixed = 15; males=46, females=14, age Mean=25.4) from the university campus. None
of the participants in this study reported any discomfort during or after the experiment concluded.
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8.2.4

Methodology
First, participants signed the informed consent, then users wore an Empatica E4 electroder-

mal activity sensor and completed surveys regarding their background and emotional disposition.
Next, the participants started an acclimation phase (see 8.2.5). The acclimation phase was for
training the users about the tools and procedures needed for the main study. For the main study,
participants were tasked to collect a total of 10 items found in a typical market by asking questions
to pedestrians. After collecting the 10 total items, users filled the Differential emotional survey and
filled a self-report. Next, they were thanked and the experiment ended.

8.2.5

Acclimation Phase
The acclimation phase was carried out in a different virtual environment than the one used

for the main experiment. The goal was to collect a package, talk to agents and save the package in
a digital bag. During acclimation the user performed the following actions:
1. Navigating: learned how to use the VIVE controllers to move in the virtual environment.
2. Chatting with virtual humans: approach a virtual human and engage in simulated dialogue.
3. Grabbing an item: collect an item and save it in the digital bag.
Upon successful completion of these three actions, the main experiment could start.

8.2.6

Measures
The independent variables consisted of the different emotional groups of crowds namely,

Positive, Negative, Neutral, and Mixed. The dependent variables included Electrodermal activity,
emotional reaction, and measures computed during simulation time.

8.2.7

Quantitative Measures
Electrodermal activity (EDA) happens due to the variety of the electrical attributes of the

skin when sweating is triggered [9]. These changes imply activity in the sympathetic branch of
the autonomous nervous system. EDA can be estimated as a result of eccrine sweat gland action
[101]. This action is linked with affect [22]. This implies that states of stress, or high physical
arousal can increase the sympathetic tone and vary the frequency of the EDA levels. The users’
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Skin Conductance Levels (SCL) were averaged every two minutes and normalized it considering for
between-subjects variance and baseline fluctuations using the formula below:

V alue =

SCL − M IN (SCL)
M AX(SCL) − M IN (SCL)

(8.1)

Several variables to measure the users’ behavioral impact during interaction with the different emotional crowds’ conditions were computed. These variables are the Interaction time with
Pedestrians, Ratio of Interaction Time, Proportion of time interacting with pedestrians, interaction
counts with pedestrians, Average head bias in polar angle with pedestrians and vendors, and verbal
count greetings during dialogue. The participants’ emotional disposition was measured after the
interaction with the agents through the Differential Emotions Scale (DES). This survey includes 30
items (0 = being Never, 7 =being Extreme) [102, 50]. After post processing these items are grouped
into 10 categories namely, interest, enjoyment, surprise, sadness, anger, contempt, fear, guilt, shame,
and shyness.

8.2.8

Qualitative Measures
Open-ended discussion questions were presented at the end of the experiment for assessing

the users’ personal opinions and overall experience in the simulation. Some of these questions were:
“What do you remember the most from overall experience?”, “Did you feel very excited and willing
to interact with the Virtual Humans?.”

8.3

Results
First, it was ensured that the scores were normally distributed by analyzing their Z score

values. Then, it was compared differences between groups using ANOVA analysis. In case of
significant differences between groups, it was conducted a Tukey-HSD post-hoc analysis.

8.3.1

Electrodermal Activity (EDA)
A One-Way Anova analysis was conducted between the different conditions of emotional

virtual humans crowd and the EDA dependant variable. The analysis showed a statistically significant difference between groups on their EDA amounts (F(3,378) = 6.72, p <0.001). A Tukey Post
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Hoc test showed that the users in the Positive group obtained higher EDA (M=0.59, SD=0.25) than
those in the Negative group (M=0.44, SD=0.21), in the Neutral condition (M=0.48, SD=0.25), and
the Mixed condition (M=0.48, SD=0.22). Figure 8.6 represents the EDA values from the different
groups.

Figure 8.6: Image showing the electrodermal activity scores.

8.3.2

Interaction Time with Pedestrians
This variable was computed by adding the total interaction time between the participants

and the pedestrians (Figure 8.7). The one-way ANOVA showed a statistically significant contrast
among groups on the interaction time with agents (F(3,56) = 5.127, p = 0.003). A Tukey Post Hoc
analysis exhibited that the users in the Positive group cooperated longer time with agents (M=314.18
secs, SD=78.5 secs) than those in the Negative (M=228.5 secs, SD=68.63 secs). Furthermore, the
Neutral group showed a longer time interacting with the pedestrians than those in the Negative
condition (M=290.64 secs, SD=48.96 secs).
This variable represents the ratio of the total interaction time between the users and the
pedestrians to the total interaction time between the users and the vendors (Figure 8.8). The
analysis showed a statistically significant difference among groups (F(3,56) = 4.02, p = 0.012). A
Tukey Post Hoc inspection exposed that the participants in the Positive group scored higher ratio
of interaction time (M=2.26, SD=0.83) than the Negative group (M=1.27, SD=3.77).
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Figure 8.7: Interaction times graph

8.3.3

Proportion of Time Interacting with Pedestrians
This variable is the total interaction time between the users and the pedestrian divided

by the total time spent in the simulation (Figure 8.9). The one-way ANOVA analysis exposed a
statistically significant difference among groups (F(3,56) = 6.58, p = 0.001). A Tukey Post Hoc test
showed that the Positive group scored higher proportion of time interacting with the pedestrians
(M=37.28, SD=5.09) than the Negative group(M=29.77, SD=5.62). Moreover, the Neutral group
(M=36.01, SD=4.07) scored higher time interacting with the pedestrians than those in the Negative
group.

8.3.4

Interaction Counts with Pedestrians
This variable is the total number of interactions between the user and the pedestrians

(Figure 8.10). The one-way ANOVA analysis showed a statistically significant difference among
groups on the interaction counts with pedestrians (F(3,56) = 5.27, p = 0.003). A Tukey Post Hoc
test unveiled that the Positive group interacted more times with the pedestrians (M=34.8, SD=6.86)
than users in the Negative (M=25.4, SD=8.94).
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Figure 8.8: Image showing the ratio of interaction time scores

8.3.5

Average Head Bias in Polar Angle with Pedestrians
This variable is the users’ head bias in the polar angle during interaction with the pedestri-

ans. The polar angle (or inclination angle) is defined in the local spherical coordinate system at the
users’ head-mounted display. The polar angle is recorded when a user interacts with an agent (i.e.,
pedestrian or vendor). When the polar angle is zero, it implies that the user looks at the agent. The
user raises up and lowers his head in negative and positive polar angles, respectively. Hence, the
variable showed objectively the users’ visual attention during a conversation with pedestrians. The
one-way ANOVA revealed a statistically significant difference between groups on the average head
bias with the pedestrians (F(3,56) = 5.33, p = 0.003), as shown in Figure 8.11. A Tukey Post Hoc
test revealed that the participants in the Positive group scored lower head bias with the pedestrians
(M=-12.9, SD=21.36) than those in the Negative condition (M=13.72, SD=27.15) and in the Mixed
condition (M=-23.94, SD=28.73.)

8.3.6

Average Head Bias in Polar Angle with Vendors
This variable represents the users’ head rotation in the polar angle during interaction with

the vendors. This variable revealed the users’ visual attention during simulated conversation routines
with the vendor virtual humans. The one-way ANOVA analysis revealed a statistically significant
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Figure 8.9: Image showing the proportion of time interacting with pedestrians scores
difference among emotional conditions on the average head bias with the vendors (F(3,56) = 4, p =
0.012), as shown in Figure 8.12. A Tukey Post Hoc test showed that the Positive group scored lower
head bias with the vendors (M=7.22, SD=15.25) than the Mixed condition (M=32.29, SD=22.95).

8.3.7

Count greetings
This variable is the total count of greeting words that the users say during the task, such as

“Hello” or “Hi”. The one-way ANOVA exhibited a statistically significant difference among groups
on the interaction time with pedestrians (F(3,56) = 3.22, p = 0.029), as shown in Figure 8.13. A
Tukey Post Hoc test showed that the users in the Positive group scored higher counts (M=55.47,
SD=13.72) than those in the Negative group (M=44.27, SD=11.06).

8.3.8

Differential Emotional Survey
To examine the participants’ emotional reactions after interaction with the virtual humans,

their impressions were collected through the Differential Emotions Survey (DES). A Kruskal-Wallis
H-test showed that there was a statistically significant difference in the Distress-Anguish category
χ̃2 (3) = 8.16, p = 0.043. Users in the negative group (M=2.91, SD=1.61) scored significantly higher
than users in the neutral (M=1.74, SD=1.25) and mix (M=1.84, SD=1.03) groups(see Figure 8.14).
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Figure 8.10: Interaction counts with pedestrians

8.3.9

Qualitative results
After the experiment ended participants reported their overall impressions about their im-

pressions and insights of the experience. To the question “What do you remember the most from the
overall experience?”, users in the Positive condition stated that “It was interesting how talking to
virtual humans can feel reel”. On the contrary, a participant in the negative condition stated that
he remembered the “How sad the virtual humans sounded and looked (They had their heads down
and looked mad)”. Moreover, a user from the neutral group declared that the main concern was the
“long time for finding things”. Finally, a user in the mixed condition said that “That some patrons
and shop owners gave facial expressions of happy, neutral, or sad.”
Additionally, it was also asked the participants “Did you feel very excited and willing to interact with the Virtual Humans?” A participant in the Positive group stated that “he was interested
in completing the task but also I wanted to see how the humans reacted when I asked stuff ”. On the
contrary, a user in the Negative condition declared that he did not feel eager to interact with the
virtual humans since the“people seemed sad / mad”. Next, a user in the neutral group answered
that “I felt socially present with other intelligence. I was not lonely in VR anymore.”. Finally, a
participant from the Mixed group stated that “I feel that they did not want to talk to anybody so
I tried not to bother them”

91

Figure 8.11: Image showing the average head bias of participants in polar angle with pedestrians
(degrees) scores.

8.4

Discussion
In response to the hypothesis: Users will report a similar emotional affection to the condition

they experience due to emotional contagion effect, this hypothesis can only be partially supported.
The DES scores only reported a significant effect in one dimension of the total ten. These results
imply that users were not deeply emotionally affected after the interaction with the emotional virtual
agents. The DES results show significant differences between the negative group and the Neutral and
Mix conditions only in the Distress/Anguish dimension. Additionally, the analysis on the EDA scores
revealed the users in the Positive condition were aroused significantly more than the participants
in the Negative, Neutral, and Mix conditions. Considering the emotion related variables (EDA and
DES), it is possible to claim that the emotional contagion effect was elicited but it was very mild.
Hence, H1 can only be supported partially.
For the hypothesis Users in the positive condition will interact more frequently than users in
the negative condition, our findings support this hypothesis. The results from the ratio of interaction
time, pedestrian interaction time, the proportion of interaction time-pedestrians, and the total
number of pedestrian interactions confirm this hypothesis. These results are converging with the
qualitative reports since most of the participants in the Positive condition were enthusiastic and
compliant to interact with the virtual humans.
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Figure 8.12: Average head bias of users in polar angle with vendors (degrees).
Additionally, considering the variables linked to the users’ visual attentional behavior (Polar
angles with pedestrians and vendors), participants gazed at the faces of the pedestrians with positive
facial expressions and witnessed how the pedestrians behaved in the Positive condition. On the
contrary, participants tended to avoid looking directly at the negative virtual humans. This objective
data is concurrent with a report of a participant in the negative group that stated that “A participant
reported that it was not interesting to look at the pedestrians with negative facial expressions.”
Additionally, the data analysis of the users in the mix condition showed that they were not interested
in gazing at the facial expressions of the virtual pedestrians. Moreover, during the cooperation with
the vendor agents, participants started earlier to look at the tables to find out the acquired items
in the Neutral, Negative, and Mixed conditions, compared to those in the Positive condition. The
users in the positive group spent more time gazing at the agent.

8.5

Conclusion
It was empirically evaluated the impact that a crowd of emotional virtual humans affected

users’ emotions. To the best of my knowledge, most of the existing literature focused on understanding and exploring emotional contagion follows a dyadic setup configuration. This setup includes a
user presented to a single virtual human animated or static. In this study, it was analyzed the users’
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Figure 8.13: Greeting scores
emotional reaction and overall behavior with a crowd of virtual humans showing distinct and clearly
defined emotional dispositions
Results in this study showed that the Positive group showed a higher objective emotional
reaction on their EDA scores while the Negative emotional crowds evoked higher subjective emotional
reactions in the Distress/Anguish. However, metrics collected during the experiment showed that
positive virtual humans elicited higher interest in interacting than the rest of the conditions. This
conclusion is confirmed by real-world communication literature that states that people tend to be
more interested in engaging in social interactions with humans that possess positive verbal and nonverbal behaviors [7]. A feasibility explanation is that the users in this condition could understand
the verbal and non-verbal behaviors of the virtual human characters easily. This motivated them to
approach the positive human characters and evade the negative characters. However, the effect was
not strong enough to impact the users’ emotions greatly. The results from this study are useful to
the research community and to developers interested in creating simulated crowd situations.

8.6

Limitations and Next Steps
A limitation of this study was the appearance of the virtual agents and their facial expression

animations. Even though these variables were controlled they can be improved and elicit a higher
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Figure 8.14: Image showing the scores of differential emotions survey
fidelity emotional expression result. The rendering characteristic of the virtual agents might have
evoked an uncanny valley like or repugnant reaction [71]. This might have repressed users emotions
as has been reported in previous studies [103]. Additionally, the gaze analysis was collected and
computed did not use an eye-tracker but it was used the average position of the HMD and viewing
direction. Also, the conversational behaviors of the virtual agents were limited since it was a prerecorded audio. Hence, this could have had detriment the users’ novelty and interest in interacting
with them.
In our next evaluation, it will be examined the extent that the familiarity of the language
used in the simulate social dialogue with the virtual humans impacted the users’ emotional contagion
9. This variable is not deeply investigated in crowds scenarios and it is a critical variable. The results
from this study can add important information to the emotional contagion literature.
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Chapter 9

Effects of Language Familiarity in
Simulated Natural Dialogue with a
Virtual Crowd of Digital Humans
on Emotion Contagion in Virtual
Reality
1

In this investigation, it was examined the extent that the emotional contagion effect

was mediated by the language familiarity users communicated with virtual humans as part of a
crowd simulation. This study included four conditions of crowds that expressed distinct emotional
dispositions namely, Positive (POS), Negative (NEG), Neutral (NEU), and Mixed (MIX). Moreover,
this study included three conditions of language familiarity: one condition in the USA and two
conditions in Taiwan. Users in the USA communicated with the digital agents in English while the
other two groups in Taiwan interacted with the agents using a foreign (English) language or their
native (Mandarin) language.
1 Volonte, Wang, C.C., Ebrahimi, E., M., Hsu, Y. C., Liu, K. Y., Wong, S. K., Babu, S. V. (2021). Effects of
Language Familiarity in Simulated Natural Dialogue with a Virtual Crowd of Digital Humans on Emotion Contagion
in Virtual Reality. IEEE.
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The results from the current evaluation add valuable information regarding the effects of
emotional contagion caused during interaction with virtual humans. The emotional impact that
users suffered upon interacting with the virtual agents part of a crowd simulation using a familiar
or unfamiliar language has not been deeply investigated yet.

9.1

System Design and Architecture
The experiments were conducted using an HTC Vive Pro Head-Mounted Displays in a

Windows workstation that possessed an Intel (R) Core (TM) Processors and an NVIDIA GeForce
RTX Graphics card and 32 GB of memory RAM.

9.1.1

Virtual Market Simulation
The immersive virtual reality environment consisted of a market that included a street in

the center surrounded by shops. Users can travel around the market freely, approach shop and
pedestrians, and engage in simulated conversational routines. During conversations, a graphical
user interface is displayed on the screen for providing word hints on how to communicate with the
digital agents, the status of the items the user needs to collect as part of the experiment task, and
feedback about the speech recognized by the text-to-speech method. Figure 9.1 shows the English
version graphical user interface.
The user can approach a digital character and engage in conversation. This routine occurs
if the agent and the user are within the social distance range as defined by the proxemics literature
[111, 41]. For further description of the virtual market simulator please refer to section 3.1.3.

9.1.2

Behaviors of agents
The agents have the capability of expressing emotional reactions. The non-verbal behaviors

will change according to the condition of the emotional crowd group. The emotional groups are,
Positive, Negative, Neutral, and Mix. The verbal and non-verbal behaviors used to convey positive, negative, or neutral emotional states included facial expressions[30], body postures[91], gaze
behavior[3], the speed of the response, intensity, voice pitch, vocal range, and speech rate [82, 13],
head pose [8], hand motion, and hand pointing.
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Figure 9.1: The English interface. A panel shows the recognized words (top), task items (left), and
the word tips (right). The Mandarin interface shows them in Chinese characters.
The facial expressions followed rigorously the existing literature such as the Facial Action
Coding System (FACS) that defines specific facial action units that can be adopted to construct a
facial expression [30]. The agents’ eye gaze modeling, eyeballs, head pose, and body postures are
coordinated [78]. Depending on the condition, the agents engage in joint-gaze or diverge their visual
attention during the conversational phase [1, 109]. Finally, the hand and arm pointing behavior is
achieved by operating the inverse kinematic system of the agent from the shoulder joint position
towards a point of interest. For further information about the virtual crowd behavior modeling visit
[62].

9.1.3

Interaction with Pedestrians and Vendors
The speech interaction was designed very simple to have a straightforward conversation.

Users can ask the locations of items, their speech is converted to text and is interpreted by the
system to trigger the agents’ responses. Then, the agents will respond, for example, Walk straight
and the shop is on your left hand, Go in this direction, and I don’t know where it is. Users’ voice
input converted to text is categorized into different categories or domains for better organization.
In all, users and agents can have conversations in different domains namely, greetings, appreciation,
leave-taking)
A pilot study (3 participants) was conducted revealing that participants when their speech
98

was not successfully recognized they felt frustrated. The solution was to provide feedback on the
graphical user interface so users can understand the words that are not easily recognized by the
system and adjust their utterances. Additionally, items that caused fewer errors recognition were
selected.
Users can engage in conversational routines by greeting a virtual human only if they are
within the social interaction distance defined by the proxemics literature [41]. The pedestrian agents
will respond to the users about the location of an item and show them the location of the shops
that sell that item or provide hints on where the shop could be located. Then, users can thank
the agent and leave the conversation. The vendors (shop owners) do not provide hints about the
location of the items and only provide information about the items that they sell. If they possess
an item that the agent is searching for, vendors will answer positively and the user will pick up the
object and save it. In case the vendors do not have the item, they will answer that they do not have
that particular item.

9.1.4

Pilot study on evaluation of VHs
A pilot study was conducted for evaluating the users’ impressions about the emotional

behaviors of virtual humans. The pilot study consisted of participants visualizing the behaviors
of the virtual humans namely including walking styles, facial expressions, and body postures with
different emotional valence. Then, they categorized the emotional valence [53]. A questionnaire
including a Five-point Likert scale (very negative, negative, neutral, positive, very positive). A total
of 22 participants (Male=18, Female=4, Age Mean=23) rated 67 video clips in random order. The
results showed that the participants’ classification accuracy of VH’s emotional valence was 80% or
higher.

9.2

Research Hypotheses and Expected Outcomes
This study included a question and two different hypothesis based on the existing missing

information in the literature:
To what extent does the native vs. foreign language mediates the impact on the users’
emotions when interacting with a crowd of emotional virtual humans?
follows.
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Two hypotheses are as

1. H1: Language familiarity will elicit stronger emotion contagion effects on users.
2. H2: Users in the Positive condition and Negative condition will report stronger positive and
negative emotionally responses, respectively.
The research question is built upon the existing literature that states that emotional transmission is more powerful when users are exposed to a stimulus presented in the users’ native vs. a
foreign second language [15].
Our contribution relies upon the lack of deep information regarding emotional contagion
in crowd scenarios that involve tasks. H1 is based on the literature that pronounces that the
emotional contagion influence is more energetic when users are exposed to stimulus in their native
language[56, 20]. H2 is based on the emotion contagion theory that states that emotion can be
transferred between person [45].

9.3
9.3.1

Experiment Methodology
Study Design
This study presented a 3x4 between-subjects design. The 3 language familiarity conditions

(English Native, English Foreign, Mandarin Native) and 4 emotional virtual humans crowds (Positive, Negative, Neutral, and Mix). The mix condition is composed of agents from the positive,
negative, and neutral emotional agents.
Figure 9.2 Display the study design. This study presented three language familiarities

Figure 9.2: Graph showing the experiment design.
defined by the language that the user and the agent used for conversion. The language familiarity
groups were the USA in English (UEN), Taiwan in English (TEN), and Taiwan in Mandarin (TMA).
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In the UEN condition, the experiment was conducted in the US and participants possessed skilled
experience with English. The condition TEN was conducted in Taiwan and the participants spoke
in English since it was their second language. And lastly, the condition TMA was also conducted in
Taiwan but Mandarin since it was the participants’ native familiar language.
Next, the four emotional crowd conditions were Positive, Negative, Neutral, and Mixed. In
these emotional groups, the virtual humans showed opposite emotional valences verbal and nonverbal expressions, including body postures, arm and hand gestures, eye-gaze behavior, and voice
emotional prosody (Table 9.1). The behaviors expressed in the positive and negative emotional
groups, the Facial Action Coding System manual (FACS) was used [30] and for generating the body
postures emotional expressions, the literature that classified analyzed positive and negative body
position expressions was used[91, 114].
The Positive crowd (POS) represented positive valenced emotional verbal and non-verbal
behaviors and showed interest and excitement to engage in simulated dialogue routines with the users.
On the opposite, the Negative crowd of virtual humans (NEG) produced sad and unhappy non-verbal
behaviors, and acted apathetically and uninterested in speaking with the users. Additionally, VHs
in the Neutral condition (NEU) expressed no emotional disposition and the Mix condition included
VHs from the positive, negative, and neutral groups.
Table 9.1: The verbal and non-verbal behaviors included in the different emotion conditions. The
mixed group consists of positive, negative, and neutral emotional VHs.

It is important to point out that the conversational routines were simple and tasked oriented
to minimize speech recognition errors. These conversational methods included words like “Hello”,
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“Where can I find {Item}”, “Thank you.” Also, the dialogue interface displayed word hints only
when users discussed with the agents.
Finally, virtual agents’ behaviors were carefully crafted following the interpersonal communications research and were overseen by an interpersonal communication specialist who reviewed and
approved the facial expressions, body postures, voice emotional intonation, and overall behaviors
of all the emotional conditions of the virtual human crowd. Moreover, the English and Mandarin
voices expressed by the VHs were art directed and recorded from real humans. Also, the behaviors
presented in the current manuscript were validated in a previous peer-reviewed manuscript. For
further details please refer to [105].
Finally, there is strong evidence that the behaviors portrayed by the virtual humans are
recognized universally across cultures [32, 77, 107, 89].

9.3.2

Procedure
After consent was obtained the research representative explained the experiment to the

participants and the participants filled a demographics survey. Next, the “Acclimation phase”
started. This phase involved exposing the user to a different scenario than the one used in the main
experiment for learning how to use the controls, interact with agents and pick up objects and save
them in a digital bag. After participants declared that they were ready to begin the experiment. The
main experiment phase involved the users being immersed in a virtual environment market. In this
scenario, users have tasked to collect a total of 10 items that are commonly found in markets (fruits
and vegetables.) To successfully collect the items, users asked directions to the crowd virtual agents
through natural language speech about the location of the items. During this simulated routine,
a graphical user interface (Figure. 9.1) was displayed for showing the items collected, words hints
on what words to use to communicate with the agents, and their uttered speech to visualize the
functioning of the text-to-speech system. After users collected all the ten items, they completed the
Differential Emotional Survey (DES) survey and Social Presence questionnaires and were dismissed.
The experiment in USA and Taiwan followed a script with steps describing the procedures for
conducting the experiment. The script included information on how to receive, guide them, and
dismissed the participants during the experiment.
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9.3.3

Measures

9.3.3.1

Differential Emotions Survey (DES)
The users’ emotional reactions were collected through the DES survey. This questionnaire is

administered to measure the emotional state after some form of treatment. This survey inlcludes 30
items scored from 1 to 7 (0= being Never, 7=Extreme) and express how strongly users felt towards
a particular item [50]. The 30 items are collapsed into 10 categories namely, interest, enjoyment,
surprise, sadness, anger, contempt, fear, guilt, shame, and shyness. For additional information on
the DES inventory refer to [51].

9.3.3.2

Co-Presence
Moreover, Co-presence was measured by the Internal Consistency and Reliability of the

Networked Minds scale [44]. This survey measures the degree of initial awareness, allocated attention,
the capacity for both content and affective comprehension, and the capacity for both affective and
behavioral interdependence with an entity during an interaction. It was decided to include this
survey since it can be used to measure the sense of personal and common ground between the users
and virtual agents concerning the shared language used during conversation [18, 17].

9.3.4

Participants
The number of participants needed for this study was computed for for obtaining a medium

to high effect size of 0.32; and set (1 − β) = 0.08 and alpha = 0.05. Considering that our study
included a total of 12 independent groups which are 4 Crowd groups (Positive, Negative, Neutral,
and Mixed) X 3 Regional Languages (UEN, TEN, and TMA) for obtaining a medium to high effect
size in G*power [36] based on Cohen’s Effect size convention [19] results showed that a that a total
of 180 participants (15 per condition) would be needed.
A total of 181 participants participated in this study. The participants stated that possessed the language proficiency needed for communicating successfully with the agents. The participant pool description included: UEN (POS=15, NEG=15, NEU=15, MIX=15; Male=46, Female=14, Age Mean=25.7), TEN (POS=15, NEG=15, NEU=15, MIX=16; Male=37, Female=24,
Age Mean=23.5), and TMA (POS=15, NEG=15, NEU=15, MIX=15; Male=30, Female=30, Age
Mean= 23.2). No participant reported any cybersickness sensation.
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9.4
9.4.1

Results
Analysis procedure
Non-parametric statistical analysis was conducted on the data for the questionnaires namely

DES and Social-Presence. A Kruskal-Wallis H test was used for comparing the multiple independent
variables (e.g., language groups and emotional groups). In the case of significant differences between
groups, a Mann-Whitney U test analysis for post-hoc pairwise comparisons between levels of the
independent variables was conducted.

9.4.2

Co-Presence
The Kruskall-Wallis H test revealed significant differences across multiple categories of this

questionnaire. However, it was decided to present only the co-presence variable due to space constraints. Table 9.2 displays the outcomes and Figure 9.3 shows the significant post-hoc variations
among language groups.
Table 9.2: Co-Presence significant differences in Emotion by Language conditions interaction.
Co-Presence
Positive

Negative

Neutral

Chi-Square

H(2)=6.25

H(2)=10.66

H(2)=6.08

p-Value

0.04

0.005

0.048

Mean/(SD)

UEN=4.06 (0.68)

UEN=4.04 (0.54)

UEN=3.99 (0.53)

TEN=4.09 (0.57)

TEN=3.30 (0.58)

TEN=3.46 (0.58)

TMA=3.59 (0.57)

TMA=3.47 (0.59)

TMA=3.61 (0.71)

Users in the Positive crowd condition in the UEN and TEN groups experienced a higher
sense of co-presence than users in the TMA group. However, the participants in the Negative crowd
condition of the UEN group experienced a higher feeling of co-presence than users in TEN and TMA
conditions. Finally, the Neutral crowd elicited significantly greater co-presence scores in the UEN
group over the TEN group.
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Figure 9.3: Co-presence differences - Language per emotion interaction differences. Denote * as p
< 0.05.

9.4.3

Differential Emotional Survey (DES)
At the end of the experiment, it was administered the DES questionnaire to measure the

users’ emotional disposition after interacting with the crowd of virtual agents. To fully disclose
the emotional contagion effect after interaction with the agents it was compared the score from
the different emotional crowds groups (POS, NEG, NEU, and MIX) across different conditions of
Language Regions (UEN, TEN, and TMA), and also it was compared the emotional impact within
each condition of languages.

9.4.3.1

Analysis of Emotion within Language Regions
TEN - Emotion. First, it was measured the different groups of emotional crowds, namely

Positive, Negative, Neutral and Mixed within the TEN condition on the 10 different DES categories.
The Kruskal-Wallis H test revealed significant difference in the Interest/Excitement, Enjoy/Joy,
Surprise/Startle, Distress/Anguish, Anger, and Fear/Terror emotions. Users in the Positive group
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scored significantly higher Interest/Excitement values than users in the Neutral and Mixed conditions. Also, the Positive group reported significantly greater Enjoy/Joy values than users in the
other three emotional groups namely, Negative, Neutral, and Mix. However, the participants in
the Mix group scored significantly higher Distress/Anguish values than users in the Positive and
Neutral conditions. Additionally, the users’ in the Negative condition reached significantly higher
Surprise/Startle and Fear/Terror values than the Negative and Neutral groups. Finally, the Negative group scored significantly higher Anger than the other three emotional conditions. Table 9.3
shows the statistics; and Figure 9.4 inlcude the Mann-Withney post-hoc significant differences.
UEN - Emotion. The UEN condition exhibited significant discrepancies between groups
for the Distress/Anguish dimension. Results showed that the Negative crowd reported significantly
higher scores than the Neutral and Mixed conditions. Table 9.4 shows the Chi-square, p values,
mean, and standard deviations values; and Figure 9.6 shows Mann-Withney post-hoc significant
comparisons.
TMA - Emotion. In the TMA condition, the analysis revealed significant differences
between groups in the Anger and Fear/Terror emotions. The Mix condition reported higher scores
in the Anger and Fear/Terror dimensions than Positive, Neutral and Negative, Neutral crowds,
respectively. Table 9.4 includes the statistics and Figure 9.6 displayes Mann-Withney post-hoc
significant comparisons.

9.4.3.2

Analysis of Emotion between Language Regions
It was compared using a Kruskal-Wallis H test how the users in the UEN, TEN, and TMA

were emotionally affected during interaction with the virtual human crowds. Table 9.5 describes the
Chi-square, p-values, mean, and standard deviations.
Analysis showed the Positive condition in the Interest/Excitement and Enjoy/Joy emotions
the participants in the TEN (Taiwan English) condition obtained significantly greater values than
the UEN and TMA conditions. Figure 9.4-A describes the Mann-Withney post-hoc significant
differences for the Positive condition.
Analysis results showed that in the Negative condition in the Distress/Anguish emotion the
participants in the TEN group scored significantly greater than the TMA condition. Additionally,
in the Fear/Terror the TEN group obtained significantly greater than the UEN and TMA groups.
Figure 9.4-B shows the Mann-Withney post-hoc significant differences in Distress/Anguish and
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Fear/Terror for the Negative crowd groups.
Analysis results showed that in the Neutral condition in the Distress/Anguish group the
TMA obtained significantly greater than the UEN and TEN conditions. Nevertheless, in the Anger
emotion the TEN group obtained significantly values than the UEN and TMA conditions. Figure 9.4C shows the Mann-Withney post-hoc significant differences in Distress/Anguish and Anger for the
Neutral conditions.
Analysis results showed that in the Mixed condition in the Distress/Anguish the UEN
groups obtained significantly weaker values than the TEN and TMA groups. In the Anger, and
the Fear/Terror emotions the TMA group scored significantly higher than the UEN and TEN
language groups. Figure 9.4-C displays the Mann-Withney post-hoc significant differences in the
Distress/Anguish, Anger, and Fear/Terror for the Mix groups.

Figure 9.4: Image showing the DES scores for virtual crowd groups across all the language conditions.
Analysis of the Co-Presence survey showed differences between the different language groups
( See Figure 9.3). Moreover, significant differences were revealed on the analysis of emotion among
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Table 9.3: TEN (Taiwan in English) Condition - DES. Significant variables, Chi-Square, p-Values,
Mean, Standard Deviations.
TEN - Emotions
Int./Exc.

Enj./Joy

Surp./Startle

Dist./Ang.

Anger

Fear/terror

Chi-Square

H(3)=8.11

H(3)=8.35

H(3)=8.68

H(3)=14.06

H(3)=8.15

H(3)=13

p Value

0.044

0.039

0.034

0.003

0.043

0.005

Mean/(SD)

POS=5.53 (0.76)

POS=5.75 (0.83)

POS=3.97 (0.93)

POS=1.86 (1.18)

POS=1.71 (0.89)

POS=1.6 (0.89)

NEG=4.75 (1.25)

NEG=4.81 (1.01)

NEG=3.39 (1.3)

NEG=3.35 (1.29)

NEG=2.91 (1.2)

NEG=3.18 (1.4)

NEU=4.51 (1.16)

NEU=4.97 (0.85)

NEU=3.28 (1.07)

NEU=2.15 (0.95)

NEU=2.68 (1.45)

NEU=1.95 (1.25)

MIX=4.66 (1.21)

MIX=4.95 (1.03)

MIX=4.31 (1.03)

MIX=2.82 (1.09)

MIX=2.48 (0.94)

MIX=2.26 (1.0)

Figure 9.5: Image shows the post-hoc significant differences between the emotional crowds within
the TEN group (Taiwan in English).
UEN, TEN and TMA language groups (Figures 9.4), and within conditions of the emotional crowds
(Figures 9.5 and 9.6).

9.5

Discussion and Limitations
Based on the results of the statistical analysis the research question and hypothesis can be

answered.
In response to Question 1: “To what extent does the native vs. foreign language mediates
the impact on the users’ emotions when interacting with a crowd of emotional virtual humans?.”
Results revealed that emotion was strongly mediated by the users’ language familiarity. The
analyses of the emotional crowds within groups revealed that language was a powerful emotional
contagion mediator (Figures 9.5 and 9.6). The language familiar crowds scores in the UEN (USA
in English) and TMA (Taiwan in Mandarin) were less emotionally affected by the non-verbal and
verbal behaviors of the emotional crowds than the participants of the less familiar language group,
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Figure 9.6: Image showing the post-hoc significant differences in the UEN and TMA language groups.
Left: UEN Distress/Anguish post-hoc significant effects. Right: TMA Anger and Fear/Terror posthoc significant effects.
TEN (Taiwan in English).
Examining the effects of the emotional crowd (POS, NEG, NEU, and MIX) more granularly
within each of the regional languages on each language condition (UEN, TEN, and TMA), results
show that a stronger emotional contagion effect was found on the TEN group over the UEN and
TMA. It is important to highlight that the in the TEN group users interacted in the less familiar
language and users interacted in a native familiar language in the UEN and TMA.
In response to H2: “Users in the Positive condition and Negative condition will report
stronger positive and negative emotional responses, respectively.”
The results showed that the positive condition exhibited significant strong positive emotions.
On the contrary, participants in the negative group did not show high negative emotional responses.
Nonetheless, a comparable outcome can be recognized in the Neutral and Mix groups. based on
these results it is not possible to confirm that emotional contagion happened.
The DES analysis showed that the UEN condition (USA in the English language) scored
a significant difference only in the Distress/Anguish dimension among the emotional groups (see
Figure 9.6). Additionally, the DES examination across the four emotional crowds in the TMA group
(Taiwan in Mandarin) showed a significant difference in the Fear and Terror construct (Figure 9.6).
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Table 9.4: UEN (USA in Enlgish) and TMA (Taiwan in Mandarin) Conditions - DES. Significant
variables, Chi-Square, p-Values, Mean, Standard Deviations.
UEN
Dist./Ang.

TMA
Anger

Fear/Terror

Chi-Square

H(3) = 8.16

H(3) = 8.34

H(3) = 12.02

p-Value

0.043

0.039

0.007

Mean/(SD)

POS=2.04 (1.33)

POS=2.13 (1.51)

POS=2.04 (1.46)

NEG=2.91 (1.61)

NEG=2.57 (1.8)

NEG=2.08 (0.96)

NEU=1.74 (1.25)

NEU=2.35 (0.96)

NEU=1.93 (1.26)

MIX=1.87 (1.03)

MIX=3.46 (1.41)

MIX=3.26 (1.2)

In all, the results in the TEN group scored high positive emotions and low negative affect
during interaction with the virtual agents across all the emotional groups. This effect evidences that
conversing in a foreign language appears to have increased the users’ emotions.
The results in the Co-presence questionnaire revealed that the users that communicated
with the agents in English presented a higher sense of co-presence in the Positive, Negative, and
Neutral conditions but not in the Mix group (Figure 9.3).
It was suspected that the participants conversing with the virtual humans using their native
language would exhibit a higher sense of co-presence scores since sharing the same language could
have elicited a stronger sense of commonality with the agents [17]. Nevertheless, this effect only
is observed in the group in which users are communicating in a foreign secondary language (TEN
group.) These results are exciting and deserve additional examination. Furthermore, the eastern
physical look of the virtual agents could have influenced the observed co-presence to the western
TEN and TMA users since it has been stated that physical appearance could affect the users socialpresence [74].
A limitation of this study is that the virtual humans possessed limited speech capabilities.
They could only recognize and expressed short and limited utterances. This could have had undermined the users’ interest and novelty in interacting with the virtual humans. Also, in this study,
variations based on the participants’ personality types were not accounted for. This should be filtered on future studies to categorize participants as extroverts and introverts. These personality
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Table 9.5: Emotion by Region Results - Kruskal Wallis Results
Emotions by Language
Positive
Int./Exc.

Enj./Joy

Chi-Square

H(2)=9.51

H(2)=6.05

p-Value

0.009

0.049

Mean/(SD)

UEN=4.37 (1.16)

UEN=4.82 (1.37)

TEN=5.53 (0.76)

TEN=5.75 (0.83)

TMA=4.57 (1.51)

TMA=5.08 (0.90)

Negative
Dist./Ang.

Fear/Terror

Chi-Square

H(2)=6.29

H(2)=6.38

p-Value

0.043

0.041

Mean/(SD)

UEN=2.91 (1.61)

UEN=2.15 (1.35)

TEN=3.35 (1.29)

TEN=3.18 (1.46)

TMA=2.13 (0.68)

TMA=2.08 (0.96)

Neutral
Dist./Ang.

Anger

Chi-Square

H(2)=6.1

H(2)=8.91

p-Value

0.047

0.012

Mean/(SD)

UEN=1.74 (1.25)

UEN=1.6 (1.5)

TEN=2.15 (0.95)

TEN=2.68 (1.45)

TMA=2.42 (1.11)

TMA=2.35 (0.96)

Dist./Ang.

Anger

Fear/Terror

Chi-Square

H(2)=9.4

H(2)=9.36

H(2)=9.66

p-Value

0.009

0.009

0.008

Mean/(SD)

UEN=1.87 (1.03)

UEN=2.02 (1.24)

UEN=2.0 (1.29)

TEN=2.82 (1.09)

TEN=2.48 (0.94)

TEN= 2.26 (1.0)

TMA=2.8 (0.8)

TMA=3.46 (1.41)

TMA=3.26 (1.2)

Mixed

attributes can affect effects such as social anxiety during interacting with the agents.

9.6

Conclusion
This study compared the extent that the users’ emotional reactions after interacting with

a crowd of emotional virtual humans. The different emotional groups (Positive, Negative, Neutral,
and Mix) in a native (English or Mandarin) or foreign (English) language.
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Examining the results from the DES survey that measured the users’ emotional reaction
from the TEN (Taiwan in English), UEN (USA in English), and TMA (Taiwan in Mandarin) over the
emotional groups (Positive, Negative, Neutral, and Mix), it can be stated that evidence of emotional
contagion based on the language familiarity used occurred. In the UEN and TMA conditions, where
users engaged in simulated dialogue with the virtual agents using their native familiar language,
results showed a very mild emotional contagion effect(see Figure 9.6). On the contrary, users from
Taiwan that interacted in English (TEN) which is an unfamiliar language they exhibited significantly
more powerful emotional reactions effects (see Figure 9.5.)
It has been reported in the literature that speaking in a second language can evoke an
unwanted effect called Foreign language anxiety, also known as Xenoglossophobia. This is the
sensation of unease, worry, nervousness, and anxiety felt in learning or using a second or foreign
language. The reactions may arise from any second language context that involves speaking, writing,
reading, or listening [48, 64]. Users in the TEN group could have had experienced a Language anxiety
effect. Despite the fact that the interactions with the virtual humans are simple and short, aspects
such as pronunciation could have had caused embarrassment to the participants and ultimately
impacting the users’ emotions.
Overall, the TEN condition showed stronger emotional reaction effects. In this condition,
participants spoke in a language that they were not fully familiarized with it since it was their second
language. These results are converging with the indication that when exposing a user to a language
that they are not fully familiarized anxiety effects could arise. Additionally, speaking in a second
language could extort more powerful visual attention for understanding better the message from the
other person. A study showed that visual attention and emotion are closely linked together so this
effect deserves further investigation [104].
A related study showed that during simulated conversations with affective agents, users’
visual attention is strongly related to emotional outcome [104]. Finally, there is strong evidence
that the verbal and non-verbal behaviors that the virtual humans expressed in our crowd simulation
are universally recognized. These behaviors were carefully controlled for eliminating confounding
factors. However, effects could have been affected also by the cultural background of the participants.
This study shows that language familiarity maximized the emotional contagion effect. Emotional reactions were significantly higher in the TEN group. This group was composed of users from
Taiwan that interacted in English with the virtual agents and employed a language that is not their
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native and familiar one. On the contrary, participants that communicated in their native and fully
familiar language UEN (English in USA) and TMA (Taiwan in Mandarin) were not emotionally
affected by the virtual humans strongly. Based on these results, it can be stated that it was the
language the stronger variable rather than the agent’s appearance or region culture, that performed
a more robust role as an emotional contagion mediator.
Designers can use the information provided in this study to develop virtual crowd simulations. They may consider controlling the language employed in interactive virtual agents and the
target audience since this variable have the potential to cause unwanted emotional reactions.
Future work will be focused on the effect of social influence on social conversations by
extending the language capabilities of virtual humans. Potentially it would be interesting to explore
the effects of small talk during the collection of the ten items in the virtual market. Finally, in future
studies, it will be analyzed the users’ personality attributes (extroverts and introverts) and compare
how emotional contagion is elicited in these two subgroups.
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Chapter 10

Discussion
This dissertation examined the users’ emotional reactions, overall behaviors, and how their
visual attention varied during interaction with virtual humans in dyadic and crowd situations.
I conducted four studies using the dyadic setting in an interactive simulator for training
medical personnel in recognizing signs and symptoms of deterioration in patients, named Rapid
Response Training System (RRTS). In this training simulator, the virtual patient’s negative affective behaviors significantly increase over time in response to the patient’s health deterioration (See
Section 3.1.1 for further information).
The first study named Effects of virtual human appearance fidelity on emotion contagion
in affective inter-personal simulations (See Chapter 4), was conducted in the RRTS. I compared
how realistic vs non-photorealistic rendering styles of a virtual patient affected users’ emotionally.
In this investigation, users interacted with three different conditions of a virtual human presented
realistically or non-realistically (See figure 4.1.) The analysis on the users’ objective electrodermal
activity scores unveiled that male and female participants obtained significantly different values when
interacting with the virtual patient (See figure 4.3.) There is uncertainty on the reasons for these
gender differences in the EDA results. The current literature does not present consistent evidence
of gender differences on EDA reactions [23]. Therefore, further examinations should be conducted.
Furthermore, analysis on performance metrics revealed gender differences as well. A study that
examined emotional reactions during exposure to highly sensitive stimuli found that females exhibit
higher arousal, and stronger avoidance motivation on disgust and horror emotions [25]. Perhaps,
Bob’s behaviors affected more females emotionally who focused on the task at hand and potentially
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avoiding the virtual patient’s increasing negative emotional distress. Furthermore, the subjective
results on the Differential Emotional Survey (DES) questionnaire, revealed interesting results as
well. This survey measures the users’ impact in ten different emotional constructs. These emotional dimensions are Interest(Int.)/Excitement(Exc.), Enjoyment (Enj.), Surprise, Sadness, Anger,
Contempt, Fear, Guilt, Shame, and Shyness. Overall, participants were emotionally affected over
time and across the different conditions of rendering style. Additionally, one of the most interesting
findings in these dimensions is that the Shyness (See Figure 4.13) and Guilt (See figure 4.11) scores
were higher in the realistic condition. This could be interpreted that the realistic agent exhibits
emotions connected to social constructs. A possible explanation is that users could have been able
to observe more details in the verbal and non-verbal facial expressions of the realistic virtual agent,
thus perceiving the realistic virtual patient to be more human than the non-realistic patient.
The next study titled Empirical Evaluation of Virtual Human Conversational and Affective
Animations on Visual Attention in Inter-Personal Simulations (See Chapter 5) measured how animation fidelity of a virtual patient affected the users’ visual attention. This study followed a logical
progression from our previous empirical evaluation on emotional contagion effects since evidence
suggests that visual attention and emotion are connected [81]. In this examination, I included three
between-subjects conditions of animations of the virtual patient included in the Rapid Response
Training System. These conditions were No Animation, Non Communicative (NCA), and a Communicative (CA) condition. In the NA condition, the virtual patient presented no animation and
only provided audio feedback. In the NCA condition, the virtual human presented life-like behaviors
(breathing, coughing, changes in body posture, etc.) but did not engage in conversation with the
user. Finally, in the CA condition, the virtual human patient presented conversational and speechrelated behaviors in addition to the distress life-like animations (See Table 5.1 for more details.). An
eye tracker was included for collecting and comparing the users’ visual attention across the different
animation conditions (See section 3.1.2). The analysis showed that users’ gaze scores towards the
virtual human that presented no animation but only audio feedback, were not significantly different
over the different time-steps of the simulation. Also, during simulated conversations, users’ gaze
scores reached their highest value in the NCA condition where the virtual patient did not engage
in direct conversational routines with the user (See figures 5.4 and 5.5). Furthermore, comparing
all the different areas of interest in the simulation during surveillance mode (virtual Human, Environment, Graphical User interface, and the Tools), the users’ gaze scores were significantly lower
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towards the virtual human in the last time-step (when the virtual agent presents the highest level
of emotional distress). In turn, gaze scores towards the conversation GUI are highest in this last
time-step 5.3. These results imply that in the critical time-step when the virtual agent is presenting
the highest emotional stress behaviors, users focused their visual attention on the task rather than
the behaviors of the virtual patient. This behavior categorized as “Tunnel Vision” has been reported
in the medical field. Medical practitioners during highly stressful events, tend to focus primarily on
the task at hand rather than the social, face-to-face interactions [68].
The next examination using the RRTS was named Empirical Evaluation of the Interplay
of Emotion and Visual Attention in Human-Virtual Human Interaction (See Chapter 6). In this
study, I compared the interplay between the users’ emotional reactions and their visual attention
when interacting with realistic or non-realistic rendering styles of the virtual patient (See Figure
6.4.) The users’ emotional reactions were collected by the Differential Emotional Survey 9.3.3.1 and
their visual attention was gathered by an eye tracker 3.1.2. Then, we analyzed emotional reactions
and visual attention data to establish the relationship between the triad of variables of rendering
style, emotion, and visual attention. Results from this study showed that attention was a more
powerful variable than emotion during the experiment 6.3. Furthermore, the users’ emotions were
not strongly affected by the users’ visual attention in the last two time-steps. A possible explanation
of the weak relationship between visual attention and emotion in the latter time-steps is that users
utilized their gaze as a tool to suppress their emotional responses. It has been reported in research
that the human gaze can serve as a tool to diminish emotional responses [108, 96]. Users looked-away
from the unappealing stimulus to suppress unappealing experiences. This effect is concurrent with
the previous evaluations presented in this dissertation in which the emotional response in the latter
time-steps of the RRTS simulation showed decreased emotional reactions from the user.
The next study Effects of a Virtual Human Appearance Fidelity Continuum on Visual Attention in Virtual Reality (See Chapter 7) also used the RRTS. This examination compared how
different rendering styles of a simulation that included a virtual human, altered users visual attention. A total of five samples ranging from the non-realistic to the realistic continuum were included
in this study. The samples were a Low Fidelity All Pencil Shaded (APS), Low to Mid Fidelity
Pencil Shaded on the virtual patient only (PS), Mid Fidelity All Cartoon Shaded (ACT), Mid to
High Fidelity Cartoon Shaded on the virtual patient only (CT), and High Fidelity Human-Like (HL)
(See figure 7.1). In this experiment, I gathered the user’s visual attention through a non-invasive
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eye tracker (see Section 3.1.2) and compared scores across the different rendering conditions. The
analysis showed that users that interacted with the low-fidelity conditions APS (All pencil Shaded)
and All-Cartoon Shaded (ACT) groups exhibited higher total time gaze scores in the simulation
gazing at all the objects in the scene (See figure7.4). However, the proportion of time that users
gaze towards the Virtual Human in the conditions with medium to high fidelity (Cartoon, Pencilshader, and Human-Like), were significantly higher (See figure 7.5) than the low-fidelity conditions
(APS and ACT). Additionally, the performance metrics revealed a similar pattern. Users asked
significantly more questions and used the instrument significantly more in the mid to high fidelity
conditions (PS, CT, and HL) than the low fidelity rendering styles (APS and ACT)(See Figure 7.8).
Finally, the number of glances and quick looks towards the virtual human during conversational
simulated dialogue showed that users scored higher values in the Human-like condition (See figure
7.7.) These results are concurrent with studies found in the rendering style literature that suggested
that figure and background segregation can occur if objects are rendered differently. This effect was
reported by Halper et al., [43] stating the users could perceive objects with different rendering styles
in the foreground to be more “active” than other objects. This phenomenon was not examined in
the context of interaction with virtual agents. In our simulation, the figure background segregation
effect between the virtual human and the simulation background on the Pencil-shader, Cartoon, and
Human-Like conditions seems to have caused the same effect as reported by Halper.
The next two experiments studied how a crowd of emotional virtual humans affected users’
emotions and their verbal and non-verbal behaviors. For these investigations, an immersive virtual reality simulation was utilized that include a multitude of virtual agents expressing opposite
emotional disposition (See section 3.1.3.)
In the Effects of Interacting with a Crowd of Emotional Virtual Humans on Users’ Affective
and Non-Verbal Behaviors study, I analyzed the users’ emotional reactions when interacting with
a crowd of virtual agents that showed distinct emotional disposition (See chapter 8.) Users asked
directions to agents through natural language to collect a total of ten items distributed across
a virtual reality market environment. This study presented four conditions of emotional crowds
of virtual agents namely Positive, Negative, Neutral. Also, a Mix group was created including
Positive, Negative, and Neutral emotional agents. The users’ emotional reactions were measured
through an objective electrodermal activity sensor device and with the Differential emotional survey
(See section 9.3.3.1). Also, I collected the users’ behavioral activity in the virtual reality simulation
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(total time of interaction with agents, the total number of interactions, etc.) Considering the results
from the EDA 8.6 and DES data (See Figure8.14), a mild emotional contagion effect was elicited.
However, the behavioral metrics (total time users interacted with the agents, proportion of time users
interacted with agents, the amount of time, or the greeting count words) showed that users were
interested in engaging in simulated dialogue with agents that produce positive verbal and non-verbal
behaviors. This effect has been reported in the literature and is known as “Non-verbal influence.”
This finding suggests that people are more interested and eager to engage with people that show
positive behaviors over negative verbal and non-verbal expressions [14].
Finally, I conducted a follow-up investigation using the virtual marketplace scenario. I
compared the emotional impact caused by a crowd of affective virtual humans that communicated
in the users’ native or foreign language. In this study I evaluated the users’ reactions to a crowd
of VHs that exhibited distinct emotions: Positive, Negative, Neutral, and a Mixed group. Users
collected items from a digital market and interacted with the VHs using natural speech. Three
language conditions included: one in the USA where participants interacted in English (UEN) and
two groups in Taiwan in a foreign (English - TEN) or a native (Mandarin- TMA). Findings revealed
that language familiarity enhanced users’ emotions. Results showed that language familiarity was a
strong moderator in eliciting emotional contagion effects. Users in Taiwan that interacted with the
agents in English (their foreign unfamiliar language), showed higher emotional contagion reactions.
On the contrary, users that interacted in their familiar English and Mandarin, exhibited very low
affective reactions. This type of reaction had been documented in the literature. People that engage
in learning or other tasks that involve reading, writing, or speaking in a second non-familiar language
could experience an unwanted effect named “Foreign Language Anxiety”[48, 64]. Considering that
the group that experienced stronger emotional reactions was the group in Taiwan that used their
non-familiar native language, this is a powerful indicator that participants could have experienced
“Social Language Anxiety”( See figure 9.5.) Furthermore, it is important to highlight that according
to the literature, the verbal and non-verbal behaviors of the virtual humans in this crowd system,
are universally recognized so cultural effects should have been minimal. An indication that cultural
effects did not play a powerful role in the emotional contagion effect was that the participants in
Taiwan that engaged in Mandarin, did not experience a high level of emotional contagion reaction
(See figure 9.6.)
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Chapter 11

Conclusions and Future Work
This work examines the effects evoked by different fidelities of rendering styles, animations,
and affective behaviors of virtual humans have on the users’ emotional reactions, their visual attention, and overall behavior. This dissertation contributes to the virtual human literature by providing
broad information on how users react when interacting with emotional virtual humans in dyadic and
crowd scenarios.
In the dyadic series of studies (See chapters 4, 5, 7, and 6), participants interacted with
a virtual human that portrays a patient in a medical simulator created for training nurses. In
this simulation, the patient medically deteriorates throughout four subsequent time-steps. His vital
condition declines across time showing incremental negative affective behavior through his body
postures, non-verbal behavior, appearance, and mood (See Chapter 3.1.1.)
In this dyadic setup I examined the extent that the appearance, the affective behavior,
and different fidelities of animation of a virtual agent affected users’ emotions and visual attention.
Overall, a virtual human with a realistic rendering style can elicit social-emotional constructs such
as Shyness (See Figure 4.13) and Guilt (See figure 4.11). Furthermore, near-realistic virtual human
appearance is important in simulated social dialogue interactions since it elicits higher visual attention (See Figure 7.7). Furthermore, presenting simulations that include virtual humans with a high
salience effect can evoke higher visual attentional and behavioral interest. The analysis revealed
that in versions of the simulation with high saliency (See Figure 7.1) the visual attention scores were
high and users showed more interest in conversing with the agents (See figure 7.8).
Finally, when analyzing the interplay between users’ emotion and visual attention in the
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RRTS, I found evidence that users’ visual attention and emotion were not highly correlated during the time-steps where the patient clearly showed signs of high emotional stress. Possibly users
suppressed their emotions by directing their visual attention from the patient to other areas of the
simulation such as the tools or the conversational GUI. This finding is concurrent with our analysis
on how different animation fidelities affected users’ visual attention (See Chapter 5). In this study,
in all conditions users prioritize gazing at the tools and graphical user interface over the behaviors
of the virtual human in the most critical time-steps.
The next series of experiments examined the emotional contagion effect during interaction
with a crowd of emotional virtual agents. The novelty of this series of studies relies on the fact
that the existing emotional contagion literature is mostly focused on dyadic interactions and any
information about how a user is emotionally affected during interaction with a crowd of emotional
virtual humans had not been deeply investigated up until now. In the first empirical evaluation, I
compared the users’ emotional reaction after interacting with a group of agents showing positive,
negative, neutral, or a mixed group that included positive, negative, and neutral emotional agents
(See Chapter 3.1.3). Findings showed that users were not deeply emotionally affected by the affective
virtual humans. However, the virtual agent crowd elicited a “Non-verbal influence” [14] effect. In
other words, users that interacted with Positive emotional agents, exhibit higher behavioral interest
in engaging in conversations with the agents than users in the Negative group.
In a second evaluation using the virtual crowd scenario, I analyzed how the familiarity of
the language employed by the users to converse with the agents mediated emotional contagion effect
(See Chapter 9). The analysis showed a weak emotional reaction on users that employed their
more familiar language to converse with the agents. On the contrary, users who interacted with the
agents in a non-familiar language experienced a more powerful emotional contagion effect. A possible
explanation is that a phenomenon named “Foreign language anxiety” [48, 64] may be responsible
for this result. This effect is caused in users that learn, read, write or speak a second language. In
this study, I was able to provide evidence that virtual humans elicited a similar “Foreign language
anxiety” effect in users.
In all, this dissertation provides a thorough description of the effects that virtual humans
rendering style, animation fidelity, and affective behaviors affect users’ emotions, behaviors, and
visual attention.
The research community or virtual reality developers can use this information for creating
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effective interactive virtual reality simulations that include virtual humans. Selecting the appropriate
rendering style of the virtual human is very important since it will have an impact on the artistic
and technical resources. Furthermore, it has been reported that realistic virtual humans could elicit
an unwanted off-putting effect named “Uncanny valley”[69] that can detriment the user’s interest in
engaging with a virtual human.
Based on the results from this dissertation the animation and appearance design of a virtual human will depend on the goal of the simulation. If the goal is to elicit visual attention and
behavioral interest related to virtual humans, a non-photorealistic rendering style of a virtual human (Cartoon or Pencil-Shader) should be implemented with high salience or separation from the
background. Additionally, if users are expected to converse with virtual humans, they should be
presented realistically even though virtual humans that are presented as realistic can elicit an uncanny effect. Our findings showed that during conversational routines, the realistic agent elicited
higher visual interest.
Furthermore, the non-verbal behaviors also have an impact on the users’ interest in engaging
in a simulated conversation. If it is intended to enhance or motivate users to interact with virtual
agents, positive verbal and non-verbal behaviors should be implemented. On the contrary, if the
virtual humans will be in the background and simulated social interactions with the users will not
be encouraged, the agents exhibiting negative emotional reactions will diminish the users’ interest
in engaging in conversation and discourage the users’ visual attention. Finally, if the experience
will include simulated social dialogue interactions, the familiarity of the language used will have an
effect on the users’ emotional responses. Hence, it is important to control for this variable according
to the objective of the simulation. In all, the familiarity of the natural language employed by the
virtual humans in the simulation matters. In case this medium of communication is unfamiliar to
them, emotional reactions will be enhanced. This information is key since emotion has an effect on
learning and memory retention [28].

11.1

Contributions
The contributions to the virtual reality literature from the experiments I conducted are as

follows:
1. The animation of a virtual human is important for eliciting visual attention. Comparing
121

the results from the different animation fidelities (No-animation vs. Non-Conversational and
Conversational conditions), the No-animation group did not show significant differences over
time. However, in the conditions where the virtual human was animated, users’ gaze scores
were higher and significantly different (See Chapter 5.)
2. The rendering style of a virtual human affects the user’s visual attention and behavioral responses. Users visually attended more to virtual humans that showed high salience or clear
segregation with the background. Users also showed more behavioral interest in engaging with
the agent in the condition in which the virtual human appeared well segregated or salient from
the background (used more tools to measure the agent’s health and asked more questions.)
(See Chapter 7.)
3. Virtual humans should be presented non-photo realistically, if the simulation does not include
simulated social dialogue interactions. Creating this type of rendering style is less computationally and artistically demanding to produce (See Chapter 7).
4. Virtual humans should be photorealistic if simulated social dialogue interactions will be an
active part of the simulation experience. Based on our results, realistic-looking virtual humans
elicited social-emotional constructs such as Guilt and Shyness (See Chapter 4.) Also, users
gazed more towards realistic agents during simulated conversations (See Chapter 7.)
5. Affective behaviors have an impact on users’ emotional and attentional response. In my studies,
I found that the affective verbal and non-verbal behaviors of the agent elicited psychological
reactions related to mechanisms to suppress unwanted stimuli. Participants in my studies
seemed to have experienced a “Tunnel Vision”( See chapter4) effect. In the highest emotional
phases or time-steps, users focused on the task rather than attending visually to the virtual
human (See Chapter 6.)
These results are concurrent with evaluations in Chapter 8; in this study, the behavioral
measures showed that users were not interested in engaging in simulated social conversations
with agents that showed negative non-verbal behaviors and were interested in engaging in
simulated social dialogue with agents that showed positive non-verbal behaviors.
6. The familiarity of the language is a strong mediator in eliciting emotional contagion during
human-virtual human interaction. I found that users who interacted with agents in a language
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that is not their native language, and were thus not fully comfortable speaking or reading,
experienced significantly higher emotional reactions. On the contrary, the users that conversed
with the agents using their familiar language were not deeply emotionally affected.
Based on the previous studies that compose this dissertation, a possible future work could
include examining the role of culture specific behaviors, verbal and non-verbal expressions and the
effect on users’ emotional contagion during interaction with virtual agents. Examining the effect
that culture specific behaviors have on users’ emotional contagion in simulated dialogue can provide
invaluable information to the virtual humans literature.
Another future work direction is analyzing the social influence effect that a crowd of virtual
humans have on a user in an immersive virtual environments. This information can be useful
for providing guidelines for developers that produce training scenarios for first responders or fire
fighters.
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