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A FREE BOUNDARY ISOMETRIC EMBEDDING PROBLEM IN THE UNIT
BALL
THOMAS KOERBER
Abstract. In this article, we study a free boundary isometric embedding problem for abstract
Riemannian two-manifolds with the topology of the disc. Under the assumption of positive
Gauss curvature and geodesic curvature of the boundary being equal to one, we show that
any such disc may be isometrically embedded into the Euclidean three space R3 such that the
image of the boundary meets the unit sphere S2 orthogonally. Moreover, we also show that
the embedding is unique up to rotations and reflections through planes containing the origin.
Finally, we define a new Brown-York type quasi-local mass for certain free boundary surfaces
and discuss its positivity.
1. Introduction
It is a fundamental problem in differential geometry to understand which abstract Riemannian
manifolds can be realised as embedded submanifolds of a Euclidean space. In a seminal work,
Nash showed that every sufficiently smooth Riemannian manifold can be isometrically embedded
in some higher dimensional Euclidean space, see [Nas56]. A similar result was later on obtained
by Günther, see [Gün91]. While these results are of broad generality, they give little information
about the dimension of the ambient Euclidean space and the extrinsic geometry of the embedded
manifold. On the other hand, stronger results can be obtained in more restrictive settings: In
1916, Weyl conjectured that any sufficiently smooth Riemannian metric h on the unit sphere S2
with positive Gauss curvature Kh may be realised as a convex surface in R
3. This problem, which
is now known as the Weyl problem, was solved by Lewy in 1938 if h is analytic, see [Lew38], and
in a landmark paper by Nirenberg assuming merely that h is of class C4, see [Nir53]. As had been
proposed by Weyl, Nirenberg used the continuity method in his proof. It is easy to see that there
exists a smooth family of positive curvature metrics ht, t ∈ [0, 1], such that h1 = h and h0 is the
round metric. Evidently, the round metric is realised by the round sphere S2 ⊂ R3 and it thus
suffices to show that the set of points t for which the Weyl problem can be solved is open and closed
in [0, 1]. In order to show that this set is open, Nirenberg used a fix point argument which is based
on proving existence and estimates for a linearised equation. To show that the set is closed, he
established a global C2−estimate for solutions of fully non-linear equations of Monge-Ampere type
which provided a global curvature bound. Here, the positivity of the Gauss curvature translates
into ellipticity of the equation. We remark that a similar result was independently obtained by
Pogorelov using different techniques which had been devised by Alexandrov. He also studied the
isometric embedding problem in the hyperbolic space, see [Pog73].
Nirenberg’s result has been generalized subsequently in various ways: In the degenerate case
Kg ≥ 0, Guan and Li, see [GL94], as well as Hong and Zuily [HZ95], showed that there exists
a C1,1−embedding into the Euclidean space. On the other hand, Heinz established an interor
C2−estimate which allowed him to relax the regularity assumption in [Nir53] to g ∈ C3(S2), see
[Hei59, Hei62]. Using similar techniques, Schulz further weakened the assumption to g ∈ C2,α(S2),
see [Sch06]. An excellent survey of the isometric embedding problem in the Euclidean space is also
given in [HZ95]. Finally, we note that the isometric embedding problem for more general target
manifolds, particularly with warped product metrics, has been studied. We refer to the works of
Guan and Lu, see [GL17], Lu, see ([Lu16]), as well as Li and Wang, see [LW16].
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It is a natural extension of the Weyl problem to consider isometric embedding problems for sur-
faces with boundary. In [Hon99], Hong considered Riemannian metrics on the disc (D,h) with both
positive Gauss curvature Kh and positive geodesic curvature of the boundary kh and showed that
(D,h) may be isometrically embedded into R3 such that the image of the boundary is contained in
the half space {x ∈ R3|x3 = 0}. In [Gua07], Guan studied a similar embedding problem into the
Minkowski space. These boundary value problems are reminiscent of the classical free boundary
problem for minimal surfaces, see for instance [Nit85]. However, in the case of minimal surfaces,
the variational principle forces the contact angle to be π/2 while there is no additional information
in [Hon99] about the contact angle between the embedding of ∂D and the supporting half-space.
In order to make this distinction precise, we call surfaces that meet a supporting surface at a
contact angle of π/2 free boundary surfaces (with respect to the supporting surface) and define
free boundary problems to be geometric boundary problems which require the solution to be a
free boundary surface. If the supporting surface is a half-space, then free boundary problems can
often be solved using a reflection argument. Consequently, it is more interesting to consider free
boundary problems for more general support surfaces, the simplest less trivial one being the unit
sphere. In recent years, there has been considerable activity in the study of free boundary problems
with respect to the unit sphere. For example, Fraser and Schoen studied free boundary minimal
surfaces in the unit ball, see [FS11, FS12, FS16], Lambert and Scheuer studied the free boundary
inverse mean curvature flow and proved a geometric inequality for convex free boundary surfaces,
see [LS16, LS17] and also [Vol14], Wang and Xia proved the uniqueness of stable capillary surfaces
in the unit ball, see [WX19], while Scheuer, Wang and Xia proved certain Alexandrov-Fenchel type
inequalities, see [SWX18].
In this paper, we study a free boundary isometric embedding problem with respect to the unit
sphere. More precisely, we show the following theorem.
Theorem 1.1. Let k ≥ 4, α ∈ (0, 1) and h ∈ Ck,α(D, Sym(R2)) be a Riemannian metric on the
unit disc D with positive Gauss curvature Kh and geodesic curvature kh along ∂D equal to 1. Then
there exists an isometric embedding F : D → B3(0) such that F (∂D) ⊂ S2 and F (D) meets S2
orthogonally along F (∂D). Moreover, such an embedding is unique up to rotations and reflections
through planes that contain the origin.
It is easy to check that the condition kh = 1 is necessary. However, we expect that the regularity
assumption and the condition Kh > 0 may be weakened in a similar way as for the classical Weyl
problem. Before we give an overview of the proof, we provide some motivation to study this
problem besides its intrinsic geometric interest. In general relativity, the resolution of the classical
Weyl problem is used to define the so-called Brown-York mass. To be more precise, let (M, g) be a
compact Riemannian three-manifold with boundary ∂M and assume that ∂M is a convex sphere.
Nirenberg’s theorem then implies that ∂M may be isometrically embedded in R3 and we denote
the mean curvature of ∂M as a subset of R3 by He and the mean curvature of ∂M as a subset of
M by H . The Brown York mass is then defined to be
mBY (M) :=
1
8π
∫
∂M
(He −H)dvolh
where h is the metric of ∂M . It had already been proven by Cohn-Vossen in 1927 that an isometric
embedding of a convex surface is unique up to rigid motions provided it exists, see [CV27], and
it follows that the Brown-York mass is well-defined. Under the assumption that ∂M is strictly
mean convex and that (M, g) satisfies the dominant energy condition Sc ≥ 0, where Sc denotes the
scalar curvature of (M, g), Shi and Tam proved in [ST02] that the Brown-York mass is non-negative
using the positive mass theorem for asymptotically flat three-manifolds. Moreover, they showed
that equality holds precisely if (M, g) is isometric to a smooth domain in R3. In fact, they proved
that the positive mass theorem is equivalent to the positivity of the Brown-York mass. A weaker
inequality, which still implies the positive mass theorem, was proven by Hijazi and Montiel using
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spinorial methods, see [HM14]. They showed that∫
∂M
(
H2e
H
−H
)
dvolh ≥ 0.
We would also like to mention that Liu and Yau introduced a quasi-local mass in the space-time
case and proved positivity thereof, see [LY03, LY06]. Their mass was later on generalized and
further studied by Wang and Yau, see [WY07, WY09]. On the other hand, Lu and Miao derived
a quasi-local mass type inequality in the Schwarzschild space, see [LM17].
In order to give an application of Theorem 1.1, we instead consider a compact three manifold
(M, g) with a non-smooth boundary ∂M = S ∪ Σ. Here, S and Σ are compact smooth surfaces
meeting orthogonally along their common boundary ∂Σ = ∂S. We assume that ∂Σ is strictly
mean convex, has positive Gauss curvature and geodesic curvature along the boundary equal to 1
(this is for instance satisfied if S is a totally umbilical constant mean curvature surface). We may
then isometrically embed Σ into R3 with free boundary in the unit sphere and we again denote
the mean curvature and second fundamental form of Σ with respect to R3 and M by He, Ae and
H,A, respectively. Moreover, KS , HS denote the Gauss and mean curvature of S with its induced
metric. Using a similar argument as in [HM14] we can prove the following.
Proposition 1.2. Let (M, g) be a manifold with boundary ∂M = S∪Σ where S,Σ are smooth discs
that meet orthogonally along ∂Σ = ∂S. Assume that Σ is strictly mean convex and has positive
Gauss curvature as well as geodesic curvature along ∂D equal to 1, that Sc ≥ 0 on M and that
HS ≥ 2 as well as KS ≤ 1. Let He be the mean curvature of the embedding of Σ which is obtained
as the solution of the free boundary isometric embedding problem. Then the following inequality
holds: ∫
Σ
(
H2e
HΣ
−HΣ
)
dvolhΣ ≥ 2
∫
∂Σ
(
tr∂ΣA
Σ
e − tr∂ΣAΣ
)
d volh∂Σ . (1)
The dominant energy condition HS ≥ 2 seems natural in the context of positive mass type
theorems for manifolds with boundary, see for instance [ABLdL16]. However, we expect that the
condition KS ≤ 1 is redundant and that the right hand side of (1) can be estimated from below
by 0. More generally, we are lead to expect the following conjecture.
Conjecture 1.3. Let (M, g) be a manifold with boundary ∂M = S ∪ Σ where S,Σ are smooth
discs that meet orthogonally along ∂Σ = ∂S. Assume that Σ is strictly mean convex, has positive
Gauss curvature as well as geodesic curvature along ∂Σ equal to 1 and that the dominant energy
condition Sc ≥ 0 on M and HS ≥ 2 on S holds. Then the following inequality holds∫
Σ
(He −H)dvolhΣ ≥ 0.
Equality holds if and only if (M, g) is isometric to a domain in R3 and if the isometry maps S to
a subset of S2.
A positive answer to this conjecture would mean that in certain cases, mass can be detected
without having to consider the complete boundary of an enclosed volume. This leads us to define
a new free boundary Brown-York type quasi-local mass in section 6. Moreover, by arguing as in
[ST02], it seems that the conjecture is equivalent to a positive mass type theorem for asymptotically
flat manifolds which are modelled on a solid cone.
We now describe the proof of Theorem 1.1. As in [Nir53], we use the continuity method and
smoothly connect the metric h to the metric h0 of the spherical cap whose boundary has azimuthal
angle π/4. In particular, the free boundary isometric embedding problem can be solved for h0.
We then need to show that the solution space is open and closed. Contrary to the argument
by Nirenberg, the non-linearity of the boundary condition does not allow us to use a fixed point
argument. We instead use a power series of maps, as Weyl had initially proposed, where the maps
are obtained as solutions of a linearised first order problem which has been studied by Li and
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Wang in [LW16]. Another difficulty arises from the fact that the prescribed contact angle makes
the problem seemingly overdetermined. We thus solve the linearised problem without prescribing
the contact angle and recover the additional boundary condition from the constancy of the geodesic
curvature and a lengthy algebraic computation. Regarding the convergence of the power series,
we prove a-priori estimates using the Nirenberg trick. Here, it turns out that a recurrence relation
for the Catalan numbers plays an important part, too. In order to show that the solution space is
closed, we observe that the Codazzi equations imply a certain bound for the normal derivative of
the mean curvature at the boundary which allows us to employ the maximum principle argument
to prove a global C2−estimate for any isometric embedding.
The rest of this paper is organized as follows. In Section 2, we introduce the setting and provide
some preliminaries. We also show that the space of metrics on D with positive Gauss curvature
and geodesic curvature along ∂D being equal to 1 is path connected. In Section 3, we study the
linearised problem and show that the solution space is open. In Section 4, we prove a global
curvature estimate and show that the solution space is closed. In Section 5, we combine the
results from Section 3 and 4 and solve the isometric embedding problem. We also prove that the
embedding is unique up to rigid motions. Finally, in Section 6, we give a proof of Proposition 1.2
and discuss an explicit example. We then define a new quasi-local mass and give some evidence
for its non-negativity.
Acknowledgements. The author would like to thank his PhD supervisor Guofang Wang for
suggesting the problem and for many helpful conversations.
2. Setting and Preliminaries
Let α ∈ (0, 1) and fix an integer k ≥ 2. Let D be the unit 2-disc and consider a Riemannian
metric h defined on D of class Ck,α(D) such that the Gauss curvature Kh is positive and the
geodesic curvature of ∂D satisfies kh = 1. We would like to find a map F ∈ Ck+1,α(D,R3) which
isometrically embeds the Riemannian manifold (D¯, g) in R3 such that the boundary F (∂D) meets
the unit sphere S2 orthogonally. More generally, let Gk,α be the space of all Riemannian metrics
h˜ ∈ (Ck,α(D, Sym(R2)) enjoying the same curvature properties as h. Up to a diffeomorphism of
D, we may write the metric h in isothermal coordinates, see [DK81]. This means that there exists
a non-vanishing, function E˜ ∈ Ck,α(D) such that
h˜ = E˜2(dx2 + dy2) = E˜2(dr2 + r2dϕ2).
Here, (x, y) denote Euclidean coordinates on D whereas (ϕ, r) denote polar coordinates centred at
the origin. It is easy to see that a map F˜ isometrically embeds (D, h˜) into R3 with free boundary
in the unit sphere if and only if it solves the following boundary value problem

dF˜ · dF˜ = h˜ in D,
|F˜ |2 = 1 on ∂D,
∂rF˜ = E˜F˜ on ∂D.
(2)
We will prove the existence of such a map F corresponding to the metric h using the continuity
method. More precisely, we define the solution space Gk,α∗ ⊂ Gk,α to be the space which contains
all metrics h˜ ∈ Gk,α for which there exists a map F˜ ∈ Ck+1,α(D, ,R3) solving the problem (2). We
will easily see later on that the space Gk,α∗ is non-empty but we would of course like to show that
Gk,α∗ = Gk,α. In order to do so, we equip Gk,α with the Ck,α(D, Sym(R2))−topology and show that
Gk,α is path-connected, open and closed. It actually turns out that Gk,α is not only path-connected
but that the paths can be chosen to be analytic maps from the unit interval to Gk,α.
Lemma 2.1. The space Gk,α is path connected. Moreover, the connecting path can be chosen to
be analytic with respect to the time variable.
Proof. Let h0, h1 ∈ Gk,α and choose isothermal coordinates with conformal factors E0, E1, re-
spectively. For t ∈ [0, 1], we define a family of Riemannian metrics ht connecting h0 and h1 to
be
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ht = E
2
t (dx
2
1 + dx
2
2) = E
2
t (dr
2 + r2dϕ2), (3)
where
Et :=
E0E1
(1− t)E1 + tE0 (4)
denotes the conformal factor of the metric ht. As E0, E1 are positive, Et is well-defined. A straight-
forward computation reveals that given a metric h, the Gauss curvature and the geodesic curvature
of ∂D satisfy the formulae
kh = −1
r
∂r
(
1
rE
)∣∣∣∣
r=1
, Kh = − 1
E2
∆e logE, (5)
see [HH06]. Here, ∇e,∆e denote the gradient and Laplacian with respect to the Euclidean metric.
This implies
kht = −
1
r
∂r
(
(1− t) 1
rE0
+ t
1
rE1
)∣∣∣∣
r=1
= 1.
To see that the Gauss curvature is positive, we let K0 := Kh0 and K1 := Kh1 and compute
∆e logEt
=∆e logE0 +∆e logE1 −∆e log(tE0 + (1− t)E1)
=−K0E20 −K1E21 −
t∆eE0 + (1− t)∆eE1
tE0 + (1− t)E1 +
|t∇eE0 + (1− t)∇eE1|2e
(tE0 + (1− t)E1)2
≤−K0E20 −K1E21
+
1
tE0 + (1− t)E1
(
tE30K0 + (1− t)E31K1 − t
|∇eE0|2e
E0
− (1− t) |∇eE1|
2
e
E1
)
+
1
(tE0 + (1− t)E1)2
(
t2|∇eE0|2e + (1 − t)2|∇eE1|2e + 2t(1− t)|∇eE0|e|∇eE1|e
)
=− (1− t)E1E
2
0K0 + tE0E
2
1K1
tE0 + (1− t)E1
− 1
(tE0 + (1− t)E1)2
(
t(1− t)E1
E0
|∇eE0|2e + t(1− t)
E0
E1
|∇eE1|2e − 2t(1− t)|∇eE0|e|∇eE1|e
)
<0.
In the last inequality, we used Young’s inequality and the strict positivity of K0,K1, E0, E1. In
particular, Kht is positive for every t ∈ [0, 1]. As the path ht is clearly analytic in t, the claim
follows. 
3. Openness of the Solution Space
In this section, we show that the solution space Gk,α∗ is open. Let h ∈ Gk,α and assume that
there is a map F ∈ Ck+1,α(D,R3) satisfying (2) with respect to the metric h. Since the Gaussian
curvature K = Kh is strictly positive, it follows that F (D) is strictly convex. We will now show
that for any h˜ ∈ Gk,α, which is sufficiently close to h in the C2,α(D, Sym(R2))−topology for some
α ∈ (0, 1), there exists a solution F˜ ∈ C3,α(D,R3) of (2). In order to do so, we use Lemma 2.1 to
find a path ht, connecting h and h˜ in Gk,α and observe that ht and all of its spacial derivatives are
analytic in t.
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3.1. The linearised problem. We define a family of C3,α(D,R3)−maps Ft : [0, 1] × D → R3
which satisfies F0 = F and is analytic in t, that is,
Ft =
∞∑
l=0
Ψl
tl
l!
, (6)
where Ψl ∈ C3,α(D,R3) are solutions to certain linearised equations. Clearly, if (2) is solvable up
to infinite order at t = 0 and if Ft and all its time derivatives converge in C
2,α(D,R3) for every
t ∈ [0, 1], then it follows that F˜ := F1 is a solution of (2) with respect to h˜. More precisely, we
have the following lemma.
Lemma 3.1. Consider two metrics h, h˜ ∈ Gk,α with conformal factors E, E˜ and let ht : [0, 1] →
Gk,α be the connecting path from Lemma 2.1 with conformal factor Et. Let F be a solution of
the free boundary problem (2) with respect to h and suppose that Ft as defined in (6) converges in
C2,α(D) uniformly. Then the following identities hold
dl
dtl
ht
∣∣∣∣
t=0
= Id
l∑
i=0
(
l
i
)
∂itEt∂
l−i
t Et
∣∣∣∣
t=0
,
dl
dtl
(dFt · dFt)
∣∣∣∣
t=0
= 2dF · dΨl +
l−1∑
i=1
(
l
i
)
dΨl−i · dΨi,
dl
dtl
|Ft|2
∣∣∣∣
t=0
= 2F ·Ψl +
l−1∑
i=1
(
l
i
)
Ψl−i ·Ψi,
dl
dtl
∂rFt
∣∣∣∣
t=0
= ∂rΨ
l,
dl
dtl
EtFt
∣∣∣∣
t=0
=
l∑
i=0
(
l
i
)
∂itEtΨ
l−i
∣∣∣∣
t=0
.
Proof. This follows from straight-forward calculations. 
We are thus led to consider the following boundary value problem: For any l ∈ N we seek to
find maps Ψl satisfying

dF · dΨl + 12
∑l−1
i=1
(
l
i
)
dΨl−i · dΨi = 12 Id
∑l
i=0
(
l
i
)
∂itEt∂
l−i
t Et
∣∣
t=0
in D,
F ·Ψl + 12
∑l−1
i=1
(
l
i
)
Ψl−i ·Ψi = 0 on ∂D,
∂rΨ
l =
∑l
i=0
(
l
i
)
∂itEtΨ
l−i∣∣
t=0
on ∂D.
(7)
The first equation is understood in the sense of symmetric two-tensors, which means that we use
the convention d1d2 = d2d1 := Sym(d1 ⊗ d2), where d1, d2 are the dual one-forms of the given
coordinate system. For convenience, we have set Ψ0 := F . The motivation to consider this
boundary value problem comes from the next lemma.
Lemma 3.2. Consider two metrics h, h˜ ∈ Gk,α with conformal factors E, E˜ and let ht : [0, 1] →
Gk,α be the connecting path from Lemma 2.1. Let F be a solution of the free boundary problem
(2) with respect to h and suppose that there exists a family Ψl ∈ C2,α(D), l ∈ N satisfying (7).
Furthermore, assume that Ft as defined in (6) converges in C
2,α(D) uniformly. Then there holds{
dFt · dFt = ht in D,
|Ft|2 = 1, ∂rF = EtFt on ∂D.
for any t ∈ [0, 1]. Here, Et is the conformal factor of the metric ht.
Proof. This follows from the previous lemma and well-known facts about analytic functions. 
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We now modify the approach of [LW16] to find solutions of (8). For ease of notation, we fix
an integer k ∈ N and define Ψ := Ψk. For a given coordinate frame (∂1, ∂2) with dual one-forms
(d1, d2) we define ui := Ψ · ∂iF and v := Ψ · ν, where ν is the unit normal of the surface F (D)
pointing inside the larger component of B1(0)− F (D).1 We then consider the one-form
w := Ψ · dF = uidi.
We denote the second fundamental form of the surface F with respect to our choice of unit normal
ν by A = (Aij)ij and compute
∇hw = ∂juididj − Γli,juldidj
= ∂iF · ∂jΨdidj + Γli,jΨ · ∂lFdidj −Ψ · νAijdidj − Γli,juldidj
= ∂iF · ∂jΨdidj − vAijdidj ,
where ∇h denotes the Levi-Civita connection of h and Γli,j denote the Christoffel-Symbols of h in
the chosen coordinate chart. In the second equation, we used the fact ∂i∂jF = Γ
l
i,j∂lF − Aijν.
Hence, if q˜ ∈ Ck,β(D, Sym(R2)) is a symmetric (0, 2)-tensor and ψ ∈ Ck+1,β(D), Φ ∈ Ck,β(D,R3)
where 0 < β ≤ α, the system 

dF0 · dΨ = q˜ in D,
F ·Ψ = ψ on ∂D,
∂rΨ = Φ on ∂D,
is equivalent to (keeping in mind ∂rF = EF )

∂1u1 − Γl1,1ul = q˜11 − vA11 in D,
∂1u2 + ∂2u1 − 2Γl1,2ul = 2(q˜12 − vA12) in D,
∂2u2 − Γl2,2ul = q˜22 − vA22 in D,
Ew(∂r) = ψ on ∂D,
∂rΨ = Φ on ∂D.
(8)
This system is evidently over-determined. However, it turns out that it suffices to solve the first
four lines, as in the special situation of (7), the last equation will be automatically implied by the
constancy of the geodesic curvature along ∂D. Another way of writing the first three lines of (8)
is Sym(∇hw) = q˜ − vA. Since F (D) is strictly convex, the second fundamental form A defines a
Riemannian metric on D. We can thus take the trace with respect to A to find
v =
1
2
trA(q˜ − Sym(∇hw)).
Given b ∈ {0, 1}, we define Ab,βA ⊂ Cb,β(D, Sym(T ∗D ⊗ T ∗D)) to be the sections of the bundle of
trace-free (with respect to A) symmetric (0,2)-tensors of class Cb,β and define Bb,βA = Cb,α(D,T ∗D)
to be the one-forms of class Cb,β . Next, we define the operator L : B1,βA → A0,βA by
L(ω) := Sym(∇hω)− 1
2
trA(Sym(∇hω))A
for ω ∈ B and we are left to find a solution w for the equation L(w) = q˜ − 12 trA(q˜)A =: q. We
note that Ab,βA and Bb,βA are both isomorphic to Cb,β := Cb,β(D,R2) via the isomorphisms:
(u1, u2) 7→ uidxi,
(a1, a2) 7→ a1dx1dx1 + a2(dx1dx2 + dx2dx1)−A−122 (A11a1 + 2A12a2)dx2dx2.
Here, x1, x2 are the standard Euclidean coordinates. At this point, we emphasize that (A
ij)ij
denotes the inverse of the second fundamental form A in the sense of a Riemannian metric on D
1With this choice of unit normal, strict convexity implies that the second fundamental form is strictly positive.
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and not the quantity hilhjmAlm. We also define inner products on Ab,βA and Bb,βA , respectively,
namely,
〈ω0, ω1〉BA :=
∫
D
KAijω0i ω
1
jdvolh =
∫
D
K〈ω0, ω1〉Advolh,
〈q0, q1〉AA :=
∫
D
KAijAlmq0ilq
1
jmdvolh =
∫
D
K〈q0, q1〉Advolh
for q0, q1 ∈ Ab,βA and ω0, ω1 ∈ Bm,βA . The particular choice of the inner product does not really
matter as the strict convexity implies that these inner products are equivalent to the standard
L2−product with respect to the metric h. However, it will turn out that our choice implies a
convenient form for the adjoint operator of L. As was observed by Li and Wang in [LW16], the
operator L is elliptic. For the convenience of the reader, we provide a brief proof.
Lemma 3.3. The operator L is a linear elliptic first order operator.
Proof. We regard L as an operator from C1,β to C0,β. The leading orger part of the operator which
we denote by L˜ is then given by
L˜(u1, u2) = (∂1u1 − A11
2
Aij∂iuj, ∂1u2 + ∂2u1 −A12Aij∂iuj). (9)
In order to compute the principal symbol at a point p ∈ D, we may rotate the coordinate system
such that A is diagonal. It then follows that
L˜(u1, u2) =
(
1
2 0
0 1
)
∂1
(
u1
u2
)
+
(
0 − A112A22
1 0.
)
∂2
(
u1
u2
)
. (10)
Given ξ ∈ S1, the principal symbol is thus given by
σL(ξ) = σL˜(ξ)
(
1
2ξ1 − A112A22 ξ2
ξ2 ξ1
)
.
Consequently, 4 det(σL(ξ)) = ξ
2
1 + ξ
2
2A
2
11/A
2
22 > 0, as F (D) is strictly convex. 
We now proceed to calculate the adjoint of L denoted by L∗. Let ω ∈ B1,βA and q ∈ A1,βA .
We denote the outward co-normal of ∂D by µ = µi∂i and the formal adjoint of ∇h, regarded
as an operator mapping (0, 1)− to (0, 2)−tensors by − divh, regarded as an operator mapping
(0, 2)−tensors to (0, 1)−tensors. Moreover, we denote the musical isomorphisms of h and A by
♯A, ♯h, ♭A, ♭h. Using integration by parts and the fact that a is trace free with respect to A, i.e.
Aijaij = 0, we obtain
〈L(ω), q〉AA =
∫
D
K〈∇hω, q〉Advolh − 1
2
∫
D
KAijAlm trA(Sym(∇hω))Ailqjmdvolh
=
∫
D
K〈∇hω, q♯A♯A♭h♭h〉hdvolh
=−
∫
D
〈ω, divh(Kq♯A♯A♭h♭h)〉hdvolh +
∫
∂D
〈ω, ιµq♯A♯A♭h♭h〉hdvolh
=−
∫
D
〈ω, divh(Kq♯A♯A♭h♭h)〉hdvolh +
∫
∂D
K〈ω, ιµq♯A♯A♭h♭h〉hdvolh
=−
∫
D
K〈ω, 1
K
(divh(Kq
♯A♯A♭h♭h))♭A♯h〉Advolh +
∫
∂D
K〈ω, ιµ♭h q♯A〉Ad volh .
(11)
Consequently, the adjoint operator L∗ : A1,βA → B0,βA is given by
L∗(q) = − 1
K
(divh(Kq
♯A♯A♭h♭h))♭A♯h . (12)
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As L∗ is the adjoint of an elliptic operator, it is elliptic itself. We now take a closer look at
the boundary term. We consider isothermal polar coordinates (ϕ, r) centred at the origin with
conformal factor E and compute at ∂D using the free boundary condition
−Arϕ = ∂ϕ∂rF · ν = ∂ϕ(EF ) · ν = 0, (13)
since F, ∂ϕF are both tangential at ∂D. This evidently implies that A
rϕ ≡ 0 on ∂D. Combining
this with trA(q) = 0 and denoting ω = ωid
i we obtain∫
∂D
K〈ω, ιµ♭h q♯A〉Advolh =
∫
∂D
KAijAlmωiµ
♭h
l qjmdvolh
=
∫
∂D
KArrµ♭gr (A
ϕϕωϕqϕr +A
rrωrqrr)dvolh
=
∫
∂D
KArrAϕϕµ♭hr (ωϕqϕr − ωrqϕϕ)dvolh
=
∫
∂D
1
E2
µr(ωϕqϕr − ωrqϕϕ)dvolh
=
∫
∂D
(〈ω, ιµq〉(∂D,h) − ω(µ) trace(∂D,h)(q))dvolh.
(14)
We thus define the boundary operators R1 : B1,βA → C1,β(∂D), R∗1 : A1,βA → C1,β(∂D), R2 : B1,βA →
C1,β(∂D, T ∗∂D), R∗2 : A1,βA → C1,β(∂D, T ∗∂D) via
R1(ω) := ω(µ), R2(ω) := e
∗ω,
R∗1(q) := trace(∂D,h)(q), R
∗
2(q) := e
∗ιµq.
Here, e : ∂D → D denotes the inclusion map and the spaces C1,β(∂D) and C1,β(∂D, T ∗∂D) are
evidently isomorphic. Next, we define the operators L : B1,βA → A0,βA ×C1,β(∂D), ω 7→ (Lω,R1(ω))
and L∗ : A1,βA → B0,βA × C1,β(∂D, T ∗∂D), q 7→ (L∗(q), R∗2(a)). For ω0, ω1 ∈ B0,βA , q0, q1 ∈ A0,βA and
ψ ∈ C1,β(∂D), ζ ∈ C1,β(∂D, T ∗∂D) we define the inner products
〈〈(q0, ψ), q1〉〉AA := 〈q0, q1〉AA +
∫
∂D
ψR∗1(q
1)dvolh
〈〈ω0, (ω1, ζ)〉〉BA := 〈ω0, ω1〉BA +
∫
∂D
〈ζ, R2(ω0)〉(∂D,h)dvolh
and note that by (11) and (14) there holds
〈〈L(ω), q〉〉TA = 〈〈ω,L∗(q)〉〉UA (15)
for any choices ω ∈ B1,βA and q ∈ A1,βA .
3.2. Existence of solutions to the linearised problem. First order elliptic boundary problems
satisfy a version of the Fredholm alternative, see [Wen79]. However, the boundary operator needs
to satisfy a certain compatibility condition, the so-called Lopatinski-Shapiro condition, which is
for instance defined in Chapter 4 of [Wen79]. It is not hard to prove that both L and L∗ satisfy
this condition. However, in order not to interrupt the flow of the argument, we postpone the proof
to the appendix. We are now in the position to prove the following solvability criterion. From now
on, all norms are computed with respect to the isothermal Euclidean coordinates on D.
Lemma 3.4. Let q ∈ A0,βA , ψ ∈ C1,β(∂D). Then the existence of a one-form w ∈ B1,βA with
L(w) = (q, ψ) is equivalent to the identity
〈q, qˆ〉TA +
∫
∂D
ψR∗1(q)dvolh = 0 (16)
for any qˆ ∈ ker(L∗). Moreover, w satisfies the estimate
|w|C1,β(D) ≤ c(|q|C0,β(D) + |ψ|C1,β(∂D) + |w|C0,β(D)) (17)
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where c depends on β, |A|C0,α(D), |h|C1,α(D) but not on q and ψ. Moreover, if q is of class Cb,β
and ψ of class Cb+1,β for some integer 1 ≤ b ≤ k − 1, then w is of class Cb+1,β.
Proof. We can regard the operators L and L∗ as mappings from C1,β(D,R2) → C0,β(D,R2) ×
C1,β(∂D). According to Lemma 3.3 and Lemma A.1, the operators L and L∗ are elliptic operators
that satisfy the Lopatinski-Shapiro condition and are consequently Fredholm operators, see [Wen79,
Theorem 4.2.1]. The existence of a C1,α solution under the given hypothesis now follows from the
identity (15) and [Wen79, Theorem 1.3.4]. Moreover, [Wen79, Theorem 4.1.2] provides us with
the a-priori estimate. We can then differentiate the equation and regularity follows from standard
elliptic theory. 
In order to complete the proof of the existence of solutions to the first four lines of the linearised
equation (8), we need to show that the kernel of L∗ is empty. Let qˆ ∈ A1,βA such that L∗(qˆ) = 0.
We first transform (12) into a more useful form.
Lemma 3.5. The (0, 3) tensor ∇hqˆ is symmetric. In particular, in any normal coordinate frame
there holds
0 = ∂1qˆ22 − ∂2qˆ12 (18)
as well as
0 = ∂1qˆ12 − ∂2qˆ11. (19)
Proof. See page 10 in [LW16]. 
Let × be the Euclidean cross product. Naturally, taking the cross product with the normal ν
defines a linear map on the tangent bundle of F (D). We define the (1, 1)-tensor Q via
Q := Xld
l := hij qˆilν × ∂jFdl = ν × ιdF qˆ.
Using the properties of the cross product, we find in any coordinate system
X1 =
1√
det(h)
(−qˆ12∂1F + qˆ11∂2F ), (20)
X2 =
1√
det(h)
(−qˆ22∂1F + qˆ12∂2F ). (21)
The next lemma is a variation of Lemma 7 in [LW16].
Lemma 3.6. Let Y ∈ C1(D,R3) be a vector field satisfying Y · ∂rF = 0 on ∂D and define the
one-form
ω = Q · Y = Xi · Y di.
If Y satisfies
dF · ∇Y = 0 (22)
in the sense of symmetric (0, 2)-tensors, then ω ≡ 0. Here, ∇ denotes the connection of the flat
space R3.
Proof. We compute
dω = ∂j(Xi · Y )dj ∧ di
= (∇∂jXi · Y +Xi · ∇∂jB)dj ∧ di
= ((∇∂1X2 −∇∂2X1) · Y +X2 · ∇∂1Y −X1 · ∇∂2Y )d1 ∧ d2.
We fix a point p ∈ D and choose normal coordinates centred at p. Equation (22) reads
∂1F · ∇∂1Y = ∂2F · ∇∂2Y = ∂1F · ∇∂2Y + ∂2F · ∇∂1Y = 0.
Together with (20) and (21) it follows that
X2 · ∇∂1Y −X1 · ∇∂2Y = qˆ21∂2F · ∇∂1Y + qˆ12∂1F · ∇∂2Y = 0,
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where we also used that qˆ is symmetric. Moreover, we may also choose the direction of the normal
coordinates to be principal directions, that is, A12=0. Using (20) and (21) we thus find
∇∂1X2 −∇∂2X1 = (−∂1qˆ22 + ∂2qˆ12)∂1F + (∂1qˆ12 − ∂2qˆ11)∂2F − (qˆ22A11 + qˆ11A22)ν = 0
where we have used (18) and (19) and trA(qˆ) = 0. Hence dω(p) = 0 and since p was arbitrary we
conclude that ω is closed. Since the disc is contractible, ω is also exact and consequently there
exists ζ ∈ C2,β(D) satisfying
ω = dζ = ∂lζd
l.
This implies that ∂lζ = Xl ·Y . As R∗2(qˆ) = 0, we have qˆrϕ = 0 on ∂D where ϕ, r denote isothermal
polar coordinates. It follows that ∂ϕζ = Xϕ · Y = qˆrr∂rF · Y = 0 on ∂D. In particular, ζ is
constant on ∂D. We can now argue as in the proof of Lemma 7 in [LW16] to show that ζ satisfies
a strongly elliptic equation with bounded coefficients. The strong maximum principle implies that
ζ attains its maximum and minimum on the boundary. Since ζ is constant on ∂D, ζ is constant
on all of D and consequently ω = dζ = 0. 
We are now in the position to prove the first existence result:
Lemma 3.7. Let q˜ ∈ Ck−1,β(D, Sym(T ∗D ⊗ T ∗D)) and ψ ∈ Ck,β(∂D). Then there exist a map
Ψ ∈ Ck,β(D,R3) which satisfies
dΨ · dF = q˜ in D,
Ψ · F = ψ on ∂D.
Moreover, the one-form w := uidi with ui := Ψ · ∂iF satisfies the estimate
|w|C1,β(D) ≤ c(|q˜|C0,β(D) + |ψ|C1,β(∂D) + |w|C0(D)), (23)
where c depends on |h|C2(D) as well as |A|C1(D).
Proof. We have seen that it is sufficient to prove the existence of a smooth one-form w solving
L(w) = (q, ψ), where q = q˜ − 12 trA(q˜)A, which then uniquely determines the map Ψ. Moreover,
there holds |q|C0,β(D) ≤ c|q˜|C0,β(D) where c solely depends on |A|C1(D). Hence, according to Lemma
(3.4) it suffices to show that ker (L∗) is empty. Let qˆ ∈ ker(L∗) and Q be defined as above. Denote
the standard basis of R3 by ei and define the vector fields Yi := ei × F . Since ∂rF = EF on ∂D
there holds Bi · ∂rF = 0 on ∂D. We denote the group of orthogonal matrices by O(3). It is well-
known that TId(O(3)) = Skew(3) which is the space of skew-symmetric matrices. The operator
Y 7→ ei × Y is skew-symmetric as one easily verifies and it follows that there exists a C1−family
of orthogonal matrices I(t) such that I(0) = Id and I ′(0)(F ) = Yi. But then every I(t)(F ) is a
solution to the free boundary value problem (2) for the metric h and we deduce
0 =
1
2
d
dt
dI(t)(F ) · dI(t)(F )
∣∣∣∣
t=0
= dYi · dF = ∇Yi · dF
as the connection ∇ and the vector-valued differential d on R3 can be identified with each other.
Hence the hypotheses of Lemma (3.6) are satisfied and Yi ·Q vanishes identically on D. Of course,
we also have Q · ν ≡ 0 and Q = 0 implies qˆ = 0 so it suffices to show that ν, Y1, Y2, Y3 are linearly
independent on a dense subset of D. At any point p ∈ D, the vector fields Yi span the space F (p)⊥
so we need to show that ν /∈ F (p)⊥ on a dense subset of D. Applying the Gauss-Bonnet formula
we obtain
Length(∂D) +
∫
D
Kdvolh = 2π,
that is, Length(∂D) < 2π. According to the Crofton-formula there also holds
Length(F (∂D)) =
1
4
∫
S2
#(F (∂D) ∩ ξ⊥)dξ.
One easily verifies that the set of great circles which intersect F (∂D) exactly once is of measure
zero. It follows that F has to avoid a great circle and after a rotation we can assume that F (∂D)
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is contained in the upper hemisphere. Now the convexity of F implies that F lies above the cone
C := {tF (p)|t ∈ [0, 1], p ∈ ∂D} and only touches it on the boundary, see [LS16]. On ∂D, there
holds ν · F = 0. If this were to happen at an interior point p, then the tangent plane TF (p)F (D)
would meet a part of S2 above the cone C, and strict convexity then implies that F has to lie on
one side of the tangent plane. This is, however, a contradiction as F (∂D) = ∂C. The proof is
complete. 
By induction, we are now able to find C2−solutions Ψk to the first four lines of (8) which
however do not yet satisfy the condition
∂rΨ
l =
l∑
i=0
(
l
i
)
∂itEtΨ
l−i
∣∣∣∣
t=0
on ∂D.
We now show that this additional boundary condition is implied by the constancy of the geodesic
curvature in the t−direction.
Lemma 3.8. Let Ψl, l ∈ N, be a sequence of C2−solutions of{
dF · dΨl + 12
∑l−1
i=1
(
l
i
)
dΨl−i · dΨi = 12 Id
∑l
i=0
(
l
i
)
∂itEt∂
l−i
t Et
∣∣
t=0
in D,
F ·Ψl + 12
∑l−1
i=1
(
l
i
)
Ψl−i ·Ψi = 0 on ∂D. (24)
Then there also holds
∂rΨ
l =
l∑
i=0
(
l
i
)
∂itEtΨ
l−i
∣∣∣∣
t=0
on ∂D.
Proof. We choose isothermal polar coordinates (ϕ, r) centred at the origin and define ∂1 := ∂ϕ as
well as ∂2 := ∂r. Differentiating the boundary condition in (24) we find
∂1F ·Ψl + F · ∂1Ψl + 1
2
l−1∑
i=1
(
l
i
)(
∂1Ψ
l−i ·Ψi +Ψl−i· ∂1Ψi) = 0. (25)
We need to show the following three equations:
∂2Ψ
l · F =
(
∂ltEt +
l−2∑
i=0
(
l
i
)
∂itEtΨ
l−i · F
)∣∣∣∣
t=0
, (26)
∂2Ψ
l · ∂1F =
l−1∑
i=0
(
l
i
)
∂itEtΨ
l−i · ∂1F
∣∣∣∣
t=0
, (27)
∂2Ψ
l · ν =
l−1∑
i=0
(
l
i
)
∂itEtΨ
k−i · ν
∣∣∣∣
t=0
, (28)
where we have used that |F |2 = 1, F · Ψ1 = 0 and F · ∂1F = F · ν = 0 on ∂D. We prove the
statement by induction and start with l = 1. Since ∂2F = EF we find
∂2Ψ
1 · F = 1
E
∂2Ψ
1 · ∂2F = ∂tEt
∣∣
t=0
by the differential equation (24). This proves (26). Next, we have
∂2Ψ
1 · ∂1F = −∂1Ψ1 · ∂2F = −E∂1Ψ1 · F = EΨ1 · ∂1F
where we have used the equation (24), the free boundary condition of F and (25). This proves
(27). Now let ζ := rEt. Since kg ≡ 1 for all t ∈ [0, 1] there holds 1 = −∂2(ζ−1). Differentiating in
time we obtain
0 = −∂t∂2
(
1
ζ
)
= ∂2
(
∂tζ
ζ2
)
=
(
∂t∂2ζ
ζ2
− 2∂tζ∂2ζ
ζ3
)
.
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Since ∂2ζ = ζ
2, there holds ζ∂t∂2ζ = 2ζ
2∂tζ. According to (24), we have ζ∂tζ = ∂1F · ∂1Ψ1 at
t = 0. Differentiating yields ζ∂t∂2ζ + ζ
2∂tζ = ∂1∂2F · ∂1Ψ1 + ∂1F · ∂1∂2Ψ1 at t = 0. Using that
ζ = Et on ∂D, Et = E for t = 0 and
∂1∂2F · ∂1Ψ1 = ∂1(EF ) · ∂1Ψ1 = ∂1EF · ∂1Ψ1 + E∂1F · ∂1Ψ = ∂1EF · ∂1Ψ1 + ∂tEtE2
∣∣∣∣
t=0
we obtain
∂1F · ∂1∂2Ψ1 = 2∂tEtE3|t=0 − ∂1EF · ∂1Ψ1. (29)
We compute
∂1∂2Ψ
1 · ∂1F = ∂1(∂2Ψ1 · ∂1F )− ∂2Ψ1 · ∂1∂1F
= −∂1(∂1Ψ1 · ∂2F )− ∂2Ψ1 · ∂1∂1F
= −∂1(∂2Ψ1 ·EF )− ∂2Ψ1 · ∂1∂1F
= ∂1(Ψ
1 · E∂1F )− ∂2Ψ1 · ∂1∂1F
= ∂1EΨ
1 · ∂1F + EΨ1 · ∂1∂1F + E∂1F · ∂1Ψ1 − ∂2Ψ1 · ∂1∂1F
= −∂1E∂1Ψ1 · F + EΨ1 · ∂1∂1F + ∂tEtE2
∣∣
t=0
− ∂2Ψ1 · ∂1∂1F
which together with (29) implies that
∂1∂1F · (−∂2Ψ1 + EΨ1)− ∂tEtE2|t=0 = 0. (30)
An easy calculation shows that ∂1∂1F = −A11ν + ∂1EE−1∂1F − E∂2F . Furthermore, we have
already shown that
−∂2Ψ1+EΨ1 = −∂tEtF
∣∣
t=0
+ν ·(−∂2Ψ1+EΨ1+∂tEtF
∣∣
t=0
)ν = −∂tEtF
∣∣
t=0
+ν ·(−∂2Ψ1+EΨ1)ν
which together with the above, F · ∂2F = E and F · ∂1F = 0 implies that
A11(∂2Ψ
1 − EΨ1) · ν = 0.
Since A11 > 0 and E = Et|t=0 the claim follows. Now let l > 1 and assume that the assertion has
already been shown for any i < l. The next part of the proof is a bit technical and may be omitted
when reading the article for the first time. Let l > 1 and assume that the assertion has already
been shown for any i < l. At t = 0, there holds
∂2Ψ
lF =
1
E
∂2Ψ
l · ∂2F
=
1
2E
( l∑
i=0
(
l
i
)
∂itEt∂
l−i
t Et −
l−1∑
i=1
(
l
i
)
∂2Ψ
l−i · ∂2Ψi
)
=
1
2E
( l∑
i=0
(
l
i
)
∂itEt∂
l−i
t Et
−
l−1∑
i=1
(
l
i
)[ l−i∑
j=0
(
l − i
j
)
∂jtEtΨ
l−i−j
]
·
[ i∑
m=0
(
i
m
)
∂mt EtΨ
i−m
]
∂2Ψ
i−m · ∂2Ψi
)
=
1
2E
(
2E∂ltEt −
l−1∑
i=1
(
l
i
)
∂l−it Et
i−1∑
j=0
(
i
j
)
∂jtEtF ·Ψi−j
−
l−1∑
i=1
(
l
i
) l−i−1∑
j=0
i−1∑
m=0
(
l − i
j
)(
i
m
)
∂jtEt∂
m
t EtΨ
l−i−j ·Ψi−m
)
=
1
2E
(
2E∂ltEt −
l−1∑
i=1
l−i−1∑
j=0
(
l
i+ j
)(
i+ j
j
)
∂itEt∂
j
tEtF ·Ψl−i−j
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−
l−2∑
i=0
l−2−i∑
j=0
(
l
i+ j
)(
i+ j
j
)
∂itEt∂
j
tEt
l−1−i−j∑
m=1
(
l− i− j
m
)
Ψl−i−j−m ·Ψm
)
=
1
2E
(
2E∂ltEt −
l−1∑
i=1
(
l
i+ l − i− 1
)(
i+ l − i− 1
l − i− 1
)
∂itEt∂
l−i−1
t EtF ·Ψl−i−(l−i−1)
+ 2
l−2∑
j=0
(
l
j
)(
j
0
)
Et∂
j
tEtF ·Ψl−j
)
=∂ltEt +
l−2∑
j=0
(
l
j
)
∂jtEtF ·Ψl−j ,
which proves (26). In the first equation we used that F satisfies the free boundary condition, in the
second equation we used the (2, 2)-component of the differential equation for Ψl and in the third
equation we used that the claim holds for any i < l. The fourth equation follows from extracting
the terms involving F and using |F |2 = 1 and Ψ0 = F . The fifth equation follows from rearranging
the sums, changing indices and rewriting the binomial coefficients. In the sixth equation we use
the boundary condition for each Ψl−i−j−n and cancel the terms which appear twice. Finally, we
use that Ψ1 · F = 0. We proceed to show (27). We have
∂2Ψ
l · ∂1F =− ∂1Ψl · ∂2F − 1
2
l−1∑
i=1
(
l
i
)(
∂1Ψ
l−i · ∂2Ψi + ∂2Ψl−i · ∂1Ψi
)
=− E∂1Ψl · F − 1
2
l−1∑
i=1
(
l
i
)(
∂1Ψ
l−i · ∂2Ψi + ∂2Ψl−i · ∂1Ψi
)
=EΨl · ∂1F + E
2
l−1∑
i=1
(
l
i
)(
∂1Ψ
l−i ·Ψi +Ψl−i · ∂1Ψi
)
− 1
2
l−1∑
i=1
(
l
i
)( i∑
j=0
(
i
j
)
∂jtEt∂1Ψ
l−i ·Ψi−j +
l−i∑
j=0
(
l − i
j
)
∂jtEt∂1Ψ
i ·Ψl−i−j
)
=EΨl · ∂1F − 1
2
l−1∑
i=1
(
l
i
)( i∑
j=1
(
i
j
)
∂jtEt∂1Ψ
l−i ·Ψb−j +
l−i∑
j=1
(
l − i
j
)
∂jtEt∂1Ψ
i ·Ψl−i−j
)
=EΨl · ∂1F − 1
2
l−1∑
i=1
(
l
i
)( l−i−1∑
j=0
(
l− i
j
)
∂1Ψ
l−i−j ·Ψj +
l−i∑
j=1
(
l − i
j
)
∂1Ψ
l−i−j ·Ψj
)
=EΨl · ∂1F + 1
2
l−1∑
i=1
(
l
i
)
2∂1F ·Ψl−i,
which proves (27). In the first equation we have used the (1, 2) component of the differential
equation for Ψl, in the second equation we used the free boundary condition and the third equation
follows from the differentiated boundary condition (25) for Ψl and the induction hypothesis. The
fourth equation follows from using the j = 0 terms to cancel out the second term. The fifth
equation follows from changing indices and recomputing the binomial coefficients, whereas the last
equation follows from the differentiated boundary condition for Ψl−1. Differentiating
∂2ζ = ζ
2
l times with respect to t we obtain
∂2∂
l
tζ
∣∣∣∣
t=0
= ∂ltζ
2
∣∣∣∣
t=0
=
l∑
i=0
(
l
i
)
∂itζ∂
l−i
t ζ
∣∣∣∣
t=0
.
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There also holds
∂ltζζ
∣∣∣∣
t=0
=
1
2
∂ltζ
2
∣∣∣∣
t=0
− 1
2
l−1∑
i=1
(
l
i
)
∂itζ∂
l−i
t ζ
∣∣∣∣
t=0
.
Hence, using that ζ = E on ∂D, the identity ∂2ζ = ζ
2 for the lower order terms and the (1, 1)
component of the differential equation for Ψl we obtain at t = 0
∂2
(
∂1F · ∂1Ψl + 1
2
l−1∑
i=1
(
l
i
)
∂1Ψ
l−i∂1Ψi
)
=ζ
l∑
i=0
(
l
i
)
∂itζ0,i∂
l−i
t ζ +
1
2
l−1∑
i=1
(
l
i
)(
∂l−it ζ
i∑
j=0
(
i
j
)
∂itζ∂
i−j
t ζ +
l−i∑
m=0
(
l− i
m
)
∂mt ζ∂
l−i−m
t ζ
)
and finally, also evaluated at t = 0,
∂1∂2F · ∂1Ψl + ∂1F · ∂1∂2Ψl + 1
2
l−1∑
i=1
(
l
i
)(
∂1∂2Ψ
l−i∂1Ψi + ∂1Ψl−i∂1∂2Ψi
)
=ζ
l∑
i=0
(
l
i
)
∂itζ∂
l−i
t ζ +
1
2
l−1∑
i=1
(
l
i
)(
∂l−it ζ
i∑
j=0
(
i
j
)
∂jt ζ∂
i−j
t ζ +
l−i∑
m=0
(
l − i
m
)
∂mt ζ∂
l−i−m
t ζ
)
. (31)
We calculate
∂1∂2F · ∂1Ψl = ∂1EF · ∂1Ψl + E∂1F · ∂1Ψl (32)
as well as
∂1F · ∂1∂2Ψl
=∂1(∂1F · ∂2Ψl)− ∂1∂1F · ∂2Ψl
=− ∂1(∂1Ψl · ∂2F + 1
2
l−1∑
i=1
(
l
i
)
(∂1Ψ
l−i · ∂2Ψi + ∂2Ψl−i · ∂1Ψi))− ∂1∂1F · ∂2Ψl
= : −∂1(E∂1Ψl · F )− ∂1(∗)− ∂1∂1F · ∂2Ψl
=∂1
(
E∂1F ·Ψl + E
2
l−1∑
i=1
(
l
i
)
(∂1Ψ
l−i ·Ψi +Ψl−i · ∂1Ψi)
)
− ∂1(∗)− ∂1∂1F · ∂2Ψl2
=∂1∂1F · (EΨl − ∂2Ψl) + E∂1F · ∂1Ψl
+ ∂1E
(
∂1F ·Ψl + 1
2
l−1∑
i=1
(
l
i
)
(∂1Ψ
l−i ·Ψi +Ψl−i · ∂1Ψi)
)
+
1
2
l−1∑
i=1
(
l
i
)[
E
(
∂1∂1Ψ
l−i ·Ψi +Ψl−i · ∂1∂1Ψi) + E
(
∂1Ψ
l−i · ∂1Ψi + ∂1Ψl−i · ∂1Ψi
)
−
(
∂1∂1Ψ
l−i · ∂2Ψi + ∂2Ψl−i · ∂1∂1Ψi
)
−
(
∂1Ψ
l−i · ∂1∂2Ψi + ∂1∂2Ψl−i · ∂1Ψi
)]
= : ∂1∂1F · (EΨl − ∂2Ψl) + E∂1F · ∂1Ψl + Γ+ I + II + III + IV. (33)
In the second equation we used the (1, 2) component of the differential equation for Ψl and in the
fourth equation we used the differentiated boundary condition. Now Γ and the first term on the
left hand side of (32) cancel out because of the differentiated boundary condition, IV cancels out
the third term on the LHS of (31). Moreover, we have at t = 0
2E∂1F · ∂1Ψ+ II = E
l∑
i=0
(
l
i
)
∂itEt∂
l−i
t Et.
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Combining all of this and noting that E = ζ on ∂D we are left with, again at t = 0,
∂1∂1F · (EΨl − ∂2Ψl) + I + III
=
1
2
l−1∑
i=1
(
l
i
)(
∂l−it Et
i∑
j=0
(
i
j
)
∂jtEt∂
i−j
t Et + ∂
i
tEt
l−i∑
n=0
(
l − i
n
)
∂nt Et∂
l−i−n
t Et
)
. (34)
We now proceed to calculate the term I + III. Using the induction hypothesis and changing the
order of summation we deduce at t = 0
I + III =− 1
2
l−1∑
i=1
(
l
i
)( i∑
j=1
(
i
j
)
∂jtEt∂1∂1Ψ
l−i ·Ψi−j +
l−i∑
j=1
(
l − i
j
)
∂jtEtΨ
l−i−j · ∂1∂1Ψi
=− 1
2
l−1∑
j=1
(
l
j
)
∂jtEt
( l−j−1∑
i=0
(
l − j
i
)
∂1∂1Ψ
l−j−i ·Ψi +
l−j∑
i=0
(
l − j
i
)
Ψl−j−i · ∂1∂1Ψi
)
=− 1
2
l−1∑
j=1
(
l
j
)
∂jtEt
( l−j∑
i=0
(
l − j
i
)
∂1∂1Ψ
l−j−i ·Ψi +
l−j∑
i=0
(
l − j
i
)
Ψl−j−i · ∂1∂1Ψi
)
+
l−1∑
j=1
(
l
j
)
∂jtEt∂1∂1F ·Ψl−j .
Differentiating the boundary condition (25) again and using the (1, 1) component of the differential
equation for Ψl−j we conclude
− 1
2
l−1∑
j=1
(
l
j
)
∂jtEt
( l−j∑
i=0
(
l − j
i
)
∂1∂1Ψ
l−j−i ·Ψi +
l−j∑
i=0
(
l− j
i
)
Ψl−j−i · ∂1∂1Ψi
)
=
1
2
l−1∑
j=1
(
l
j
)
∂jtEt
( l−j∑
i=0
(
l − j
i
)
∂1Ψ
l−j−i · ∂1Ψi +
l−j∑
i=0
(
l − j
i
)
∂1Ψ
l−j−i · ∂1Ψi
)
=
1
2
l−1∑
j=1
(
l
j
)
∂jtEt
( l−j∑
i=0
(
l − j
i
)
∂l−j−it Et∂
i
tEt +
l−j∑
i=0
(
l − j
i
)
∂l−j−it Et∂
l
tEt
)
,
which is exactly the right hand side of (34). Here, one should note the symmetry of the two terms
in the sum. Hence, we conclude that at t = 0
0 = ∂1∂1F ·
(
EΨl − ∂2Ψl +
l−1∑
i=1
(
l
i
)
∂itEt ·Ψl−i
)
= ∂1∂1F ·
(
− ∂2Ψl +
l−1∑
i=0
(
l
i
)
∂itEt ·Ψl−i
)
.
Since we already know that the only potentially non vanishing component of the second term in
the product is the normal component and since F · ν = 0 on ∂D we conclude as before that
0 = A11ν ·
(
− ∂2Ψl +
l∑
i=0
(
l
i
)
∂itEt ·Ψl−i
)
at t = 0. The lemma is proven. 
3.3. A-priori estimates and convergence of the power series. We have now shown the
existence of solutions to the linearised equation (8) for any order l ∈ N. The final ingredient to
prove that the solution space is open is an a-priori estimate for the maps Ψl. This will establish
the convergence of the power series.
Lemma 3.9. Let l ∈ N and Ψl be a solution of (7). Then Ψl satisfies the estimate
|Ψl|C2,α(D) ≤ c
( l∑
i=0
(
l
i
)
|∂itEt|C2,α(D)|∂l−it Et|C2,α(D) +
l−1∑
i=1
(
l
i
)
|Ψl−i|C2,α(D) · |Ψi|C2,α(D)
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+
l∑
i=1
(
l
i
)
|∂itEt|C1,α(D)|Ψl−i|C1,α(D)
)∣∣∣∣
t=0
,
where c only depends on α, the C3,α−data of F and the C2,α−data of h. As usual, all norms are
taken with respect to Euclidean isothermal coordinates on D.
Proof. We fix some l ∈ N and define Ψ := Ψl and let
ψ = −1
2
l−1∑
i=1
(
l
i
)
Ψl−i ·Ψi, Φ :=
l∑
i=1
(
l
i
)
∂itEtΨ
l−i
∣∣∣∣
t=0
as well as
q :=
(
1
2
l∑
i=0
(
l
i
)
∂itEt∂
l−i
t Et −
1
2
l−1∑
i=1
(
l
i
)
dΨl−i · dΨi
)∣∣∣∣
t=0
.
Let ∂1, ∂2 be any coordinate system on D. As before, we define w = uid
i and ui := Ψ · ∂iF as well
as v = Ψ · ν. ψ and Φ are at least of class C2 while q is at least of class C1. We thus may choose
β = α in Lemma (3.7) to obtain the a-priori estimate
|w|C1,α(D) ≤ c(|q|C0,α(D) + |ψ|C1,α(∂D) + |w|C0,α(D)),
where c depends on α, |A|C1(D) and |h|C1(D). By choosing w to be orthogonal to the kernel of L
a standard compactness argument implies the improved estimate
|w|C1,α(D) ≤ c(|q|C0,α(D) + |ψ|C1,α(∂D)). (35)
We will use this estimate later. The functions ui satisfy the following three equations
1
A11
(∂1u1 − Γi1,1ui − q11) =
1
A22
(∂2u2 − Γi2,2ui − q22),
∂1u2 + ∂2u1 − 2Γi1,2ui − 2q12 = 2
A12
A11
(∂1u1 − Γi1,1ui − q11), (36)
∂1u2 + ∂2u1 − 2Γi1,2ui − 2q12 = 2
A12
A11
(∂2u2 − Γi2,2ui − q22).
Additionally, the following boundary conditions hold{
Ew(∂r) = ψ on ∂D
∂rΨ = EΨ+Φ on ∂D.
(37)
For the sake of readability, we define Q to be a quantity which can be written in the form Q(ζ) =
ρijmζ
ijm, where ρijm, ζ
ijm are functions defined on D. In practice, ρ will only depend on h and
F and ζ will be one of ui, qij , ∂iuj, ∂iqjm. Although the meaning of Q will be different in every
equation, we have the uniform estimate
|Q(ζ)|C0,α(D) ≤ c|ζ|C0,α(D).
where c only depends on |h|C2,α(D) and |A|C1,α(D). Differentiating the first equation with respect
to ∂1 and the second equation with respect to ∂2 we obtain
∂1∂1u1 =
A11
A22
∂1∂2u2 +Q(ui) +Q(∂iuj) +Q(qij) +Q(∂iqjm),
∂2∂2u1 = −∂2∂1u2 + 2A12
A11
∂2∂1u1 +Q(ui) +Q(∂iuj) +Q(qij) +Q(∂iqjm).
Multiplying the second inequality by A11/A22 and adding the equalities we infer
∂1∂1u1 +
A11
A22
∂2∂2u1 − 2A12
A22
∂1∂2u1 = Q(ui) +Q(∂iuj) +Q(qij) +Q(∂iqjm). (38)
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Similarly, one obtains
∂1∂1u2 +
A11
A22
∂2∂2u2 − 2A12
A22
∂1∂2u2 = Q(ui) +Q(∂iuj) +Q(qij) +Q(∂iqjm). (39)
One easily verifies that the strict convexity implies that these equations are uniformly elliptic.
Hence in Euclidean coordinates, the Schauder theory for elliptic equations implies the interior
estimate
|w|C2,α(D1/2) ≤ c(|w|C0,α(D) + |w|C1,α(D) + |q|C1,α(D)) ≤ c(|w|C1,α(D) + |q|C1,α(D)), (40)
where c depends on α, |g|C2,α(D), |A|C1,α(D) and |A−1|C0(D). Next, we choose polar coordinates
(ϕ, r) and note that uϕ = (ux, uy) · (−y, x) and ur = (ux, uy) · (x, y)/r, where (x, y) denote the
Euclidean coordinates on D, are well-defined functions on the annulus D \ D1/4 and that the
ellipticity of (38) and (39) remains unchanged if we write ∂ϕ, ∂r in terms of ∂x, ∂y. Consequently,
ur and uϕ satisfy a strongly elliptic equation with respect to Euclidean coordinates. Moreover, for
any j ∈ N there is a constant cj only depending on j such that
|w|cj,α(D\D1/2) ≤ cj(|ur|Cj,α(D\D1/2) + |uϕ|Cj,α(D\D1/2)) ≤ c2j |w|Cj,α(D\D1/2). (41)
We now apply the Schauder theory for elliptic equations to ur and uϕ. There holds ur = ψ on ∂D
which implies
|ur|C2,α(D\D1/4) ≤ c((|w|C1,α(D\D1/4) + |q|C1,α(D\D1/4) + |ψ|C2,α(D) + |u|C2,α(D1/4)), (42)
where c has the same dependencies as before. On the other hand, equation (36) yields at ∂D that
∂ruϕ = Q(ui) +Q(∂iur) +Q(qij).
Consequently, the Schauder estimates for equations with Neumann boundary conditions, see
[Nar15] for instance, gives
|uϕ|C2,α(D\D1/4) ≤ c((|w|C1,α(D\D1/4) + |q|C1,α(D\D1/4) + |ur|C2,α(D\D1/4) + |w|C2,α(D1/4)).
Combining this with (42) we can remove the ur term on the right hand side. Then, the interior
estimate (40), the estimate (35) and (41) imply
|w|C2,α(D) ≤ c(|w|C2,α(D\D1/2) + |uϕ|C2,α(D\D1/4) + |ur|C2,α(D\D1/4)) ≤ c(|q|C1,α(D) + |ψ|C2,α(D)),
(43)
where c has the usual dependencies. Finally, we need an estimate for v. There holds
v =
1
2
trA(Sym(∇hw)− q˜)
which immediately yields
|v|C1,α(D) ≤ C(|q|C1,α(D) + |u|C2,α(D)) ≤ C(|q|C1,α(D) + |ψ|C2,α(D)).
In order to proceed, we use the Nirenberg trick in the following way: We differentiate the first
equation of (8) twice in ∂1 direction, the second equation in ∂1 and ∂2 direction and the third one
twice in ∂2 direction. If we then multiply the second equation by (−1) and add all three equations
the terms involving third derivatives cancel out and we get
∂1∂1(vA22) + ∂2∂2(vA11)− 2∂1∂2(vA12)
= 2∂1∂2q12 − ∂1∂1q22 − ∂2∂2q11 +Q(∂i∂jun) +Q(∂iuj) +Q(ui) +Q(qij) +Q(∂iqjn).
One readily verifies that this equation is uniformly elliptic. Moreover, the Gauss-Codazzi equations
imply that the second order derivatives of the second fundamental form on the left hand side cancel
out. Similarly, one may check that no third order terms of the metric h appear on the right hand
side. On the other hand, in polar coordinates we have
∂rv = ∂rΨ · ν +Ψ · ∂rν = Φ · ν + EΨ · ν +Arrur = Φ · ν + Ev +Arrur,
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where we used Lemma 3.8 and Aϕr = 0 on ∂D. Hence the Schauder estimates with Neumann
boundary conditions imply
|v|C2,α(D) ≤ C(|w|C2,α(D)+|q|C1,α(D)+|2∂1∂2q12−∂1∂1q22−∂2∂2q11|C0,α(D)+|Φ|C1,α(D)+|v|C1,α(D))
where the derivatives are taken with respect to Euclidean coordinates. Combining this with the
previous estimates we obtain the final estimate
|Ψ|C2,α(D) ≤ C(|q|C1,α + |2∂1∂2q12 − ∂1∂1q22 − ∂2∂2q11|C0,α(D) + |Φ|C1,α(D) + |ψ|C2,α(D)).
One easily verifies that the term 2∂1∂2q12−∂1∂1q22−∂2∂2q11 does not contain any third derivatives
of Ψi, i < l, and it follows that
|Ψ|C2,α(D) ≤ C
( l∑
i=0
(
l
i
)
|∂itEt|C2,α(D)|∂l−it Et|C2,α(D) +
l−1∑
i=1
(
l
i
)
|Ψl−i|C2,α(D) · |Ψi|C2,α(D)
+
l∑
i=1
(
l
i
)
|∂itEt|C1,α(D)|Ψl−i|C1,α(D)
)∣∣∣∣
t=0
.

We now iteratively use this a-priori estimate to show that the power series (6) converges in
C2,α(D). To this end, recall that the conformal factors of the metrics h, h˜ are given by E, E˜.
Lemma 3.10. Given F,E, E˜ and ǫˆ > 0 small enough there exists a constant Λ > 0 depending
only on |F |C3,α(D), |E|C2,α(D), |E˜|C2,α(D), α and a number ǫ˜ > 0 which additionally depends on ǫˆ
such that given |E − E˜|C2,α(D) < ǫ˜ the following estimate holds
|Ψl|C2,α ≤ l!(Λǫˆ)l.
Proof. Let us define
Ψˆi :=
1
i!
Ψi, Eˆi :=
1
i!
∂itEt
∣∣∣∣
t=0
.
Then Lemma 3.9 becomes
|Ψˆl|C2,α(D ≤ c
( l∑
i=0
|Eˆi|C2,α(D)|Eˆl−i|C2,α(D) +
l−1∑
i=1
|Ψˆl−i|C2,α(D)|Ψˆi|C2,α(D)
+
l∑
i=1
|Eˆi|C1,α(D)|Ψˆl−i|C1,α(D)
)
. (44)
Without loss of generality we assume that c ≥ 1. We will need the following recursive estimate.
Lemma 3.11. Let yi be a sequence of positive numbers, ǫˆ, γ, c > 0 and assume that
yi ≤ ǫˆiγi−1ci−1
i∏
j=2
(4− 6/j)
for i < l, where l ∈ N. Then there holds
l−1∑
i=1
yiyl−i ≤ ǫˆlγl−2cl−2
l∏
j=2
(4− 6/j).
We will prove the lemma later on. We now show that for any number l the following two
estimates hold
|Ψˆl|C2,α ≤ (Λǫˆ)l, |Ψˆl|C2,α(D) ≤ ǫˆlγl−1cl−1
l∏
j=2
(4− 6/j). (45)
20 THOMAS KOERBER
Using the explicit definition of E (see Lemma 2.1) one computes that
∂itEt
∣∣∣∣
t=0
= (−1)i E
E˜i−1
(E − E˜)ii!.
Hence, given ǫ¯ > 0, we can chose ǫ˜ small enough such that
|∂itE|C2,α(D)
∣∣∣∣
t=0
≤ i!ǫ¯i
and consequently
|Eˆi|C2,α(DD) ≤ ǫ¯i. (46)
Moreover,
l∑
i=0
|Eˆi|C2,α(D|Eˆl−i|C2,α(D ≤ (l + 1)ǫ¯l. (47)
We can chose c sufficiently large such that |F |C2,α(D) ≤ c. Together with (44) this implies
|Ψˆ1|C2,α(D ≤ 2cǫ¯+ c2ǫ¯ < ǫˆ
provided ǫ¯ < ǫˆ2(c+c2) . In particular, for any γ ≥ 1 we have
|Ψˆ1|C2,α < γ0c0ǫˆ1
1∏
j=2
(4− 6/j).
This proves (45) for l = 1. Now given l ≥ 2 let us assume that we have already shown that
|Ψˆi|C2,α ≤ γi−1ci−1ǫˆi
i∏
j=2
(4− 6/j)
for any i < l. Then the a-priori estimate (44), Lemma 3.11 as well as (46) and (47) imply
|Ψˆl|C2,α(D ≤ c
(
(l + 1)ǫ¯l + ǫˆlγl−2cl−2
l∏
j=2
(4 − 6/j) +
l∑
i=1
ǫ¯iγl−i−1cl−i−1ǫˆl−i−1
l−i∏
j=2
(4− 6/j)
)
. (48)
If we also ensure that ǫ¯ < ǫˆ/2 then γ, c ≥ 1 implies
(l + 1)ǫ¯l ≤ ǫˆlγl−2cl−2
l∏
j=2
(4− 6/j).
Furthermore, we have the trivial estimate
l∑
i=1
ǫ¯iγl−i−1cl−i−1ǫˆl−i−1
l−i∏
j=2
(4− 6/j) ≤ γl−2cl−1ǫˆl
l∏
j=2
(4 − 6/j)
l∑
i=1
2−i
≤ γl−2cl−1ǫˆl
l∏
j=2
(4 − 6/j).
Combining this with (48) we obtain
|Ψ˜l|C2,α(D) ≤ 3γl−2cl−1ǫˆl
l∏
j=2
(4− 6/j) ≤ γl−1cl−1ǫˆl
l∏
j=2
(4− 6/j),
provided that γ ≥ 3. Thus, we can choose Λ := 4γc to obtain
|Ψ˜l|C2,α(D ≤ Λlǫˆl
and (45) is proven. 
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Proof of Lemma (3.11). We may assume that ǫˆ = c = γ = 1. We are then left to show the following
identity
l−1∑
i=1
i∏
j=2
(4− 6/j)
l−i∏
n=2
(4− 6/n) =
l∏
j=2
(4− 6/j).
There holds
l∏
j=2
(4− 6/j) = 2
l−1
l!
l∏
j=2
(2j − 3) = 2
l−1
l!
(2(l − 1))!
2l−1(l − 1)! = y˜l−1
where y˜j is the j-th Catalan number. For the Catalan numbers, the well-known recurrence relation
y˜l−1 =
l−1∑
i=1
y˜i−1y˜l−i−1
holds, see for instance [Sta15]. This immediately implies the above identity. 
We are now in the position to prove that the solution space is open.
Theorem 3.12. Let h, h˜ ∈ Gk,α and let F ∈ Ck+1,α(D) be a solution of the free boundary problem
(2) for h. Then there exists a constant ǫ > 0 depending only on α, the C2,α−data of E and the
C3,α−data of F such that there is a solution F˜ ∈ Ck+1,α(D) to (2) for h˜ provided |h− h˜|C2,α ≤ ǫ.
In particular, the space Gk,α∗ is open with respect to the C2,α−topology.
Proof. Let E, E˜ be the conformal factors of h, h˜ respectively and ht the connecting analytic path,
see Lemma 2.1. We can find the solutions Ψl of (7) as before and define Ft : D × [0, 1]→ R3 by
Ft := F +
∞∑
l=1
Ψl
l!
tl.
Then, we first require |E − E˜|C2,α(D) ≤ δ for some small number δ such that |E˜|C2,α(D) can be
bounded by 2|E|C2,α . Let Λ be the constant from Lemma 3.10 and ǫˆ := (2Λ))−1. Lemma 3.10
then gives a number ǫ˜ > 0 such that
|Ψk|C2,α ≤ k!2−k
provided |E− E˜|C2,α ≤ ǫ˜. Choosing ǫ := min(ǫ¯, δ) it follows that Ft converges in C2,α(D) and then
Lemma 3.2 implies that F˜ := F1 is a solution of (2) with respect to h˜. Standard elliptic regularity
theory now yields the claimed regularity for F˜ . 
4. Closedness of the Solution Space
In this section, we will show the closedness of the solution space Gk,α∗ with respect to the
Ck,α−topology, provided k ≥ 4. We suspect that this can be weakened to k ≥ 3 using a more
refined C2−estimate, compare [Hei62]. Let hi ∈ Gk,α∗ be a sequence of metrics which converges
to a metric h˜ ∈ Gk,α in C4,α. We now use a compactness argument to show that h˜ ∈ Gk,α∗ . The
main ingredient consists in proving an a-priori estimate for |Fi|C2,α(D), where Fi are solutions of
(2) with respect to hi.
4.1. A global curvature estimate. We fix i ∈ N and write F = Fi and h = hi for ease of
notation. Since F is an isometric embedding of a compact disc, it is bounded in C1 in terms of
the C0−norm of the metric h, that is,
|F |C1(D) ≤ c|h|C0(D).
Furthermore, in any coordinate chart there holds
∂i∂jF = Γ
l
ij∂lF −Aijν
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and it is easy to see that the second fundamental form can be expressed in terms of the Gauss
curvature and the mean curvature. In fact, if κ1, κ2 are principal directions, then the following
identities hold
κ1 =
H
2
+
√
H2
4
−K, κ1 = −H
2
+
√
H2
4
−K.
Hence, the following lemma is true.
Lemma 4.1. Let g ∈ Gk,α∗ and F be a solution of (2) with respect to g. Then there is a constant
c which only depends on |g|C2(D) and |H |C0(D) in a non-decreasing way such that
|F |C2(D) ≤ c.
We will prove an estimate for H using the maximum principle. Since F (D) is strictly convex,
it follows that H > 0. In order to control H in the interior, we will make use of Heinz’ interior
curvature estimate for graphical surfaces, see Lemma 4 in [Hei62] (a weaker version was also proven
by Pogorelov in [Pog73, Theorem 3, Section 8, Chapter 2]). In our setting the estimate can be
stated as follows.
Lemma 4.2. Let h be as in the previous lemma, δ > 0 and define Dδ := {x ∈ D| disth(x, ∂D) ≥ δ}.
Let F be an isometric embedding of (D,h) into R3. Then there is a constant c which only depends
the C3,α−data of h and δ such that
|H |C0(Dδ) ≤ c.
We now combine the interior estimate with a geometric observation at the boundary to show
the following global estimate.
Lemma 4.3. Let h ∈ Gk,α∗ and let F be a solution of (2) with respect to h. Then there exists a
constant c which only depends on |h|C4(D) and |1/K|C0(D) in a non-decreasing way such that
|H |C0(D) ≤ c.
Proof. We choose Fermi-coordinates h = ζ2ds2 + dt2 about the boundary with ζ(s, 0) = 1. Since
the geodesic curvature is equal to 1, it follows that ∂tζ(·, 0) = −1. One may compute that the only
non-vanishing Christoffel symbols at the boundary are
Γsst = −1, Γtss = 1.
In this coordinate chart, the mean curvature is given by
H =
A11
ζ2
+A22.
Since A12 vanishes on ∂D, see (13), the Gauss-Codazzi equations imply
∂tA11 = −H.
In particular, there holds ∂tA11 ≤ 0. Hence, differentiating the Gauss equation and using ∂tζ = −1
it follows that
∂tA22A11 ≥ ∂tA11A22 + ∂tA22A11 − 2∂tA12A12 = ∂t(Kζ2) = ∂tK − 2K
on ∂D, where we used that A22 > 0 and A12 ≡ 0 on ∂D. Consequently, we obtain
∂tH = −2A11 + ∂tA11 + ∂tA22
≥ −3H + ∂tK − 2K
2A11
= −3H + ∂tK − 2K
2K
A22
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≥ −Λ2H. (49)
with Λ2 = 3+ |K|C2(D)(1+ |1/K|C0(D)). Here, we have also used the fact A22, A11 ≤ H . Let δ > 0
be a constant to be chosen less than the injectivity radius of ∂D (which is uniformly bounded from
below in terms of Λ). Given t ≤ δ we define the function ψ := eρH , where ρ(s, t) := c0t + 12c1t2
with c0 := Λ
2 + 1 and c1 to be chosen. On ∂D, there holds
e−ρ∂tψ = c0H + ∂tH ≥ c0H − Λ2H = H > 0
where we used (49). It follows that ψ cannot attain its maximum on the boundary. In order to
prove the lemma, it now suffices to show that we can choose δ and c1 such that if ψ attains its
maximum for t < δ, then H can be bounded by a quantity which only depends on Λ. Because
otherwise Lemma 4.2 implies that |H | ≤ Θ in Dδ for some constant Θ > 0 which only depends on
|h|C3,α(D) as well as δ and given (s, t) with t < δ there exists some s′ such that
H(s, t) ≤ ψ(s, t) ≤ ψ(s′, δ) ≤ ec0δ+ 12 c1δ2Θ.
So let us make appropriate choices for δ and c1, it will become clear in the course of the proof why
these choices are reasonable. Given ǫ˜ > 0 we define
υ1(ǫ˜) := 1− ǫ˜−
√
ǫ˜/2 υ2(ǫ˜) := −3/2υ1(ǫ˜) + υ21(ǫ˜) + 1/2
and note that υ1, υ2 are continuous functions of ǫ˜ satisfying υ1(0) = 1, υ2(0) = 0. Hence we can
choose ǫ < 110 such that
32Λ2c20υ2(ǫ) > −1. (50)
Next, we choose c1 :=
3
ǫ c
2
0 and δ :=
c0
c1
and note that ǫ, c0 and δ all only depend on Λ. Now we
assume that ψ attains its maximum at (s0, t0) with t0 < δ. We choose normal coordinates in the
directions ∂s, ∂t and note that this preserves the geodesic in direction ∂t. We denote the normal
coordinate system by ∂1, ∂2. At the maximum point, the Gauss-Codazzi equations imply
∂2A11 = ∂1A12, ∂2A12 = ∂1A22. (51)
Moreover, we have
0 = e−ρ∂1ψ = ∂1H = ∂1A11 + ∂1A22, (52)
0 =e−ρ∂2ψ = ∂2A11 + ∂2A22 + ∂2ρH. (53)
As has been shown in Lemma 9.3.3. in [HH06], there also holds
Aij∂ijH = − 2
K
(∂lA11∂lA22 − ∂lA12∂lA12) +H2 − 4K + ∆gK
K
.
Since ∂ijψ is negative semi-definite and A
ij is positive definite we obtain
0 ≥e−ρAij∂ijψ
=− 2
K
(∂lA11∂lA22 − ∂lA12∂lA12) +H2 − 4K + ∆gK
K
+ 2Aij∂iH∂jρ+HA
ij(∂ijρ+ ∂iρ∂jρ)
=− 2
K
(−2(∂1A22)2 − (∂2A11)2 − (∂2A22)2 − ∂2ρH∂2A22) +H2 − 4K + ∆gK
K
+HA22(∂22ρ− ∂2ρ∂2ρ)
≥ 4
K
((∂1A22)
2 + (∂2A22)
2 + 3/2∂2ρH∂2A22 + 1/2(∂2ρ)
2H2) +H2 − 6Λ2
+H
A11
K
(∂22ρ− ∂2ρ∂2ρ). (54)
The first equation is a straight-forward computation and in the second equation we used the Gauss-
Codazzi equation (51) and (52)-(53). In the third inequality, we used (53) again and the fact that
the terms involving only intrinsic quantities are bounded. Now we first assume that A11 ≥ ǫA22.
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Since the parabola y 7→ y2 + 3/2yH∂2ρ + 1/2H2(∂2ρ)2 becomes minimal for y0 = − 34H∂2ρ, we
deduce
4
K
((∂1A22)
2 + (∂2A22)
2 + 3/2∂2ρH∂2A22 + 1/2(∂2ρ)
2H2) ≥ − 1
4K
(∂2ρ)
2H2 ≥ −H
2
2K
c20, (55)
where we used the trivial estimate (∂1A22)
2 ≥ 0 and ∂2ρ = c0 + c1t ≤ 2c0. On the other hand, we
have A11 = A11/2 +A11/2 ≥ ǫA11/2 + ǫA22/2 = ǫH/2 and hence
A11
K
H(∂22ρ− ∂2ρ∂2ρ) ≥ ǫH
2
2K
(∂22ρ− ∂2ρ∂2ρ) ≥ H
2
2K
(ǫc1 − c20) (56)
where we used that 4ǫ < 1. Combining (54),(55),(56) and c1 =
3
ǫ c
2
0 we obtain
0 ≥ H2 − 6Λ2
and we are done. So let us assume that A11 < ǫA22. By discarding the last term, (54) becomes
3Λ2 ≥ 2
K
((∂1A22)
2 + (∂2A22)
2 + 3/2∂2ρH∂2A22 + 1/2(∂2ρ)
2H2) + 1/2H2. (57)
We may further assume that Λ2 < ǫH2 as there is nothing to prove otherwise and obtain from the
Gauss equation
K +A212 = A11A22 ≤ ǫA222 ≤ ǫH2 (58)
as well as
A22 −A11 = A22 +A11 − 2A11 = H − 2K +A
2
12
A22
≥ H − ǫH
2
H
≥ H/2,
where we used ǫ < 1/10 and A22 = (1− ǫ)A22+ ǫA22 ≥ A22/2+A11/2 ≥ H/2. Now, differentiating
the Gauss equation and using (53) as well as the Gauss-Codazzi equation (51) we obtain
∂2K = ∂2A22A11 + ∂2A11A22 − 2∂2A12A12 = ∂2A22(A11 −A22)− ∂2ρHA22 − 2∂1A22A12
which implies
∂2A22 = − 1
A22 −A11
(
∂2ρHA22 + ∂2K + 2∂1A22A12
)
. (59)
Next, we can assume that
(∂1A22)
2 <
1
8
(∂2ρ)
2H2 (60)
because otherwise we can estimate as before
2
K
((∂1A22)
2 + (∂2A22)
2 + 3/2∂2ρH∂2A22 + 1/2(∂2ρ)
2H2) ≥ 0.
Proceeding with the term (59) we obtain
∂2A22 ≤ − A22
A22 −A11 ∂2ρH +
1
A22 −A11 (|∂2K|+ 2|∂1A22||A12|)
≤ −∂2ρH + 1
H
(
Λ2∂2ρ+
1√
2
∂2ρH
√
ǫH
)
≤ −∂2ρH + 1
H
(ǫ∂2ρH
2 +
√
ǫ
2
∂2ρH
2)
= −υ1(ǫ)∂2ρH.
In the second inequality we used the trivial estimate − A22A22−A11 ≤ −1, the uniform bound for ∂2K
as well as ∂2ρ ≥ 1 and (58) as well as (60). In the third inequality we used Γ ≤ ǫH2 and the last
equality is the definition of υ1. Since the parabola y 7→ y2 + 3/2yH∂2ρ + 1/2H2(∂2ρ)2 decreases
until it reaches the critical point y0
3
4∂2ρH it follows that
2
K
((∂1A22)
2 + (∂2A22)
2 + 3/2∂2ρH∂2A22 + 1/2(∂2ρ)
2H2) ≥ 2
K
(υ2(ǫ)H
2(∂2ρ)
2) ≥ −H2/4,
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where we again used the trivial estimate (∂1A22)
2 ≥ 0 as well as the definition of υ2, the estimate
∂2ρ ≤ 2c0 and (50). Combining this with (57) we obtain
H2 ≤ 12Λ2 (61)
which proves the lemma.

4.2. A Krylov-Evans type estimate. In order to conclude this section, we need to improve the
C2−estimate to a C2,α−estimate. As can be seen in [HH06], the potential function
f :=
1
2
F · F
can be used to estimate the second fundamental form A. Namely, there holds
∂i∂jρ = Γ
l
i,j∂lρ−AijF · ν + hij .
Using the previous lemmas, it is clear that |A|C0,α(D) can be estimated in terms of |h|C2,α(D) and
|ρ|C2,α(D) provided that |F · ν| can be uniformly bounded from below. Furthermore, taking the
determinant of both sides of the equation implies that ρ satisfies the following Monge-Ampere type
equation {
det(∂ijf − Γlij∂lf − hij) = det(h)K(F · ν)2 on D,
∂rf = ∂rF · F on ∂D.
(62)
This suggests to use a Krylov-Evans type estimate. Unfortunately, the free boundary condition
implies that F · ν = 0 on ∂D. But we can easily overcome this difficulty.
Lemma 4.4. Let h ∈ Gk,α∗ and let F be a solution of the free boundary problem (2) with respect
to h. Then there exists a constant c which only depends on |h|C4,α(D), |1/K|C0(D) and α such that
|F |C2,α(D) ≤ c.
Proof. Let (ϕ, r) be isothermal polar coordinates centred at the origin with conformal factor E.
We consider the Gauss map ν : D → S2 ⊂ R3. Since F is strictly convex, it follows that ν is an
embedding which is evidently strictly convex, too. Let hˆ := ν∗ge be the pull-back metric of ge via
ν. Recall that Arϕ = 0 on ∂D, see (13). Consequently, on ∂D there holds ∂ϕν = E
−2Aϕϕ∂ϕF and
∂rν = E
−2Aϕϕ∂rF . It follows that µˆ = E−1∂rF = µ is the outward co-normal of ∂D with respect
to hˆ. Consequently, the geodesic curvature of hˆ of ∂D is given by
khˆ =
E3
A2ϕϕ
∂ϕ∂ϕν · ∂rF = E
2
Aϕϕ
∂ϕ∂ϕF · µ = 1
Aϕϕ
,
where we used the fact that kh = 1. It then follows from the previous lemma that khˆ ≥ Ξ−1
for some constant Ξ which can be uniformly bounded by |h|C4,α(D) and |1/K|C0(D). Arguing as
in the proof of Lemma 3.7 we may assume (after a suitable rotation) that ν(D) is contained in
the strict upper hemisphere S2+ and that ν
3 attains its strictly positive minimum c˜ in at least
two points p1, p2 ∈ ν(∂D). It then follows that there has to be another point p ∈ ν(∂D) where
khˆ ≤ kc˜ =
√
1− c˜2c˜, where kc˜ is the curvature of the curve {p˜ ∈ S2|p3 = c˜}. Consequently,
ν3 ≥ 1/(2Ξ) =: c˜.2 As we have seen in the proof of Lemma (3.7), F · ν vanishes precisely at the
boundary. This implies that F · ν ≤ 0 and it follows that Fˆ · ν > cˆ > 0, where Fˆ := −F + e3. Of
course, Fˆ satisfies estimates comparable to F . We define the function fˆ := 12 Fˆ · Fˆ and obtain
det(∂ij fˆ − Γlij∂lfˆ − hij) = dethK(Fˆ · ν)2 on D, (63)
∂r fˆ = E − EF · e3 on ∂D. (64)
2A similar result is also due to Fenchel, see [Fen29].
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Since Fˆ · ν > cˆ > 0, the equation is uniformly elliptic and the ellipticity constant can be estimated
in terms of |h|C4,α(D) and |1/K|C0(D). Now, the Krylov-Evans type estimate Theorem 6 from
[Tru84] implies
|fˆ |C2,α(D) ≤ c˜,
where c˜ depends on α, |g|C4,α(D), the ellipticity constant, |f |C2(D) and the boundary data, that is,
|E−EF ·e3|C2(D). However, all these terms can be estimated in terms of |h|C4,α(D) and |1/K|C0(D).
From this, the claim follows easily.

We are now in the position to show the following compactness theorem:
Theorem 4.5. Let hi ∈ Gk,α∗ be a family of Riemannian metrics that converges in C4,α to a
Riemannian metric h˜ ∈ Gk,α, where k ≥ 4. Then g ∈ Gk,α∗ .
Proof. Let Ki denote the curvature of the metric hi. The convergence implies that there is a
number Λ such that |gi|C4,α(D), |1/Ki|C0(D) ≤ Λ for all i ∈ N. Lemma 4.4 then implies the uniform
estimate
|Fi|C2,α(D) ≤ c,
where Fi are the respective solutions of (2). Hence, according to the Arzela-Ascoli theorem, we can
choose a subsequence converging in C2 to a map F ∈ C2 which is a solution to the free boundary
problem (2) for h˜. Then, standard elliptic theory implies the claimed regularity. 
5. Proof of the main result
We are now in the position to prove the main result. We first use the continuity method to
establish that Gk,α = Gk,α∗ .
Theorem 5.1. Let k ≥ 4, 0 < α < 1 and h ∈ Ck,α(D, Sym(R2)) be a Riemannian metric with
positive Gaussian curvature and with geodesic curvature along ∂D equal to 1. Then there exists a
solution F ∈ Ck+1,α(D) of the free boundary value problem (2).
Proof. It suffices to show that Gk,α∗ = Gk,α. According to Lemma 2.1, Gk,α is path-connected
while Theorem 3.12 and Theorem 4.5 imply that Gk,α∗ is open and closed. We consider coordinates
(θ, ϕ) ∈ (0, π/4)× (0, 2π) and define the map
F0(θ, ϕ) = (sin(θ) sin(ϕ), sin(θ) cos(ϕ),
√
2− cos(θ)).
The image of F0 has positive curvature, geodesic curvature along the boundary to 1 and meets
the unit sphere orthogonally. We denote the pullback metric to D by h0. Hence, h0 ∈ Gk,α∗ which
means that Gk,α∗ is a non-empty, open and closed subset of a path-connected space which clearly
implies that Gk,α∗ = Gk,α. 
Similarly to the isometric embedding problem for closed convex surfaces, we are also able to
show uniqueness up to rigid motions that leave S2 invariant.
Theorem 5.2. Let h and F be as in the previous theorem. Then F is unique up to rotations and
reflections through planes containing the origin.
Proof. We assume that F˜ is another solution of (2). We denote the Gauss curvature of h by K,
and the second fundamental forms of F and F˜ by A = (Aij)ij and A˜ = (A˜ij)ij , respectively. The
respective normals ν and ν˜ are chosen in a way such that the respective mean curvatures, denoted
by H and H˜ , share the same sign. We now use a variation of the argument in [PRS03]. As we
have seen before, after a rotation and reflection, we can assume that both F and F˜ are contained
in the open upper hemisphere, that ν and ν˜ both point downwards and that F · ν and F˜ · ν˜ vanish
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precisely at the boundary. Next, we choose a local orthonormal frame e1, e2 of (D,h) and proceed
to define the following two vector fields:
X := F · dF (ei)A˜ijej − A˜jjf · dF (ei)ei, Y :=
(
AijF · dF (ej)−HF · dF (ei)
)
ei.
It is easy to see that these definitions do not depend on the choice of the orthonormal frame. Using
the conformal property of the position vector field in R3 one computes (see Proposition 1.2 and
Proposition 1.8 in [PRS03]) that
divhX = −2H˜ − 2KF · ν + F · ν det(A− A˜), (65)
divh Y = −2H − 2KF · ν. (66)
Finally, if (ϕ, r) denote isothermal polar coordinates, µ the outward co-normal of the Riemannian
manifold (D,h) and E the conformal factor of h, an easy computation which uses the free boundary
condition and Arϕ = A˜rϕ = 0 shows
X · µ = − 1
E2
A˜ϕϕ Y · µ = − 1
E2
Aϕϕ
on ∂D. Hence, integrating (65) and (66) overM , applying the divergence theorem and subtracting
both equations one finds that∫
∂D
1
E2
(Aϕϕ − A˜ϕϕ)dvolh = 2
∫
D
(H − H˜)dvolh +
∫
D
F · ν det(A− A˜)dvolh.
Interchanging the roles of F and F˜ and performing the same computation again we find that∫
D
(F · ν + F˜ · ν˜) det(A− A˜)dvolh = 0.
Now, since F ·ν, F˜ ·ν˜ are positive up to a set of measure 0 and since det(A) = det(A˜) = K combined
with A, A˜ > 0 implies that det(A− A˜) ≤ 0, we find that
det(A− A˜) ≡ 0.
Hence, F and F˜ share the same second fundamental form and consequently only differ by a rigid
motion. Since both of their boundaries are contained in the unit sphere, this rigid motion must be
a composition of a rotation and a reflection through a plane containing the origin. 
6. A possible application to quasi-local mass
In this section, we show a geometric inequality in the spirit of [HM14] for a boundary compo-
nent of compact Riemannian three-manifolds whose boundary consists of two components meeting
orthogonally and which satisfies a certain dominant energy condition. Unfortunately, this in-
equality contains an undesirable boundary term, comes without a rigidity statement and requires
a somewhat restrictive assumption. We then consider an explicit example in the Schwarzschild
space, solve the free boundary isometric embedding problem and verify a simpler, less restrictive
inequality in the spirit of [ST02]. Henceforth, we define a new Brown-York type quasi-local mass
for manifolds with two boundary components meeting orthogonally and conjecture its positivity
under the dominant energy condition.
6.1. A geometric inequality. In the rest of this section, let (M, g) be a compact Riemannian
three-manifold with boundary ∂M = Σ ∪ S. Here, Σ and S are compact, smooth surfaces that
meet orthogonally along their common boundary ∂Σ = ∂S. Let Sc be the scalar curvature of
(M, g), hΣ and hS be the respective induced metrics, K
Σ,KS be the respective Gauss curvatures
and AΣ, AS , HΣ, HS be the respective second fundamental forms and mean curvatures. We assume
that KΣ > 0 and that kh := khΣ = 1. This is for instance the case if there holds A
S = hS . Using
Theorem 1.1, the isometric embedding problem with free boundary in the unit sphere may then
be uniquely solved for Σ (up to rigid motions). We denote the image of the isometric embedding
again by Σ and its Euclidean mean curvature by He. It follows that S
2 \ ∂Σ has two components
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and we define SΣ to be the one with less area. It is a well-known fact that every three-manifold
admits a spin structure. Hence, let /SM be the spinor bundle of M and /SΣ and /SS be the induced
spinor bundles of S and Σ, respectively. We denote the spin connection and Dirac operator by
/∇, /D, /∇Σ, /DΣ etc., the clifford multiplication by /υ, /υΣ etc. and denote the induced hermitian inner
product of the spin bundle by 〈·, ·〉. We need the following lemma.
Lemma 6.1. Let ψ be a spinor on M of class C1. Assume that Sc ≥ 0 and that both S and Σ are
strictly mean convex. Then the following inequality holds:∫
Σ
(
2
HΣ
〈 /DΣψ, /DΣψ〉 − H
Σ
2
〈ψ, ψ〉
)
dvolhΣ ≥
∫
S
(
HS
2
〈ψ, ψ〉 − 2
HS
〈 /DSψ, /DSψ〉
)
dvolhS . (67)
Proof. We consider an exhausting sequence of manifolds M i ⊂ M with smooth boundary ∂M i
which are obtained by leaving M unchanged outside the tubular neighbourhood Bδi(∂Σ) := {p ∈
M | distg(p, ∂Σ) < δi} and smoothing the corner near ∂Σ for some sequence δi → 0. One may check
that this construction can be performed in a way such that ∂M i is strictly mean convex. Now,
Proposition 10 in [HM14] implies that∫
∂Mi
(
2
H∂Mi
〈 /D∂M
i
ψ, /D
∂Mi
ψ〉 − H
∂Mi
2
〈ψ, ψ〉
)
dvolh∂Mi ≥ 0.
On the other hand, there holds
/D
∂Mi
ψ =
H∂M
i
2
ψ − /Dψ − /∇νψ,
where ν is the outward normal of ∂M i. Thus,∫
∂Mi∩Bδi (∂Σ)
(
2
H∂Mi
〈 /D∂M
i
ψ, /D
∂Mi
ψ〉 − H
∂Mi
2
〈ψ, ψ〉
)
dvolh
∂Mi
=
∫
∂Mi∩Bδi (∂Σ)
(
2
H∂Mi
| /Dψ − /∇νψ|2 − 2Re〈 /Dψ − /∇νψ, ψ〉
)
dvolh∂Mi .
The approximation may be chosen in a way such that H∂M
i
can be bounded from below indepen-
dently of i and the last integral consequently approaches 0 as i→∞. The claim follows. 
We are now in the position to prove the following geometric inequality.
Proposition 6.2. Let (M, g) be a manifold with boundary ∂M = S ∪ Σ where S,Σ are smooth
discs that meet orthogonally along ∂Σ = ∂S. Assume that Σ is strictly mean convex and has
positive Gauss curvature as well as geodesic curvature along ∂D equal to 1, that Sc ≥ 0 on M and
that HS ≥ 2 as well as KS ≤ 1. Let He be the mean curvature of the embedding of Σ which is
obtained as the solution of the free boundary isometric embedding problem (2). Then the following
inequality holds: ∫
Σ
(
H2e
HΣ
−HΣ
)
dvolhΣ ≥ 2
∫
∂Σ
(
tr∂ΣA
Σ
e − tr∂ΣAΣ
)
d volh∂Σ . (68)
Proof. It follows from the uniformization theorem that SΣ and S are conformally equivalent. Up
to a diffeomorphism, there consequently holds hS = E
2hSΣ for some function E ∈ C∞(SΣ) and
since S and SΣ share the same boundary ∂Σ we may arrange that E = 1 on ∂S. Here, hSΣ is the
round metric. Let ρ˜ be a unit-length parallel spinor on R3 and ρ its restriction to Σ. Let ρˆ be
the restriction of ρ˜ to SΣ. Since S
2 ⊂ R3 is totally umbilical and has constant mean curvature, it
follows that ρˆ is a twistor spinor, that is,
/∇SΣX ρˆ+
1
2
/υ
S(X)Σ /D
SΣ
ρˆ = 0
A FREE BOUNDARY ISOMETRIC EMBEDDING PROBLEM IN THE UNIT BALL 29
for any vector field X on SΣ. It is well-known that the twistor equation is conformally invariant,
see [KR97], in the sense that that ρ¯ = E1/2ρˆ is a twistor spinor on S. Since E = 1 on ∂SΣ it
follows that we can find a C1−spinor ψ on M such that ψ|Σ = ρ and ψ|S = ρ¯. Since ρ˜ is parallel,
it follows that /D
Σ
ρ = He2 ρ and consequently∫
Σ
(
2
HΣ
〈 /DΣψ, /DΣψ〉 − H
Σ
2
〈ψ, ψ〉
)
dvolhΣ =
1
2
∫
Σ
(
H2e
HΣ
−HΣ
)
dvolhΣ .
On the other hand, we consider the integrated form of the well-known Schrödinger-Lichnerowicz
formula, see for instance [HMZ01], which states that∫
∂Σ
〈ρ¯, /D∂Σρ¯〉dvolh∂Σ −
1
2
∫
∂Σ
H∂Σ|ρ¯|2dvolh∂Σ =
∫
S
(
| /∇S ρ¯|2 + K
S
2
|ρ¯|2 − | /DS ρ¯|2
)
dvolhS . (69)
Here, H∂Σ denotes the mean curvature of ∂Σ as a subset of S. The twistor equation implies that
| /∇S ρ¯|2 − | /DS ρ¯|2/2 = 0. On the other hand, since ρ¯ = ρˆ on ∂Σ and /DSΣ ρˆ = ρˆ as well as KSΣ = 1
it follows from replacing S by SΣ and ρ¯ by ρˆ in (69) that∫
∂Σ
〈ρ¯, /D∂Σρ¯〉dvolh∂Σ =
1
2
∫
∂Σ
H∂Σe dvolh∂Σ .
Here, we also used that |ρˆ| = 1. Consequently, using HS ≥ 2 and KS ≤ 1 we find∫
S
(
HS
2
〈ψ, ψ〉 − 2
HS
〈 /DSψ, /DSψ〉
)
dvolhS ≥
∫
S
(
KS〈ρ¯, ρ¯〉 − 〈 /DS ρ¯, /DS ρ¯〉
)
dvolhS
=
∫
∂Σ
(H∂Σe −H∂Σ)dvolh∂Σ .
Finally, since Σ is a free boundary surface with respect to both SΣ and S it follows that H∂Σe =
tr∂ΣA
Σ
e as well as H
∂Σ = tr∂ΣA
Σ. The proof is complete. 
Remark. The term on the right hand side of (68) is somewhat undesirable and the exemplary
computation (73) below suggests that one might be able to estimate it from below by 0. Additionally,
we also expect the restrictive assumption on the Gauss curvature of S to be unnecessary. Since we
are using an approximation argument, our method cannot be used to prove a rigidity statement.
However, we expect that equality can only occur if there is an isometry which maps S to SΣ and
(M, g) to the compact domain enclosed by Σ ∪ SΣ.
6.2. An example in the Schwarzschild space. In order to shed more light on which geo-
metric inequality we might be able to expect, we consider an explicit example. Let (MS , gS) :=
(R3, φ4ge) be the spatial Schwarzschild manifold with mass parameter mADM > 0, where φ(x) =
1 +mADM/(2|x|) and x is the position vector field in R3. The Schwarzschild manifold models a
single static black hole as an asymptotically flat manifold with ADM-mass mADM and vanishing
scalar curvature. We consider the embedded disc Σ = Im(Φ), where Φ : [0, π/4] × [0, 2π) → M ,
(θ, ϕ) 7→ γ(sin θ sinϕ, sin θ cosϕ,√2 − cos θ) for some parameter γ > 0. Σ divides S2γ in two com-
ponents and we define S to be the one with less area. We then define M to be the domain enclosed
by Σ ∪ S and g = gS . Let r(x) := |x| be the radial function of Schwarzschild. There holds
r2 = γ2(3− 23/2 cos θ) as well as ∂r · νe = r−1(1−
√
2 cos θ), where νe is the downward normal of Σ
with respect to the Euclidean background metric. Using the stereographic projection we can find
conformal coordinates x1, x2 on a disc D such that
cos θ =
2
1 + x21 + x
2
2
− 1.
and the induced metric h (by gS) on Σ is given by
h = γ2(cos θ + 1)2φ4(r)(dx21 + dx
2
2) =: E˜
2(drˆ2 + rˆ2dϕ2).
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Here rˆ2 = x21 + x
2
2 = 2/(cos θ + 1)− 1. We proceed to compute
r2(rˆ) = γ2
(
3 + 23/2 − 2
5/2
1 + rˆ2
)
, ∂r · νe(rˆ) = 1
r(rˆ)
(
1 +
√
2− 2
3/2
1 + rˆ2
)
,
E˜(rˆ) =φ2(r(rˆ))
2γ
1 + rˆ2
.
(70)
The condition 0 ≤ θ ≤ π/4 transfers to 0 ≤ rˆ ≤
√
23/2√
2+1
− 1 =
√
3− 23/2 = √2 − 1. We then
compute the geodesic curvature of the boundary rˆ =
√
2− 1 to be
kh =
1
γφ2(γ)
(
1− mADM
γφ(γ)
)
. (71)
It can be checked that the equation kh = 1 has one positive solution for mADM = 1/3
3/2, no
positive solutions for mADM > 3
−3/2 and two solutions for 0 < 1/33/2 < mADM .3 The two
solutions correspond to the ±1 symmetry of the Schwarzschild manifold. One may also check that
Kh > 0. An explicit example is given by γ = 9/32 and mADM = 3/16. In order to solve the
isometric embedding problem for the disc (Σ, h), we consider functions ψ(rˆ), ζ(rˆ) and the map
F (rˆ, ϕ) = γ(ψ sinϕ, ψ cosϕ, ζ). Let E = γ−1E˜, the isometric embedding equation becomes
ψ2 = E2rˆ2, ψ′2 + ζ′2 = E2.
The isometric embedding condition uniquely determines ψ := Erˆ and we can find ζ if and only if
E2 − ψ′2 = E2 − (∂rˆ(E(rˆ))2. A simple argument shows that this is implied by the facts Kh > 0
and kh = 1. One also easily checks that ζ(
√
2 − 1) can be chosen in a way such that F (Σ) meets
S2 orthogonally. We proceed to compute νe = ζ(ψ
′2 + ζ′2)−
1
2 (sinϕ, cosϕ,−ψ′/ζ′) as well as
He =
ζ′
γ
√
ψ′2 + ζ′2
(
− ψ
E2rˆ2
+
1
E2
(ψ′′ − ψ
′
ζ′
ζ′′)
)
.
One may also check that the mean curvature of Σ as a subset of (M, g) is given by
H =
1
φ2(r(rˆ))
(
2
γ
− 2m
φ(r(rˆ))r2(rˆ)
∂r · νe
)
.
Using (70), a numerical computation then shows that for any admissible pair (mADM , γ) there
holds ∫
Σ
HedvolhΣ = 2πγ
∫ √2−1
0
HeE
2rˆdrˆ > 2πγ2
∫ √2−1
0
HE2rˆdrˆ =
∫
Σ
HdvolhΣ . (72)
For instance, if mADM = 3/16 and γ = 9/32 one obtains∫
Σ
HedvolhΣ ≈ 3.46,
∫
Σ
HdvolhΣ ≈ 3.37.
We also notice that the mean curvature of the support surface S with respect to the Schwarzschild
metric is
HS =
1
φ2(a)
(
2
a
− 2mADM
a2φ(a)
)
= 2kh = 2.
Hence, (M, g) satisfies the dominant energy condition Sc ≥ 0 and HS ≥ 2, which should be
compared with Proposition 6.2. One may also check that KS = 4 and∫
∂Σ
(tr∂ΣA
Σ
e − tr∂ΣAΣe )dvolh∂Σ > 0 (73)
for any admissible choices of (m, γ) which give further evidence that the alterations to Proposition
6.2 proposed in the corresponding remark should be true.
3It does not seem to be obvious how one should interpret this threshold.
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6.3. A new quasi-local mass. Motivated by the insights of the previous subsections we now
define a new quasi-local mass for compact three-manifolds (M, g) with boundary ∂M = Σ ∪ S.
Contrary to the classical Brown-York mass, our definition will not require an isometric embedding
of the full boundary which suggests that the presence of curvature may in certain situations be
measured by only looking at the boundary component Σ ⊂ ∂M .
Definition 6.3. Let (M, g) be a compact Riemannian three-manifold with boundary ∂M = Σ ∪ S
such that S and Σ meet orthogonally and Σ has positive Gauss curvature and satisfies khΣ = 1.
Then the free boundary Brown-York mass mass is defined by
mFBBY (M) :=
∫
Σ
(He −H)dvolhΣ . (74)
As was observed in [HM14], a straight forward application of Hölder’s inequality shows that if
Σ ⊂M is strictly mean convex and mFBBY (M) ≥ 0 one recovers∫
Σ
(
H2e
H
−H
)
dvolhΣ ≥ 0.
In light of the previous subsections it thus natural to make the following conjecture.
Conjecture 6.4. Let (M, g) be as in the previous definition. If Σ is strictly mean convex and
if (M, g) satisfies the dominant energy condition Sc ≥ 0 as well as HS ≥ 2 then there holds
mFBBY (M) ≥ 0 with equality if and only if M is the Euclidean domain bounded by a part of the unit
sphere and a convex free boundary surface.
If one revisits the argument in [ST02] one may observe that a positive answer to the previous
conjecture is equivalent to a positive mass type theorem for asymptotically flat manifolds modelled
on a solid cone over the embedding of Σ. Here, the mass is understood as in [ABLdL16]. How-
ever, proving such a result seems to be surprisingly hard, especially since there appears to be no
geometrically invariant formulation of the dominant energy condition on the boundary component.
Appendix A. The Lopatinski-Shapiro condition
Lemma A.1. The Lopatinski-Shapiro condition holds for both the operators L and L∗.
Proof. We interpret L as an operator from C1,β to C0,β and let and let ∂i be any local coordinate
system on D. We compute L(u) =M1∂1u+M2∂2(u) +M3u, where
M1 =
(
1− 12A11A11 − 12A12A11
− 12A11A12 1− 12A12A12
)
M2 =
( − 12A12A11 − 12A22A11
1− 12A12A12 − 12A22A12
)
and M3 is a matrix which we do not need to determine. Calculating the inverse of A we find
M1 =
(
1− (2 det(A))−1A11A22 (2 det(A))−1A12A11
−(2 det(A))−1A22A12 1 + (2 det(A))−1A12A12
)
,
M2 =
(
(2 det(A))−1A12A11 −(2 det(A))−1A11A11
1 + (2 det(A))−1A12A12 −(2 det(A))−1A11A12
)
.
Let p ∈ ∂D and chose polar coordinates (ϕ, r) about the origin with ∂1 = ∂ϕ and ∂2 = ∂r. The
free boundary condition implies A12 = 0, see (13). Furthermore, there holds det(A) = A11A22 so
we get
M :=M−11 M2 =
(
0 −γ2
1 0
)
where γ2 = A11A22 . The eigenvalues of this matrix are given by z± := ±iγ and in our chosen coordinate
chart, the boundary operator R1 is given by the co-vector
(
0 1
)
. According to [WRL95, 16.1] the
Lopatinski condition is satisfied if the matrix
R1
∫
o
(ξ Id−M)−1dξ
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has rank 1 for any closed path o in the upper half plane containing the positive eigenvalue of M.
We compute
(ξ Id−M) = 1
(ξ − iγ)(ξ + iγ)
(
ξ γ2
−1 ξ
)
.
The residue theorem then implies
R1
∫
o
(ξ Id−M)−1dξ = 2πi (− 12iγ 12)
and it follows that L satisfies the Lopatinski-Shapiro condition. Now, Theorem 4.3.1 in [Wen79]
implies that L∗ satisfies the Lopatinski-Shapiro condition, too. 
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