An annealing mutation operator in the genetic algorithms (GA) 
Introduction
Inspired by the concept of biological evolution, i.e. the mechanics of natural selection and natural genetics, a new optimization procedure was developed, called genetic algorithms (GA) (Holland, 1975) . The GA methodology has been used in many different applications (Goldberg, 1989; Davis, 1991) . We have been adapting it to RNA folding by utilizing the massively parallel architecture of the MasPar MP-2 supercomputer with 16 384 processors (Shapiro and Navetta, 1994) .
An RNA sequence is a sequence of four different nucleotides: adenine, cytosine, guanine and uracil, denoted as A, C, G and U respectively. Base pairs can be formed with nucleotides C and G, A and U, G and U, and vice versa. A stem is commonly defined as a contiguous sequence of base pairs, geometrically represented by a 3-tuple containing the 5' start position of the stem, the 3' stop position of the stem and the number of base pairs in the stem. The ends of stems may contain free strands or loops, where a loop consists of unpaired nucleotides. A secondary structure of an RNA sequence is a configuration of both stems and loops generated from the Sciences, National Cancer Institute, Frederick Cancer Research and Development Center, National Institutes of Health, Bldg 469, Rm 150, Frederick, MD 21702 and 'Frederick Biomedical Super computing Center, SAIC Frederick/LMB, NCI-FCRDC, Frederick, MD 21702, USA sequence. It is represented by a table of stems. The size of a secondary structure is defined as the number of stems in the table. The free energy of an RNA's secondary structure is the sum of stem energies, including hydrogen bond energies and stacking energies, and loop energies. The negative stem energies tend to stabilize an RNA's secondary structure, and the positive loop energies work in the opposite way. The problem of RNA folding is to fold an RNA sequence into a stable and biologically functional secondary structure, which may have a suboptimal free energy.
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In our RNA folding, the GA iterates mainly over a three-step evolution-like procedure: selection, mutation and crossover, using minimal free energy as a criterion to improve secondary structures across all processors in parallel at each generation (an iteration constitutes one generation). Initially, during a preprocessing phase, the GA generates a stem pool consisting of all possible fully zipped (or partially zipped) stems from the given sequence. At each generation, in each processor, the GA selects two RNA structures from itself and its eight neighbors (assuming the eight-way interconnected mesh architecture of the MasPar) using a ranked rule (biased towards the better free energies) (Goldberg and Deb, 1991; Shapiro and Navetta, 1994) , and takes them as parents P x and P 2 . Then, the GA mutates the RNA structures by randomly picking stems according to a mutation operator from the stem pool, to form two child-structures C\ and C 2 , excluding conflicting stems (i.e. overlapping stems) and stems that form tertiary interactions (i.e. interactions between loops, and loop and free strands) (Pleij et al., 1985 ; a paper studying tertiary interactions using the GA on an MP-2 has been submitted). Next, the GA does a crossover operation between (P u P 2 ) and (C 1( C 2 ) to complete the two new structures, by distributing stems from P\ and P 2 to C\ and C 2 eliminating conflicts and tertiary structures when they occur. Finally, between these two new structures, the GA chooses the one with better free energy to become the secondary structure of the generation in the corresponding processor. Thus, 16 384 new structures are created in parallel at each generation.
Previously, work was done on the effects of the mutation probability on the performance of GAs (Fogarty, 1989) . Recently, after further investigations of the GA on RNA folding, we found that the mutation operator can play a substantial role in improving the GA's performance as well as its result for RNA folding. An annealing mutation operator was designed that allows a fairly large number of mutations to take place at the very beginning of the process and reduces the total number of mutations at each generation as the size of the secondary structure increases. Especially for long RNA sequences with thousands of nucleotides contrasted to hundreds of nucleotides, the new annealing mutation operator can make the distribution of free energies over all processors on a MasPar MP-2 converge only after hundreds of iterations. Furthermore, based upon this new mutation operator, a technique to terminate the GA was developed. The new mutation operator is running very efficiently. We tested it on foldings of 26 short RNA GenBank sequences with hundreds of nucleotides, the bacteriophage T4 G32 sequence with 1340 nucleotides (McPheeters el al., 1988) , and the 16S rRNA sequence of 1542 nucleotides (Stern el al., 1989 ).
An annealing mutation operator
The number of mutations across all processors at each generation on a MasPar MP-2 is determined by the product of the total number of processors (i.e. 16 384, simplified as 16000 in the following context, unless indicated otherwise), the average size of the secondary structures over all processors (referred to as size in the following context) and the mutation probability per stem per processor (simplified as the mutation probability in the following context). It can be written as
where J\f is the total number of mutations at each generation, s is the size of the secondary structure at that generation, p is the mutation probability, and V is the ratio of the total number of mutations at that generation to the total number of processors.
The old mutation operator that was previously used in the GA assumed that the mutation probability p remained constant (usually chosen as 0.011). Therefore, the total number of mutations at each generation grew proportionally with the size of the secondary structure. That is, the old mutation operator allowed a few mutations to take place at the very beginning of the process, and increased the total number of mutations at each generation as the size of the secondary structures increased. For instance, at the very beginning, when the size of the secondary structure is one stem, the total number of mutations allowed on all processors is only ~176; however, as the size of the secondary structure grows, for example, to 100 stems, the total number of mutations can get as large as -120 Ftw! Etttzfla (kolAno Fig. 1 . A histogram of free energies (kcal/mol) of the bacteriophage T4 G32 sequence with 1340 nucleotides after 3000 iterations using the old mutation operator in a specific run. The .v-axis represents the free energies, and the v-axis the number of processors which possess the corresponding free energies.
17600. As a result, for long sequences generating largesize secondary structures, the old mutation operator made the distribution of free energies over all processors, representing secondary structures of RNA, very diverse even after thousands of generations. For example, for a specific run on the bacteriophage T4 G32 sequence with 1340 nucleotides after 3000 iterations, among 16384 processors, only three processors contain a structure with the minimal free energy of-207.2 kcal/mol found during this run, 203 processors have a free energy of -204.1 kcal/mol and 421 processors possess a free energy of -202.2 kcal/mol, etc. This can be observed in Figure 1 . Thus, using the free energies of the secondary structures as a criterion, it is difficult to determine what the final result is and when the GA should terminate.
The new annealing mutation operator behaves in the opposite way. That is, it allows a fairly large number of mutations to take place across all processors when the process starts, and reduces the total number of mutations at each generation as the sizes of the secondary structures increase. In other words, it cools down the process slowly as the procedure continues (Metropolis et al., 1953; Press etai, 1992) .
The mutation probability p in the annealing mutation operator is designed to descend hyperbolically with respect to the size of the secondary structure s:
where a and /3 are unknown constants to be determined. Suppose that the range of the size of a secondary structure during a run is from S\ stems to s 2 stems, and the corresponding ratios are V\ and V 2 . Hence, a and (3 in equation (3) can be written as
It is intended that while s { < s 2 , V\ > V 2 (i.e. (3 < 0). As a consequence, the total number of mutations at each generation drops linearly with a slope of 16 000/3 with respect to the size of the secondary structure.
There are a variety of ways to determine s { , s 2 , V\ and V 2 -In our studies, S\ = 1 stem, s 2 = 100 stems (the number of 100 was set based upon our empirical experiments on the bacteriophage T4 G32 sequence with the size of the secondary structure ~83 stems); and V 2 is assumed to be 0.05, namely there are only 800 mutations allowed across all processors when the size of the secondary structure reaches 100 stems. The ratio V\, i.e. the number of mutations per processor at the very beginning of the process, is assumed to depend on the size of the stem pool generated from the sequence. Suppose that the range of the size of the stem pool S is from 100 stems to 50000 stems, and the corresponding range of the ratio V\ is set to be from 0.125 to 0.250. In other words, the total number of mutations allowed at the very beginning of the process ranges from 2000, for a stem pool of 100 stems, to 4000, for a stem pool with 50000 stems. This is a fairly reasonable assumption, since for larger stem pools more mutations are allowed to occur at the beginning of the process. To make the number of mutations sufficiently large at the very beginning of the process for small-size stem pools so as to guarantee that ~1900 mutations will take place near the end of the process for short sequences (the figure 1900 was set empirically due to our comparisons of data by using the new annealing mutation operator with data from the old mutation operator for 26 short RNA GenBank sequences), a parabolic function is adopted:
where 0.119148 and 2920183.30 are derived from the ranges of S and V\ as stated above. Notice that if the size of a stem pool becomes > 16 384 stems, all stems generated from a sequence can be spread over the processors in more than one layer (each layer is a vector of 16 384 stem elements that are spread across the memory of the 16 384 processors). For S not in the range of 100-50000 stems, V\ can be extrapolated using equation (6). In the range of S that we dealt with, there were no roundoff errors in equation (6). According to such a parameter setting, i.e. from equations (l)- (6), it is clear that our annealing mutation operator only depends on the size of the stem pool S created from the sequence during the initialization phase of the process, and the size of the secondary structure s at each generation during a run. A graph depicting the mutation probability versus the size of the secondary structure is shown in Figure 2 The mutation probability versus the size of the secondary structure. The four hyperbolae from the bottom up, for the new annealing mutation operator, correspond to the sizes of the stem pools: 100, 4160, 9360 and 50000 stems respectively. The horizontal line represents the result using the old mutation operator. corresponding to stem pool sizes 100, 4160, 9360, and 50 000 stems respectively. The horizontal line depicts the old mutation operator. A graph showing the total number of mutations at each generation versus the size of the secondary structure is drawn in Figure 3 . The four inclined straight lines, in this figure, with negative slopes from the bottom up correspond to the four hyperbolae respectively in Figure 2 . The inclined straight line with the positive slope corresponds to the horizontal line in Figure 2 . The horizontal line in Figure 3 indicates the total number of mutations at each generation fixed at 1900. In both figures, the end points of the size of the secondary structure were selected at 100 stems. As stated before, this was set because of our empirical experiments.
The total number of mutations throughout a run is the area under the corresponding curve in Figure 3 . Therefore, it is obvious that for long sequences the total number of mutations throughout a run using the old mutation operator is substantially greater than that from the new annealing mutation operator. This is also true for the total 40 SO 60 Sot of Seoorrtny Strecan Fig. 3 . The total number of mutations at each generation versus the size of the secondary structure. The four inclined straight lines with negative slopes from the bottom up, for the new annealing mutation operator, correspond to the sizes of the stem pools: 100, 4160, 9360 and 50000 stems respectively. The one with positive slope represents that of the old mutation operator. The horizontal line indicates the total number of mutations at each generation fixed at 1900. Table I . Some examples of the quantitative relationships among sequence length, the size of the stem pool, the size of the secondary structure, and the total number of mutations at the beginning and at the end of the process, when using the new annealing mutation operator number of mutations at each generation with larger secondary structures.
Some examples of the quantitative relationships among the sequence length, the size of the stem pool, the size of the secondary structure, and the total number of mutations at the beginning and at the end of the process, using the new annealing mutation operator, are listed in Table I . It is for the purpose of comparison that the sizes of the stem pools, 4160 and 9360 stems, appear in both Figures 2 and 3, as well as in Table I .
The empirical relationship of the size of the stem pool to the sequence length n is 0.026n 2 . For short sequences, say, less than ~600 nucleotides, the empirical relationship of the size of the secondary structure with the sequence length n is 0.08/: (Shapiro and Navetta, 1994) . In such cases, the total number of mutations at each generation drops from ~20OO-280O down to ~1900. This can be seen in both Figure 3 and Table I . For example, when the size of the stem pool is 100 stems, the above empirical formulas result in a sequence length of ~62 nucleotides, a stabilized secondary structure of ~5 stems, and a total number of mutations per generation a little bit above 1900. For long sequences, the bacteriophage T4 G32 has 1340 nucleotides, and produces a stem pool with 49954 stems and a secondary structure of ~83 stems (an average value of five runs), so the total number of mutations at each generation drops from 4000 to 1350. The 16S rRNA sequence contains 1542 nucleotides, and creates a stem pool of 59 424 stems and roughly a 92 stem (an average value from 20 runs) secondary structure; hence the total number of mutations at each generation decreases from 4189 to 1074.
It seems from Figure 3 and Table I that near the end, while the secondary structures are stabilizing, long sequences have fewer mutations than short sequences. However, using the new annealing mutation operator, the total number of mutations for an entire run for the long sequences is much larger than that for the short sequences. This can be roughly estimated from Table I and observed in Figure 3 . Furthermore, as we know, longer sequences usually have larger stable secondary structures. Therefore, for long sequences, near the end, a high number of mutations may cause too much diversity in the population of secondary structures so that some important secondary structures might be lost. In addition, such diversity may also delay convergence.
Our annealing mutation operator works especially well for long sequences with thousands as opposed to hundreds of nucleotides. For long sequences, the annealing mutation operator can cause the distribution of free energies over all processors to converge rapidly after hundreds of generations. Thus, eventually most processors out of a total of 16 384 processors contain the same secondary structures. In terms of the histogram of free energies, it moves all occurring free energies to the left along the freeenergy axis. This phenomenon is depicted in Figure 4 , where from a run of the bacteriophage T4 G32 sequence, 16 180 processors have a free energy of -21 l.Okcal/mol and among the other 204 processors <10 processors respectively have different non-zero free energies ranging between -210.0 and -144.3 kcal/mol.
Ultimately, it is the total number of mutations at each generation that plays a key role in the performance and results of the GA. The total number of mutations at each generation can be obtained by multiplying both sides of equation (3) by 16 000.?, where s is the size of the secondary structure at that generation. Therefore, a slight change in a and/or f3 in equation (3) can make a difference in terms of both performance and results for a specific run (i.e. for a given random number generator seed). However, for many runs, the difference is averaged away. G32 sequence with 1340 nucleotides after 719 iterations using the new annealing mutation operator with the same random number generator seed as used in Figure 1 . The x-axis represents the free energies, and the _y-axis the number of processors which possess the corresponding free energies. In the range -210.0 to -144.3 kcal/mol the number of processors that have different non-zero free energies is < 10, which is too small to be seen in this figure. Since the parameter /? in equation (3) is negative as stated before, and thus the parameter a is always positive (see equation 5), the mutation probability can become equal to or less than zero, as the size of the secondary structure s approaches a certain level, -a/f3. The larger the size of the stem pool, the smaller this value. When the size of the stem pool reaches 59 424 stems, as is the case of the 16S rRNA sequence shown in Table I , this number can be as small as 123 stems. Although such a thing did not occur in our tests, this should be kept in mind for designing other mutation operators.
Termination of GA and running time
Because the new annealing mutation operator can make the GA converge rapidly for long sequences, a technique to terminate the GA was developed using statistical methods.
During the running of the algorithm, at each generation there is a distribution of free energies over all 16 384 processors. However, not all free energies are used for the termination criterion. Only those free energies are considered where the ratio of the number of processors that possess them to the total number of processors is greater than a certain threshold.
Empirically, the threshold is set to be 0.00610 for sequences whose stem pool is spread across the processors for two or fewer layers. That is, a free energy is not counted until it is possessed by at least 100 processors out of the 16384 processors. The threshold is reduced by half, i.e. at least 50 processors possess that free energy, for sequences whose stem pool lies between three and four layers. This is due to the greater number of stems that exist in stem pools generated from long sequences. In such a way, a more diversified set of secondary structures could be taken into account.
Thus among those free energies that pass the threshold, a weighted average free energy at each generation is calculated based upon the number of processors that own the free energies. At the beginning of the process, it might be that the distribution of free energies is so diverse that none is beyond the threshold, thus a 0 kcal/mol free energy is assumed. Since the new annealing mutation operator usually makes more and more processors converge to the same free energy, the average free energy at each generation will become stabilized as the number of generations increases.
Furthermore, a window over the last 25 consecutive generations is used for the computation. Within this window, a standard deviation and a relative error (i.e. the standard deviation divided by the absolute value of the average free energy inside the window) of 25 average free energies are computed for each generation. When the relative error becomes less than a specified uncertainty, the GA is terminated. In the above setting of the threshold, the uncertainty is set to be 0.0001. For long sequences, it has been found that if the uncertainty is set to 0.00001, then the above corresponding threshold should increase from 0.00305 to 0.00610.
Certainly, the free-energy threshold, the window size and the uncertainty can vary. Using our parameters, the GA can almost always be stopped when the minimum free energy at the last generation is the overall best free energy. In addition, most processors (~ 16 000) contain the best free energy. This technique works well for both short and long sequences.
The new annealing mutation operator also contributes to the efficiency of the overall running time required by the GA, especially for long sequences. For stabilized comparable-size secondary structures of long sequences, the total number of mutations throughout a run for the new mutation operator is much less than that for the old mutation operator. As a consequence, the average time per generation consumed by the new annealing mutation operator is less than that used by the old one.
In addition, for long sequences, the new annealing mutation operator can make the GA converge, while the old one puts the GA in an almost endless stalemate situation with many different kinds of secondary structures occurring in the later generations. Only hundreds of iterations are usually needed for the new operator. This is in contrast to the 3000 iterations previously used with the old relatively unstable operator.
As a result, the overall running time of the new operator is much more efficient than the old operator. In our current version of the algorithm which has not been totally optimized, running the bacteriophage T4 G32 sequence with 1340 nucleotides, the new operator required on average ~3.2s per generation, and the old one required 5.3 s. Therefore, the overall running time was ~0.53 h (average 600 generations) for the new operator as opposed to 4.42 h (3000 generations) for the old operator.
Results
For short sequences, the new annealing mutation operator works as well as the old one. We tested the new one on 26 short RNA GenBank sequences with hundreds of nucleotides and obtained almost the same results as were previously reported (Shapiro and Navetta, 1994) . However, the termination technique makes the GA much easier to use. For long sequences, the new one produces results that are easy to interpret, while with the old one it is quite difficult.
For the bacteriophage T4 G32 sequence with 1340 nucleotides (McPheeters et al., 1988) , the results of comparisons between the two mutation operators are listed in Table II . Again, this version of our GA does not deal with the pseudoknot. Thus, the pseudoknot involved in this sequence is not considered. With the old mutation operator, the GA was terminated by setting an upper limit of 3000 generations for a run; with the new annealing mutation operator, the GA was terminated by invoking the technique discussed earlier. Using the same random number generator seeds respectively, a big difference can be seen in this table. For example, in the first case, for the old mutation operator, the best free energy that had ever occurred throughout an entire run was -203.0kcal/mol, appearing at generation 2595; however, at the 3000th generation, the minimum free energy was just -198.0 kcal/ mol, and only two processors out of 16 384 possessed it. For the new annealing mutation operator, the best free energy -218.2 kcal/mol started appearing at generation 653; at generation 937, the GA converged to this best free energy and 16206 processors owned it. Because of the above termination criteria, the GA stopped at this generation. Moreover, in this case, the new annealing mutation operator improved the best free energy by -15.2 kcal/mol. For the 16S rRNA sequence with 1542 nucleotides, the same comparison was done and is depicted in Table III . As can be seen in this table, the new annealing mutation operator improves the best free energy even more significantly.
Further investigations were done with the 16S rRNA sequence. This sequence has a published secondary structure based on phylogenetic comparison (Stem et ai, 1989) . It has always been a difficult sequence to fold with conventional algorithms. We ran the GA with the new annealing mutation operator, the GA with the old mutation operator, and the dynamic programming algorithm (DPA) (Zuker and Stiegler, 1981) on this sequence. The GA is a non-deterministic procedure. Therefore, we ran the algorithms with the new annealing mutation operator and the old mutation operator 20 times each, using the same random number generator seeds respectively. Since the DPA is a deterministic algorithm, we only ran it once. Some work on this sequence using the DPA with the energy rules (Freier et ai, 1986) was done by others (Zuker et ai, 1991) . Our results, using a subset of the above energy rules, are shown in Table IV . However, similar work using the same energy rules in the GA is underway.
According to the cited publication, the phylogenetically proven secondary structure of the 16S rRNA sequence comprises four domains: nucleotides 1-560, 561-920, 921-1400 and 1401-1542. In addition, it contains an H-type pseudoknot (a type of tertiary interaction between a hairpin loop and a free strand). The GAs discussed in this paper, with the new annealing mutation operator as well as the old mutation operator, do not have the capability of searching for H-type pseudoknots. (A version of the GA that includes the H-type pseudoknot and the annealing mutation operator has been created and will be reported on soon.) Certainly, this should affect the ultimate results. Nevertheless, the final results are still encouraging.
After taking away the pseudoknot stem and by using the same energy rules as stated above, the free energy of the phylogenetically proven structure of the 16S rRNA sequence is -307.4 kcal/mol. Under the same conditions, the GA with the new annealing mutation operator produces a free energy of -359.9 kcal/mol (an average value of 20 runs), and the DPA generates -443.4kcal/mol. On the one hand, in terms of free energy, this shows that the result of the GA is closer to the one from the phylogenetic experiment than that of the DPA. On the other hand, this indicates that the structure with the lowest energy is not always the best one adopted by some RNAs, especially for long molecules (Zuker, 1989; Zuker et ai, 1991) . Even using the newer energy rules, the phylogenetic structure has an energy of -343.8 kcal/mol, and the DPA result is -434.6 kcal/mol.
In accordance with the definition of a stem as defined earlier, two stems, even when separated by a very small loop, are still recognized as two distinct stems. Therefore, as shown in Table IV , the published phylogenetic secondary structure has a total of 98 stems, and contains 40 stems in the first domain (the pseudoknot stem, starting at the 17th nucleotide and ending at the 918th nucleotide with three base pairs, is assumed to be in the first domain), 20 stems in the second domain, 31 stems in the third domain and 7 stems in the fourth domain. These 98 stems consist of 448 base pairs.
When comparing results from the DPA or the GA with the phylogenetic structure, a stem is said to be comparable if at the end of the corresponding stem in the phylogenetic structure, some GU base pairs are unzipped, or a part of a loop is replaced by appropriate consecutive base pairs. The secondary structure of the DPA consists of 121 stems. Among these stems, only 5 stems appear in the published structure in the first domain, 9 stems in the second domain, 4 stems in the third domain and 1 stem in the fourth domain. That is, there is a total of 19 true-positive stems that occur in the published structure. These 19 truepositive stems comprise 112 base pairs.
With the new annealing mutation operator, after 20 runs, the GA collects 492 different stems, where 17 stems occur 20 times, i.e. the percentage of appearance is 100%, and 48 stems appear >10 times, i.e. >50% (actually it is from 55% up to 100% in increments of 5% since there are only 20 runs). Among these 48 positive stems, 26 stems, 54%, are the true positives: 10 stems occur in the first domain, 9 stems in the second domain, 6 stems in the third domain and 1 stem in the fourth domain. These 26 truepositive stems have 157 base pairs. The same interpretation applies to the old mutation operator in Table IV .
The GAs discussed in this paper restrict the number of base pairs in stems to be at least 2, and do not deal with the pseudoknots as mentioned before. In the published structure, among 98 stems, there are 4 stems that have only one base pair, and 1 stem that is related to the pseudoknot. Excluding these five stems, for the new annealing mutation operator, the 26 true-positive stems, output by the GA, represent 28% of the 93 stems in the published structure. For the old mutation operator, the corresponding value is 25%. The DPA neither finds any stem with only one base pair, nor finds pseudoknots, thus the corresponding percentage is 20%.
By comparison in terms of the number of base pairs, we assume that the base pairs, in stems that occur >50% out of 20 runs, are treated equally. Thus, for the new annealing mutation operator of the GA, 157 base pairs are found from the total of 448 base pairs in the published structure, and the percentage is 35%. For the old mutation operator of the GA, the rate is 31%. For the DPA, it is 25%. The reason why the rates of finding base pairs are higher than that of finding stems is that most stems found by either the GA or the DPA tend to be the larger ones. Nonetheless, these figures indicate that the result of the new annealing mutation operator is better than the others in this case.
The distributions of the 48 positive stems and the 26 true-positive stems over the number of runs in which they appear are depicted in Figure 5 . The solid line represents the distribution of the 48 positive stems, and the dashed line depicts the distribution of the 26 truepositive stems. Table IV , using the new annealing mutation operator, over the number of runs in which they appear. The solid line is for the positive stems, and the dashed line is for the true-positive stems. Figure 5 shows that among the 26 true-positive stems, 23 stems appear >13 times, i.e. >65%, and 3 stems appear 11 times, 12 times and 13 times respectively (two stems are in the first domain and one stem is in the second domain). The 50% cutoff is set so that these 3 stems can be included, and in the meantime 9 false-positive stems (i.e. occur in the GA results but not in the published structure) are also included. Below this cutoff, out of the remaining stems, there are 16 true-positive stems. For example, 5 stemsone in the first domain, one in the second domain and three in the third domain-appear only three times, i.e. 15% appearance. Since the GA is a non-deterministic procedure, from the statistical point of view, such a low percentage of appearance makes it difficult to support these 5 stems as a part of a significant outcome of the GA.
Furthermore, in each bin of Figure In fact, the above 12 true-positive stems, which are correct stems and appear 100% of the time, generated with the new annealing mutation operator, are a subset of the 19 true-positive stems predicted by using the DPA. This indicates that the result from the new annealing mutation operator is not only quite close to the result of the DPA, but also has a high degree of confidence. Such confidence is often what the DPA lacks, especially when dealing with suboptimal issues.
To compare the new annealing mutation operator with the old one, from Table FV, it is clear that the result from the old mutation operator is more diverse than that of the new annealing mutation operator. This is what we would expect, since the old operator allows many more mutations than the new operator as the secondary structures are approaching stability. For example, for the new operator, 48 positive stems occurring >50% are out of 492 positive stems in total. And for the old one, 50 positive stems are from 654 positive stems. This indicates that many more stems appear below the cutoff using the old mutation operator than when using the new operator. Furthermore, for the new one, 17 positive stems (of which 12 stems are the true positives, i.e. 71%) appearing 100% of the time are out of the above 48 positive stems, a rate of 35%. And for the old one, 5 positive stems (of which 3 stems are the true positives, i.e. 60%) are from the above 50 positive stems, a rate of only 10%.
Regarding the true-positive stems appearing in each domain of the 16S rRNA sequence, although their Table  IV , using the new annealing mutation operator, over the number of runs in which they appear. The dashed line shows the distribution of the corresponding ones using the old mutation operator. numbers are quite close as shown in Table IV , they have different distributions over the number of runs in which they appear. As illustrated in the histogram of Figure 6 , in the first domain, for the new annealing mutation operator, there are 4 stems appearing 100% of the time out of the 10 true-positive stems. However, for the old mutation operator, there is only 1 stem in the bin of 20 runs from the 10 true-positive stems. Figure 7 shows the corresponding distributions in the second domain. From these distributions, it can be seen that the new annealing mutation operator yields results with more confidence than the old one. Certainly, fewer stems appear in the published structure when using the old operator (23 stems) than when using the new operator (26 stems).
In addition, the set of 26 true-positive stems from the new annealing mutation operator as shown in Table IV constitute some major branches of the published secondary structure of the rRNA sequence. Thus, for long sequences, the new annealing mutation operator in the GA improves the old one not just in respect to performance in Table IV , using the new annealing mutation operator, over the number of runs in which they appear. The dashed line shows the distribution of the corresponding ones using the old mutation operator.
terms of speed and convergence, etc., but also in regard to the secondary structures.
Variations of the annealing mutation operator
All values of parameters and formulas in this paper are based upon our empirical investigations. Some variations of the annealing mutation operator have been made.
In Figure 3 , the curves for the total number of mutations at each generation versus the size of the secondary structure are all straight lines. Some other possibilities were explored. For example, a convex parabola and a concave parabola were used, as shown in Figure 8 . The corresponding curves of the mutation probabilities will be combinations of a hyperbola and a straight line. These three curves depict the different speeds of descent of the total number of mutations at each generation as the size of the secondary structure grows, as well as different numbers of total mutations throughout a run.
We tested such a convex parabola as well as a concave parabola on foldings of the 26 short RNA GenBank sequences, the bacteriophage T4 G32 sequence, and the 16S rRNA sequence, and compared the results with those using a straight line. For the 16S rRNA sequence, statistically, the results from using the three curves are similar. For the bacteriophage T4 G32 sequence, it seems that the concave parabola can find better secondary structures than the other two curves. For the short sequences, results and performance using the convex parabola are not as good as using the others. This may be because the convex parabola produces relatively too many mutations.
From Figure 8 , it may be seen that when the size of the secondary structure gets to 50 stems, the vertical distance between the convex parabola and the concave parabola is ~1750 mutations. This number is only about 1/34 of 59 424, which is the number of stems in the stem pool. It would be interesting to know whether deepening the concave parabola could improve the results.
Some other modifications are possible, for example, if a precise relation among the sequence length, the size of the stem pool and the size of the secondary structure for long sequences are known. In addition, we could force the mutation probability to descend exponentially (Metropolis et ai, 1953) .
Conclusion
The mutation operator plays an important role in the GA for RNA folding. In contrast with the old mutation operator, which produces mutations that grow proportionally with the size of the secondary structure, the new annealing mutation operator creates mutations that decrease inversely proportionally with the size of the secondary structure.
Especially for long sequences, the new operator can make the distribution of free energies over all processors on a MasPar MP-2 converge rapidly. Therefore, a technique to terminate the GA was developed. The new operator not only improves the performance of the GA on RNA folding, but also improves the free energies and the resultant structures of RNA.
All formulas along with values of parameters in this paper are based upon our empirical experiments, and can vary depending on further investigations. Nonetheless, the approach of annealing a process slowly, especially when dealing with a large number of objects, is the one that we are advocating.
