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ABSTRACT
Local area  networks r e p r e s e n t  a major  development in  d a ta  
communications.  The r in g  topology i s  the  most popula r  o f  th e  lo ca l  
area  networks.  I t s  in h e re n t  problem, however, i s  the  breakdown o f  the  
e n t i r e  network in the  even t  o f  a s t a t i o n  f a i l u r e  r e s u l t i n g  in  t o t a l  
shut-down u n t i l  r e p a i r s  can be made. This d i s s e r t a t i o n  i s  a s tudy  o f  
des igns  f o r  f a i l - s a f e  lo c a l  a rea  networks .
Two methods f o r  m ain ta in ing  the  o p e ra t ion  o f  a r in g  network a re  
analyzed and compared. The f i r s t  method uses a doub le - r in g  where the  
in n e r  loop i s  o p t i c a l l y  coupled to  t h e  o u te r  r in g  whenever a node 
f a i l u r e  o ccu rs .  The a n a l y s i s  performed here in terms o f  t h e  scantime 
re v e a l s  t h a t ,  f o r  a breakdown in th e  network, th e  a d d i t i o n a l  de lay  i s  
a t  most equal t o  the  s i n g l e  channel scantime d e lay .  When "a" (de f in ed  
as th e  propagat ion  t ime d iv ided  by th e  t ransm iss ion  t ime) i s  l e s s  than 
1, the  throughput f o r  the  d o u b le - r in g  i s  comparable t o  t h a t  f o r  th e  
s i n g l e - r i n g  f o r  a l l  p ro to c o l s  s t u d i e d .  However, f o r  "a" g r e a t e r  than  1 
the  throughput i s  lower.  For the  token -pass ing  r in g  p r o t o c o l ,  the  
th roughput drops to  a va lue  o f  h a l f  th e  s i n g l e - r i n g  v a lue .
The second method uses  spokes in the  r ing  t h a t  a re  a c t i v a t e d  to  
make a l o g ic a l  r ing  network connection when a node f a i l s .  This d e s ig n ' s  
performance i s  s u p e r io r  to  t h a t  o f  th e  doub le - r ing  in  scan t ime ,  
e f f i c i e n c y  under heavy l o a d ,  and throughput performance.  The a n a ly s i s  
i s  based on the  assumption t h a t  the  a c t i v a t i o n  t ime f o r  th e  spoked-r ing  
and the  doub le - r ing  r e c o n f i g u r a t i o n  t ime are  n e g l i g i b l e .
The redundancy in  d o u b le - r in g  and spoked-ring networks t h a t  al lows 
network o pe ra t ion  during s t a t i o n  breakdown i s  no t  put to  any use during 
normal c o n d i t io n s .  This d i s s e r t a t i o n  p resen ts  a new des ign  o f  r ing  
ope ra t io n  where normal o p e ra t io n  does use the  ' r e d u n d an t '  hardware.  A 
network c a l l e d  dual access  b i - r i n g  network (DABNET) i s  proposed where 
the  s t a t i o n s  a re  d iv ided  i n t o  two s e t s  ( r in g s )  -so t h a t  most o f  the  
communication i s  o r d i n a r i l y  between s t a t i o n s  o f  each s e t .  A pro tocol i s  
designed so t h a t  communication ac ross  r in g s  i s  a l lowed,  This new 
concept o f  two r ings  t h a t  al lows communication ac ross  them in the  event 
o f  r in g  breakdown o r  when s t a t i o n s  ac ross  the  r i n g s  wish to  t r a n s f e r  
in format ion  could be g e n e r a l i z e d  to  more than two r i n g s ,  though the  
p ro toco ls  governing such r i n g s  would be q u i t e  complex.
CHAPTER 0 
INTRODUCTION
0.1  MOTIVATION AND PERSPECTIVE
Recent advances in computer and communication technolog ies  have 
made the  in te rc o n n ec t io n  o f  geog rap h ica l ly  i s o l a t e d  computing systems an 
a t t r a c t i v e  method to  share  computing re sou rces  and t r a n sm i t  d a ta .  Local 
a rea  networks (LANs) a re  a c l a s s  o f  computer networks t h a t  provide 
i n te rc o n n ec t io n  to  a v a r i e t y  o f  dev ices  over  a small a rea .  The 
t ransm is s ion  media in use range from tw is t e d  p a i r  to  op t ica l  f i b e r .
LANs a re  g e n e r a l ly  c h a r a c t e r i z e d  by t h e i r  t o p o lo g ie s .  There a r e  
t h r e e  topo log ie s  in use.
1. The bus topology,  a sp ec ia l  form o f  th’e t r e e  topology, uses  a
m u l t ip o in t  medium approach as  in FASNET [28] .
2. The s t a r  topology uses a c e n t r a l  swi tch ing  element to  e s t a b l i s h
ded ica ted  po in t  to  po in t  connec t ions  between a p a i r  o f  s t a t i o n s  
wishing to  communicate.
3.  The r ing  topology i s  made up o f  a c losed  loop with nodes
a t ta ch e d  to  r epea t ing  e lem en ts .  Data c i r c u l a t e s  the  r ing  in  a 
s e r i a l  f a sh io n .
The choice o f  topology depends on media access  p ro toco ls  and o th e r  u s e r  
s p e c i f i c a t i o n s  [3 0 ] ,
Providing f a i l - s a f e  o p e ra t ion  under c o n d i t io n s  o f  cable  o r  node 
f a i l u r e  i s  a fundamental i s su e  f o r  th e  LAN d e s ig n e r .  The r e l i a b i l i t y  
c h a r a c t e r i s t i c s  o f  the  t h r e e  to p o lo g ie s  a r e  very d i f f e r e n t .
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For the  s t a r  topology,  the  e n t i r e  network i s  d i s a b l e d  whenever the 
c e n t r a l  node f a i l s .  This i s  one o f  the  reasons  why t h i s  topology i s  not 
w idely  used.
The bus network, an example o f  which i s  the  well-known E therne t  
s u f f e r s  from a v a r i e t y  o f  problems. One such problem i s  t h a t  o f  s igna l  
b a lanc ing :  when two devices  exchange data  over a l i n k ,  the  s igna l
s t r e n g t h  o f  the  t r a n s m i t t e r  must be ad ju s ted  such t h a t  i t  i s  s t rong  
enough to  m ain ta in  adequate  s igna l  to  no ise  r a t i o ,  bu t  not too s t ro n g  to  
overload th e  c i r c u i t r y  o f  the  t r a n s m i t t e r .  This problem p lace s  physica l  
l i m i t a t i o n s  on the  spacing between s t a t i o n s .  Since the  bus topology 
uses  pass ive  taps  to  a t t a c h  s t a t i o n s  on the bus ,  th e  leng th  o f  the  bus 
i s  l im i t e d  by the  s ig n a l  a t t e n u a t i o n  f o r  a g iven medium. This 
a t t e n u a t i o n  as well  as th e  r e c e i v e r  th re sh o ld  determine  the  phys ica l  
d i s t a n c e  over which the  s igna l  can be t r a n s m i t t e d .  I t  i s  o f t e n  d i f f i c u l t  
to  i s o l a t e  f a u l t s  on the  c a b le .  Furthermore a break in the  cab le  can 
d i s a b l e  the  network, in p a r t  or  e n t i r e l y .  There e x i s t s  a l s o  the  problem 
o f  f ind ing  ways to  determine i f  da ta  i s  being rece ived  wrongly by an 
unauthor ized  s t a t i o n ,  due to  i t s  having been ass igned  a d u p l i c a t e  or  
i n c o r r e c t  add ress .
The r in g  network has been viewed as an a l t e r n a t i v e  t o  the  bus 
network. F i r s t  proposed by Farmer and Newhall [63] in 1969, the  token 
r in g  allows a s t a t i o n  to  t r a n s m i t  an a r b i t r a r y  leng th  message when i t  i s  
in possess ion  o f  th e  token .  A v a r i a t i o n  o f  the  token r in g  i s  the  
s l o t t e d  r in g  where the  r i n g  i s  d iv ided  in to  f ix e d  s i z e s .  This was 
proposed by P ie rce  in 1972 [6 4 ] ,  The Cambridge r in g  i s  a working 
example o f  the  s l o t t e d  r i n g .  A second v a r i a t i o n  to  the  r in g  i s  the
3
r e g i s t e r - i n s e r t i o n  r in g  by Hafner,  Nendal and Tschantz [65] proposed in 
1974.
Since the  r i n g  network uses  p o in t  to  p o in t  communication, 
t r a n s m i t t e d  s i g n a l s  a re  regenera ted  a t  each node. This method has 
severa l  advantages  over th e  bus topology.
1. Transmission e r r o r s  a re  reduced due to  the  r eg en e ra t io n  o f
s i g n a l s  a t  each node.
2. G rea te r  d i s t a n c e s  can be reached w i thou t  lo s s  o f  da ta  
i n t e g r i t y  which i s  a l i m i t a t i o n  f o r  the  bus topology.
3. The r in g  can accommodate o p t i c a l  f i b e r  l in k s  which provide
very  high d a ta  r a t e s  and e x c e l l e n t  e lec t rom agne t ic  
i n t e r f e r e n c e  (EMI) c h a r a c t e r i s t i c s .
4.  F au l t  i s o l a t i o n  and recovery  a re  s im p le r .
5. D up l ica te  address  problem i s  e a s i l y  so lved .  The f i r s t  s t a t i o n
with an address  match t h a t  i s  encountered by a packet  can
modify a b i t  in the  packet  to  acknowledge r e cep t io n  [30] .
Subsequent s t a t i o n s  with the  same address  w i l l  recognize  the  
problem.
These advantages  sugges t  t h a t  the  r in g  topology might ,  in f u t u r e ,
supercede th e  bus network. The i n t e r e s t  in t h e  r in g  network i s  
evidenced by the  l a rg e  number o f  re s ea rc h  papers on i t s  implementation 
t h a t  have been w r i t t e n  in  the  r e c e n t  y ea r s  [5 3 -5 7 ] .  Network p r o j e c t s  
have b een .under taken  by seve ra l  u n i v e r s i t i e s ,  IBM, AT&T, and the  r ing  
network has been the  s u b j e c t  o f  r e s e a rc h .
R e l i a b i l i t y  in the  r in g  network has been provided by the
in t r o d u c t io n  o f  some form o f  redundancy. Z a f i ropu lo  in 1974 [67] 
proposed the  double r in g  and the  r e c e n t  advances in l ightwave technology
have a c c e l e r a t e d  the  implementation o f  the  doub le - r ing  concept.  The 
spoked-r ing  [26] i s  a l so  a r in g  network which in t roduces  redundancy in 
th e  form o f  spokes.  This network has no t  been analyzed and, so f a r ,  the  
a n a l y s i s  done on the  doub le - r in g  networks i s  l im i t ed  to  the  qu es t io n  o f  
a v a i l a b i l i t y  o f  the  channel under node o r  channel f a i l u r e s .
The mot iva t ion  f o r  the  r e sea rc h  in t h i s  d i s s e r t a t i o n  i s  to  f i l l  the  
above gap in the l i t e r a t u r e .  The performance o f  the  double r in g  
networks has been computed f o r  d i f f e r e n t  da ta  r a t e s  and node f a i l u r e  
combinat ions and spoked networks have been analyzed f o r  the  f i r s t  t im e. 
S im i la r  cond i t ions  have been cons ide red  f o r  the  spoked-r ing  and the  
d o u b le - r in g  so t h a t  t h e i r  performance can be compared. The c a r r i e r  
sense  m u l t ip l e  access w i th  c o l l i s i o n  d e t e c t i o n  (CSMA/CD) and the  token 
pass ing  p ro to co ls  [68] have been used to  s tudy  t h i s  performance.
0 .2  CONTRIBUTION OF THIS WORK
The double - r ing  and proposed spoked-r ing  networks have been 
analyzed and compared under s i n g l e  f a i l u r e  c o n d i t i o n s .  While the  
d o u b le - r in g  network s u s t a in s  s e r i a l  node f a i l u r e s ,  i t  i s  not c l e a r  how 
the  network w i l l  perform in t h e  even t  o f  a r b i t r a r y  two node f a i l u r e s .  
The scantime and e f f i c i e n c y  a n a l y s i s  f o r  the  doub le - r ing  a re  compared to  
the  s i n g l e - r i n g  network performance.
S im i la r  a n a ly s i s  i s  performed f o r  the  spoked-ring network. The 
leng th  o f  the  spokes f o r  the  sp o k ed - r in g ,  which i s  based on the  number 
o f  s t a t i o n s  on the  r in g  and th e  number o f  consecu t ive  f a i l u r e s  the  
network i s  allowed to  s u s t a i n  to  o p e ra te  normally has been computed. 
The a n a ly s i s  shows t h a t  the  spoked- r ing  network out performs the  
doub le - r in g  network.
The doub le - r ing  and t h e  spoked-ring networks a r e  i n h e r e n t ly  
waste fu l  o f  bandwidth.  The doub le - r ing  comes to  use only when th e r e  i s  
an expansion o f  th e  number o f  s t a t i o n s  on the  r in g  o r  when a s t a t i o n  
f a i l s .  There fore  t h e  p e r io d  o f  t ime when no such even ts  o c cu r ,  the  
i n n e r - r i n g  bandwidth i s  being wasted.  For the  low frequency o f  such 
occu r ren ces ,  the  added r e l i a b i l i t y  may be too  c o s t l y .  B es ides ,  th e  idea 
o f  a loop back to  form a network does exclude every o t h e r  t ran sm iss io n  
media except the  f i b e r  o p t i c a l  medium. This im pl ies  t h a t  every  e x i s t i n g  
network m od i f ica t ion  cannot  be implemented. Double-ring  a p p l i c a t i o n  in 
o th e r  media would be in  t h e  form o f  a redundant r in g  which i s  switched 
to  in  the  event o f  a f a i l u r e .  This w i l l  a l s o  mean a wastage o f  
bandwidth in th e  absence o f  a f a i l u r e  o r  expansion o f  th e  network.
The spoked-r ing  p r i m a r i l y  has to  be rea r ranged  everytime an 
expansion i s  needed o r  expens ive  equipment would be p laced  on expected 
expansion lo c a t io n s  in  o r d e r  to  avoid the  c o n s ta n t  r e b u i ld in g  o f  the  
network. These major  problems have been addressed  by th e  proposed dual 
access  b i - r i n g  network (DABNET). This network in t ro d u ces  two 
independent r in g s  t h a t  a r e  connected by gateways.  These networks 
communicate with  each o t h e r  during f a i l u r e  o r  no f a i l u r e  s i t u a t i o n s .  
Thus, the  i n n e r - r i n g  o r  dual access  b i - r i n g  does not s u f f e r  from the  
same bandwidth waste and r e c o n f ig u r a t io n  problems a s s o c i a t e d  with  the 
d o ub le - r ing  and th e  spoked- r ing  networks r e s p e c t i v e l y .  A pro toco l  f o r  
the  ope ra t io n  o f  DABNET has been proposed.
0 .3  ORGANIZATION OF THIS WORK
This d i s s e r t a t i o n  i s  o rgan ized  as fo l lows:  Chapter One provides  an
overview o f  computer networks and t h e i r  general  c h a r a c t e r i s t i c s .  The 
concept o f  f a i l - s a f e  networking i s  a l s o  in t roduced .  Chapter Two dea ls
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with  the  idea o f  su p e rv i s io n  as i t  r e l a t e s  to  s in g le  and double channel 
s u p e r v i s io n .  In Chapter Three ,  the  d oub le - r ing  network an a ly s i s  i s  
performed and seve ra l  r e s u l t s  with r e s p e c t  to  the network e f f i c i e n c y ,  
scant ime and pro toco l  performance a re  de r iv ed .  These r e s u l t s  a re  
compared to  the  s i n g l e - r i n g  network r e s u l t s  under same c o n d i t io n s .  
Chapter Four in t roduces  the  spoked-r ing  and s tu d ie s  i t s  performance.  
The spoke a c t i v a t i o n  t ime and th e  network c o n n e c t iv i ty  a r e -  a l so  
examined. These r e s u l t s  a re  compared to  those  o f  the  s i n g l e - r i n g .  
Chapter Five in t roduces  the  proposed DABNET. The m er i t s  o f  the network 
over  the  doub le - r ing  and spoked r in g  networks a re  examined. A pro tocol  
f o r  the  DABNET i s  developed and examined us ing  an example.
Chapter Six inc ludes  comparison o f  the  performance o f  the  
d o u b le - r in g ,  the  spoked-r ing  and DABNET. Sflggestions fo r  fu tu r e  work 
a r e  a l so  made.
CHAPTER ONE 
COMPUTER NETWORKS
1.1 AN OVERVIEW OF COMPUTER COMMUNICATION NETWORKS
Computer and communications t e ch n o lo g ie s  have advanced ra p id ly  
over th e  pas t  twenty y e a r s .  Advances in VLSI have led  to  the  
development o f  f a s t e r  and sm a l le r  dev ices  r e s u l t i n g  in more powerful 
and compact computers. S a t e l l i t e  and o p t i c a l  f i b e r  communications 
have opened up new p o s s i b i l i t i e s  in communications.  These new 
advances ,  c r e a te  new p o s s i b i l i t i e s  in  the  use o f  computers,  e s p e c i a l l y  
in  th e  shar ing  of r e s o u rc e s .
When independent major computing systems ( " h o s t s " )  communicate 
with  one another  to  share  r e s o u r c e s ,  the  r e s u l t i n g  system i s  termed a 
computer network. Advances in  communications technology have a l so  
led to  a reduction o f  network c o s t s .  The a v a i l a b i l i t y  o f  low p r iced  
computers s u i t a b l e  f o r  c a r ry in g  out th e  fu n c t io n s  r e q u i re d  to  op e ra te  
a network has made re sou rce  shar ing  very  a t t r a c t i v e .  In a c o rp o ra te  
s t r u c t u r e ,  f o r  example, depar tments  which were p rev io u s ly  i s o l a t e d  
from the  o r g a n i z a t i o n ' s  main system may be connected to  i t .  These 
i s l a n d s  (departmental  systems) can e l im in a t e  job  d u p l i c a t i o n  and 
produce savings with l i t t l e  change in  system c o n f ig u r a t io n .
Computer networks a r e  o f t e n  ro b u s t .  By in te r c o n n e c t in g  
independent computing sys tem s ,  job  o rd e r s  on any f a i l e d  o r  crashed 
computer in the  network can be r e d i r e c t e d  to  o th e r  computers in the  
network where such t a s k  could  be performed. I t  i s  a l s o  p o s s ib l e  to
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shor ten  de lays  in the  system by rou t ing  jobs  to  l e s s  busy systems.
Communication networks a r e  o f  two types :
1. C i r c u i t  swi tched ,  in which case  a d ed ica ted  path  between the 
source  and d e s t i n a t i o n  has to  be e s t a b l i s h e d  p r i o r  to  the  
beginning o f  communication.
2. Packet swi tched ,  where messages a re  broken in to  packets  each 
with a l l  th e  necessary  informat ion  f o r  p roper  d e l iv e ry  a t  
the  d e s t i n a t i o n  and then t r a n s m i t t e d  randomly w i thout  the 
e x i s t e n c e  o f  a ded ica ted  pa th  between source and 
d e s t i n a t i o n .  A packe t i s  a c o l l e c t i o n  o f  da ta  and contro l  
b i t s  u s u a l l y  o f  v a r i a b l e  l eng th .
The c o n t ro l  b i t s  a re  used to  provide so u rc e ,  d e s t i n a t i o n  and e r r o r  
con t ro l  in format ion  which i s  necessary  f o r  ^  p roper  placement o f  da ta  
in  the  p acke t .  A packe t  switched network i s  u s u a l l y  made up of  nodes 
t h a t  a re  g e o g ra p h ic a l ly  d ispe r sed  and connected  by ded ica ted  high 
speed da ta  l in k s  as in the  ARPANET and DECNET. The nodes a re  s to re d  
program computers whose in t e r n a l  da ta  l i n k s  a re  connected to  o th e r  
nodes and e x te r n a l  d a ta  l in k s  connected to  lo c a l  computers and 
t e r m in a l s .  The b a s ic  network components as shown in Figures  1.1 and
1.2  a re  the  fo l low ing :
1. The USER TERMINAL, which could be e i t h e r  a t e l e t y p e  keyboard 
and p r i n t e r ,  o r  a loca l  network jo in in g  m u l t i p l e  u s e r  f a c i l i t i e s  in  a 
b u i ld in g  or  campus a r e a .
2. The HOST COMPUTER, which fu n c t io n s  p r i m a r i l y  as a medium 
provid ing  s e r v i c e s  and t r a n s l a t i o n s  necessa ry  to  g e t  d a ta  out and back 








FIGURE 1.1 BASIC COMPUTER NETWORK STRUCTURE
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FIGURE 1.2 COMPUTER NETWORK WITH SOME REDUNDANCY
3. The NODES, whose primary fu n c t io n  i s  the  ro u t in g  o f  the 
packets  through the  network. Each packe t  rece ived  a t  an in te rm ed ia te  
node i s  t y p i c a l l y  s to re d  in a b u f f e r  memory u n t i l  p rocess ing  capac i ty  
i s  a v a i l a b l e  to  decide which o f  the  many queues i t  has to  be p laced in 
t o  con t inue  i t s  journey  toward i t s  d e s t i n a t i o n .  This i s  a s to r e  and 
forward p ro c e ss .  To keep the  queuing delays  sh o r t  to  permit  
i n t e r a c t i v e  t r a n s a c t i o n s ,  the  packet s i z e  i s  chosen to  be smal l .
4.  The HIGH-SPEED DATA LINKS, t h a t  have a b i t  r a t e  c ap a c i ty  t h a t  
i s  high compared to  t h a t  o f  the  u s e r  t e rm in a l .
Local area  networks (LANs) a re  a c l a s s  o f  the  general  purpose 
networks t h a t  in t e r c o n n ec t  devices  w i th in  a small a r e a .  LANs a re  
c h a r a c t e r i z e d  as networks with high d a ta  r a t e s  t r a n s m i t t e d  over s h o r t  
d i s t a n c e s .  Typical  da ta  r a t e s  a re  between 0 .1  Mbps to  100 Mbps. With 
t h e  i n t r o d u c t io n  of  f i b e r  o p t i c a l  l i n k s ,  i t  i s  conce ivable  to  have 
d a ta  r a t e s  in the  g i g a b i t  per sec range .  The e r r o r  r a t e s  a s so c ia te d  
with  LANs a re  very  low (10"® -  10"*1) .
1.2 COMPARISON BETWEEN CIRCUIT AND PACKET SWITCHING
C i r c u i t  swi tching (as in te lephone  o r  voice  sw i tch ing)  i s  
c u r r e n t l y  widely  used . In c i r c u i t  sw i tch ing ,  a ded ica ted  
communication path  or  c i r c u i t  i s  e s t a b l i s h e d  a t  the  beginning o f  the  
communication between the  source and the  d e s t i n a t i o n .  This 
communication c i r c u i t  i s  broken a t  th e  end o f  the  communication. The 
major problem a sso c ia t e d  with c i r c u i t  swi tch ing  i s  in the  
e s t a b l i sh m e n t  o f  the  communication p a th .  Once t h i s  t a sk  i s  achieved ,  
a l l  messages t r a n s m i t t e d  through t h i s  e s t a b l i s h e d  l in k  a re  guaranteed 
a r r i v a l  to  the  d e s t i n a t i o n  in th e  sequence in which they a re
s e n t .  No spec ia l  headers a r e  r e q u i re d  f o r  i d e n t i f i c a t i o n  o f  messages.  
In packet switching no such d e d ica te d  paths  e x i s t .  Messages a re  
fragmented in to  packets which a r e  then t r a n s m i t t e d  through the  network 
using a dynamically a l l o c a t e d  t r a n sm is s io n  capac i ty  scheme. The 
message segmentation i s  done by th e  computer.  Once a message i s  
segmented,  the  r e s u l t i n g  message capsu le s  o r  packets a re  t r a n s m i t t e d  
independently  through the  network; At the  r e c e i v e r ,  a no the r  computer 
reassembles the  data  to  p rov ide  a meaningful message which i s  the  
ac tua l  r e p l i c a  o f  the  t r a n s m i t t e d  message. To achieve  t h i s  recovery ,  
each packet c a r r i e s  enough in fo rm at ion  necessary  to  a llow e f f i c i e n t  
reassembly.  This a d d i t io n a l  in fo rm at ion  i s  the  overhead a s s o c i a t e d  
with the  message.
1.3 PACKET PROTOCOLS
Protocols  a re  ru le s  t h a t  govern th e  necessary  packet  swi tch ing  
t r a n s a c t i o n s  w i th in  the  sys tem. The use o f  p ro toco ls  ensures  t h a t  
messages t r a n s m i t t e d  in t h e  network w i l l  be received  and i n t e r p r e t e d  
c o r r e c t l y .  Pro tocols  e s t a b l i s h :
1. Standard da ta  e l em en ts ,  which may include  c h a r a c t e r s ,  f i l e s ,  
jobs  and g raph ic  d i s p l a y s .
2. Conventions,  which may inc lude  those  on packet s i z e  and 
format.
3. Standard communication p a t h s ,  f o r  ad d re ss in g ,  p r i o r i t y  
sequence and e r r o r  c o n t r o l .
Network e f f i c i e n c y  i s  a r e s u l t ,  in  p a r t ,  o f  the  choice  o f  the  
p ro to c o l s .  Several f a c t o r s  need to  be taken in to  c o n s id e r a t i o n  in 
making t h i s  choice .  For example,  a r e  th e  packet leng ths  v a r i a b l e  o r
f ix ed  and whether  acknowledgement i s  r equ i red  f o r  t r a n s m i t t e d  packets  
o r  not? The channel e r r o r  c h a r a c t e r i s t i c s  and the  na tu re  o f  the  
channel (whether i t  is  ha l f -d u p lex  or f u l l - d u p l e x )  a re  a l so  important 
f a c t o r s .  Should a l l  packets  not received  a f t e r  t r ansm iss ion  "hold 
time" be r e t r a n s m i t t e d  o r  can the  message be recovered  from p a r t i a l  
r e t r a n s m is s io n  a re  q ues t ions  to  which answers must be provided a t  the  
o u t s e t .  How th e se  i s su e s  a re  reso lved  determines  the  channel 
u t i l i z a t i o n .  Several  p ro to c o ls  have been re sea rch ed  [5 1 ,5 2 ] .  The 
most commonly used p ro to c o ls  a re  the C a r r i e r  Sense M ul t ip le  Access 
w ith  c o l l i s i o n  d e t e c t io n  (CSMA/CD) and th e  token -pass ing  p ro to c o l .  
For the  CSMA/CD p r o to c o l ,  a s t a t i o n  wishing to  t r a n s m i t  f i r s t  senses 
th e  medium and t r a n s m i t s  only  i f  i t  i s  i d l e .  The s t a t i o n  con t inues  to  
l i s t e n  and ceases  t r an sm is s io n  when a c o l l i s i o n  occurs .  With the  
to k en - r in g  p r o t o c o l ,  a token c i r c u l a t e s  around th e  r i n g .  A s t a t i o n  
wishing to  t r a n s m i t  may do so by s e iz in g  the  to k en ,  i n s e r t i n g  a packet 
onto the  r in g  and then r e t r a n s m i t t i n g  th e  token .  Another r ing  
pro tocol i s  th e  s l o t t e d  r in g  protocol where th e  r in g  i s  d iv ided  i n to  
s l o t s  which may be des igna ted  empty or f u l l .  A s t a t i o n  wishing to 
t r a n s m i t  may f i l l  an empty s l o t  with a packe t as t h e  s l o t  passes  by. 
The r e g i s t e r  i n s e r t i o n  pro tocol  uses the  e x i s t e n c e  o f  r e g i s t e r s  a t  the 
s t a t i o n s  t o  t e m p o ra r i ly  hold a c i r c u l a t i n g  packe t  when the  s t a t i o n  i s  
t r a n s m i t t i n g  i t s  packe ts .
1 .4  FAIL-SAFE NETWORKING
When a system works well everytime i t  i s  c a l l e d  upon to  perform 
i t s  f u n c t io n ,  i t  i s  s a id  to  be r e l i a b l e .  System r e l i a b i l i t y  may be 
viewed from th r e e  s t a n d p o i n t s :  how f a i l u r e  w i l l  a f f e c t  device  s a f e t y ,
whether mis s ion  performance w i l l  be v ia b le  and what a re  the  unscheduled
maintenance requirements .  In a te lephone  system environment,  customers 
expec t  and u su a l ly  ob ta in  a good q u a l i t y  s e r v ic e  anytime under vary ing  
c o n d i t i o n s .  Here,  an im por tant c o n s id e ra t io n  in system design i s  the  
leve l  of  r e l i a b i l i t y  t h a t  should be designed i n to  ind iv idua l  elements
l i k e  the  customer t e rm in a ls  o r  loca l  swi tch ing  systems. The network
r e l i a b i l i t y  depends p r im a r i l y  on performance under component f a i l u r e s .  
Component f a i l u r e  i s  g e n e r a l ly  s p e c i f i e d  by the  meantime between 
f a i l u r e s  (MTBF). I t  i s  assumed t h a t  the  "up" t ime f o r  a component i s  
e x p o n en t i a l ly  d i s t r i b u t e d :
Pr (T < t )  = 1 -  e " At
where e"^ t  i s  th e  p r o b a b i l i t y  t h a t  a component w i l l  func t ion  f o r  a t  
l e a s t  a t ime t  and 1/ a i s  th e  mean t ime between f a i l u r e s .  These
s p e c i f i c a t i o n s  a re  toughes t  f o r  s a f e t y - r e l a t e d  f a i l u r e s  and l e a s t  
ex ac t in g  f o r  those  t h a t  merely r e q u i r e  maintenance.
Improvement in the  system r e l i a b i l i t y  u s u a l ly  comes from th e  
i n t r o d u c t io n  o f  redundancy. These component redundancies can take  the  
form o f  a s tandby ,  p a r a l l e l  o r  s e r i e s - p a r a l l e l  combination.  In a
s e r i e s  dependence,  each component must fu n c t io n  in  o rd e r  f o r  the  e n t i r e  
system to  fu n c t io n .  In p a r a l l e l  o r  redundant connec t ion ,  only p a r t s  o f  
th e  connections  have to  fu n c t io n  in  o rd e r  f o r  the  e n t i r e  system to  
f u n c t io n .
Standby redundancy r e q u i r e s  t h a t  the  e x te rn a l  u n i t  t h a t  makes the  
d e c i s io n  to  swi tch to  the  standby be more r e l i a b l e  than the  redundant  
c i r c u i t .  However, the  standby u n i t  i s  s u b j e c t  to  much l e s s  s t r e s s  
u n t i l  i t  i s  pu t to  use.  P a r a l l e l  systems work well  when the  f a u l t  t o  
be guarded a g a in s t  i s  s t r a i g h t - f o r w a r d ,  l i k e  an open c i r c u i t .  For
15
l o g i c a l  f a i l u r e s ,  more complicated  scheme may be r e q u i re d  s in ce  a 
f a u l t y  c i r c u i t  would s t i l l  op e ra te  but give  the  wrong o u tp u t .  Bimodal 
p a r a l l e l - s e r i e s  or  s e r i e s - p a r a l l e l  redundancy i s  o f ten  used when the 
commonly expected f a i l u r e s  a re  s h o r t s  o r  opens in  the  network. For 
h ig h e r  r e l i a b i l i t y ,  v o t in g  systems a re  employed as  in space hardware. 
A simple m a jo r i ty  vo t ing  i s  used to  determine system performance.  
However t h i s  approach f a i l s  when more than h a l f  the  components have 
f a i l e d .  This problem i s  avoided by using a d ap t iv e  m a jo r i t y  vot ing  
where a comparator i d e n t i f i e s  an element when i t  f i r s t  "goes out of  
s t e p "  and d i s a b l e s  i t  by tak ing  a m a jo r i ty  vo te  o f  th e  remaining 
e lements .  The above approaches  a re  concerned w i th  hardware or 
f a i l - s a f e  networking w i th  component f a i l u r e s .  They may r e s u l t  in  more 
elements o r  components in th e  system leading  -to in c reased  maintenance 
frequency. However, t h e s e  redundancies  coupled w i th  r e p a i r  implies  
t h a t  the system can o p e ra te  con t inuous ly  while  being r e p a i r e d ,  thus 
reducing ov e ra l l  f a i l u r e s  s i g n i f i c a n t l y .  For example,  a power u t i l i t y  
i s  expected to  serve  i t s  customers  co n t inuous ly ,  even w hi le  m ain ta in ing  
i ts .  equipment and f i x i n g  o r  re p la c in g  f a i l e d  o r  f a i l i n g  components.  In 
t h i s  c o n tex t ,  r e l i a b i l i t y  takes  a d i f f e r e n t  meaning, where fu n c t io n a l  
r e l i a b i l i t y  r a t h e r  than component r e l i a b i l i t y  i s  being s t r e s s e d .  Such 
r e l i a b i l i t y  can be prov ided  by d i g i t a l  p rocesso rs  w i th  l a r g e  memories 
which perform d i a g n o s t i c  t e s t s  and provide network r e c o n f i g u r a t i o n  with 
sof tware  c o n t r o l s .  This y i e l d s  fu n c t iona l  redundancy a n d /o r  a 
f a u l t - t o l e r a n t  c a p a b i l i t y .  I t  i s  a l s o  c l e a r  t h a t  so f tw are  r e l i a b i l i t y  
becomes an ext remely impor tan t  i s s u e .  Network c o n t r o l ,  management and 
f a u l t  i s o l a t i o n  a re  u s u a l l y  sof tware  o r i e n t e d .  This approach prov ides  
f o r  the  t a i l o r i n g  o f  th e  network to  s p e c i f i c  a p p l i c a t i o n s  w hi le  us ing  a
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genera l  purpose  hardware.
In loca l  a rea  networks both sof tware  and hardware redundancy is  
employed. While component d u p l i c a t i o n  in c re a s e s  the  p r o b a b i l i t y  o f  
f a i l - s a f e  o p e r a t i o n ,  software  redundancy prov ides  f o r  the  network 
r e c o n f ig u r a t i o n  a f t e r  a given node/nodes f a i l u r e .  One may a l so  t a l k  o f  
a f a i l - s a f e  node t h a t  al lows the  network to  r e c o n f ig u re  in the  event o f  
a network b reak .  For an o p t i c a l  f i b e r  r i n g ,  such a node w i l l  c o n s i s t  
o f  a l i g h t  guide r e c e i v e r  and a l i g h t  guide  t r a n s m i t t e r  e l e c t r i c a l l y  
connected by a r e g e n e r a to r  and o p t i c a l l y  connected by a d i r e c t io n a l  
c o u p le r .  The o p t i c a l  coupler  u s u a l ly  prov ides  c o n t i n u i t y  when a power 
f a i l u r e  occurs  a t  a node [17] .
With channel redundancy, the  network w i l l  be cons idered  f a i l - s a f e  
i f  in  the  even t  o f  a break on the  main channel o r  some o th e r  f a i l u r e ,  
the  network s t i l l  o p e r a t e s .  A doub le - r in g  f i b e r  o p t i c a l  network i s  an
example o f  a channel redundancy network. When a break on the  o u te r
r in g  o c cu r s ,  th e  in n e r  r in g  becomes o p t i c a l l y  coupled to  the  o u te r  r ing  
r e s u l t i n g  in an o p e ra t io n a l  r in g  network (See Chapter t h r e e ) .  
Depending on the  number o f  f a i l u r e s  one may end up with a number of  
fragmented r in g  ne tworks.  Such network bypasses may r e s u l t  in a
p a r t i a l  o p e ra t io n  o f  th e  o r ig i n a l  network. The network performance can 
be measured us ing  th e  ne twork 's  re spons iveness  and th roughput c r i t e r i a .
In Chapter  Four,  ano ther  example o f  a channel redundancy i s  shown 
where a number o f  spokes in the  r in g  network d e f in e  the  in t roduced 
redundancy. Chapter Five in t roduces  the  dual access  b i - r i n g  where
redundancy i s  ob ta ined  through the  e s t a b l i s h m e n t  o f  gateways.
While i t  i s  t r u e  t h a t  the  i n t r o d u c t io n  o f  component redundancy
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enhances the  r e l i a b i l i t y  o f  a network, the  proper ope ra t ion  o f  the  
network depends a l so  on the  r e l i a b i l i t y  o f  the  so f tw are ,  which c o n t r o l s  
hardware o p e ra t io n .  As shown e a r l i e r ,  hardware r e l i a b i l i t y  i s  
a s s o c i a t e d  with component f a i l u r e  due t o  th e  phys ical  d e t e r i o r a t i o n  and 
p r o b a b i l i t y  o f  f a i l u r e  a s s o c i a t e d  w i th  each component. Software
r e l i a b i l i t y ,  on the  o t h e r  hand, i s  not so simple to  de termine .
Software r e l i a b i l i t y  i s  fo rm a l ly  de f ined  as the  p r o b a b i l i t y  t h a t  a 
sof tware  f a u l t  th a t ,  causes d e v ia t i o n  from requ i red  outpu t  by more than 
s p e c i f i e d  t o le ra n c e s  in  a s p e c i f i e d  environment does not occur dur ing  a 
s p e c i f i e d  exposure pe r iod .  In most a p p l i c a t i o n s ,  the  exposure per iod  
i s  chosen as  the  run corresponding  to  th e  s e l e c t io n  p o in t  from the  
in p u t  domain o f  a program. The exposure per iod  i s  expected to  be 
independent o f  f a c t o r s  l i k e  machine execut ion  t ime ,  programming
environment and so on.  Sof tware f a i l u r e  could r e s u l t  from f a u l t y  
sof tware  design such as e r r o r s  in com pi le r ,  ope ra t ing  system and
microcode. Sometimes f a u l t y  hardware design can r e s u l t  in sof tware  
f a i l u r e .  So f a r ,  t h e r e  a r e  no g e n e r a l l y  accepted methods o f
determin ing  how r e l i a b l e  a sof tware  i s  [27] .  A v a r i e t y  o f  sof tware
r e l i a b i l i t y  models have been developed and c h a r a c te r i z e d  under the  
fo l lowing :
1. Estimation models,  which a re  used in an environment in  which, 
once an e r r o r  i s  found,  i t  i s  c o r r e c t e d  before  t e s t i n g  i s
continued . These models r e q u i r e  da ta  such as the  number o f
e r r o r s  found in a f i x e d  p e r io d ,  the  i n t e rv a l  between two 
d e tec ted  e r r o r s  and the  t ime to  c o r r e c t  e r r o r s  in a d d i t i o n  to  
f a i l u r e  r a t e .
18
2. Measurement models ,  which measure sof tware  f a i l u r e  in an 
o p e ra t io n a l  environment while assuming t h a t  the  software  i s  
no t  modif ied dur ing  the  measurement pe r iod  even i f  an e r r o r  
i s  found.
3.  P r e d ic t io n  models,  which u n l ik e  the  e s t im a t io n  and 
measurement models ,  use th e  i n t e r n a l  s t r u c t u r e  ( l i k e  the  
number o f  s ta t em en ts  o f  each type or  th e  number o f  v a r i a b l e s )  
o f  th e  sof tware  to  e s t a b l i s h  r e l i a b i l i t y .
Common t o  th e se  models a re  measures such as mean t ime to  f a i l u r e s  
(MTTF) and th e  assumption t h a t  th e  compi le r i s  c o r r e c t  when a program 
i s  w r i t t e n  in  a h ig h e r - l e v e l  language. For a l a r g e  and complex system 
d e s ig n ,  i t  becomes a lmost impossib le  to  deal with sof tware  r e l i a b i l i t y .  
F a i l - s a f e  networks use  sof tware  t h a t  i s  compat ib le  with  hardware 
r e l i a b i l i t y  r equ i rem en ts .
This d i s s e r t a t i o n  does not deal with sof tware  r e l i a b i l i t y  i s s u e s .  
Hardware redundancy as provided f o r  by an a d d i t i o n a l  r in g  and through 
spokes w i l l  be used to  in c rease  the  r e l i a b i l i t y  o f  th e  r in g  network. 
The a d d i t i o n a l  r in g  w i l l  be used in the  t r a d i t i o n a l  s i n g l e  access  o r  
th e  proposed dual access  modes.
CHAPTER TWO 
NETWORKS WITH SUPERVISION
2.1 THE IDEA OF SUPERVISION
Superv is ion  to  ensure  i n t e g r i t y  and proper  use i s  a major concern 
o f  th e  network d e s ig n e r .  E f f i c i e n t  management o f  th e  network depends 
on how well  the  network con t ro l  s t r u c t u r e  i s  main ta ined .  Adequate 
a l l o c a t i o n  o f  a v a i l a b l e  resources  r e q u i r e s  schedul ing  and automatic  
co n t ro l  o f  p e r i p h e r a l s .  With the  growth o f  the  network, i t  becomes 
i n c r e a s i n g l y  im por tan t to  p r o t e c t  and main ta in  network r e l i a b i l i t y  by 
monitor ing  re sources  f o r  proper use .  Some nodes o r  d e v ice s ,  depending 
on t h e i r  u s e ,  may r e q u i r e  p r i o r i t i z a t i o n .  Some form o f  superv is ion  has 
been in t roduced  in  networks r e l a t i v e  to  the  n a tu re  o f  da ta  the  network 
c a r r i e s .  This da ta  could be f a i r l y  s teady  as in v o ic e ,  te lem etry  and 
bulk f i l e  t r a n s f e r  or  bu rs ty  as in the  i n t e r a c t i o n  between te rminal and 
h o s t  t r a f f i c .  In both c a s e s ,  r e s e r v a t i o n  s t r a t e g i e s  such as TDMA, 
S-ALOHA, p r i o r i t y  demand assignment (PODA) and random access  technique  
l i k e  CSMA/CD and con ten t io n  a re  employed. The success  o f  the  approach 
employed u s u a l l y  l i e s  on whether th e  c o n t ro l  i s  c e n t r a l i z e d  o r  
d i s t r i b u t e d .  Complete su p e rv i s io n  takes  i n to  account flow and e r r o r  
c o n t ro l  i f  the  p roper  ope ra t ion  o f  the  network i s  to  be main ta ined .
As u s e r  demands change, the  network may expand with  the  change and 
become more complex o r  adapt in a manner t h a t  accommodate the  change. 
Most o f t e n ,  p re v io u s ly  e f f e c t i v e  methods become inadequate  and new 
measures have to  be in t roduced .  This b a s ic  problem i s  exampl if ied  by 
the  d i f f e r e n t  types  o f  local  area  networks e x i s t i n g  today .  With the
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emergence o f  new te c h n o l o g ie s ,  a fundamental concern i s  how to  upgrade 
o r  in c lu d e  the  new technology in the  e x i s t i n g  system. Equipment 
c o m p a t i b i l i t y  and the  q u e s t io n  o f  f l e x i b i l i t y  so t h a t  one i s  not 
locked  i n to  the  o f f e r i n g s  o f  a s p e c i f i c  vendor become r e a l .  In 
B r i t a i n ,  th e  B r i t i s h  Telecommunication's  r e c en t  I n t e g r a t e d  D ig i ta l  
Access (IDA) s e r v ic e  i s  an example where communication bandwidth i s  
be ing  inc reased  from th e  normal 3 kHz used f o r  s tandard  vo ice  s ig n a l s  
and 9 .6  k b i t s / s e c  used f o r  high q u a l i t y  data  t r a n sm is s io n  t o  an 
expec ted  144 k b i t s / s e c  s e r v i c e .  Value added networks (VANS) have added 
more demand f o r  g r e a t e r  bandwidth.  In Japan and the  U .S . ,  much work 
has been done on the  proposed In te g r a t e d  Serv ices  D ig i ta l  Network 
(ISDN) t h a t ,  when implemented,  w i l l  perform a l l  v o ic e ,  da ta  and video 
t r a n s m is s io n  s e r v i c e s .  How such a network mfght i n t e r a c t  w ith  the  
e x i s t i n g  networks i s  be ing d e a l t  with by re g u la to ry  o r g a n iz a t i o n s  l i k e  
th e  CCITT, and ISO. Superv is ion  may thus  be viewed a t  th e  ind iv id u a l  
network level  as well as in th e  r e g u la t io n  o f  da ta  flow a c ro ss  network 
and n a t io n a l  boundaries.
2 .2  SINGLE CHANNEL SUPERVISION
In packet communication systems t h a t  go to  d e f in e  computer 
ne tworks ,  data  t ran sm iss io n  and supe rv i so ry  func t ions  a re  d e s i g n e d . t o  
sh a re  the  same channel.  U sua l ly ,  th e  superv iso ry  f u n c t io n s  a re  
cons ide red  as overhead c o s t s  f o r  such t r a n s m is s io n s .  This approach 
works well with low da ta  r a t e .  However, a t  heavy t r a f f i c ,  network 
e f f i c i e n c y  drops con s id e rab ly  due to  backlog and the  necessa ry  con t ro l  
measures used to  decongest  t r a f f i c .  This compares to  a t r a f f i c  network 
where l i g h t s  and ramps ( f o r  highways) a r e  used as con t ro l  measures to
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reduce t r a f f i c  i n t e n s i t y .  At low t r a f f i c  pe r iods  (u su a l ly  o f f  rush 
h o u r s ) ,  these  measures a re  adequate to  con t ro l  queue length  a t  s top  
l i g h t s .  During peak hours t h e se  measures do not work well in t roduc ing  
long delays  and a l t e r n a t e  rou tes  have t o  be found to  avoid t r a f f i c  
jams. Many measures such as  b u f f e r  r e s e r v a t i o n ,  token-pass ing  and 
choke packets  to  name a few have been in t roduced  v ia  c e n t r a l i z e d  o r  
d i s t r i b u t e d  rou t in g  a lgo r i thm s  in packet communications networks with 
va r ious  degrees o f  success .
One o f  the  major problems with s i n g l e  channel superv is ion  i s  the  
p o t e n t i a l  lo s s  o f  da ta  when a l i n k  i s  a b r u p t ly  broken. Assuming the  
e x i s t e n c e  o f  a minimum c o n n e c t iv i t y  between nodes f o r  a s i n g l e  branch 
f a i l u r e ,  th e  network w i l l  e v e n tu a l ly  e s t a b l i s h  a n o th e r  path t o  complete 
th e  ongoing t r a n sm is s io n .  I t s  su p e rv i so ry  c o n t r o l s  w i l l  have to  take  
care  o f  the  a s s o c i a t e d  problems l i k e  packe t d u p l i c a t i o n  and so on.  A 
new path e s t a b l i s h e d  under these '  co n d i t io n s  may be sub-optimal r e l a t i v e  
to  the  o r ig i n a l  message p a th .  I t  i s  assumed here  t h a t  the  network 
through i t s  a lgo r i thm  e s t a b l i s h e s  an optimum path when messages a re  
s e n t .  This path could be a s s o c i a t e d  to  c o s t  o r  de lay  depending on the  
network type ( p r i v a t e  o r  p u b l i c ) .  R e l i a b i l i t y  o f  such networks with 
r e s p e c t  to  p r i o r i t i z e d  messages w i l l  then depend on the  message hold 
t ime versus  t ime taken by network to  e s t a b l i s h  a new pa th .
2 .3  DOUBLE CHANNEL SUPERVISION
One way to  avoid  t h e  problems faced  by s in g l e  communication 
channel systems i s  to  in t ro d u ce  a second channel .  With such a system 
i t  i s  p o s s ib le  to  provide supe rv i so ry  s e r v i c e s  with one channel whi le
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t r a n s m i t t i n g  da ta  with the  o th e r  channel.  The superv iso ry  channel can 
c a r r y  con t ro l  packets  such as c a l l  r e q u e s t ,  c a l l  accep ted ,  c l e a r  
r e q u e s t ,  i n t e r r u p t ,  and acknowledgement i f  t h e r e  i s  no rev e r se  t r a f f i c .  
The q u e s t io n  a r i s e s :  Could i t  be a p o t e n t i a l  da ta  c a r r i e r  a l so ?  As a
p o t e n t i a l  d a ta  c a r r i e r ,  th e  superv iso ry  channel c ap a c i ty  r e l a t i v e  to  
th e  o th e r  channel becomes the  key parameter when being compared to  a 
s i n g l e  channel system. At low da ta  r a t e  o r  low system f a i l u r e  r a t e ,  i t  
i s  p o s s ib l e  t h a t  the  in t r o d u c t io n  o f  a second channel might be 
w a s t e f u l .  I f  a channel in  a two-channel computer network i s  used 
s o l e l y  f o r  s u p e r v i s io n ,  then i t s  channel c a p a c i ty  must be a small 
f r a c t i o n  o f  the  da ta  t ran sm iss io n  channel c a p a c i ty .  In such a c a s e ,  
th e  c o s t  a n a l y s i s  may prove t h a t  the  in t roduced  e f f i c i e n c y  does not 
j u s t i f y  c o s t .  However, i f  i t  does have a da ta  t ran sm iss io n  channel 
c a p a c i t y ,  not only has network r e l i a b i l i t y  been improved s in ce  both 
channels  can t r a n s m i t  data  a t  peak pe r iods  while  main ta in ing  the  same 
network optimal p a th ,  network e f f i c i e n c y  i s  a u to m a t ic a l ly  g r e a t e r  as 
conges t ion  i s  minimized. This i s  exempl i f ied  in the  t r a f f i c  network by 
the  average t r a f f i c  conges t ion  p r o f i l e s  o f  s i n g l e  lane roads versus  
double o r  t r i p l e  lane roads .  I f  a one lane  road i s  bad,  t r a f f i c  has to  
be d iv e r t e d  through an a l t e r n a t e  r o u te .  However, f o r  roads with  more 
than one l a n e ,  i t  i s  easy to  block th e  bad lane  while  a l lowing t r a f f i c  
through the  good la n es .  With two channel computer networks th e  wors t  
case  a n a l y s i s  f o r  a s i n g l e  channel breakdown w i l l  be as good as  a 
s i n g l e  channel throughput a n a l y s i s .  The second channel may be de f ined  
by means o f  a d d i t i o n a l  bandwidth a l l o c a t i o n  in the  same phys ica l  
medium, o r  i t  may be a new physica l  l i n k .  When considered  as  a new
l i n k  f o r  the  r in g  network one would thus  have a d o u b le - r ing .  In such a 
c a s e ,  both th e  r in g s  c a r ry  da ta  and con t ro l  p ack e ts .
The s i t u a t i o n  where the  a d d i t i o n a l  channel c a r r i e s  sp e c ia l  
su perv iso ry  in format ion  can lead  t o  i n t e r e s t i n g  p o s s i b i l i t i e s .  These 





While th e  r ing  network i s  the  most popu la r  loca l  a rea  network, i t s  
i n h e re n t  problem o f  t o t a l  breakdown when a node o r  s t a t i o n  f a i l s  has 
r e s u l t e d  in va r ious  approaches being  developed to  enhance i t s  
e f f i c i e n c y .  The FASNET [28] which i s  b a s i c a l l y  two u n d i re c t io n a l  
t r a n sm is s io n  l i n e s  with  s t a t i o n s  making a t tachments  to  both the  upper 
and lower l i n e s  uses  p ass ive  coupl ing  to  so lve  a s t a t i o n  breakdown 
problem as shown in Figure 3 .1 .
While FASNET i s  not a r in g  network , i t  uses  the  double l i n k  
approach. FIPNET [2 2 ] ,  however, i s  a r in g  network t h a t  e x h i b i t s  th e  
problem t h a t  a f f e c t s  a l l  s i n g l e - r i n g  networks.  A breakdown simply s tops  
the  r in g  from ope ra t in g  with i t s  r e p a i r  t ime as the  minimum de lay  
r e q u i r e d  to  ge t  the  r ing  o p e ra t io n a l  a g a in .  The doub le - r ing  network 
which in t roduces  a redundancy by o p t i c a l l y  coupling th e  inner  r in g  when 
t h e r e  e x i s t s  a f a i l u r e  i s  shown in F igures  3 .2  and 3 .3 .  The o p t i c a l  
coupl ing  ( f i b e r  o p t i c s  a p p l i c a t i o n )  i s  done a t  the  node i n t e r f a c e  and 
th e  s t r u c t u r e  can t o l e r a t e  as many f a i l u r e s  o r  expansions  the  r in g  i s  
designed f o r .  The obvious advantage o f  t h i s  network s t r u c t u r e  l i e s  in  















FIGURE 3.2 DOUBLE RING STRUCTURE
FIGURE 3.3 DOUBLE RING STRUCTURE AFTER 
A STATION BREAKDOWN
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3 .2  SCANTIME ANALYSIS
Let the  number o f  s t a t i o n s  on the  r in g  be N. Let us assume t h a t  
packe ts  a re  genera ted  accord ing  to  a Poisson process  w i th  each s t a t i o n  
allowed to  empty a l l  queued packe ts .  The queue leng th  i s  q and the  
a r r i v a l  r a t e  o f  a l l  the  N s t a t i o n s  i s  A, each s t a t i o n  c o n t r i b u t i n g  A/N. 
Assume a l s o ,  a s e r v i c e  r a t e  p (number o f  packets  a s t a t i o n  can 
t r a n s m i t ) .  I f  the  walk t ime i s  w (t ime i t  takes  a packet  to  go around 
the  r in g  when the  r i n g  i s  in an i d l e  s t a t e ) ,  the  scantime f o r  a 
s i n g l e - r i n g  i s  given by [12]
c _ w 3.1
S '  TT-pT
where p = , p<l.
I f  the  length  o f  the  r in g  i s  L and the  propagation  r a t e  i s  B m/psec 
then




For a doub le - r ing  network, the  w a i t ing  time when a s t a t i o n  breaks  down 
assuming equal spacing  between s t a t i o n s  on the  main r in g  i s  given by
where L1 = 2ttRj  and = 2ttR2 .
S u b s t i t u t i n g  f o r  Lj and L2 y i e l d s
w a 2tt[ ( 1 -  l /N)Rj + R2]
2tt(Rj+ R2 ) 3 A
B
f o r  l a r g e  N.
I t  i s  assumed here  t h a t  R!=R2 such t h a t  th e  coupling length  i s  
n e g l i g i b l e .  I f  Rj i s  not equal t o  R2 , t h e r e  w i l l  be spokes l in k in g  
both r in g s  which w i l l  in t roduce  a new component to  equation 3 .3 .
W = ( L1 - Ll/N) + L2 + (R1 -  R2) 
B
where (Rj -R2 ) i s  the  a d d i t io n a l  l eng th  in t roduced  due to  the  change in 
the  r a d iu s  o f  the  inne r  r i n g .
W -  2 ir [ (l  -  1/N + 1/ 2t t )R1 +R2(1 -  1/ 2t t )]
B
For Rj =R2 , t h i s  reduces to  equat ion  3 .4
W = 2tt(R1 +R 2) 4ttR1 -  _
We s h a l l  co n s id e r  the  case where R j ^  in a l l  d i s cu s s io n s  from now on 
and Rj and R2 can be used in te rchangeab ly .
For a s i n g l e - r i n g ,  the  scantime i s  given by
30
w
s •  TT^p T
_ 2nR 3.5
"  B ( m
For the  d o u b le - r in g ,  th e  scantime becomes
Sn _ w
D '  TT^p T
_ . 2tt [ ( 1  -  1 /N ) R1 +R2]  
B ( l - p )
2 tt( R1 + R2 )  3 . 6
B T r a
The amount o f  a d d i t i o n a l  d e lay  in troduced  due to  the  new r i n g  leng th  i s  
given by
as = Zl,R2
E T P pT
This i s  the  p ena l ty  s u f f e r e d  f o r  the  redundancy in troduced which in the  
w ors t  case- i s  equal to
as  = 2" Ri  
B H ^ p )
This in most cases  w i l l  be l e s s  than the  s e r v i c e  t ime re q u i re d  to  make 















traffic  in t e n s it y  p
FIGURE 3.4 SCAN TIME AS A FUNCTION OF TRAFFIC 











FIGURE 3.5 CHANNEL ACQUISITION DELAY AS A FUNCTION 






FIGURE 3.6 SCANTIME AS A FUNCTION OF TRAFFIC 
















traffic  in t e n s it y
FIGURE 3.7 CHANNEL ACQUISITION DELAY AS A FUNCTION 
OF TRAFFIC INTENSITY FOR THE DOUBLE-RING.
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3 .3  NETWORK EFFICIENCY ANALYSIS
The network e f f i c i e n c y  a n a ly s i s  w i l l  be governed by two f a c t o r s :  
the  c h a n n e l - a c q u i s i t io n  de lay  and channel e f f i c i e n c y  under  heavy load.
3 .3 .1  CHANNEL-ACQUISITION DELAY
The c h a n n e l - a c q u i s i t i o n  de lay  i s  u s u a l l y  about h a l f  the  scantime [12] .
Ip _ pn _ L 3 .7
Thus, 2s " CD " 2 bT i ' -p )
where CD i s  the  a c q u i s i t i o n  d e lay .
Thus, f o r  a r e g u la r  r in g  network t h i s  va lue  becomes
CD =_ wR 3 .8B n q r r
For the  doub le - r ing  network, we have the  c h a n n e l - a c q u i s i t io n  de lay  as 
CD = * [1 -  1/NjRj + R2]
B(l-P)
s tt[ R1 + R2]  
B(I-P)
f o r  l a rg e  N.
3 . 3 . 2  CHANNEL EFFICIENCY UNDER HEAVY LOAD
A heavy load s i t u a t i o n  occurs when a l l  s t a t i o n s  have packets  
queued f o r  t ransm iss ion  such t h a t  a round robin  p ro toco l  i s  fo llowed. 
This means t h a t  f o r  a token r i n g ,  the  token i s  passed r i g h t  to  l e f t  
r e s u l t i n g  in equal access  to  the  r in g  a f t e r  a f u l l  r o t a t i o n  o f  token. 
Thus, the  only overhead a s s o c i a t e d  w i th  the  network i s  w/N; ( t h e  walk
t ime between s t a t i o n s ) .  With an average s t a t i o n  t r an sm is s io n  time of  
q /n  and d e f in in g  th e  channel e f f i c i e n c y  as the  r a t i o  o f  the  
t r an sm is s io n  t ime to  the  overhead (walk t ime between s t a t i o n s ) ,  we have 
the  channel e f f i c i e n c y  E as




For th e  s i n g l e - r i n g  network




For the  d o u b le - r in g ,  the  channel e f f i c i e n c y  i s  given by
F -  qNB
D“  2 mttL ( 1  -  l / N J R j  +  R2 J
= qNB 3.12
2MTf(Rj + R2 )
3.4 MEDIUM ACCESS PROTOCOLS EVALUATION
In e v a lu a t in g  the  network performance,  we have considered  i t  
proper  to  compare the  doub le - r in g  network to  the  s i n g l e - r i n g  using  the  
r e s u l t s  o f  some o f  the  p ro to co ls  which a re  c u r r e n t l y  being used in 
LANs. The measures o f  performance t h a t  a re  commonly used f o r  LANs a re
1) D: t h e  de lay  t h a t  occurs between the  t ime a packet  i s  ready 
f o r  t r a n sm is s io n  from a node and th e  completion o f
success fu l  t r a n s m is s io n .
2 ) .  ST: the  th roughput  o f  th e  lo ca l  network.
3 ) .  U: the  u t i l i z a t i o n  o f  th e  lo ca l  network medium.
We s h a l l  a l s o  de f ine  a parameter "a" which has been determined in  [ 3 0 ] ,
as
_ propagation t ime 
t ransm iss ion  time
-  Data Rate x d i s t a n c e
propagat ion speed x packe t  leng th
Using t h i s  parameter "a" ,  th e  network th roughput  i s  defined as
Throughput = packet l e n g th / ( p r o p a g a t io n  + t ransm iss ion  t ime)
Data r a t e
The network u t i l i z a t i o n  then i s  g iven as Throughput/Data r a t e
1U = 1 + a
3 .4 .1  TOKEN-PASSING PROTOCOL
a .  THROUGHPUT
The throughput o f  the  token -pass ing  p ro toco l  i s  given in [30] as
ST =
1 a < 1
1 + a/N
3.13
1 a > 1
a ( l  + 1/N)
Where N i s  the  number o f  s t a t i o n s  on th e  r in g .  To compare the  
performance o f  the  r ings  us ing  t h i s  ex p re ss io n  would re q u i r e  t h a t  th e  
va lue  o f  "a" be known. We can e a s i l y  see  t h a t  when a r ing  breaks  and 
re co n f ig u re s  to  the  form shown in Figure  3 . 3 ,  the  number of  s t a t i o n s  on 
the  r in g  does not change. However, an a d d i t i o n a l  leng th  has been added
t o  th e  o r i g i n a l  r in g  l e n g th .  The value o f  "a" i s  determined from the  
express ion
_ propaga t ion  t ime 
t r a n sm is s io n  t ime
l e t  us assume a da ta  r a t e  o f  Dr  Mbps and a packet len g th  o f  Lp b i t s .  
With a propaga t ion  speed o f  B m/psec; "a" f o r  the  s i n g l e - r i n g  w i l l  be 
g iven  by
_ Dr  x L 
a l  “ & x Lp
_ _ Dr x 2*Ri  3.14
a l  “ B x Lp
For th e  d o u b le - r in g ,  we have
_ _ Dr  x 2t^ R1 f R2^ 3.15
d --------------- b~ rrp-------
The r a t i o
aD 2tt£Rj + ^2^® *
" Dp x ZuRjlB x Lpl
which reduces  to
! d
a i
= CR2/R! + l  ]
o r
a Q = a^ [1 + Rg/Rj] 3.16
Thus th e  throughput f o r  the  s i n g l e - r i n g  w i l l  be
and f o r  th e  doub le - r ing
std =<
T T +  a-/N)
aD( l  + 1/N)
b. CHANNEL UTILIZATION 
The channel u t i l i z a t i o n  i s  def ined  
U = S/Data Rate 
For the  s i n g l e - r i n g ,  we have
1
Dr H  + a j /N j
Ul = <
D ^ j L l  + aj/NJ





NUMBER OF STATIONS (N)
FIGURE 3 .8  THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL DOUBLE-RING






NUMBER OF STATIONS (N)
FIGURE 3 .9  UTILIZATION AS A FUNCTION OF N
FOR THE TOKEN-PASSING DOUBLE RING









NUMBER OF STATIONS (N)
FIGURE 3.10 THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL DOUBLE-RING











NUMBER OF STATIONS (N)
FIGURE 3.11 UTILIZATION AS A FUNCTION OF N FOR THE
TOKEN-PASSING D0U8LE-RING
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NUMBER OF STATIONS (N)
FIGURE 3.12 DELAY AS A FUNCTION OF N FOR THE
TOKEN-PASSING DOUBLE-RING





MJH88R OF STATIONS M
FIGURE 3.13 THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL DOUBLE-RING
Lp -  1000 b its  DR -  50 Mbps
46




NUX88R OF STATIONS 00
FIGURE 3.14 UTILIZATION AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL DOUBLE-RING






NUH8EA OF STATIONS M
FIGURE 3.15 THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL DOUBLE-RING








NUMBER 0T STATIONS M
FIGURE 3.16 UTILIZATION AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL DOUBLE-RING
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NUMBER OF STATTIONS (N)
FIGURE 3.17 DELAY AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL DOUBLE-RING
Lp » 1000 b its  OR *  50 Mbps
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c .  DELAY
The de lay  in the  token -pass ing  pro tocol  c o n s i s t s  o f  (N-l )  cy c le s
p lus  a/N, the  token-pass ing  t ime .  This r e s u l t  i s  given as
f N + a - 1 a < 1
D = < 3.21
laN a > 1
So t h i s  implies  t h a t  f o r  the  s i n g l e - r i n g  
fN + a^ - 1 a j  < 1
D1 = \ a j N  « j  > 1
and f o r  the  doub le - r ing  we have
N + a D -  1 a D < 1
3.22
DD = < u u 3.23
where
a„N a„ > 1
= 3 j ( l  + Rg/Rj)
3 . 4 . 2  CSMA/CD PROTOCOL
a .  THROUGHPUT
From [ 3 0 ] ,  th e  th roughput f o r  th e  CSMA/CD i s  given as
l / 2 a  3.24
~ l /2 a  + 1-A
“ A"
where A = (1 -  1/N)^” ^
N = number o f  a c t i v e  s t a t i o n s .
For the  s i n g l e - r i n g  network t h i s  t rans fo rm s  to
ST -  1
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NUMER OF STATIONS (N)
FIGURE 3.18 THROUGHPUT AS A FUNCTION OF N FOR THE
CSMA/CD PROTOCOL DOUBLE-RING •
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NUMBER OF STATIONS (N)
FIGURE 3.19 UTILIZATION AS A FUNCTION OF N FOR THE
CSMA/CD PROTOCOL DOUBLE-RING









10 15 20 a  90
NUMBER OF STATIONS (N)
FIGURE 3.20 THROUGHPUT AS A FUNCTION OF N FOR THE
CSMA/CD PROTOCOL DOUBLE-RING








NUMBER OF STATIONS (N)
FIGURE 3.21 UTILIZTION AS A FUNCTION OF N FOR THE
CSMA/CO PROTOCOL DOUBLE-RING
Lp -  100 b its  OR » 10 Mbps
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Rl-10 .9273





FIGURE 3.22 THROUGHPUT AS A FUNCTION OF PACKET 
LENGTH Lp FOR THE CSMA/CD PROTOCOL 












PACKET SIZE (b its)
FIGURE 3 .23  THROUGHPUT AS A FUNCTION OF PACKET 
LEN6TH Lp FOR THE CSMA/CO PROTOCOL 
DOUBLE-RING N -  30 STATIONS OR -  50 Mbps
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and
ST,d = l i  +  2 a j ( i  +  r 2 / r 1 ; l i - a j j
A
1 3.26
f o r  the  d o u b le - r in g  network.
b.  UTILIZATION
The network u t i l i z a t i o n  f o r  the  s i n g l e - r i n g  becomes
Uj = S j /Da ta  r a t e
1 3.27
Dr Ll + 2 3 ^ 1 - A l J
M
and f o r  t h e  doub le - r in g
un -  , 1
U " Dr Ll + 2 a j ( l  + Rg/RjMl-AJJ
n
3 . 4 . 3  SLOTTED-RING PROTOCOL
The s l o t t e d - r i n g  de lay  a n a ly s i s  was performed by W»Bux [52] in 
which the  fo l lowing r e s u l t  was ob ta ined .
where L^ i s  the  leng th  o f  the  header  f i e l d ,  LQ the  d a ta  f i e l d  l e n g th ,  
E {x>, th e  average packe t  s e r v i c e  t im e ,  t th e  p ropaga t ion  de lay  time 
and p the  channel u t i l i z a t i o n  def ined  as XE{x}. Using the  same 
c r i t e r i a  as  in [51] we immediately see t h a t  the  main change in de lay 




T -  r ing  length
propagation speed
which f o r  the  s i n g l e - r i n g  becomes
T .  2" R1 3 .30
T1 ‘  T
In the  case o f  the  d o u b le - r in g ,  t2 becomes 
2tt[R1+ R2]
t D B
_ 2ir Rl [ l  + R2 /R1] 
B
= Tj [1 + R2/R 2] ‘ 3.31
Thus the  corresponding de lays  a re  f o r  the  s i n g l e - r i n g
Dl . ( £ ) ( y L £ U L ) E { x J +  ^  3 .32
and f o r  the  double - r ing
°2 = ( I ? ?  ) ( ~~  ID~  } E {x} + T  (1 + W
I f  th e  header length  i s  small compared to  the  data  l e n g th ,  then
l H + LP a 1.
LD
3.33
3 .5  ANALYSIS OF RESULTS
3 .5 .1  SCANTIME ANALYSIS
As Shown in equa t ions  3 .5  and 3 . 6 ,  t h e  a d d i t i o n a l  de lay  o r  pena l ty  
in t roduced  with the  a d d i t i o n  o f  a second channel i s  given by 
AS = SQ -  S
. 2 ttR .  2 i r R .
■ C ( 1  - 1 / N )  + W  -  m r i V
= S [ ( l  -  l /N)  + R2/Rj  - 1] 
which reduces to  S 
f o r  l a r g e  N and Rj = Rg
Since th e  scantime depends on both t h e  r a d iu s  o f  the  r in g  R and 
th e  t r a f f i c  i n t e n s i t y  p ,  a comparison between th e  doub le - r ing  scantime 
and th e  s i n g l e - r i n g  scantime f o r  R^IO meters  and Rj=15 meters has been 
made. While i t  i s  t r u e  t h a t  the  r in g  may be a few ki lometers  long 
r a t h e r  than meters  as used in  t h i s  a n a l y s i s ,  we can e a s i l y  see t h a t  the  
change from meters  to  k i lom ete rs  only changes th e  obta ined  r e s u l t s  f o r  
the  scantime from psecs t o  msec. F igures  3 .4  and 3.6  show the  
v a r i a t i o n  o f  the  doub le - r ing  scantime f o r  changing va lues  o f  the  inne r  
r ing  leng th  Rg. Since the  c h a n n e l - a c q u i s i t i o n  de lay  i s  one h a l f  the  
scan t im e ,  i t s  v a r i a t i o n  to  R i s  same as  t h a t  o f  the  scantime. This 
v a r i a t i o n  i s  shown in F igures  3 .5  and 3 .7 .
3 .5 .2  NETWORK EFFICIENCY UNDER HEAVY LOAD ANALYSIS
In comparing the  e f f i c i e n c y  of  th e  s i n g l e - r i n g  and doub le - r ing  
networks ,  one must e v a lu a te  t h i s  comparison in  terms o f  N the  number o f  
s t a t i o n s  and the  rad iu s  R. The s in g l e  channel e f f i c i e n c y  i s  given as
60
E = qNB 
zttRj U
while  the  doub le - r ing  network e f f i c i e n c y  i s  
F -  qNB
LD 2 i r j i L ( l  -  l / N J k j  +  ft2 J
The change in e f f i c i e n c y  i s  given as  .
E -  Ed = aE
= gNB n  1  n
[ L(1 -  1/N) + R2/ Ri J
AE = E[ 1 " L( i  -  i /N) + R2/R 1J-1 3 34
For l a rg e  N and Rj = R2 » we have 
aE = 1/2 E
This change approaches zero  as R̂  i n c r e a s e s .  We can e a s i l y  see 
t h a t  th e  change in e f f i c i e n c y  f o r  l a r g e  N w i l l  not be as s i g n i f i c a n t  as 
the  change in scantime.
3 .5 .3  PROTOCOLS PERFORMANCE EVALUATION
a .  TOKEN-PASSING PROTOCOL
As shown in Figures  3 .8  through 3 .1 7 ,  the  channel th ro u g h p u t ,  
u t i l i z a t i o n  and delay a n a l y s i s  have been performed f o r  both t h e  
s i n g l e - r i n g  and the  d o u b le - r in g .  These r e s u l t s  d e t a i l  the  v a r i a t i o n  o f  
th e  th roughpu t ,  u t i l i z a t i o n ,  and de lay  with  r e s p e c t  to  number o f  
s t a t i o n s ,  da ta  r a t e  and packe t  leng th  f o r  va r ious  len g th s  o f  R^ and Rg. 
The values  o f  th roughput  ob ta ined  a re  s o l e l y  dependent on " a " .  In t h i s
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a n a l y s i s ,  a was always l e s s  than 1. As expec ted ,  the  th roughput  as a 
func t ion  o f  the  number o f  s t a t i o n s  fo r  a c o n s ta n t  d a ta  r a t e  inc rease s  
w ith  in c rease  in packe t  l e n g th .  The i n t e r e s t i n g  r e s u l t  h e re ,  however,
i s  th e  f a c t  t h a t  t h e r e  i s  no s i g n i f i c a n t  change in both channel
throughput and u t i l i z a t i o n  when R2 i s  equal to  R^. Fur thermore ,  the  
de lay  in t h i s  case  i s  a l s o  accep tab le  when compared with th e  de lay  o f  
the  s i n g l e - r i n g  network. S ince
+ R£/Rj ]»
the  doub le - r ing  performance w i l l  drop s i g n i f i c a n t l y .  This we can 
e a s i l y  show by looking a t  t h e  th roughput  as an example.  The 
s i n g l e - r i n g  th roughput  f o r  a > 1 i s
ST -  . 151 "  a j d  +  1 / N )
For the  d o u b le - r in g ,  the  th roughput  i s  given as
ST -  . 1D "  a D( l  +  1 / N )
= a ^ l  + R g /R jH l  + 1/N] 3’ 35
The change in th roughput i s  found by 
AST = ST -  STD
AST = a j d  + 1/N) a j d  +• Rg/RjMl + 1/Ml
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_ R2 / Rl  ST 3.36
-  tt+ y&i')
For Rj = R2 , we have 
AST = |  ST
This would be th e  wors t  case  a n a l y s i s .  This a n a l y s i s  a p p l i e s  t o  the  
channel u t i l i z a t i o n .  Thus, t h e  change in  channel u t i l i z a t i o n  w i l l  be 
given as
AU = AS/Dr 
= 1/2 U.
The to k e n - r in g  de lay  f o r  a > 1 i s  given as 
D = aN
which f o r  th e  s i n g l e - r i n g  i s  given as 
D = ajN 
For the  d o u b le - r in g ,  we have 
DD = a QN
= a j d  + R2/R j )N 3 . 37
when Rj = R2 » DD = 2D which i s  s i m i l a r  to  th e  scant ime delay r e s u l t s ,
b.  CSMA/CD PROTOCOL
From Figures  3.18 to  3 .23  we can see t h a t  t h e r e  i s  a s l i g h t  change 
in performance.  The token -pass ing  r in g  p ro toco l  performed b e t t e r  than 
the  CSMA/CD p ro to c o l .  This comparison i s  based on the  th roughput and 
channel u t i l i z a t i o n  a n a l y s i s .  As in t h e  token -pass ing  p r o to c o l ,  the
o b ta in ed  r e s u l t s  a re  based on "a" l e s s  than 1. For a g r e a t e r  than 1, 
t h i s  pro tocol performance w i l l  drop s i g n i f i c a n t l y .  The change in 
th roughput i s  given here  as
AS = S -  s D
1 -  1 
1  +  2 a , ( l - A )  '1 + T a 1' ( l  +  R J R  J (l'- 'A 7
1 “7 T  1 d 1 ~ T
AS =  _̂______________ R2 / Rl______________________
( "5aJ(T ^ T  + ^  * 2 a j ( l - A )  + ^  + V R1 ^
For Rj = Rg» t h i s  reduces t o
AS =________________   1___________ 3.38
< S a j ( l - A )  + ( 2a j ( l - A 7 + (1 +
c .  SLOTTED-RING PROTOCOL
With t h i s  p r o to c o l ,  a s imple  comparison in de lay  was performed. 
The change in  de lay  as  in th e  prev ious  p ro toco ls  was found to  be twice  
th e  o r i g i n a l  de lay  when Rj_=R2 * This de lay  a n a l y s i s  i s  c a r e f u l l y  
monitored in  the  sense  t h a t  i t  was a r r i v e d  a t  by looking a t  the  
propagat ion  delays  and no t ing  t h a t  the  r e s t  o f  th e  exp re ss ion  on 
exp re ss ion  3.29 remains unchanged. In the  t r u e  sense o f  the  word de lay  
as ap p l ied  in  t h i s  p ro toco l  a n a l y s i s  w i l l  be given as
while  f o r  the  doub le - r in g  we have
°D = K1 + t D
= Kj  -  t j  ( 1  +  R2 / R 1 )
AD = DD -  Dj
= T j ( l  +  Rg/Rj) -  Tj
= T l ( l  + Rg/Rj -  1)
For R̂  = Rg, DD = 
o r  DD = 2D^.




4 .1  INTRODUCTION
As with  the  d o u b le - r in g  network, the  spoked- r ing  network [26]  i s  
shown in  Figure  4 .1
FIGURE 4 .1  A SPOKED-RING KITH 9 USERS
65
66
I t  c o n s i s t s  o f  a r in g  where the  i n t e r f a c e s  a re  a l s o  connected 
independently  by means of  spokes.  The p a t t e r n  o f  connection of  th e  
spokes i s  e n t i r e l y  a r b i t r a r y  bu t  r e g u l a r  p a t t e r n  connection examples 
w i l l  be used to  s im p l i fy  performance a n a l y s i s .
4 .2  NETWORK OPERATIONS
While the  spoked-r ing  network could  be ope ra ted  in e i t h e r  
c o n ten t io n  o r  CSMA/CD, we co n s id e r  th e  network f i r s t  as a token-pass ing  
spoked- r ing  where each r in g  i n t e r f a c e  t r a n s m i t s  the  incoming message a 
+ 6 in two phases:  one,  along th e  r i n g  with undiminished magnitude,
and two, along the  outgoing  spoke w i th  magnitude t h a t  i s  a f r a c t i o n  o f  
r  o f  t h i s  va lue  as  shown in Figures  4 . 2  and 4 . 3 .
USER




FIGURE 4 .3  RING INTERFACE IN  TRANSMIT MODE
A = a
6 = y  , r  »  1
The va lue o f  r  i s  chosen such t h a t  the  inpu t  a  + y  t o  a l i s t e n i n g
i n t e r f a c e  i s  genera ted  as  a  because £  i s  below th e  t h r e s h o l d  va lue  o f  
the  d e t e c t o r  in t h e  i n t e r f a c e .  This implies  t h a t  du r ing  normal 
o p e ra t io n  o f  the  r i n g ,  t r a n s m is s io n  o f  message i s  through the  r i n g  
i t s e l f  and not through t h e  spokes .  When a break-down o c c u r s ,  e i t h e r  
f o r  a d d i t io n a l  node a t t a ch m e n ts  o r  due to  node f a i l u r e ,  th e  a f f e c t e d  
spoke i s  am pl i f ied  by a va lue  o f  r  a f t e r  a d e f in e d  t ime (w a i t  t ime) 
which r e s u l t s  in message t r a n s m is s io n  to  th e  o t h e r  nodes in the  
network. The p e n a l ty  h e re  i s  t h e  w a i t  t ime r e q u i r e d  f o r  spoke 
a c t i v a t i o n ,  while a r e g u l a r  r i n g  s imply must s to p  a l l  t r a n s m is s io n s  
r e s u l t i n g  in a w a i t  t ime equal to  th e  t ime i t  t a k e s  t o  add or  make 
r e p a i r s  on the  r in g .
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4 .3  NETWORK CONNECTIVITY
In o r d e r  f o r  the  spoked-ring network to  op e ra te  p rope r ly  in the
face  o f  breakdowns an d /o r  r e p a i r s ,  i t  must m ain ta in  c o n n e c t iv i t y  to  a l l
nodes except th e  broken nodes.  Thus, from Figures  4 .2  and 4 . 3 ,  we can 
see t h a t  the  minimum degree requirement  f o r  the  spoked-r ing  network i s  
fo u r .
One o f  the  problems a s s o c ia te d  with  the  spoked-r ing  i s  t h a t  o f  
e s t a b l i s h i n g  how many spokes a re  r e q u i re d  to  achieve  c o n n e c t iv i t y .  For 
complete c o n n e c t i v i t y  one r e q u i r e s  N(N-l ) /2  spokes where N i s  the  
number o f  s t a t i o n s  o r  nodes to  be connected.  This provides  enough 
redundancy f o r  the  network to  remain o p e ra t io n a l  f o r  severa l  kinds o f
node f a i l u r e s .  The p r i c e  paid  in terms o f  a d d i t i o n a l  l in k s  may be too
h igh ,  however, should  one not be ab le  to  a f f o r d  complete connec t ion ,  
the  ques t ion  o f  how to  l i n k  nodes f o r  e f f i c i e n t  working comes up. Too 
few 'Spoke connec t ions  r e s u l t  in a lo s s  o f  network t o t a l  c o n n ec t iv i ty  
when th e re  i s  a s t a t i o n  f a i l u r e .
A combination o f  a l t e r n a t e  and t w o - s t a t i o n  connection i s  proposed 
f o r  the  spoked - r ing .  This in t roduces  a t  most N connections  f o r  an 
N -s ta t io n  o r  node spoked- r ing .  As shown in Figures  4 .4  and 4 . 5 ,  we see 
t h a t  f o r  even number o f  s t a t i o n s ,  th e  a l t e r n a t e  connec tion  works w e l l .  
However, w ith  a c o n s t r a i n t  t h a t  no two consecu t ive  s t a t i o n s  be d i r e c t l y  
connected excep t  through the  r in g  i t s e l f ,  th e  a l t e r n a t e  s t a t i o n  
connection in t ro d u ce s  a t  most N connec t ions .  Such c o n n e c t i v i t y  ensures  
t h a t  no s t a t i o n  i s  d isconnec ted  from the  network due to  a f a i l u r e  o f  an 
a d ja c e n t  s t a t i o n .  Our spoked-r ings  w i l l  thus  have N spokes.  I f  the  
spoke leng ths  add up to  the  leng th  o f  the  o r i g i n a l  r i n g ,  one can 
compare the  s i t u a t i o n  to  in t roduc ing  an a d d i t i o n a l  r in g  path  as in the
USER
FIGURE 4.4a 4 STATIONS, 2 SPOKES
USER
FIGURE 4.4b 6 STATIONS. 6 SPOKES
FIGURE 4.5a 5 STATIONS. 5 SPOKES
FIGURE 4.5b 7 STATIONS, 7 SPOKES
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d o u b le - r in g  network.
4 .4  SPOKE AMPLIFIER ACTIVATING TIME ANALYSIS
Let us assume the  leng th  o f  the  r in g  t o  be L, i t  i s  f u r t h e r  taken 
t h a t  the  N s t a t i o n s  a t t a c h e d  to  the  r in g  a re  e q u a l ly  spaced such t h a t  
the  d i s t a n c e  between any two s t a t i o n s  i s  L/N. F u r the r  assume t h a t  the  
spoke leng th  between any two s t a t i o n s  i s  d.  Consider the  case  where a 
s t a t i o n  i s  down and the  o b je c t iv e  i s  t h a t  the  spoked-ring network 
should  be o p e r a t i o n a l .  This means t h a t  a pa th  between the  t r a n s m i t t i n g  
s t a t i o n  and a l l  o th e r  s t a t i o n s  must e x i s t  w h i le  avoiding the  broken 
s t a t i o n .  In the  c o n tex t  o f  Figure 4.6,- take  s t a t i o n  one to  be 
t r a n s m i t t i n g  some message through the  r in g  and t h a t  s t a t i o n  two i s  down 
o r  broken,  one r e q u i r e s  a t  l e a s t  3L leng th  t ime f o r  s t a t i o n  one to
I T
r e a l i z e  the  e x i s t en c e  o f  a break down and a c t i v a t e  the  spoke a m p l i f i e r .
Once the  a m p l i f i e r  i s  a c t i v a t e d ,  i t  w i l l  t ak e  d leng th  delay to  t r a v e l
to  s t a t i o n  four  and a no the r  d delay to  t r a v e l  from s t a t i o n  nine to
s t a t i o n  t h r e e .  Thus,  a t o t a l  o f  2d de lay  i s  r e q u i re d  to have the
spoked- r ing  o p e ra t io n a l  a f t e r  a break down. I t  fo llows then t h a t  i t
w i l l  r e q u i r e  a t  l e a s t  (K+l) L length  t ime f o r  a message to  t r a v e l  from
N
the  t r a n s m i t t i n g  s t a t i o n  t o  i t s  spoke-connected  s t a t i o n ;  where K i s  the
number o f  s t a t i o n s  between the  spoke-connected nodes o r  s t a t i o n s .  For
a l t e r n a t e  connec t ions ,  K=1 and f o r  a t w o - s t a t i o n  sk ip  connection K=2.
Assuming an average b i t  de lay  o f  l eng th  L in th e  r in g  network
N
then the  minimum requirement  f o r  the  spoke a m p l i f i e r  to  be a c t i v a t e d  
w i l l  be given by
TQ. = (K + 1) L + L_ leng th  t ime. 4 .1 ( a )
N 2N
FIGURE 4.6 9 STATION SPOKED-RING NETWORK
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Thus, f o r  a propagat ion  speed o f  B meters  per  microsecond (B m/us)
t  _ L[2k + 3] b i t s  time 4 .1 (b )
TSA‘  " W
where L i s  in  meters  which i s  same as
_ _L [2k+3] sec .  4 .1 ( c )
SA " W
An upper bound f o r  th e  spoke d i s t a n c e  d i s  (K+l) L which
¥
i s  the  maximum d i s t a n c e  t r a v e l l e d  by a message between spoke-connected  
s t a t i o n s .
Thus,  d < (k+l)L 4 .2
¥
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4 .5  EFFICIENCY ANALYSIS
Let us assume t h a t  packets  a re  genera ted  according  to  a Poisson 
p ro c e s s ,  and t h a t  when a s t a t i o n  r ece iv e s  th e  permiss ion to  send, i t  
empties i t s e l f  o f  a l l  packets  with mean queue leng th  o f  q.  Let the  
r a t e  o f  a r r i v a l  f o r  a l l  the  N s t a t i o n s  be X p a ck e t / s ec  such t h a t  each 
s t a t i o n  a r r i v a l  r a t e  i s  X/N. Let the  s e r v i c e  r a t e  be y ( th e  number o f  
packets  a s t a t i o n  can t r a n s m i t . )  S, th e  scan t im e ,  i s  given by
S = w + Nq ; f o r  a r e g u l a r  r in g ,  
y
For the  spoked-r ing  with one f a i l u r e ,  we have the  fo l lowing:
= r ing  leng th  
propagation  r a t e
•L + 2d -  KL 
N
B/ysec
L [ 1 -  $  ] + 2d 
 B------------
4 .3
which approximates  to
W = L + 2d 
5—
4 .4
f o r  l a r g e  N.
Thus,  th e  scant ime becomes
S = w 
T^p
= L + 2d 4 .5
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where p = _A , p< l .  
V
This in t roduces  a p e n a l ty  o f  2d
BTT̂pT
For d = KL + L <(K+1)L
r  m  n
S becomes
4 .5 .2  CHANNEL-ACQUISITION DELAY
The c h a n n e l - a c q u i s i t i o n  de lay  i s  about h a l f  the  scantime [1 2 ] .  
For a r e g u la r  r i n g ,  t h i s  de lay  i s  about
For the spoked- r ing ,  we have






4 . 5 . 3  CHANNEL EFFICIENCY UNDER HEAVY LOAD
Under heavy load c o n d i t i o n ,  the  only overhead a s s o c i a t e d  with  the  
network i s  w/N ( th e  walk t ime between s t a t i o n s . )  Since every s t a t i o n  
has something t o  t r a n s m i t ,  th e  average t r an sm is s io n  t ime per  s t a t i o n  i s  
q /p .  I f  we d e f in e  channel e f f i c i e n c y  as th e  r a t i o  o f  the  s t a t i o n  
t r an sm is s io n  t ime to  t h e  overhead (walk t ime between s t a t i o n )  then the 
channel e f f i c i e n c y  i s  given by
4.11
For a r in g  network
r e s u l t i n g  in
E 4.12
For t h e  spoked - r ing ,




Then, -  qN B
p ~ yLLN+k+lJ
4 .1 3
















FIGURE 4.7 SCANTIME AS A FUNCTION OF TRAFFIC
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TRAFFIC INTENSITY p
FIGURE 4 .8  CHANNEL ACQUISTION OEUY AS A FUNCTION
TRAFFIC INTENSITY FOR THE SP0KE-RIN6
ACQUISITION DELAY tuscc)
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n -  i s *
N-10
K-2















FIGURE 4 .9  SCANTIHE AS A FUNCTION OF TRAFFIC












FIGURE 4.10 CHANNEL ACQUISITION DELAY AS A
. FUNCTION OF TRAFFIC INTENSITY FOR 
SPOKED- RING
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4 .6  MEDIUM ACCESS PROTOCOL EVALUATION
As in the  prev ious  c h a p te r ,  we w i l l  compare the  performance o f  the  




4 . 6 . 1  TOKEN-PASSING PROTOCOL
a . THROUGHPUT
The throughput f o r  th e  r ing  i s
Sl  =
(1 + aj/N)
a j d  + 1/N)
a j  < 1
a j  > 1
w hi le  f o r  the  spoked-r ing  we have
( 1  +  a p / N )
1
ap (1 + i / n;
ap < 1
a p > 1
Knowing t h a t  the  leng th  o f  the  spoked-ring i s  [L + 2d -  KL/N], the  
wors t  case  a n a ly s i s  y i e l d s
_ _ ° r (L  + 2d -  KL/N)a -   E 1 - r -------------
2nR1D j  ua _ 1 r  r i + d K -I
a p " BxLp L 1 ttRj  N J
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ap = *1[ 1 + ^  " TT ] 4.14
where 1 1  K ±  2
and N 1s the  number o f  s t a t i o n s  on th e  r i n g .
For d = KL + L
TT IfT
a -  a , [ l  + (K + 1)/N] 4.15
ap '  1
b.  CHANNEL UTILIZATION
The channel u t i l i z a t i o n  i s  given by
U = S/Data r a t e
which f o r  the  spoked-ring becomes
U
This u t i l i z a t i o n  i s  compared to  equa t ion  3.19.
c .  DELAY
As in s e c t io n  3 .5 .1  th e  de lay  f o r  the  token-pass ing  r ing  in the  





1 a_ > 1











NUMBER OF STATIONS (N)
FIGURE 4.11 THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL SPOKED-RING
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FIGURE 4.12 UTILIZATION AS A FUNCTION OF N FOR THE
TOKEN-PASSING SPOKED-RING











NUMBER OF STATIONS (N)
FIGURE 4.13 THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL SPOKED-RING
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NUMBER OF STATIONS (N)
FIGURE 4.14 UTILIZATION AS A FUNCTION OF N FOR THE
TOKEN-PASSING SPOKED-RING
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FIGURE 4.15 DELAY AS A FUNCTION OF N FOR
TOKEN-PASSING PROTOCOL SPOKED-RING.
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NUMBER OF STATIONS (N)
FIGURE 4.16 THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL SPOKE-RING
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NUMBER OF STATIONS (N)
FIGURE 4.17 UTILIZATION AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL SPOKE-RING
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NUMBER OF STATIONS (N)
FIGURE 4.18 THROUGHPUT AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL SPOKE-RING








NUMBER OF STATIONS (N)
FIGURE 4.19 UTILIZATION AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL SPOKE-RING
Lp -  1000 b its  DR -  50 Mbps
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R l - 1 0
K - l
K - 2
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FIGURE 4.20 DELAY AS A FUNCTION OF N FOR THE
TOKEN-PASSING PROTOCOL SPOKE-RING
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FIGURE 4.21 THROUGHPUT AS A FUNCTION OF N FOR THE
CSMA/CD PROTOCOL SPOKE-RING
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FIGURE 4.22 THROUGHPUT AS A FUNCTION OF N FOR THE
CSMA/CD PROTOCOL SPOKE-RING
Lp *  100 b its  OR ■' 10 Hbps
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FIGURE 4.23 UTILIZATION AS A FUNCTION OF N FOR THE
• CSMA/CD PROTOCOL .SPOKE-RING






FI6URE 4 .2 4  UTILIZATION AS A FUNCTION OF N FOR THE
CSMA/CO PROTOCOL SP0KED-RIN6
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FIGURE 4.25 THROUGHPUT AS A FUNCTION OF N FOR THE
FOR THE CSMA/CO PROTOCOL SPOKED-RING
N ■ 30 STATIONS. Lp -  100 b its
4 . 6 . 2  CSMA/CD PROTOCOL
a .  THROUGHPUT
The throughput f o r  the  spoked- r ing  as compared to  equat ion  3.25 
w i l l  be
SP = 11 + 2ap ( l -A )J  •
b. CHANNEL UTILIZATION
The channel u t i l i z a t i o n  compared with  equation  3.27 w i l l  be
4 .6 .3  SLOTTED-RING PROTOCOL
From the  r e s u l t s  (equa t ion  3 . 3 2 ) ,  th e  spoked-ring de lay  w i l l  then
be
UP = Dr l l  + 2apU -A JJ
M
4.19








FIGURE 4 .26  THROUGHPUT AS A FUNCTION OF PACKET
LENGTH FOR THE CSHA/CD PROTOCOL
SPOKED-RING N -  30 STATIONS OR ■ 50 Hbp
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THROUGHPUT (S)






FIGURE 4.27 THROUGHPUT AS A FUNCTION OF PACKET
LENGTH FOR THE CSMA/CD PROTOCOL
SPOKEO-RING N *  30 STATIONS DR -  50 Mbps
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For _ KL + L_, t _  reduces  to 
N 2N p
4.21
4 .7  ANALYSIS OF RESULTS
4 .7 .1  SCANTIME ANALYSIS
From equations  4 .3  and 4 . 6 ,  the  scantime f o r  the  spoked-r ing  i s  
found to  be
when compared to  the  s i n g l e - r i n g  network, we f in d  t h a t  the  change in 
the  scantime i s  given by
As we can see ,  AS approaches zero f o r  l a r g e  N.
Figures 4 .7  through 4 .10 show these  r e s u l t s  with r e s p e c t  to  the  number 
o f  s t a t i o n s  N on the  channel and the  r in g  r a d iu s  R. The performance of  
the  spoked-ring as expected approaches t h a t  o f  the  s i n g l e - r i n g  with 
inc reased  number o f  s t a t i o n s .  With th e  channel de lay  equal to  one h a l f  
the  scantime the  conclus ion  i s  same as f o r  the  scantime a n a l y s i s .
AS = Sp - S
4.22
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4 . 7 . 2  NETWORK EFFICIENCY UNDER HEAVY LOAD
The network e f f i c i e n c y  under heavy load f o r  the  spoked-ring i s  
given as
iNBE_ = ? irp R  __
N
The change in  e f f i c i e n c y  between the  s i n g l e - r i n g  and the  spoked-ring i s  
found to  be
AE = E - E p
=  q N B  r  1  i
2ipE L 1 + K+l J
N
_ r r  K + 1 n 4.23
'  E L F T I T T  J
we can e a s i l y  see  t h a t  f o r  l a rg e  N,AE approaches zero.
4 . 7 . 3  PROTOCOLS PERFORMANCE EVALUATION
a.  TOKEN-PASSING PROTOCOL
The r e s u l t s  f o r  the  same type o f  a n a l y s i s  performed in Chapter 
Three a re  p re sen ted  in Figures  4 .11 through 4 .18 .  The r e s u l t s  show 
t h a t  the  spoked-r ing  performance c l o s e l y  approximates  t h a t  o f  th e  
s i n g l e - r i n g .  This i s  more so with  th e  in c re a se  in the  number o f  
s t a t i o n s  N o n  the  r i n g .  These r e s u l t s  a re  o f  cause f o r  a l e s s  than 1. 
For "a" g r e a t e r  than 1, i t  can be e a s i l y  shown (as in Chapter Three) 
t h a t  the  performance o f  th e  spoked-r ing  drops s i g n i f i c a n t l y .  The
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change in throughput f o r  a g r e a t e r  than 1 i s  given as
aS = S -  S
P
1 1
a j ( l  + 1 / N)  " a p ( l  + 1 /N)
where
a p = . j d t f t j l )
aS becomes
Aq -  S 4 .2
A ~ Ll + (K+1)/NJ
Equation 4 .24  approaches zero  f o r  l a r g e  N. This a n a l y s i s  i s  t r u e  
f o r  th e  channel u t i l i z a t i o n  a l s o .  The change in  delay however i s  
ob ta ined  from
b. CSMA/CD PROTOCOL
As in Chapter Three,  th e  performance o f  the  spoked- r ing  i s  
s l i g h t l y  l e s s  than t h a t  o f  t h e  s i n g l e - r i n g .  The r e s u l t s  a r e  shown 
on F igures  4 .19  through 4 .26 .  The change in throughput f o r  "a" 
g r e a t e r  than 1 i s  given by
a D p =  Dp - D
A D p  = (K + l ) 3 l 4.25
AS = S -  SP
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a S  =  L l  +  2 a ! ( M > J  '  U  +  2 a ,  ( 1 * +  K + 1 ) ( M ) J
1 A 1 N A
= _____________  (K + 1)/N________________  4.26
[2 ip -A ) + ^  fzaj'd-A)' + (1 +
This value reduces to  zero  f o r  l a rge  N.
c .  SLOTTED-RING PROTOCOL
As shown in s e c t io n  3 .5 .3 c  the  change in the  de lay  here  i s  r e l a t e d
to  the  propagation  de lay  and i s  given by
t  = t J I  + K+ l )  
p 1 N
The change in the  de lay
AD i s  Kj + Tp -  kj  -  t j
which y i e l d s
AD = t , ( 1 + K+l -  1)
1 N
=  ( K + l h i
This  approaches zero  as  N becomes l a r g e .
CHAPTER FIVE 
DUAL ACCESS BI-RING NETWORK 
(DABNET)
5 .1  INTRODUCTION
While the  d o ub le - r ing  and the  spoked-r ing  networks address the  
i s s u e  o f  f a i l - s a f e  ne tworking,  t h e i r  u t i l i t y  depends on the  frequency 
o f  breakdown and /o r  expansion o f  the  network. For a low f a i l u r e  r a t e  
(which inc ludes  low expansion r a t e ) ,  the  added r e l i a b i l i t y  may be 
c o s t l y  in terms o f  wasted bandwidth.  This i s  t r u e  e s p e c i a l l y  f o r  the  
d o u b le - r in g  network where th e  inner  loop i s  used only during the  
network r e c o n f ig u r a t io n  in  the  event  o f  a s t a t i o n  breakdown o r
expans ion .  For the  spoked-r ing  the  spokes a r e  a c t i v a t e d  only when 
t h e r e  i s  a s t a t i o n  f a i l u r e .  The network o p e ra t io n  i s  l im i t ed  by the
combination o f  f a i l u r e s .  As long as the  number o f  consecutive  s t a t i o n
f a i l u r e s  i s  l im i t e d  to  K ( th e  number o f  s t a t i o n s  between any 
spoke-connected  s t a t i o n s ) ,  th e  network works f i n e .  However, i f  f o r  
example,  s t a t i o n  number N i s  t r a n s m i t t i n g  in form at ion  to  a l l  s t a t i o n s ,  
a breakdown in s t a t i o n  N+K r e s u l t s  in  the  sk ipp ing  o f  s t a t i o n  N+K+l. 
With a breakdown o f  s t a t i o n  N+l and N+K+l, the  network ceases  to  
f u n c t io n .
I f  the  network grows modera te ly ,  we observe  t h a t  both the
d o u b le - r in g  . and the  spoked-r ing  have l i m i t e d  f l e x i b i l i t y .  For the  
sp o k ed - r in g ,  growth a reas  could  be a n t i c i p a t e d  and incorpora ted  in th e  
des ign  o f  the  network before  i n s t a l l a t i o n .  This implies  t h a t  some 
c o s t l y  equipment w i l l  remain unused u n t i l  s t a t i o n s  a re  i n s t a l l e d  a t
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t h e se  l o c a t i o n s .  The spokes a t  th e  a n t i c i p a t e d  lo c a t io n s  would not be 
a c t i v a t e d  in the  absence o f  te rminal equipment to  implement 
s p o k e - a c t iv a t io n .  This approach w i l l  l i m i t  the  c o n n e c t iv i ty  o f  th e  
i n s t a l l e d  network when a node f a i l u r e  occurs .  Another approach would 
be t o  rea r range  the  spokes every time a new node i s  added to  the  
network. This method i s  im p rac t ic a l  s ince  every new arrangement 
e s s e n t i a l l y  r e p re se n t s  a d i sm an t l in g  and reb u i ld in g  o f  the  spoked-r ing  
network.
The doub le - r ing  network, however,  has an advantage over  th e  
spoked-ring in t h i s  regard  s in c e  i t ‘ can adapt to  a working network in  
th e  event  o f  a s t a t i o n  f a i l u r e  o r  expansion . The design  o f  the  
doub le - r ing  allows i t  t o  s u s t a i n  any number o f  consecu t ive  f a i l u r e s  and 
s t i l l  mainta in  an o p e ra t io n a l  network where the  remaining s t a t i o n s  can 
communicate with each o t h e r .  Any o t h e r  combination o f  f a i l u r e s  r e s u l t s  
in  the  f ragmenta tion o f  the  d o ub le - r ing  network where p a r t i a l  
o p e ra t io n  o f  the  network i s  f e a s i b l e .  This mechanism would depend on 
th e  protocol  in use f o r  a p a r t i c u l a r  network. The doub le - r in g  i s  
l i m i t e d - during expansion t o  th e  c ircumference  o f  the  o u te r  r ing  s in ce  
th e  in n e r  r ing  i s  in t roduced  s o l e l y  f o r  th e  purpose o f  network 
r e c o n f ig u ra t io n  dur ing node f a i l u r e s  and o r  expansion.
These inhe ren t  problems ( f l e x i b i l i t y  of  network expansion and 
waste  o f  bandwidth),  can be addressed  by a dual access  b i - r i n g  network 
(DABNET) shown in Figure  5 .1 .
5 .2  OPERATION
The DABNET in f i g u r e  5 .1  i s  made up o f  two independent  r in g  
networks connected by means o f  ga teways.  Under normal o p e ra t io n s  both
FIGURE 5.1 THE DABNET CONFIGURATION
r in g s  a re  considered  to  be independent .  The r a d i i  o f  the  inner  and 
o u te r  r in g s  a re  completely  a r b i t r a r y .  Transmission and communication 
i s  p r im a r i l y  between s t a t i o n s  on th e  same r i n g .  The s t a t i o n  numbering 
on both r in g s  i s  a l s o  a r b i t r a r y .  This implies  t h a t  s t a t i o n s  with th e  
same number assignment on both  r in g s  can communicate i f  they so d e s i r e .  
When a s t a t i o n  breakdown on any r i n g  o r  communication between s t a t i o n s  
on both r in g s  i s  d e s i r e d ,  the  gateway n e a r e s t  to  the  t r a n s m i t t i n g  
s t a t i o n  i s  a c t i v a t e d  which r e s u l t s  in a new r ing  t h a t  in co rp o ra te s  
s t a t i o n s  on both r in g s  f o r  an i n t e r - r i n g  communication. We t h e r e f o r e  
achieve  t o t a l  u t i l i z a t i o n  o f  the  i n n e r  r i n g ,  which i s  in c o n t r a s t  t o
th e  s tanda rd  doub le - r ing  network by r e c o n f ig u r in g  the  network v ia
gateways.  Furthermore,  the  problem o f  expansion a s s o c ia t e d  with th e  
spoked-r ing  does not e x i s t .
5 .3  CONNECTIVITY
The DABNET concept i s  not to  connect a l l  s t a t i o n s  on the  o u t e r  
r in g  to  t h e  s t a t i o n s  in the  in n e r  r i n g  v ia  gateways.  Such a connec tion  
would r e q u i r e  t h a t  the  number o f  s t a t i o n s  on both be equal and the  
gateway connections  to  be 2N where N i s  the  number o f  s t a t i o n s  on each 
r i n g .  As th e  number o f  s t a t i o n s  i n c r e a s e ,  we observe t h a t  the  number 
o f  gateways become p r o h i b i t i v e l y  l a r g e  and expens ive .  Too few a number 
o f  gateways,  however, would mean t h a t  a l a rg e  segment o f  s t a t i o n s  w i l l  
be i s o l a t e d  during a breakdown o f  more than one s t a t i o n .  The proposal 
f o r  the  DABNET i s  to  d iv id e  t h e  number o f  s t a t i o n s  on th e
o u te r  r in g  by some f a c t o r  such t h a t  th e  maximum number o f  s t a t i o n s  t h a t
can be i s o l a t e d  dur ing any combinat ion o f  breakdowns would be a t  an 
accep tab le  l e v e l .  The acc e p tab le  l e v e l ,  however, depends on the  u s e r
FIGURE 5 .2  THE DABNET INTERFACE
FIGURE 5.3 THE OABNET LOGICAL CONFIGURATION
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requ i rem en ts .  For example,  i f  the  o u t e r  r i n g  has t h i r t y - f i v e  s t a t i o n s ,  
i t  would be b e t t e r  to  have between f i v e  and seven gateways r a t h e r  than 
two gateways where a g r e a t e r  number o f  s t a t i o n s  w i l l  be i s o l a t e d .
5 .4  PROTOCOLS
The i s s u e s  to  be addressed by th e  DABNET protocol  a r e  the
fo l low ing :
1. How does a s t a t i o n  know where i t s  message i s  coming from?
2. What scantime to  use in  determing th e  network ope ra t ion?
3. Is  p r i o r i t i z a t i o n  o f  messages allowed? I f  so how can i t  be 
accomplished?
4. Is  network re c o n f ig u ra t io n  under a breakdown the  same as 
network r e c o n f ig u r a t io n  w i thou t  a s t a t i o n  breakdown?
5. How does a s t a t i o n  determine which gateway to  use?
To answer th e se  q u e s t i o n s ,  we p re sen t  th e  fo l lowing  pro tocol f o r  the  
o p e ra t io n  o f  the  network.
Since t ran sm is s io n  can be between s t a t i o n s  on th e  same r ing  or  
a c ro ss  r i n g s ,  i t  i s  necessa ry  to  have tokens  ( f o r  the  token-pass ing  
p r o to c o l )  t h a t  both r in g s  i d e n t i f y  and which a r e  not d u p l ic a ted  as 
messages by e i t h e r  r i n g .  Within the  t o k e n ,  a b i t  p o s i t i o n  w i l l  be 
d ed ica te d  to  supply the  in format ion  needed to  .know which r in g  the  
communication i s  in tended f o r .  Since we a r e  d e a l in g  with only two 
r i n g s ,  the  r e p r e s e n ta t i o n  would be 0 f o r  same r in g  t ran sm iss io n  and 1 
f o r  t r a n sm is s io n  on the  o th e r  r in g .  Thus a t  th e  node i n t e r f a c e ,  each
I l l
s t a t i o n  determines i f  communication i s  between s t a t i o n s  on the  same 
r in g  or  between r i n g s .  A communication between s t a t i o n s  on the  same 
r in g  would r e q u i re  th e  t r a n s m i t t i n g  s t a t i o n  to  t r a n s m i t  i t s  message 
w i thou t  any change to  t h e  token .  In t h i s  way, we e s t a b l i s h  a zero  a t  
th e  designa ted  b i t  l o c a t i o n  on th e  token to  main ta in  th e  d e f a u l t  
t r ansm iss ion  between s t a t i o n s  to  be on the  same r i n g .  I f  the  
communication i s  between s t a t i o n s  ac ro ss  r i n g s ,  then the  t r a n s m i t t i n g  
s t a t i o n  changes the  d e s ig n a te d  b i t  p o s i t i o n  on the  token to  1 and i t  
w i l l  be so recognized a t  th e  node i n t e r f a c e  during t r a n s m is s io n .  Under 
normal opera t ion  where t r a n sm is s io n  i s  between s t a t i o n s  on the  same 
r i n g ,  the  scantime used w i l l  be the  scantime a s so c ia t e d  w i th  the  r i n g .  
This information i s  a u t o m a t i c a l l y  ob ta ined  dur ing t r a n s m is s io n .  I f  a 
t r a n s m i t t i n g  s t a t i o n  does not r e c e iv e  an acknowledgement w i th in  t h i s  
pe r iod  o f  t ime,  i t  r e t r a n s m i t s  i t s  message by changing th e  des igna ted  
b i t  p o s i t io n  value from 0 to  1. An ambiguity  a r i s e s ,  however,  in t h i s  
case  s ince  the  numbering o f  s t a t i o n s  on both r in g s  i s  a r b i t r a r y  and the  
message may not be r e c e iv e d  by the  in tended s t a t i o n .  To r e s o lv e  such 
c o n f l i c t s ,  the  next b i t  t o  the  r i g h t  o f  the  des igna ted  b i t  p o s i t i o n  i s  
used to  convey t h i s  in fo rm a t io n .  Using the  same format f o r  
t ransm iss ion  between s t a t i o n s  on th e  same r in g  or  d i f f e r e n t  r i n g s ,  0 
w i l l  in d ic a te  t r a n sm is s io n  to  a s t a t i o n  on the  same r in g  v ia  the  second 
r i n g ,  while 1 would mean t r a n s m is s io n  to  a s t a t i o n  on the  second r i n g .  
During such a t r a n s m i s s i o n ,  th e  second b i t  p o s i t i o n  i s  used to  
de termine i f  the  network r e c o n f ig u r a t io n  i s  due to  r i n g  s t a t i o n  
breakdown or  communication between s t a t i o n s  on both r i n g s .  
P r i o r i t i z a t i o n  and t r a n s m is s io n  between s t a t i o n s  on both r in g s  w i l l  be 
c l a s s i f i e d  as the  same. During such o p e r a t io n s ,  p r i o r i t y  i s  ass igned
to  the  t r a n s m i t t i n g  s t a t i o n .  I f  a s t a t i o n  on the  second r ing  was 
t r a n s m i t t i n g  a t  the  t im e ,  i t  w i l l  te rm in a te  i t s  t r an sm is s io n  as soon as 
i t  r e c e iv e s  the  new message and a t t a c h  i t s  s t a t i o n  number to  the  
message so t h a t  c on t ro l  can be re tu rn ed  to  i t  a f t e r  t ransm iss ion  from 
the  p r i o r i t i z e d  s t a t i o n .  However, i f  t r a n s m is s io n  through the
reconf igured  network i s  due to  the  breakdown o f  a s t a t i o n  or  th e  r i n g ,  
then p r i o r i t y  i s  ass igned  to  the  s t a t i o n  on th e  unbroken r in g  t h a t  was 
t r a n s m i t t i n g  a t  the  t ime. This in format ion  w i l l  be obta ined  from the  
des igna ted  two b i t s  p o s i t i o n s  in the  token .  Since the  f i r s t  b i t  
p o s i t i o n  in d i c a t e s  t ran sm iss io n  between r in g s  o r  same r in g  and the  
second b i t  p o s i t i o n  i n d i c a t e s  t ran sm iss io n  to  s t a t i o n s  on same r ing  or  
d i f f e r e n t  r i n g ,  10 w i l l  mean t h a t  a r in g  breakdown had occur red .  In 
t h i s  c a se ,  a s t a t i o n  on the  broken r i n g  i s  now r e t r a n s m i t t i n g  the
message to  a s t a t i o n  on th e  same r in g  v ia  th e  second r i n g .  On the  
o th e r  hand, a d e l i b e r a t e  t r a n s m i t t i n g  o f  in fo rm at ion  between s t a t i o n s  
on both r ings  w i l l  r e q u i r e  t h a t  these  b i t  p o s i t i o n s  con ta in  the  value
11. In any c a se ,  the  gateway used i s  assumed to  be the  f i r s t  gateway 
from the  t r a n s m i t t i n g  s t a t i o n  t h a t  i s  in the  d i r e c t i o n  o f  s igna l  f low. 
We w i l l  now summarize the  DABNET pro toco l  as fo l lo w s :
1. Both r in g s  w i l l  have d i f f e r e n t  tokens reco g n izab le  by each
r in g  and not d u p l i c a ted  in  the  form o f  d a ta  by e i t h e r  r in g .
2. Two b i t  p o s i t i o n s  on the  tokens w i l l  be de s igna ted  to
de termine  the  mode o f  t r a n sm is s io n  on the  r i n g s .  These
p o s i t i o n s  w i l l  be the  same on both r i n g s .
3.  The f i r s t  des igna ted  b i t  p o s i t i o n  w i l l  i n d i c a t e  whether 
t r an sm is s io n  i s  across  r in g s  o r  on the  same r i n g .  A "0"
r e p re se n t s  same r in g  t ran sm is s io n  and a "1" r e p re s e n t s  
b i - r i n g  t r a n sm is s io n .
The second d e s ig n a ted  b i t  p o s i t i o n  w i l l  i n d i c a t e  whether 
t ran sm iss io n  i s  between s t a t i o n s  on th e  same r ing  o r  s t a t i o n s  
on both r i n g s .  Thus,  a "00" b i t  r e p r e s e n t a t i o n  in  t h e se  
lo c a t io n s  w i l l  r e p r e s e n t  t ran sm iss io n  between s t a t i o n s  on th e  
same r in g .  A "10" b i t  r e p r e s e n t a t i o n  means t h a t  t r an sm is s io n  
i s  between s t a t i o n s  on the  same r in g  but through th e  second 
r in g  o r  the  reco n f ig u red  r i n g .  The "11" b i t  r e p r e s e n ta t i o n  
i n d i c a t e s  the  communication between s t a t i o n s  on both r i n g s .  
This i s  a p r i o r i t y / t a r i f f  s i t u a t i o n  and i t  does not m a t te r  
whether the  r in g  i s  re con f igu red  due to  network f a i l u r e  o r  
simple communication between s t a t i o n s  under normal 
o p e r a t io n s .  The b i t  combination "01" cannot occur and w i l l  
be recognized as an e r r o r .  The r e s e t  va lue  w i l l  be "00".  A 
"01" b i t  r e p r e s e n t a t i o n  means t h a t  a s t a t i o n  on the  f i r s t  
r in g  wants to  communicate with  a n o th e r  s t a t i o n  on the  second 
r in g  us ing the  f i r s t  r i n g .
When the  de s igna ted  b i t  p o s i t i o n s  i n d i c a t e  a 10, a breakdown 
has occurred on th e  t r a n s m i t t i n g  s t a t i o n ' s  r i n g .  This 
t ran sm iss io n  i s  completed through the  reconf igured  r in g  when 
t h e r e  i s  no t r a n s m is s io n  by any s t a t i o n  on the  unbroken r in g .  
I f  t h e r e  was an ongoing t r a n sm is s io n  on the  unbroken r ing  a t  
the  t im e ,  the  t r a n s m i t t i n g  s t a t i o n  s tops  t ran sm iss io n  and a 
t ime ou t  equal to  th e  sum o f  the  scantime o f  both r ings  i s  
i n i t i a t e d .  During t h i s  p e r io d ,  the  s t a t i o n  on th e  damaged 
r in g  recognizes  th e  problem and s tops  t r a n sm is s io n .
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7. P r i o r i t y  under t h e s e  c o n d i t i o n s ,  i s  given to  the  s t a t i o n
t h a t  was t r a n s m i t t i n g  on the  unbroken r in g .  So a new token 
which in t h i s  case  i s  the  same as t h a t  o f  th e  unbroken r in g  
i s  genera ted  by t h i s  s t a t i o n  and passed on in  a round robin  
f a sh io n .  All s t a t i o n s  on t h i s  new r in g  w i l l  now use the  same 
token.
8.  A f t e r  r e p a i r s  on th e  broken r i n g ,  a token i s  genera ted  which 
w i l l  then i n i t i a t e  t h e  r e s t r u c t u r i n g  o f  the  r ings  to  
in d iv idua l  r i n g s .
9. When the  d e s ig n a ted  b i t s  i n d i c a t e  11, communication i s
in tended to  be between, s t a t i o n s  on both r i n g s .  I f  th e  second 
r in g  i s  in the  i d l e  s t a t e  (no t r a n sm is s io n )  th e  t ran sm iss io n  
goes through.
10. I f  the  second r i n g  i s  in the  busy s t a t e ,  th e  s t a t i o n
t r a n s m i t t i n g  a t  t h a t  t ime ceases  to  t r a n s m i t  and p r i o r i t y  i s  
a ss igned  to  the  s t a t i o n  wishing to  t r a n s m i t  to  a s t a t i o n  on 
th e  o th e r  r i n g .
11. At the  end o f  t h e  communication,  the  r in g s  a re  disengaged by 
changing the  d e s ig n a te d  b i t  p o s i t i o n s  to  00.  This i s  the  
r e s e t  va lue .
5 .5  AN EXAMPLE OF DABNET PROTOCOL IMPLEMENTATION
Figure  5 .4  i s  an example o f  th e  DABNET with e i g h t  s t a t i o n s  on the  
o u t e r  r ing  and e i g h t  s t a t i o n s  on the  in n e r  r i n g .  Let us assume now 
t h a t  the  tokens f o r  th e  o u t e r  r i n g  and the  in n e r  r ing  a re  11100111 and
FIGURE 5.4 THE DABNET WITH B STATIONS ON EACH RING
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10100101 r e s p e c t i v e l y .  The b i t  p o s i t i o n s  with two consecu t ive  zeros  
i n d i c a t e  the  des igna ted  b i t  p o s i t i o n s  where in format ion  about the  mode 
o f  t ransm iss ion  i s  d e r ived .  For these  tokens ,  the  b i t  p o s i t i o n s  have 
been a r b i t r a r i l y  chosen to  be fo u r  and f i v e .  I t  i s  important t h a t  th e  
des igna ted  b i t  p o s i t i o n  be the  same f o r  a l l  r in g s  connected to  one 
ano ther  in  t h i s  f a s h io n .  We a re  a l s o  assuming here  t h a t  tokens o f  both 
r i n g s  cannot be d u p l i c a te d .  Therefore  any s i m i l a r  message o r  i n t e r r u p t  
s ig n a l  w i l l  have to  be s t u f f e d .  There a re  techniques  used to  so lve  
t h i s  problem and w i l l  not be f u r t h e r  considered  in our e x p o s i t i o n .  Let 
us now c r e a t e  d i f f e r e n t  t ransm is s ion  modes and work through the
pro toco l  t o  determine the  network response .
CONDITION 1: S t a t i o n s  1 and 5 on the  o u t e r  r in g  a re  communicating 
whi le  s t a t i o n s  1 and 5 on the  in n e r  r in g  a re  doing th e  same.
Since t h i s  case  exam pl i f ie s  the  t ran sm iss io n  between s t a t i o n s  on 
th e  same r i n g ,  the  tokens w i l l  remain the  same. I t  i s  i n t e r e s t i n g  to  
no te  t h a t  the  p e rm is s ib le  b i t  combinat ions a t  the  des igna ted  b i t  
p o s i t i o n s  cannot be d u p l i c a te d  by any form o f  message on both r i n g s .  
This a d d i t io n a l  c o n d i t io n  ensures  t h a t  e r r o r s  in t roduced  during 
t ran sm iss io n  w i l l  not redundant ly  t r i g g e r  f a l s e  alarms and
re c o n f ig u r a t io n s  o f  the  network when no f a i l u r e  has a c t u a l l y  occur red .  
There fore  f o r  the  cond i t io n  we have j u s t  co n s id e re d ,  normal ope ra t ion  
implies  t h a t  the  f a u l t  d e t e c t io n  t ime out i s  equal to  the  scantime o f  
th e  ind iv idua l  r i n g s .
CONDITION 2: Same as Condition 1 excep t  t h a t  r i n g  number 1 i s
broken between s t a t i o n s  4 and 5 in a manner t h a t  has not e f f e c t e d  the
n e a r e s t  gateways.
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Since the  informat ion being t r a n s m i t t e d  to  s t a t i o n  5 on the  o u te r  
r in g  cannot be r e c e iv e d ,  s t a t i o n  1 w a i t s  f o r  a t ime out pe r iod  equal to  
the  r in g  scantime. I t  r e a l i z e s  th e r e  i s  a problem and proceeds to  
r e t r a n s m i t  the  message us ing  the  in n e r  r i n g .  So i t s  token now changes 
t o  11110111, which means t ran sm is s io n  to  a s t a t i o n  on the  same r in g  v ia  
the  second r i n g .  The network r e c o n f ig u r a t io n  i s  i n i t i a t e d  by the  f i r s t  
gateway in  the  d i r e c t i o n  o f  t r ansm iss ion  which in t h i s  case  i s  r i g h t  
a f t e r  s t a t i o n  number 4.  The new token i s  then recognized by s t a t i o n  1 
on th e  in n e r  r in g  which s tops  t r a n sm is s io n .  Meanwhile due to  the  
r e c o n f ig u r a t io n ,  the  token in use by the  inner  r in g  now g e ts  to  s t a t i o n  
1 o f  the  inner  r ing  only  a f t e r  i t  has gone through the  s t a t i o n  1 o f  the  
o u t e r  r in g  and back through the  gateway a f t e r  s t a t i o n  4 o f  the  o u te r  
r i n g .  While going through s t a t i o n  1 o f  the  o u te r  r i n g ,  the  s t a t i o n  
recognizes  t h a t  the  in n e r  r in g  was busy a t  the  t ime o f  the
re c o n f ig u r a t io n  and s tops  t ran sm is s io n  immediately.  Both s t a t i o n s  w a i t  
f o r  a t ime out per iod  equal to  the  sum of  the  scantime o f  the  two 
r i n g s .  Now s ince  t h i s  network r e c o n f ig u r a t io n  i s  due to  a break or  
s t a t i o n  f a i l u r e  on the  o u te r  r i n g ,  p r i o r i t y  o f  t ran sm is s io n  i s  ass igned  
to  t h e  s t a t i o n  t h a t  was t r a n s m i t t i n g  in the  inner  r i n g .  For t h i s
example,  i t  i s  s t a t i o n  number 1. So i t  g enera te s  i t s  token which i s  
10100101 and r e i n i t i a t e s  t r a n sm is s io n .  This token i s  now the  new
r i n g ' s  token. The r ing  i s  the  recon f igu red  r in g  and a l l  s t a t i o n s
a t t a c h e d  to  i t  recognize  t h i s  token. A f t e r  t r a n s m is s io n ,  the  token i s  
advanced to  s t a t i o n  number 2 in the  in n e r  r in g  and t h i s  process  i s  
continued  u n t i l  the  token g e t s  to  s t a t i o n  number 1 o f  the  o u t e r  r i n g .  
Before t r a n sm is s io n ,  s t a t i o n  1 now changes the  f i r s t  p o s i t i o n  b i t  among 
the  des igna ted  b i t s  to  1. Thus the  token now becomes 10110101, meaning
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t r ansm iss ion  through the  in n e r  r ing  to  a s t a t i o n  on the  same r in g  with 
the  t r a n s m i t t i n g  s t a t i o n .  Thus, the  s t a t i o n  t h a t  w i l l  r e c e iv e  t h i s  
message i s  not s t a t i o n  5 o f  the  inner  r in g  bu t  s t a t i o n  5 o f  the  o u te r  
r i n g .  Once s t a t i o n  1 i s  through t r a n s m i t t i n g ,  i t  changes th e  token 
back to  10100101 be fo re  forwarding i t  to  the  next s t a t i o n .
CONDITION 3: The inner  r in g  was in the  i d l e  s t a t e  (no
t ransm iss ion  on the  r i n g )  when a break occurred on the  o u te r  r i n g .  
Communication i s  s t i l l  between s t a t i o n s  1 and 5 and th e  c u t  on the  r ing  
i s  between s t a t i o n s  4 and 5.
In t h i s  c ase ,  a f t e r  w a i t in g  f o r  a time out pe r iod  equal to  the  
scantime o f  the  o u t e r  r i n g ,  s t a t i o n  1 r e t r a n s m i t s  by changing i t s  token 
t o  11110111 which means t r an sm is s io n  through the  second ( in n e r )  r i n g  to  
a s t a t i o n  on the  o u t e r  r i n g .  Since t h e r e  was no t r a n sm is s io n  in the  
i n n e r  r i n g ,  t h e r e  w i l l  be no d i s r u p t io n  o f  s e r v ic e  in t h i s  case  and the  
message w i l l  go th rough .  However s t a t i o n s  on the  second ( in n e r )  r ing  
now recognize  the  new token and by d e f a u l t  have ass igned  p r i o r i t y  to 
the  s t a t i o n s  on the  o u t e r  r i n g .  The new token f o r  th e  reconf igured  
r in g  i s  the  token f o r  th e  o u te r  r in g  (11100111).  A t r ansm iss ion  
between s t a t i o n s  on th e  in n e r  r in g  w i l l  mean using the  token w i thou t  
any m odif ica t ion  o f  the  des igna ted  b i t  p o s i t i o n s .  This approach 
ensures  t h a t  the  m o d i f ica t io n  o f  the  token under th e se  c i rcumstances  
(co n d i t io n s  2 and 3) i s  done by the  s t a t i o n  on the  damaged r in g  
r e g a rd le s s  o f  the  token being used. We th e r e f o r e  m ain ta in  co n s i s ten cy  
in  the  protocol format .  The network breakdown i s  not l im i t e d  to  the  
o u t e r  r in g .  The re v e r se  o f  the  above d e s c r ip t i o n  o f  the  pro tocol  is  
t r u e  when the  f a i l u r e  i s  in  the  inner  r in g  r a t h e r  than the  o u te r  r i n g .  
The network under c o n d i t io n s  3 and 4 can be r e s to r e d  to  the  o r ig i n a l
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form (two independent r i n g s )  a f t e r  r e p a i r s  have been made. Once the  
d i s a b l e d  r in g  o r  s t a t i o n  i s  r e p a i r e d ,  th e  gateway i s  d e a c t iv a te d  by the  
f i r s t  s t a t i o n  to  the  l e f t  o f  the  gateway. In the  above example, 
s t a t i o n  4 on the  o u t e r  r in g  d e a c t iv a t e s  th e  gateway by gen e ra t in g  the  
o u t e r  r i n g ' s  token as  soon as i t  i s  d i r e c t l y  connected to  s t a t i o n  5 o f  
the  o u t e r  r i n g .  This token w i l l  be 11100111 and i t  w i l l  a u to m a t ic a l ly  
disengage  both r i n g s .  The new token now c i r c u l a t e s  through th e  o u te r  
r in g  and i s  taken only  by the  s t a t i o n  on the  o u te r  r in g  t h a t  was 
t r a n s m i t t i n g  a t  the  t ime.  There w i l l  be no ambiguity  here  s in ce  be fore  
the  disengagement o f  the  r i n g s ,  a l l  s t a t i o n s  on the  recon f igu red  r ing  
knew i f  the  r ing  was busy o r  i d l e .  From t h i s  in fo rm at ion ,  the  s t a t i o n s  
a l s o  know who was t r a n s m i t t i n g  a t  th e  t im e .  Therefore  th e  o rde r  o r  
sequence o f  equal access  to  the  token has no t  been d e s t royed .  The 
in n e r  r i n g ,  see ing t h a t  i t s  o r ig i n a l  l i n k  to  the  o u t e r  r in g  has been 
c u t ,  genera te s  i t s  token immediately.  This i s  achieved in t h i s  example 
by s t a t i o n  6 on the  in n e r  r in g  g e n e r a t in g  the  token which now 
c i r c u l a t e s  only in th e  inne r  loop.  Both r in g s  w a i t  f o r  a t ime out 
equal to  th e  scan t ime o f  the  ind iv id u a l  r in g s  and proceed w i th  normal 
t r a n s m is s io n .  The scantime r e s e t  i s  e s t a b l i s h e d  by the  c i r c u l a t i n g  
tokens a f t e r  gen e ra t io n  s in ce  each s t a t i o n  r e s e t s  i t s  scant ime as soon 
as i t  encounters  the  genera ted  tokens.
CONDITION 4: Communication between s t a t i o n s  on both r in g s  w i thout  
a break o r  f a i l u r e  on e i t h e r  r in g  whi le  t h e r e  i s  an ongoing 
t r an sm is s io n  on the  r in g  with  the  in tended r e c i p i e n t  o f  the  i n t e r - r i n g  
communication. We s h a l l  assume t h a t  s t a t i o n  1 on the  o u te r  r i n g  wants 
to  communicate with s t a t i o n  5 while  s t a t i o n s  1 and 5 in the  in n e r  r ing  
a re  communicating.
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In t h i s  s i t u a t i o n ,  s t a t i o n  1 on the  o u te r  r in g  changes i t s  token 
to  t h e  p a t t e r n  11111111 and then t r a n s m i t s  th e  in fo rm at ion .  The 
gateway between s t a t i o n s  4 and 5 on the  o u te r  r in g  i s  a c t i v a t e d  and 
s t a t i o n  1 in  the  in n e r  r i n g  recognizes  t h a t  t h i s  i s  a p r i o r i t y  
t r an sm is s io n  and s tops  t r a n s m is s io n .  A time ou t  equal to  the  scantime 
o f  both r in g s  i s  i n i t i a t e d  dur ing  t h i s  process  by a l l  s t a t i o n s  to  c l e a r  
the  reconf igured  r ing  o f  a l l  o u t s tan d in g  in format ion  on th e  r i n g .  
S t a t i o n  1 on the  o u te r  r in g  now communicates with  s t a t i o n  5 on the  
in n e r  r i n g .  At the  end o f  the  t r a n s m is s io n ,  s t a t i o n  1 on the  o u te r  
r ing  r e s e t s  the  token and forwards i t  to  th e  next s t a t i o n .  The 
r e s e t t i n g  o f  the  token d i s a b l e s  the  gateways and th e  r ings  become 
independent aga in .  However the  regenera ted  token by s t a t i o n  6 in th e  
i n n e r  r in g  i s  passed on s t a t i o n  1 o f  the  in n e r  r i n g  which immediately 
resumes t ransm iss ion  between i t  and s t a t i o n  5 as i t  e x i s t e d  before  th e  
i n t e r r u p t i o n .  This approach i s  main ta ined  f o r  any number of  s t a t i o n  
combination t h a t  the  t r a n s m i t t i n g  s t a t i o n  wishes to  communicate with  on 
both r i n g s .
CONDITION 5: Same as  c o n d i t io n  4 except  now the  i n n e r  r ing  i s  in
the  idea l  s t a t e .  Here t h e r e  i s  no o b s t r u c t io n  and only  a r e s e t  o f  th e  
time ou t  to  the  sum o f  th e  scantimes o f  both r in g s  i s  r e q u i r e d .  At the  
end o f  the  communication t h e  same procedure  as in  c o n d i t io n  4 i s  used 
t o  r e s t o r e  th e  r ings  independence from each o t h e r .
CONDITION 6: Same as  c o n d i t io n s  2 and 3 but with  an a d d i t io n a l
f a i l u r e  on e i t h e r  r in g .
In t h i s  i n s t a n c e ,  which ev e r  token t h a t  was in c i r c u l a t i o n  i s  
used t o  a c t i v a t e  the  necessa ry  gateways and then passed on to  the  
t r a n s m i t t i n g  s t a t i o n .  Communication p ro toco l  between s t a t i o n s  j u s t  as
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in cond i t ions  2 and 3 i s  fo llowed and the  network i s  r e s to r e d  to  i t s  
o r i g i n a l  s t a t e  as d e sc r ib ed  above.
5 .6  FURTHER ISSUES
One o f  the  many i s su e s  f a c in g  the  DABNET d e s ig n e r  i s  t h a t  o f  the  
number o f  gateways th e  network must have.  While t h i s  i s su e  i s  u se r  
dependent,  i t  i s  necessa ry  t o  understand th e  n a tu re  o f  the  problem. As 
we have seen in th e  example in s ec t io n  5 . 5 ,  i t  i s  p o s s ib le  not to  have 
a gateway in  th e  even t  o f  a network breakdown. Assuming the  same
tran sm iss io n  between s t a t i o n s  1 and 5 on th e  o u te r  r i n g ,  a breakdown on 
any o f  t h e  s t a t i o n s  2 ,  3 and 4 t o t a l l y  d i s a b l e s  th e  network
r e c o n f ig u ra t io n  p ro c e s s .  This shows t h a t  t h e  b e s t  connection w i l l  be
to  have two r in g s  with  equal  number o f  s t a t i o n s  and have gateways
between two o ppos i te  s t a t i o n s  on both r i n g s .  This w i l l  r e s u l t  in t o t a l  
access  to  th e  r e c o n f i g u r a t i o n  process  where each t r a n s m i t t i n g  s t a t i o n  
uses  i t s  gateway to  a c t i v a t e  network r e c o n f ig u r a t io n .  This approach 
works well as long as  t h e  number o f  s t a t i o n s  i s  sm al l .  As th e  networks 
grow ( the  in d iv id u a l  r in g  ne tworks) ,  i t  becomes very expens ive t o
p r a c t i c e  the  one- to -one  connect ion  between s t a t i o n s .  In most c a s e s ,  
the  growth o f  th e  network w i l l  no t be the  same, s in ce  t h e i r  use could 
be p r i o r i t i z e d .  As an example,  in a u n i v e r s i t y  s e t t i n g ,  the  o u t e r  r ing  
could be t h e  loca l  a rea  network connecting a l l  th e  d i f f e r e n t  academic 
e n t i t i e s  such as Eng inee r ing ,  Business ,  Sc ience ,  Music and law f o r  the  
purpose o f  c o o rd in a t in g  common i n t e r e s t s  shared by these  c o l l e g e s  and 
schools  while  the  in n e r  r i n g  i s  the  local  area  network connec ting  the  
d i f f e r e n t  a d m i n i s t r a t i v e  a r e a s  such as f i n a n c e ,  academic,  c h a n c e l lo r ,  
P re s id e n t  and s tu d e n t  government.  These networks as we can observe ,
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w i l l  no t grow a t  the  same r a t e  s in ce  the  o u t e r  r ing  would be p r im a r i ly  
a fu n c t io n  o f  the  number o f  p ro f e s so r s  wishing to  have or  a l ready  
having a common area o f  i n t e r e s t  with t h e i r  peers  in o th e r  a r e a s .  With 
th e  i n t r o d u c t io n  o f  more c o l l e g e s ,  we can observe  a rap id  growth in the  
number o f  s t a t i o n s  on the  o u te r  r i n g .  This w i l l  not be the  case f o r  
the  in n e r  r in g  which more o r  l e s s  remains the  same except when new 
a d m i n i s t r a t i v e  p o s i t i o n s  a re  c r e a t e d .  In any c ase ,  network 
r e c o n f ig u r a t i o n  w i l l  be a c t i v a t e d  more f r e q u e n t ly  by the  in n e r  r ing  
than the  o u t e r  r in g  s in ce  the  a d m i n i s t r a t i o n  w i l l  from time to  time 
send in format ion  down to  the  lower l e v e l s  in event o f  p o l ic y  changes 
and to  f u r t h e r  inform the  f a c u l t y  on new re sea rc h  o p p o r t u n i t i e s .  I t  
w i l l  however be impossible  to  connect both networks on s t a t i o n  to
s t a t i o n  b a s i s .
One way to  approach t h i s  problem w i l l  be to  look a t  the  number of 
s t a t i o n s  on each r ing  and come up with  a r e l a t i v e  s i z e  r e l a t i o n s h i p .  
Let  the  number o f  s t a t i o n s  on the  o u te r  r in g  and inner  r in g  be N and M 
r e s p e c t i v e l y .  Then the  r a t i o  N/M e s t a b l i s h e s  the  number o f  s t a t i o n s  
t h a t  can be connected to  each o t h e r .  Thus f o r  N=40 and M=20, the
optimum s t a t i o n  connection w i l l  be N/M=2. This implies t h a t  f o r  every 
two s t a t i o n s  on the  o u te r  r i n g ,  t h e r e  should be a gateway to  a s t a t i o n  
in th e  i n n e r  r i n g .  The above example has been chosen j u s t  to  s im p l i fy  
the  c a l c u l a t i o n .  N and M could be a combination o f  odd and even 
numbers. In t h i s  case  we assume the  n e a r e s t  i n t e g e r  to  the  va lue  o f
the  r a t i o  o f  N/M to  be the  optimum connec t ion  needed. For an example,
N=40 and M=13; N/M = 13 1/13 which means t h a t  twelve o f  the  t h i r t e e n  
in n e r  r in g  s t a t i o n s  w i l l  be connected to  every  t h i r d  s t a t i o n  on the 
o u t e r  r in g  and the  t h i r t e e n t h  s t a t i o n  t o  fo u r  s t a t i o n s .  Any suboptimal
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s o l u t i o n  as to  the  number o f  connections  o r  gateways can be obta ined  
simply by d iv id in g  optimum number by the  f r a c t i o n  o f  "success"  
a t t a i n a b l e  by the  u s e r .  Using th e  above examples,  f o r  N=40 and M=20, a 
50% c o n n e c t iv i ty  would mean d iv id in g  the  optimum number (2) by 0 .5  
which r e s u l t s  in a connec t ion  o f  4 s t a t i o n s  to  1 in the  in n e r  r i n g .  A 
75% c o n n e c t iv i ty  w i l l  be 3 t o  1 connection.  S im i la r  r e s u l t s  can be 
ob ta ined  f o r  any combination o f  N and M.-
The e f f i c i e n c y  o f  t h e  network with r e s p e c t  to  th e  network 
c o n n e c t iv i t y  can be improved in  a f i b e r  o p t i c a l  r e a l i z a t i o n  by us ing 
f a i l - s a f e  nodes a t  th e  s t a t i o n  lo c a t io n s .  This approach always 
provides  f o r  a bypass whenever a s t a t i o n  f a i l s .  This means t h a t  a 
minimum connection between r i n g s  can a l so  ach ieve  th e  same r e s u l t s  as  
would be ob ta ined  from N=M case  which i s  the  one to  one connec t ion .
Another i s su e  i s  with r e s p e c t  to  the  c l u s t e r  o f  r in g s  t h a t  can be 
obta ined  by a c t i v a t i n g  s e l e c t e d  gateways. These new r in g s  w i l l  be a 
combination o f  s t a t i o n s  from both r in g s .  I t  tu rn s  out t h a t  i f  two 
s t a t i o n s  from both r in g s  a r e  w i th in  the  same segment, (bounded by same 
gateways) i t  w i l l  be s h o r t e r  t o  c i r c u l a t e  the  informat ion  through t h a t  
segment o f  the  r i n g .  The i s s u e  here  w i l l  be t h a t  o f  the  complexity  o f  
the  protocol  to  be employed. Such i s o l a t i o n s  a re  g e n e r a l ly  p o s s ib l e  
when the  network r e c o n f i g u r a t i o n  i s  due to  a breakdown in two o r  more 
lo c a t io n s  in an a r b i t r a r y  f a s h io n .  In t h i s  in s t a n c e  t h e  normal 
pro tocol as e s t a b l i s h e d  in  s e c t i o n  5 .4  i s  fo llowed.  However i f  i t  i s  
due to  s t a t i o n ' s  r e q u e s t  which does not inc lude  network r e c o n f ig u r a t io n  
due to  s t a t i o n  breakdown, t h e  complication may be too g r e a t .  I t  w i l l  
be l e f t  up to  th e  so f tw are  e n g in ee r  to  address  t h i s  i s s u e .  A t h i r d  
i s s u e  i s  t h a t  o f  e x p a n d a b i l i t y .  How many r ings  can be connected in
t h i s  f a sh io n .  As shown in f i g u r e s  5 .2  and 5 . 3 ,  l o g ic a l  r ing  
connections  can be ob ta ined .  The ques t ion  i s  how many? To have a f ee l  
f o r  t h e  i s s u e ,  one has to  look a t  th e  connec t ion  between the  number o f
O
r ings  and th e  number o f  o b ta in a b le  tokens .  There a re  2 combinations 
o f  tokens a v a i l a b l e .  Out o f  t h e s e ,  c e r t a i n  combinations w i l l  be 
des igna ted  f o r  communication between s t a t i o n s  on d i f f e r e n t  r in g s  and 
i t s  not f e a s i b l e  to  ob ta in  t h a t  many r i n g s .  Even when we say t h a t  we
O
could have 2 r i n g s ,  they have to  by c o n s t r a i n t  ope ra te  independently  
w i thout  any choice  o f  i n t e r - r i n g  connection s in c e  a change in any b i t  
r e s u l t s  in a token f o r  any o th e r  r i n g .  Removing t h a t  number o f  b i t  
combinations f o r  the  da ta  and con t ro l  f i e l d  would r e q u i re  a very 
complicated system t h a t  would be a lmos t i n f e a s i b l e  to  implement. 
N ev e r th e le s s ,  th e  concept o f  a m u l t ip l e  access  m u l t ip l e  r in g  network 
(MAMNET) may have a p p l i c a t i o n s  in c e r t a i n  s i t u a t i o n s .  I f  the  r in g s  a re  
few in number, c o n n e c t iv i t y  and p ro to co ls  might be obta ined w ithout  
too g r e a t  a d i f f i c u l t y .
CHAPTER SIX 
CONCLUSION
We f i r s t  compare s i n g l e  access  d o ub le - r ing  and spoked- r ing  
ne tworks .
6 .1  SCANTIME ANALYSIS COMPARISON
From the  a n a ly s i s  o f  th e  r e s u l t s  in Chapters t h r e e  and fo u r  i t  i s  
shown t h a t  the  change in scantime f o r  the  doub le - r ing  network i s  given 
by
AS = S [ ( l  -  1/N)] 
whereas f o r  the  spoked- r ing  change in  scantime i s  found to  be
AS = s Q M J
As th e  number o f  s t a t i o n s  N on the  r in g s  in c r e a s e ,  th e  change in scan 
t ime changes to  
AS = S
f o r  the  d o u b le - r in g ,  whereas i t  approaches zero  f o r  the  spoked- r ing .  
This shows t h a t  the  spoked- r ing  i s  s u p e r io r  to  the  d o u b le - r in g  network 
in  scantime performance.  This i s  a l s o  t ru e  f o r  the  c h a n n e l - a c q u i s i t i o n  
de lay  which i s  o n e -h a l f  t h e  scantime.
6 .2  NETWORK EFFICIENCY COMPARISON
The change in e f f i c i e n c y  f o r  the  doub le - r ing  i s  found to  be
A E  =  E [ 1  "  L ( ' l  -  1 / N )  +  1 J  ]
while  f o r  the  spoked - r ing ,
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4E ■ E t U r n  3
The common paramete r t o  both e f f i c i e n c y  changes i s  N, the  number o f  
s t a t i o n s  on the  r i n g .  As N i n c r e a s e s ,  AE approaches zero  in the  case 
o f  the  spoked-r ing  whi le  AE approaches
4E c E [1  -  IT *  V ¥  3
_ E 
"  2
showing a s u p e r io r  performance f o r  th e  spoked - r ing .
6 .3  PROTOCOL PERFORMANCE COMPARISON
In a l l  t h r e e  p ro toco l  a n a ly s i s  performed, the  spoked-ring 
performance i s  s u p e r i o r  to  the  d o u b le - r in g  network. This however may 
not be a good in d i c a t io n  o f  both networks performance s ince  a key 
element in t h i s  a n a ly s i s  i s  t h a t  the  spoke a c t i v a t i o n  t ime has been 
considered  to  be very  n e g l i g i b l e .  I t  i s  assumed in t h i s  a n a ly s i s  t h a t  
the  s p o k e - a c t iv a t io n  t ime and the  d o u b le - r in g  r e c o n f i g u r a t i o n  a re  very 
n e g l i g i b l e .  For the  spoked- r ing ,  th e  proposed spoke a c t i v a t i o n  time i s  
g iven1 in equat ion  4 .1c  as
T _ L [2K + 3] 
1SA " ?NE
= ttR [2K + 3] sec .
W
This value depends on the  d a ta  r a t e ,  r a d iu s  o f  the  r in g  and the  number
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o f  s t a t i o n s  connected to  the  r in g  f o r  any given c o n f ig u r a t io n .  The 
d o u b le - r i n g ,  i f  o p t i c a l l y  coupled ,  w i l l  have a r e c o n f ig u r a t io n  t ime 
equal t o  the  time taken  t o  d e t e c t  f a i l u r e  and th e  t ime needed to  
e l im in a t e  the  f a i l e d  node o r  s t a t i o n  from the  r i n g .  I f  t h e  de lay  
a s s o c i a t e d  with  the  d o u b le - r in g  r e c o n f ig u r a t io n  t ime i s  no t  comparable 
to  th e  de lay  a s s o c ia te d  to  the  spoked-r ing  a c t i v a t i o n  t ime d e l a y ,  the  
p ro toco l  a n a ly s i s  may show a break even p o in t  where each des ign  out 
performs the  o th e r .  However, t h i s  a sp e c t  of  the  a n a ly s i s  depends on 
the  swi tch ing  technology which i s  changing r a p i d l y .
6 .4  COMPARISON OF THE DABNET TO THE DOUBLE-RING AND SPOKED-RING
NETWORKS
The DABNET design minimizes the  waste  in bandwidth a s s o c i a t e d  with 
the  doubling network. Since computer networks do not breakdown very  
f r e q u e n t l y ,  the  key i s s u e  with  the  doub le - r ing  i s  t h a t  o f  
e x p a n d a b i l i t y .  I f  the  r a t e  o f  expansion i s  h igh ,  then l i m i t a t i o n  w i l l  
be in  the  o u t e r - r i n g .  Once a maximum ach ievab le  s i z e  i s  ob ta ined  
(number o f  s t a t i o n s  on th e  o u t e r r i n g ) ,  the  second r in g  becomes an 
expens ive  p iece  o f  equipment t h a t  i s  h a rd ly  used.  The DABNET addresses  
t h i s  i s su e  by connecting gateways to  both r in g s  and ach iev ing  th e  same 
r a t e  o f  expansion on both r in g s  as would be ob ta ined  from th e  
d o u b le - r in g .  The scantime dur ing  network r e c o n f ig u ra t io n  a r e  s i m i l a r .  
However, th e  pro tocol used f o r  the  DABNET i s  more comple te .  The 
doub le - r in g  d e s i g n ' s  pr imary  goal i s  to  main ta in  s i m p l i c i t y  whi le  
ach iev ing  some measure o f  added r e l i a b i l i t y .  In t h i s  r e g a r d ,  the  
DABNET's design  i s  s u p e r i o r .  A comparison between the  DABNET and the
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spoked-r ing  shows t h a t  the  DABNET i s  a more general  purpose network 
than the  spoked- r ing .  The d i f f i c u l t y  a s s o c i a t e d  with the  e x p an d a b i l i ty  
o f  th e  spoked-ring l i m i t s  i t  to  a sp ec ia l  purpose network. During 
breakdowns, the  network r e c o n f ig u r a t io n  and t ran sm iss io n  i s  achieved 
a f t e r  a lo s s  of  a scantime p lus  the  spoke a c t i v a t i o n  t ime.  Thus, the  
t ime i s  takes  to  reconnect  th e  network i s  l e s s  than t h a t  o f  th e  DABNET 
which i s  approximate ly  th e  sum o f  the  scant imes o f  the  ind iv idua l  
ne tworks .
6 .5  SUGGESTIONS FOR FURTHER RESEARCH
One o f  the  s u g g e s t i o n s . f o r  f u r t h e r  r e s ea rc h  i s  to  i d e n t i f y  the  
e f f e c t  o f  network r e c o n f ig u r a t io n  t ime on the  a n a ly s i s  o f  the  
p r o to c o l s .  A c o s t  a n a l y s i s  based on network channel c a p a c i ty  i s  a l so  
sugges ted as a p o s s ib le  r e s ea rc h  a r e a .  For the  DABNET, i t  i s  important 
to  f in d  out i f  t h e re  i s  an a cc e p tab le  or  optimum number o f  r in g s  t h a t  
can be connected to  in tercommunicate.  I t  i s  p o s s ib le  t o  use the  
gateways as d i v i s i o n s  o r  segmentations  o f  th e  r in g s  and during 
p r i o r i t i z a t i o n ,  the  network can a c t i v a t e  th e  necessa ry  g a te s  and 
t r a n s m i t  informat ion  over s h o r t e r  d i s t a n c e s .  This approach may improve 
the  e f f i c i e n c y  o f  the  network. The ques t ion  o f  how hardware redundancy 
could be put to  use f o r  o th e r  computer networks a l so  remains a 
s i g n i f i c a n t  open problem.
APPENDIX
SIMULATION OF RING NETWORKS U8ING DOUBLE RING AMD SPOKE TOPOLOGIES 
THE SIMULATION LOOKS AT VARIOUS PARAMETER RS8PONSE8. THE DOUBLE 
RING NETWORK PARAMETERS ARE FOLLOWED BY THE SPOKED-RING PARAMETERS 
AND THE NETWORKS PERFORMANCES ARE COMPARED.
DIMENSION SP(IOO),SDP(100) ,SD A P(100),SB (100),SD B (100),SD A B (100) 
DIMENSION SR2(1 0 0 ) ,S D R 2 (1 0 0 ) , SDAR2( 1 0 0 ) ,S R 1( 1 0 0 ) ,SDAR1(100) 
DIMENSION SN(100) ,SDN(100) ,SDAN(100) ,SDR1(100) ,ESB(100) 
DIMENSION B SR l( lO O ),E U (100),ED U (100),D K (100),EQ (100),ED Q (100) 
DIMENSION ESQ (100),TSA K (100),ESN K (100),SPP(100),SPN K (100) 
DIMENSION SPRl(lO O ),SPB(100) ,SPN (100),ESN (100),TSA B (100)
P I  -  3 .142857143 
DO 10 N - 5 , 2 5 , 5  
DO (0  NR -  5 , 1 5 ,5  
DO 70 NX -  1 ,2  
DO 80 IQ -  5 , 1 5 ,5  
DO 90 IU -  5 , 2 0 , 5  
DO 20 IR1 -  1 0 ,1 5 ,5  
XL -  2* PI*IR1 
DO 30 IR2 -  5 ,1 5 ,5  
DO 40 IB -  1 0 0 ,2 0 0 ,5 0  
DO 50 K -  1 , 9 , 2  
P -  K /10 .0
SP(K) -  (2*P I* IR 1) / ( (1 -P )* IB )
DP -  SP(K)/2
1 FORMAT ( IX,'SCAN TIME -  ' ,  2 F 1 0 .5 )
SDP(K) -  ( 2 * P I * ( ( 1 - 1 .0 /N ) * I R 1  + I R 2 ) ) / ( ( 1 - P ) * I B )
DDP -  SDP(K)/2
2 FORMAT ( IX,'DOUBLE-RING SCANTIME -  ' , 2 F 1 0 .5 )
SDAP(X) -  (2 * P I* ( IR l  + I R 2 ) ) / ( ( 1 - P ) * I B )
DDAP -  SDAP(K)/2
3 FORMAT-( IX,'DOUBLE-RING APPROX SCANTIME -  ' , 2 F 1 0 .5 )
50 CONTINUE ................
SB(IB) « (2* P I* IR 1 ) / ( ( 1 -P )* IB )
TSAB(IB) -  (L « (2 * N K + 3 .0 )* IB ) / i2 * IB * N )
WRITE(6 ,4 )  SB(IB),TSAB(IB)
4 FORMAT (IX,'PROPAGATION SPEED SCANTIME - ’ ,2 F 1 0 .5 )
SDB(IB) -  ( 2 * P I M ( 1 - 1 . 0 / N ) M R 1 + I R 2 ) ) / ( ( 1 - P ) * I B )
5 FORMAT ('DOUBLE-RING PROP. SPEED SCANTIME - * ,F 1 0 .5 )
SDAB(IB) -  ( 2 * P l* ( I R l  ♦ I R 2 ) ) /  ( ( 1 -P )* IB )
ESB(IB) -  (IQ *N **2.0*IB )/ ( IU * 2 * P I* IR 1 *  (N+NK+1.0))
WRITE(6 ,6 )  SDAB(IB),ESB(IB)
6 FORMAT ( 'DOUB.RING APPX SCANTIME -  ' , 2 F 1 0 . 5 )
40 CONTINUE
SR2(IR2) -  ( 2 * P I * I R 1 ) / ( ( 1 - P ) * I B )
WRITE(6 ,7 )  SR2(IR2)
7 FORMAT (IX,'SCANTIHE DUE TO R2 -  * ,F 1 0 .5 )
SDR2(IR2) -  (2 * P I* ( ( 1 - 1 .0 / N ) * I R 1  + I R 2 ) ) / ( (1 -P )* IB )
8 FORMAT (IX,'DOUB.RING SCANTIME DUE TO R2 -  ' , F 1 0 . 5 )
SDAR2(IR2) -  ( 2 * P I* ( IR l  + IR 2)  ) /  ( ( 1 -P )* IB )
9 FORMAT (IX,'DOUB.RING APPX SCANTIME DUE TO R2 -  ' . F 1 0 . 5 )
30 CONTINUE
S R I( IR l)  -  (2 * P I* IR 1 ) / ( ( 1 - P ) * I B )




EU(IU) -  (10  * N •  IB ) / (2 * P I* IR 1 * IU )
WRITE(6 ,1 7 )  EU(IU)
17 FORMAT(2X, * SINGLE RING EFFICIENCY DUE TO Q -  ' . F 1 0 . 5 )  
EDU(IO) -  (IQ *N *IB )/ (2 * P I* IU * ( ( 1 - 1 . 0 /N )* IR 1 + IR 2 )) 
WRITE(6,18)EDU(IU)
18 FORMAT(2X,'DOUB.RING EFF. DUE TO U » ' , P 1 0 . 5 )
90 CONTINUE
EQdQ) -  (IQ*N*IB) /  (2*PI*IR1*IU)
WRITE(6 ,1 9 )  EQ(IQ)
19 FORMAT(2X, 'SING.RING EFF. DUB TO 0  « ' , F 1 0 . 5 )
EDO (IQ) -  ( I Q * N * I B ) / ( 2 * P I * I U * ( ( l - 1 .0 /N ) * IR l+ I R 2 ) )
ESQ(10) -  ( IQ * N * * 2 .0 * IB )/ (IU*2*PI*IR1*(N+NX+1.0))
WRITE( 6 ,2 1 )  BDQ(IQ) ,BSQ(IQ)
21 FORMAT(2X,'DOUB.RING EFF. DUE TO 0  - \ 2 F 1 0 . 5 )
80 CONTINUE
SPOKE -  RING SIMULATION.
TSAK(NK) -  (XL*(2*NK+3)*NR)/(2*IB*N)
DX (NX) -  ( (N K + 1 .0 )*L ) /H
ESNX(NX) -  (X L*(N **2*IB )) /( IU *2*PI*IR 1*(N +N K +1.0))
WRITE( 6 ,2 2 )  TSAX(NX),DK(NK),ESNX(NK)
22 FORMAT(2X,'SPOKE ACTIVATION TIME DUE TO X - \ 3 F 1 0 . 5 )
70 CONTINUE 
60 CONTINUE
S P R l( IR l)  -  (XL*(N *2.0*N K +1.0)) / ( IB * N * (1 -P ))
DS -  S P R 1 ( I R l ) / 2 . 0
SPNK(NK) -  (XL*(N*2.0*NX+1. 0 ) ) / ( IB * N * (1 -P ))
SPP(X) -  (XL*(N*2.0*NK+1. 0 ) ) / ( IB * N * (1 -P ) )
DS -  SPP (K )/2  » • •
SPB(IB) -  (XL*(N*2.0*NK+1. 0 ) ) / ( IB * N * (1 -P ) )
DS » S P B (IB )/2
SDAN(N) -  (2 * P I* ( IR 1  + IR21) /  (.(1-P) *IB)
ESN(N) -  ( IQ *N **2 .0* IB )/(IU *2*P I* IR 1*(N +N X + 1.0 ))
WRITE( 6 i 16) SDAN(N)














100 FORMAT(/////,5X,' OUTPUT FOR •CSMACD2" PROGRAM* ')WRITE(6,110)
110 FORMAT!/////,1X,,S1(XR2) S2(IR2) U1(IR2) U2(XR2) A1 A2 i 
«' IRl IR2 T1 T2(XR2) ',//)
AA - (1-1.0/N)**(N-l)
DO 10 IRl - 10,15,5
DO 20 IR2 - 5,15,5
Al - (2*PI*IR1*DR)/(B*LP)
X2 - XR2 
XI ■ IRl
A2 - Al*(1.0 + X2/X1)
S1(IR2) - 1.0/d + 2* Al*(1-AA)/AA)
S2(IR2) - 1.0/(1 + 2* A2*(1-AA)/AA)




! SLOTED RING DELAY
T1 - (PX*IR1)/B
T2(XR2) - ((PX*XR2)/B)* (1.0 + X2/X1)










DO 200 ISAM - 500,1000,500 
DO 300 JSAM - 50,100,50 
DO 400 XSAM - 10,30,5 
N - XSAM 
DR - JSAM 
LP - ISAM 
B ■ 200
PI - 3.141592654 
WRITE(6,55) ISAM, JSAM, XSAM 
55 FORMAT(/////,5X* OUTPUT FOR "SPOKRNG* PROGRAM*',
6 ' LP 15, * DR IS, ' N 15)
WRITE(6 50)
50 FORMAT(/////,5X,' SP(X) ',2X,' UP(X) ',2X,
6' DP(X) ',5X,' AS ',2X,' X*,2X,'IR1•,///)
. DO 10 IRl - 10,15,5 
DO 20 X - 1,2 Al - (2*PI*DR*IR1)/(B*LP)
.AS - Al*((1.0 + K)/N + 1)
IF(AS.GT.l) GO TO 30 
SP(X) - 1.0/11.0 + AS/N)
UP(X) - SP(X)/DR 
DP(X) - N + AS -1 
GO TO 31'
30 SP(K) "1.0/(AS*(1.0 ♦ 1.0/N)) •
UP(X) - SP(X)/DR
DP(X) - AS*N
31 WRITE(6,40) SP(X) ,UP(X) ,DP(X) ,AS,X,1R1
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