Abstract-We investigate the achievable error probability in communication over an AWGN discrete time memoryless channel with noiseless delayless rate-limited feedback. For the case where the feedback rate is lower than the data rate transmitted over the forward channel, we show that the decay of the probability of error is at most exponential in blocklength, and obtain an upper bound for increase in the error exponent due to feedback. Furthermore, we show that the use of feedback in this case results in an error exponent that is at least higher than the error exponent in the absence of feedback. For the case where the feedback rate exceeds the forward rate ( ), we propose a simple iterative scheme that achieves a probability of error that decays doubly exponentially with the codeword blocklength . More generally, for some positive integer , we show that a -th order exponential error decay is achievable if . While the above results are proved under an average feedback rate constraint, we show that all the achievability results for hold in a more restrictive case where the feedback constraint is expressed in terms of the per-channel-use feedback rate. Our results show that the error exponent as a function of has a strong discontinuity at , where it jumps from a finite value to infinity. Index Terms-Error probability, feedback communications, Gaussian channels, interactive systems.
I. INTRODUCTION
W HILE feedback cannot increase the capacity of a point-to-point memoryless channel, it can decrease the probability of error as well as the complexity of the encoder and decoder. For an AWGN channel without feedback, it is known [1] that the decay in the probability of error as a function of the blocklength is at most exponential in the absence of feedback (i.e., the lowest achievable probability of error has the general form ). 1 However, when a 1 Given a function , is equivalent to , is equivalent to and is equivalent to .
noiseless delayless infinite capacity feedback link is available, a simple sequential linear scheme (the Schalkwijk-Kailath scheme [2] ) can achieve the capacity of this channel with a doubly exponential decay in the probability of error as a function of the blocklength (i.e., it has the general form ). This shows the significant role of feedback in reducing the probability of error.
The Schalkwijk-Kailath (SK) scheme requires a noiseless feedback link with infinite capacity. In fact, given such an ideal feedback link, the second-order exponential error decay provided by the SK scheme is not the best we can achieve. It is verified in [3] - [5] that in the presence of an ideal noise-free delayless feedback link, the exponential order of the error decay can be made arbitrarily large if the code blocklength is large enough. The relation between the exponential order and the blocklength is characterized in [6] , where the authors have shown that the best exponential order grows linearly with the blocklength (i.e.,
). 2 The benefits of feedback in terms of the error probability decay rate can drop once the feedback channel is corrupted with some noise. In fact, when this corruption corresponds to an additive white Gaussian noise on the feedback channel, the SK scheme (or any other linear scheme) fails to achieve any nonzero rate with vanishing error probability [7] . Furthermore, in this case, the achievable error decay for any coding scheme can be no better than exponential in blocklength [8] , similar to the case without feedback [1] . More details on the error exponent with noisy feedback can be found in [9] - [12] .
In this paper, we consider a case where the feedback link is noiseless and delayless but rate limited. The advantages of rate-limited feedback in reducing the coding complexity are investigated in [13] . In this paper, we study the benefits of rate limited feedback in terms of decreasing the error probability. Assuming a positive and feasible (below capacity) rate is to be transmitted on the forward channel, we characterize the achievable error decay rates in two cases: the case where the feedback rate, , is lower than , and the case where . For the first scenario, we show that the best achievable error probability decreases exponentially in the code blocklength (i.e.,
) and provide an upper bound for the error exponent. For the second scenario, we propose an iterative coding scheme which achieves a doubly exponential error decay (i.e., ). Since a feedback rate equal to the data rate is sufficient for achieving a doubly exponential error decay, one might suspect that further increasing the feedback rate may not lead to a significant gain. We dispel this suspicion by generalizing our proposed iterative scheme 2 Operator is used to denote function composition.
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, an -th order exponential decay is achievable. The latter result is consistent with [4] , in which the achievable error probabilities are characterized in terms of the number of times the (infinite capacity) feedback link is used.
Interestingly, our results show that the error exponent as a function of the feedback rate has a strong discontinuity at the point ; it is finite for and infinite for (due to the achievability of a doubly exponential error decay). Although only can lead to a super-exponential error decay, even for smaller feedback rates, we expect to have a strictly higher error decay rate as compared to the case with no feedback. In particular, we show that for , the error exponent is at least higher than the error exponent in the absence of feedback. The feedback rate constraint in this paper is expressed in terms of the average number of bits used in a code block. However, we show that even under a more restrictive scenario where the constraint is expressed in terms of the feedback rate per channel use, is sufficient for achieving a superexponential error decay.
The problem of communication over the AWGN channel with limited feedback has been previously considered assuming different types of corruption on the feedback channel. In particular, the corruption on the feedback channel has been modeled as additive Gaussian noise in [7] , [8] , [11] , and [12] and as quantization noise in [14] . Another type of feedback corruption has been considered in [15] , where only a subsequence of the channel outputs can be sent back noiselessly to the transmitter. A fundamental distinction between our model and the ones considered above is that in our model the receiver has "full control" over what is transmitted and received on the feedback link. This is due to the fact that under the rate-limited feedback scenario, the feedback link is assumed to be both noiseless and active in the sense that at each time, the feedback message is allowed to be an encoded function of all the information available at the receiver at that time. Communication with imperfect feedback has also been investigated in [16] - [19] for variable-length coding strategies. Our model on the other hand captures a scenario, where the blocklength and therefore the decoding delay is fixed.
In this paper, we assume that the power constraint is expressed in terms of the expected transmit energy. Note that under an alternative power constraint, where the peak energy is limited, the probability of error cannot decay faster than exponential with the code blocklength ( [3] , [20] ), even if an ideal feedback link is available.
The rest of this paper is organized as follows. In Section II, we present the system model and the problem formulation. In Section III, we consider the case where the feedback rate is higher than the forward rate. Specifically, using a simple iterative coding scheme we show the achievability of an -th order exponential error decay when . In Section IV, we consider the case where and show that in this case the decay in probability of error is at most exponential (finite first order error exponent). Although a feedback rate less than cannot provide superexponential error decay, we will show in Section V that it increases the error exponent by at least . In Section VI, we show that the necessary and sufficient conditions for superexponential error decay remain the same even if we express the feedback limitation as a constraint on the per-channel-use feedback rate instead of the average feedback rate. Finally, Section VII concludes the paper.
A. Notation
Throughout this paper, we represent the norm operator by and the expectation operator by . The notation " " is used for the natural logarithm, and rates are expressed in nats. The complement of a set is denoted by . We denote the indicator function of the event by
. Given a function , is equivalent to . Given a function and a positive integer , the -th iterate of the function, i.e., , is denoted by . The set of strictly positive real numbers is denoted by .
II. SYSTEM MODEL
We consider communication over a block of length through an AWGN channel with rate-limited noiseless feedback. The channel output at time is given by where is a white Gaussian noise process with and is the channel input at time . The finite-alphabet feedback signal at time is denoted by and is assumed to be decoded at the transmitter (of the forward channel) without any error or delay. We will denote the feedback sequence alphabet by :
The message to be transmitted (on the forward link) is assumed to be drawn uniformly from the set . An encoding strategy is comprised of a sequence of functions , where determines the input as a function of the message and the feedback signals received before time ,
The feedback strategy consists of a sequence of functions , where determines the feedback signal as a function of the channel outputs up to time ,
The decoding function gives the reconstruction of the message after receiving all the channel outputs The probability of error for message is denoted by , where
The average probability of error is defined as Given the above setup and a tuple , 3 a communication scheme with forward rate , feedback rate , and power level is comprised of a selection for the feedback sequence alphabet , the encoding strategy , the feedback strategy and the decoding function , such that where the expectation is with respect to the messages and the noise. Over all such communication schemes, we represent the one with minimum average probability of error with the tuple and denote the corresponding minimum error probability by . Similarly, to represent the optimal code and the corresponding error probability in the absence of feedback information, we use and , respectively. The capacity of the AWGN channel is denoted by , where For the communication system described above, the first order error exponent or simply the error exponent is defined as (2) where a positive value of the error exponent implies that the error decay rate is at least exponential. We also define higher order error exponents. In particular, given , the -th order error exponent is defined as (3) Given the above definitions, a communication system with strictly positive -th order error exponent has an -th order exponential error decay (i.e., ).
III. : SUPEREXPONENTIAL ERROR DECAY
When the feedback rate is higher than the forward rate , we can achieve a superexponential (in blocklength) error decay. This result is presented in the following theorem.
Theorem 1: For any rate which satisfies and , a strictly positive second-order error exponent is achievable
We use a class of simple iterative coding schemes to prove the above achievability result. In particular, to achieve a doubly exponential error decay we propose a multiphase coding scheme as follows: in the first phase, called the initial transmission, the message is sent using a nonfeedback code that occupies a big portion of the transmission block ( out of ). In the second phase, called the intermediate decoding/feedback phase, the receiver decodes the message based on the received signals and feeds back the decoded message to the transmitter, using nats of the available feedback. Depending on the validity of the decoded message the transmitter decides to stay silent or perform boosted retransmission. In the case the message is decoded correctly, the transmitter stays silent during the rest of the transmission time. Otherwise, it sends a sign of failure in the next (i.e., -st) transmission and uses the remaining portion of the transmission block ( ) to send the message with an exponentially (in block length) high power. While retransmission with such a large power guarantees a doubly exponential error decay, it does not violate the power constraint since the probability of incorrect decoding in the second phase is exponentially (in block length) low.
Proof of Theorem 1: Fix such that . Define and , where is chosen such that (4) holds for large enough . Choose the feedback signal domains as follows:
We construct two nonfeedback codes and , where (5) For , pick the corresponding codeword from and send it in the first channel uses. Based on the received signals and using the optimal nonfeedback decoding function for code , the receiver decodes the message and sends back its decision to the transmitter If , then otherwise, the next input will be and then the codeword corresponding to is picked from the codebook and is transmitted in the remaining transmissions. On the other side, the receiver compares with the threshold . If , then the remaining received signals are ignored and the decoded message in the first try is announced as the final decision
If
, the receiver decodes the message based on the last received signals and using the optimal nonfeedback decoding function for code . The resulting message is then announced as the final decision Using the above scheme, the average power used in the forward link will be Therefore, our scheme satisfies the power constraint. Also the average feedback rate is which meets the constraint on the feedback link. There are three cases in which an error can happen. The first case is when the first decoding is correct but the receiver receives a failure signal from the transmitter due to the noise on the -st transmission. The probability of this event is upper bounded by (6) where is the tail probability of the standard normal distribution. The second case is when the first decoding is wrong but the failure signal is not decoded correctly at the receiver. The probability of this event is upper bounded by (7) The third case is when the first decoding fails and the failure signal is decoded correctly, but the second decoding also fails. The probability of this event satisfies
Using the exponential upper bound for the -function, we have (10) where is some constant. By positivity of the error exponent for rates less than the capacity [1] and since , we know that for any , there exists a fixed such that (11) for large enough values of . Combining (10) and (11), we obtain (12) which shows the probability of the first two types of errors decays doubly exponentially in the blocklength. It remains to show that the third type of error is also upper bounded by a doubly exponential term. To show that, we use the note that on the right-hand side of (9), the rate is at most times the capacity achieved by SNR . However, the SNR is exponentially (in ) higher than for large values of and therefore (13) Given (12) and the above inequality, the proof will be complete if we show that decays doubly exponentially as a function of . To show this, we use the expurgated random coding bound for the Gaussian channels described in [23, pp. 341-342, eq. (7.4.41-7.4.56)]. The aforementioned bound ensures that given a blocklength , rate , and power (SNR) : (14) for any such that (15) (16) where is the probability that a chi-square random variable of degrees of freedom lies between its mean and below its mean. Replacing , , and by , , and , respectively, (14) leads to Considering the conditions (15) and (16), it completes the proof if we show that there exists a fixed (in terms of the blocklength) such that for sufficiently large (17) (18) We fix such that . For the fixed , we can use the asymptotic characterization of given in [23, p. 330, eq.(7.3.29)] to conclude that (19) Given our choice of and (19), as grows, the right-hand side of (17) converges to while the right-hand side of (18) goes to infinity, guaranteeing that for sufficiently large , the chosen satisfies both (17) and (18) . The above scheme can be further generalized to guarantee an -fold exponential decay when the available feedback rate is , for some integer . In particular, we can include rounds of intermediate decoding/feedback and boosted retransmission, where retransmission at each round, if needed, is done with exponentially higher power than the previous retransmission.
Theorem 2: Given an integer , for any rate which satisfies and , a strictly positive -th order error exponent is achievable Proof: Let us partition the whole transmission block into subblocks, the first of which has length . We choose the remaining subblocks to have equal lengths. In the first subblock, the transmitter sends the message using a nonfeedback Gaussian codebook with rate and power . At the end of the -th transmission subblock, the receiver updates its decoded message, i.e., if the receiver knows/detects that the transmitter has not been silent in the -th subblock, it changes the decoded message to the one decoded within that subblock; otherwise the decoded message is left unchanged. The receiver then feeds this updated message back to the transmitter. If the decoded message is the correct one, the transmitter stays silent during the -st subblock. Otherwise, it sends a failure alarm and retransmits the message in the -st subblock using a nonfeedback Gaussian codebook with rate . The power of the alarm signal and the power of codebook are chosen to be inversely proportional to the probability of decoding error in the first subblocks. That is, where is the total probability of error by the end of the -th subblock. The -fold exponential error decay can be shown inductively, using similar analysis as in the previous theorem. In particular, given the above scheme, the following inequality holds:
where the terms on the right-hand side correspond to the probability of false positive, false negative, and decoding failure (if transmission is needed) during the -st subblock, respectively. Given that the error probability is -fold exponential in terms of the blocklength (the case of was shown in the previous theorem), the alarm power at the -st subblock (if needed) is -fold exponential in blocklength. Hence, the corresponding probabilities of false positive and false negative are -fold exponential. Furthermore, the power of codebook (if transmission is needed) is -fold exponential in blocklength whereas, given a fixed , the length of the -st subblock is linear in . Hence, using similar analysis as in the previous theorem (see (14)- (19)), the expurgated random coding bound described in [23, pp. 341-342, eq. (7.4.41-7.4.56)] leads to an -fold exponential upper bound for the probability of decoding failure at the -st subblock (if transmission is needed). This shows that the total error decay by the end of the -st subblock is -fold exponential. Note that both the transmission power and the feedback rate in the above scheme satisfy the problem constraints.
Note that given the rate constraint on the feedback link, unlike the case in [2] , the receiver cannot send back the raw received output. The alternative approach that is used above is for the receiver to send back its estimate of the forward message (which is rate limited by definition) and for the transmitter to correct the estimate, if needed, with a boosted power in the subsequent transmission(s). This general approach is also used in [6] where the message is mapped to an -PAM signal that is sent over the first channel use and each subsequent transmission is the integer-valued error in receiver's ML estimation, based on the previous channel outputs, multiplied by a boosting factor. As in our achievable scheme, the power boosting factor at each stage is inversely related to the error probability in the receiver's estimate in the previous stage. While we guarantee a low error probability and therefore a high boosting factor by using an optimal nonfeedback block code at each stage, [6] meets this general requirement by assuming a minimum distance property in the corresponding -PAM constellation. For this assumption to hold, the SNR must grow with the size of the message set that is exponential in blocklength. In order to satisfy such a high-SNR requirement, the authors propose a two-phase scheme where in the first phase the initial -PAM transmission is followed by the SK scheme (leading to an exponentially large effective SNR) and in the second phase the above boosting technique is used to achieve a multifold exponential error decay. Note that while the second phase of this scheme is rate limited ( nats for one increment in the exponential order), the first part of the scheme requires unlimited feedback rate.
IV. : FIRST-ORDER EXPONENTIAL ERROR DECAY
In the previous section, we have shown that by utilizing a feedback link with a rate higher than the forward rate, we can reduce the error probability significantly as compared to the case with no feedback. The high reliability of the iterative scheme presented in the last section is due to the fact that the initial decoding error at the receiver (which is a rare event) is perfectly detectable at the transmitter. Therefore, it can be corrected by retransmitting the message with high power without violating the average power constraint. The perfect error detection at the transmitter is obtained from the feedback of the initial decoded message at the receiver. However, when the feedback rate is lower than the forward rate, the receiver has to use a source code to compress its decoded message before feeding it back. The transmitter must then reconstruct the uncompressed decoded message to detect any error. Since this reconstruction involves some first-order exponential (in blocklength) error decay (corresponding to the source coding error exponent), the error detection is erroneous with the same decay rate. Therefore, the misdetection of the receiver error due to the compression on the feedback link dominates the total error probability.
While the above intuitive explanation justifies the failure of the block retransmission schemes in achieving a superexponential error decay, one might still hope that such a decay rate can be achieved using other schemes. For example, one alternative is to look at the problem from a stochastic control point of view and use a rate-limited variant of the recursive feedback schemes presented in [21] and [22] . In this section, we show that no matter what communication scheme is used, one cannot achieve infinite first-order error exponent.
Theorem 3: Given , the first-order error exponent is upper bounded by where and is the solution to
We provide a brief explanation before presenting the detailed proof. It is shown in [3] that given a peak energy constraint, the best achievable error decay is exponential. Therefore, in order to achieve a superexponential error decay, the transmitter should be able to boost the energy under certain circumstances. However, given the expected power constraint, the energy can be boosted only under rare occasions where the receiver would decode wrongly otherwise. Therefore, there should be enough feedback bits to communicate the occurrence of those rare occasions to the sender. It turns out that this requirement is met only if the number of possible feedback messages ( ) is at least as large as the number of forward messages ( ). Proof of Theorem 3: Let us first introduce some key definitions which will be used in our proof. We define the decoding region for message as Also for each feedback signal sequence , let us define the feedback decision region A key quantity in our proof is the joint distribution of the feedback signal sequence and the output sequence given the transmitted message . For simplicity, we drop the subscript and use to denote the density of the output sequence and the feedback sequence conditional on the transmission of the message . Defining , we can write (20) - (24), shown at the bottom of the page, where . In this derivation, (20) is a consequence of the probability chain rule. Equation (21) is derived using the fact that for any two random variables and any deterministic mapping , is a Markov chain. Finally, (22) is a direct result of the Markov chain relationship and also the equation . Another quantity of interest will be the probability of using a feedback signal sequence conditional on the transmission of a message ,
With the above definitions, we can now proceed with the proof. Suppose the theorem does not hold. That is, let us assume there exists such that the following inequality can hold for arbitrarily large :
Given such s, the above inequality implies that for at least half of the messages , the error probability [defined in (1)] satisfies (27) Removing the messages which do not satisfy the above, we obtain a codebook with rate of at least which, for arbitrarily large , is arbitrarily close to . Therefore, (26) implies the existence of a code with rate for which the maximal error probability can be less than its right-hand side for arbitrarily large and for some . Let us define . To prove the theorem, we will show that there exists such that for any , the inequality
cannot hold for all messages . Let us fix , to be determined later, and assume that for some , there exists a communication scheme for which (28) 4 In the case of equality, choose one of the two messages arbitrarily and remove from its corresponding set.
Note that step 2 is feasible since whenever this step is executed the number of nonempty bins are greater than the cardinality of which is . Therefore, there should exist at least one feedback sequence which appears in two bins. Also note that for any and any integer
Assume are the messages picked in step 2 and is the sequence removed from the bin in step 3 and at iteration of the above algorithm. Given such a 3-tuple , a major part of the rest of the proof is devoted to obtain a lower bound for . First for any , let us use the triangle inequality to write (31), shown at the bottom of the page. Similarly, we have we can write (38), shown at the bottom of the page. To complete our lower bound for , in the following, we find a lower bound for the integral in (38). First note that since , we can write
where (39) follows from the assumption that (28) holds for all the messages and the fact that picked in step 3 and at the -th iteration of the algorithm is in bin and therefore is a member of . Also inequality (40) is secured by the appropriate choice of . Now let us define the sphere as (41) where will be determined later. Partitioning the set into and and using (40), we can write (42) The second term in the right-hand side of (42) can be bounded as follows: (43) where we have used the Chernoff bound in the last step. In that inequality is defined as (44) where is the semiinvariant moment-generating function of the Chi-square distribution corresponding to :
Replacing in (44) and optimizing that equation we obtain (46) which is positive and increasing for all and tends to infinity as . Choose such that (47) for some , to be determined later. Using (42) and (43) we can write (48) (49) where we guarantee the validity of the last step by the appropriate choice of . Now let us derive the lower bound for the integral in (38) as follows [see (50) By choosing in (47) small enough such that , we conclude that, for any such that feedback sequence is removed from a bin corresponding to message in step 3 of our algorithm, the following holds:
The above inequality is sufficient for us to prove the theorem. Noting that the cardinality of the set at the end of our algorithm is , we can write 
In the above derivation, (61) is obtained using (57) and the fact that for all , all the s in are removed at the end of the algorithm. Also, (63) is a consequence of (29) and (64) Given the assumption of , it is clear that there exists such that all the above three inequalities hold and this completes the proof.
Note that the error exponent upper bound provided in the above theorem stays bounded as approaches from below. On the other hand, we showed in the previous section that for any feedback rate higher than , the error exponent is infinite (doubly exponential decay). These two facts lead to an interesting conclusion: the error exponent as a function of the feedback rate has a sharp discontinuity at the point . The above theorem provides an upper bound on the first-order error exponent for feedback rates below . We conjecture that a similar result may be obtained on the boundedness of the -th order error exponent for feedback rates below .
V. : LOWER BOUND ON ERROR EXPONENT
We have shown in the previous section that the probability of error when cannot decay faster than exponential as a function of the blocklength . Although the feedback in this case does not provide an infinite error exponent, we still expect that the error exponent should be improved in the presence of feedback as compared to the nonfeedback scenario. In this section, we will show that the error exponent with feedback is at least above the nonfeedback error exponent. The main result of this section is the following theorem.
Theorem 4: For all rates , such that , the error exponent is lower bounded as follows: (69) where is the error exponent for the AWGN channel in the absence of feedback.
The achievability scheme for the above result is constructed using the multiphase scheme proposed in the proof of Theorem 1, in conjunction with a compression technique to reduce the rate of feedback in the intermediate decoding/feedback phase from to . Using such a scheme, the error probability is dominated by the probability of error misdetection. This error term is the product of the probability of error in the initial transmission phase ( ) and the probability ( ) that the compression loss hides this event from the transmitter.
Proof of Theorem 4:
We prove the achievability of the above error exponent using an iterative scheme similar to the one used in the proof of Theorem 1. We use the exact same structure and notation as in the previous iterative scheme and just express the distinctions of this scheme. The main distinction is that here, instead of feeding back the decoded message (i.e., ), the receiver sends back a function of its decoded message (70) where is the feedback decision function. After receiving , the transmitter compares the re-
ceived feedback with the feedback corresponding to the original message and stays silent if
Otherwise, it sends the failure alarm and retransmits the message with high power exactly similar to what was described in the proof of Theorem 1. Considering the range of the feedback function , it is clear that this scheme meets the feedback constraint. Also it is easy to show that the power constraint is also met. In particular, note that the probability of retransmission in our scenario is which is less than or equal to and therefore the expected power used here is less than the case considered in Theorem 1. Also note that the types of errors seen here include the three types of errors in the earlier case (false negative, false positive, and wrong decoding at the receiver) plus the error due to the fact that a subset of the decoding errors in the first block are not recognized by the transmitter. That is, the error corresponding to the event which we call an error misdetection event, must also be considered as a possible error event. We showed earlier that the algorithm in Theorem 1 achieves a doubly exponential error decay, where the error is associated with the first three types of errors. Therefore, the probability of error for the current scenario can be upper bounded by the sum of two terms: the probability associated with an error misdetection event and the probability associated with the other three types of errors: (71) for some . Given that the feedback rate is less than the feedforward rate, we expect the error misdetection event to dominate the total error probability. Hence, the proof will be complete if we show that there exists a sequence of feedback encoding functions such that
We show the existence of such a feedback encoder sequence using a random coding argument. Given and a feedback function , let us define the set for each as
We can observe that, in fact, determining the function is equivalent to partitioning into the sets . Now let us consider all the possible feedback functions for which for all . That is, let us consider all the equalsize partitionings of the set . Among all such possibilities, partitioning is chosen uniformly at random. We denote the corresponding encoder function by and use that as the feedback encoder function. Now let us compute where the expectation is with respect to the randomness in picking the feedback function. We have (73), shown at the bottom of the page. For each pair , we can write
Since is chosen uniformly at random from all equal-size partitionings of , we can write for and for any Substituting the above equality in (74) we obtain (75)
We can now combine (75) and (73) and conclude the equation shown at the bottom of the next page. The above inequality implies that the expected (with respect to encoder selection) proba- (73) bility of error misdetection event is less than the right-hand side of (72). Therefore, we can conclude that there exists at least one feedback encoding function among the ones from which we randomly selected that satisfies (72). This completes the proof.
VI. PER-CHANNEL-USE FEEDBACK CONSTRAINT
In the previous sections, we focused on a scenario where the average rate over the whole transmission block was constrained to be lower than . Under that constraint, the receiver can use the available feedback ( nats) any time during the transmission. In particular, using the coding scheme proposed in Section III, the receiver collects all the feedback bits and uses them in one feedback transmission at the end of the first phase. In this section, we consider a per-channel-use feedback rate constraint. Under this constraint, the receiver cannot feedback more than nats after each channel use. This translates to the following constraint on the size of the feedback signal alphabet at each time :
Given that the above constraint is more restrictive than the average feedback rate constraint considered previously, we can conclude that the upper bound on the error exponent obtained in Section IV holds in the above scenario as well. Interestingly, we show that similar achievability results as those stated in Section III for the average feedback rate constraint are also true for the per-channel-use feedback scenario. Theorem 5: Given the per-channel-use feedback constraint, if and , a strictly positive -th order error exponent is achievable:
The above result can be proved using a combination of the scheme presented in Section III and a block Markov coding scheme which is described below and is also illustrated in Fig. 2 We divide the whole transmission block into subblocks each with length . We then partition each subblock into three parts of lengths , 1, and exactly the same as the partitioning in the three-phase scheme proposed in Section III. In the first portion of subblock , message which contains nats of new information is transmitted on the forward channel using a nonfeedback Gaussian codebook similar to the first phase of the algorithm described in Section III. After the transmission, this message is decoded and the decoded message is transmitted back on the feedback channel during the first portion of the -st subblock and with the rate nats per channel use. By the end of the feedback transmission (end of the first portion of subblock ), the transmitter can detect the decoding error. If , the failure alarm is sent in the second portion of the -st subblock and the message is retransmitted with high power in the third portion of the -st block. In fact, for each subblock we apply the three-phase iterative scheme of Section III with the distinction that the error detection and retransmission for each subblock occurs one subblock after the original transmission. The forward rate per channel use in each subblock is Defining , the rate per channel use will be less than . Using the results of Section III, we can conclude that there exists such that the error probability for the message is upper bounded by where the last inequality is a consequence of (77). Using the union bound, the total error probability will be bounded as follows:
where the last inequality is again a consequence of (77). Taking , the above inequality completes the proof.
VII. SUMMARY AND DISCUSSION
We considered the impact of rate-limited noiseless feedback on the error probability in AWGN channels. We first showed that if the feedback rate that exceeds the rate of the data transmitted on the forward channel, one can achieve a superexponential decay in probability of error as a function of the code blocklength. Our achievability result is based on a multiphase scheme in which an initial transmission of the message, if decoded incorrectly, is followed by the retransmission of the message with boosted power. A key requirement in this scheme is for the transmitter to perfectly detect the error in the initial transmission every time it happens. The minimum feedback rate required to perfectly communicate the initial decoded message is and therefore our scheme fails to achieve a superexponential error decay for . We showed that this is true for any scheme. That is, is also a necessary condition for achieving a superexponential error decay. While we provided an upper bound for the error exponent when , we also showed that even in this case, the use of feedback increases the error exponent by at least . For the case in which , for some positive integer , we generalized our multiphase iterative scheme to prove the achievability of an -fold exponential (in blocklength) error decay. The above results are illustrated in Fig. 3 . It can be seen that the error exponent as a function of the feedback rate has a sharp discontinuity at . We showed that the above necessary and sufficient condition for achieving a superexponential error decay holds whether the feedback limitation is expressed as a constraint on the average feedback rate or on the per-channel-use feedback rate. Note that our results address the asymptotic behavior of the probability of error in terms of the blocklength and therefore may provide limited insight for codes with small blocklength. In particular, for small values of , one might expect the per channel feedback rate constraint to lead to a higher error probability than a scenario with average feedback rate constraint. On the other hand, the former is a more practical scenario as it implicitly captures the delay associated with sending data on the feedback link.
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