ABSTRACT A large volume of research documents are available online for us to access and analysis. It is very important to detect and mine the dynamics of the research topics from these large corpora. In this paper, we propose an improved method by introducing WordNet to LDA. This approach is to find latent topics of large corpora, and then we propose many methods to analyze the dynamics of those topics. We apply the methodology to two large document collections: 1940 papers from NIPS 00-13 (1987-2000) and 2074 papers from NIPS 14-23 (2001-2010). Six experiments are conducted on the two corpora and the experimental results show that our method is better than LDA in finding research topics and is feasible in discovering the dynamics of research topics.
I. INTRODUCTION
Learning topics or patterns from large corpus has drawn increasing attentions in data mining and related areas as more and more electronic document archives are available on the Internet. Recent researches in machine learning and text mining have developed many classical techniques, e.g., Latent Semantic Analysis (LSA) [1] , [2] , Probabilistic Latent Semantic Indexing (pLSI) [3] , Latent Dirichlet Analysis (LDA) [4] , and Topic Word Embedding [5] for finding patterns of words in large document collections. Among all those techniques, hierarchical probabilistic models, also known as ''topic model'', have become a widely used approach for exploratory and predictive analysis of text [6] - [10] . LDA is a three-level hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an underlying set of topics. Each topic is, in turn, modeled as an infinite mixture over an underlying set of topic probabilities.
Although LDA has been applied with remarkable success in different domains, e.g. document modeling, document classification, and collaborative filtering, it has a number of deficits:
First, LDA is a generative model, which simulates the process of human thinking. Imagine that an author tries to write a paper. The author may first design the structure of the paper and determine which topics are included, then select appropriate words of each topic to express his or her idea. But one's knowledge is limited, the author might not select the appropriate words to express a topic, for example, people may continuously use the same word to express their opinions, which could lead to an unsatisfying result trained by LDA.
Second, many synonyms are always found in the same topics. According to the experiments on large document collections using LDA, we find that some of the results are not satisfying. For example, LDA is the abbreviation of Latent Dirichlet Allocation, and ''LDA'' and ''Latent Dirichlet Allocation'' often appears in the same topic.
Therefore, adding pre-existing knowledge, especially lexical knowledge to LDA is necessary. In this paper, we improve LDA by taking WordNet as an external lexical knowledge source. WordNet [11] is a lexical database of English words, which groups nouns, verbs, adjectives and adverbs into sets of synonyms (synsets), to represent a distinct concept.
Synsets are interlinked with conceptual-semantic and lexical relations, including hypernymy, meronymy, causality, etc [12] .
Through discovering a set of topics from a large document collection, our approach is capable of analyzing the dynamics of these topics as a means of gaining insight into the dynamics of science. It is meaningful to find which research areas are rising or falling in popularity. With the improved LDA model, we could assign the documents to some of the topics according to the Topic-Document distribution, and each topic keeps a collection of documents. In each topic, the documents are grouped by time (i.e. year). We count the number of documents by time, and are able to find out whether the topics are rising or falling in popularity.
Moreover, since scientific papers contain vast authorship information, our approach is capable of finding topic distributions of authors. With those topic distributions, we can analyze the dynamics of research interests of authors. Considering the sparsity of the scientific papers of specific author, we first build an author network base on the co-author relationship, and then establish the author groups as the ''authors.' ' The remainder of the paper is organized as follows: Section II briefly reviews related works. Section III describes basic knowledge about LDA and Gibbs Sampling. Section IV proposes two methods of research topic mining: applying WordNet after LDA and applying WordNet before LDA. The analysis on the dynamics of research topics is showed in Section V. The experimental result and analysis are present in Section VI. The section includes methods of research topic mining and evolutionary methods of research topic. Section VII concludes the paper and discusses some future work.
II. RELATED WORK
Automatic extraction of topics from large corpus has been addressed in prior work using a number of different approaches. An important approach is to cluster the documents into groups containing similar semantic contents, using any of a variety of well-known document clustering techniques [13] - [15] . While clustering can provide useful broad information about topics, clusters are inherently limited by the fact that each document is (typically) only associated with one cluster. This is often at odds with the multi-topic nature of text documents in many contexts. For this reason, other representations (such as LDA discussed below) that allow documents to be composed of multiple topics generally provide better models for sets of documents.
To solve the above problem, Blei et al. [4] proposed a more general Bayesian probabilistic topic model called LDA. The LDA is a three-level hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an underlying set of topics. Each topic is, in turn, modeled as an infinite mixture over an underlying set of topic probabilities. Since standard estimation methods (variational EM) of LDA are intractable. Cai et al. [16] showed how Gibbs sampling, a Markov chain Monte Carlo technique, could be applied in this model.
WordNet [11] has been used for a number of different purposes in information systems, including word sense disambiguation, information retrieval, automatic text classification, automatic text summarization, and even automatic crossword puzzle generation. An important example of the use of WordNet is to determine the similarity between words. Various algorithms have been proposed [17] - [19] , and these include considering the distance between the conceptual categories of words, as well as considering the hierarchical structure of the WordNet ontology.
There are also many scientific papers about the combination of LDA and WordNet. Morris and Hirst [17] used LDA and WordNet for information retrieval (IR). They employed WordNet engine to enrich the user's query with semantic lexical synonymous terms and LDA to extract highly ranked topic from a query's retrieved information. Musat et al. [22] proposed the use of WordNet as a post-processing step for detecting and removing outliers (words that are not conceptually similar to the others) from the topic labels learned by the LDA.
Many scholars are also very interested in the learning Dynamic Topic Model (DTM) and Author-Topic Model (ATM). For the dynamic topic model, Wang et al. [20] introduced dynamic topic models to analyze the time evolution of topics in large document collections. Under this model, articles are grouped by year, and each year's articles arise from a set of topics that have evolved from the last year's topics. Mooman et al. [21] developed the continuous time dynamic topic model, a dynamic topic model that uses Brownian motion to model the latent topics through a sequential collection of documents. More related work are shown in [22] - [28] , but what they mainly focused on is to improve the model itself and the variational approximate inference algorithm, they didn't add pr-existing knowledge to the model. For the author-topic model, RosenZvi et al. [29] introduced a generative author-topic model for documents that extends the LDA to include authorship information. Moreover, Zhang et al. [30] developed the Author-Document Topic Model (ADT) which builds the model for the corpus both at the author level and the document level to figure out the problem of authorship attribution for short texts. More related work are proposed in [31] - [33] .
III. BASIC KNOWLEDGE ABOUT LDA AND GIBBS SAMPLING
In this section, we first introduce the basic knowledge used in the paper, which mainly includes LDA and Gibbs Sampling.
A. LDA LDA [3] is a generative probabilistic model of a corpus. The basic idea is that documents are represented as random mixtures over latent topics, where each topic is characterized by a distribution over words. LDA can be described as: (
The LDA model is represented as a probabilistic graphical model in Figure 1 , where there are three levels to the LDA representation. The parameters α and β are corpus level parameters, assumed to be sampled once in the process of generating a corpus. The variables θ d are document-level variables, sampled once per document. Finally, the variables z dn and w dn are word-level variables and are sampled once for each word in each document.
Given the parameters α and β, the joint probability of observing a corpus can be calculated is:
We should notice that the distribution of θ and ϕ is intractable to compute in general, so some parameter estimation methods (e.g., Variational inference EM [4] , Gibbs sampling [25] , [26] ) are used to estimate parameters.
B. APPROXIMATE INFERENCE BY GIBBS SAMPLING
The Gibbs sampler [25] is a special case of MetropolisHastings sampling wherein the random value is always accepted (i.e. α = 1). The task remains to specify how to construct a Markov Chain whose values converge to the target distribution. In this section, our main objective is as follows:
where n k,v is the number of times word v has been assigned topic k and n m,k is the number of times topic k appear in document m. But n k,v and n m,k are unknown to us now. We can derive the chain updates,
where n k,v and n m,k update with the chain updating. With a predefined number of iterations (the so-called burn-in time of the Gibbs sampler), the ϕ k,v and θ m,k can be calculated.
IV. FRAMEWORK OF RESEARCH TOPIC MINING
Although LDA has been applied with remarkable success in different domains, it has a number of deficits. (1) Documents in the corpora trained by the LDA model always lack semantic knowledge, which could lead to an unsatisfying result. (2) Many synonyms are always found in the same topics. For example, LDA is the abbreviation of Latent Dirichlet Allocation, and ''LDA'' and ''Latent Dirichlet Allocation'' often appears in the same topic.
Thus, adding WordNet to LDA is necessary. To evaluate the performance of the combination of LDA and WordNet, we design the following two alternatives: (1) Applying WordNet before LDA, as shown in Figure 2 (1). That means, the synonyms of words, extended by WordNet are added to the vocabulary list first. The LDA is adopted to mine the topics. (2) Applying WordNet after LDA, as shown The method consists of the following three steps:
• Step1. For each document, by removing stop words and punctuations, we can get a keyword collection.
• Step2. For each word, we use WordNet to add synonyms of the word to the keyword collection, and remove the words which appear on the collection less than d (threshold) times. After this step, we can get a vocabulary list.
• Step3. By applying LDA on the vocabulary list, we can get a number of topics.
B. APPLYING WordNet AFTER LDA
This methodology aims to merge synonyms of words in the topic in order that the words in the topic can better describe the topic. The steps are as follows:
• Step1. We can get the Topic-Word probabilities with LDA
• Step2. Every topic is represented by the top m words with the highest probabilities on the topic. The words are ranked in a descending order according to value of probability.
• Step3. As for each word, morphology reduction.
• Step4. For the m words in the topic, the WordNet is adopted to judge if one word is synonymous with another. If two words are synonyms, then the word with the smaller probability is removed. The probability of another word is changed as the sum of the two probabilities. The word which ranked as the top is added to m+1 the topic.
• Step5. Return to Step3, until there are no synonyms for the m words.
• Step6. Sort the m words in a descending order according the probabilities
V. DYNAMICS OF RESEARCH TOPIC
Because our method discovers a set of topics from a large document collection, it is straightforward to analyze the dynamics of these topics as a means of gaining insight into the dynamics of science. It is meaningful to find which research areas are rising or falling in popularity. At the same time, scientific papers contain vast authorship information, so topic distributions of authors could be learned with our model. Then we can analyze the research interests of authors.
A. RESEARCH ON DYNAMICS OF RESEARCH TOPIC
In this section, we propose two methods to analyze the dynamics of these research topics: the first one is based on probability model and the second one is based on clustering.
1) LEARNING DYNAMICS OF RESEARCH TOPIC BASED ON PROBABILITY MODEL
From the discussion above, we could get the value of θ , and the meaning of θ is stated below: From Figure 3 above, we can see that the value of θ i,j means the probability of document i assigned to topic j. Thus we could define the Topic Strength below: 
Letθ
Be the Topic Strength of topic k. Where denotes the number of documents in the corpus. Thus we could get the following procedure to learn the dynamics of research topics:
• Group documents by time. In this paper, we use year as the time unit. Suppose the document collection for year Ti is Ci.
• We can get the probability θ di k of each document assigned to topic k according to θ.
• Set theθ k as following,
As the topic strength of topic k in year Ti.
• With the graphical representation of the topic strength of topic k, we are able to see the dynamics of topic k.
2) LEARNING DYNAMICS OF RESEARCH TOPIC BASED ON CLUSTERING
Our methodology is as follows:
• If the probability of a document assigned to topic k (θ., k) is more than a threshold, then the document is classified into topic k.
• Suppose there are m documents assigned to topic k, group the m documents by year.
• Count the number of the documents assigned to topic k every year, we are able to see the dynamics of topic k with the graphical representation of the documents.
B. DYNAMICS OF RESEARCH TOPIC OF AUTHORS
In this section, we discuss three ways to learn knowledge on authors: the first one is learning research topics of authors, the second one is learning dynamics of research topic of authors, and the last one is learning author groups as academic teams and finding research topics of them.
1) LEARNING RESEARCH TOPIC OF AUTHORS
We know that documents in the corpus contain vast author information, and the relationship between documents and authors is stated below:
We could see from above figure that the relationship between documents and authors is many-to-many. That is: each document contains at least one author information, and each author wrote at least one document.
Meanwhile, we get the value of θ , then we could easily derive the value of θ . θ * i,j in the figure stands for the probability of author i assigned to j. The procedure to get θ * is as follows:
• Let θ * be the m × n matrix, and m is the number of authors, n is the number of topics. Each value in θ * is initialized to 0.
• For each document i, suppose document i is written by m authors, and these m authors are Auk, Auk + 1, · · · , Auk + m − 1, and let the values of row k to k + m − 1 in θ * be the value of row i in θ .
• Process each value in θ * i,j in θ * below:
After getting θ * , we get the probability of each author assigned to each topic.
• Learning dynamics of research topic of authors. Our methodology is to add time dimension to (1). Then we can group the D An,k papers by year, analysis the dynamics of research topic of authors.
C. LEARNING RESEARCH TOPIC OF AUTHOR GROUPS
The number of papers written by a given author is generally small, so the results of the experiments are probably less than ideal. Considering the sparsity of the scientific papers of specific author, we first get author groups by clustering on an author network with the co-author relationship, and then analyze the research topic of author groups. The method for obtaining author group is as follows:
• Extract all the authors of each paper. For each paper, authors, as nodes, are interconnected. There are several authors connected due to the coauthor relationship. Then we can get the initial author network shown in Figure 6 . • Merge the repeated nodes and sum up the weight of edges between the repeated edges as is shown in Figure 7 . The merged results are that we can get. • Clustering the authors by setting a threshold.
• Then we can analyze the research topics of author groups like learning research topic of authors.
VI. EXPERIMENTS
In this section, we analyzed a subset of 4014 articles from NIPS, available on http://books.nips.cc. All the articles on http://books.nips.cc are pdf format. We downloaded a copy of txt format corpus from NIPS00- 13(1987-2000, 1940 TABLE 1, TABLE 2, TABLE 3 and TABLE 4 illustrates examples of 4 topics (out of 100) as learned by the LDA model for the NIPS 00-13 corpus. Each topic is illustrated with the top 10 words most likely to be generated conditioned on the topic, and we also show 2 representative papers likely to be generated conditioned on the topic. We could see from TABLE 1 that topic 55 is very likely related to neural network, TABLE 2 that topic 67 is related to echo, TABLE 3 that topic 74 is related to image and video and TABLE 4 that topic 84 is related to neurons. As for the article, for example, ''Simulations suggest information processing roles for the diverse currents in hippocampal neurons'', it is likely related to topic 84 (neurons), for the probability of the article conditioned on the topic is 0.924.
2) EXAMPLE TOPICS DISCOVERED BY OUR METHOD
The data set in this section is the same as NIPS 00-13. As mentioned in Section IV, there are two ways applying WordNet on LDA:
Applying WordNet before LDA: This data set contains D = 1940 papers, after applying WordNet, the vocabulary size of W is extended to 89164 unique words or phrases. We also set a 100-topic solution, and the hyper parameters α and β are is also fixed at 1. TABLE 5, TABLE 6, TABLE 7 and TABLE 8 illustrate examples of 4 topics (out of 100) as learned by our model for the NIPS 00-13 corpus. Each topic is illustrated with the top 10 words most likely to be generated conditioned on the topic. We also show 2 representative papers which are likely to be generated conditioned on the topic. As shown in TABLE 5, the topic 31 is very relevant to sleep and dreaming, while in TABLE 6 the topic 58 is related to language and speech. TABLE 7 shows the topic 85 is related to neural network and in TABLE 8 demonstrates that the topic 90 is related to image.
Applying WordNet after LDA: Actually, this experiment is based on Section VI. With the methodology introduced in Section IV, we can obtain the final topics. Examples are shown in TABLE 9.
In TABLE 9, taking topic 54 for example, the top 10 words learned by LDA are relevant to bird song, by applying WordNet after LDA on the topic, we could know scientists always conduct experiments on sparrows or finch or even zebra, Hence, we can have a better recognition about the topic. Therefore the topics learned by our model are more representative and imply more knowledge than LDA.
3) COMPARISON AMONG OUR METHODS, LDA AND ATM
From the experimental results, we can see that many topics labeled with the top 10 words are meaningless. Taking in  TABLE 10 for example, we have no idea what topic 1 is about. Moreover, the probabilities of the top 10 words are very small value. Thus the top 10 words could not represent the topic precisely. So we can arrive at the conclusion that the number of meaningful topics is far less than our expectations.
Motivated by the above observations, we compare the topics learned by our models (Applying WordNet before LDA and Applying WordNet after LDA), LDA [4] and ATM [29] (Author Topic Model). However, it is difficult to determine the count of topics for the topic model. There are two main ways to check the number of topics. The first one is to get the count of the topics decided by the minimum value of the perplexity which is the sum of similarity among topics [4] . The second one is to determine the count of topics according to the probability value of each Top-N keywords in each topic [30] . In this section, the goal of our paper is to detect the count of meaningful topics. Therefore, we assumes that the topic in which the probability of Top 10 words is greater than 0.0001 is meaningful, according to the analysis of the experimental results and the themes presented by the topic keywords. We set a 5-topic, 10-topic, 20-topic, 30-topic, 40-topic, 50-topic, 60-topic, 70-topic, 80-topic, 90-topic and 100-topic, respectively on our method (Applying WordNet before LDA and Applying WordNet after LDA), LDA and ATM. The result of the meaningful topics are shown in Figure 9 .
According to Figure 9 , we can clearly see that: (1) In general, the number of meaningful topics generated by applying WordNet before LDA is larger than LDA. That is to say, applying WordNet before LDA can learn more meaningful topics compared with LDA. It is not surprisingly because WordNet brings more ''meaningful'' words to the model. ATM model, each the author is playing a very important role in meaningful topic discovery.
B. EXPERIMENTS ON THE DYNAMICS OF RESEARCH TOPIC
As discussed in Section V, there are two methods to analyze the dynamics of these research topics: The first one is based on probability model and the second one is based on clustering.
In this section, for researching on the dynamics of research topics, we choose the data set NIPS 13-22 (a set of papers from 2001-2010), which can better show the popularity of research topics recently. This data set contains 2074 papers, 119661 unique words as the vocabulary. We also set a 100-topic solution, and the hyper parameters α and β are also fixed to be 1.
1) EXPERIMENT ON LEARNING DYNAMICS OF RESEARCH TOPIC BASED ON PROBABILITY MODEL
As discussed in Section V, we applied the method to the data set to analyze the dynamics of topics learned by our method from 2001 to 2010. Figure 10 shows the dynamics of 6 topics (the 8 most probable words in those topics are shown below the plots). As shown in Figure 10 , we can clearly see that most of the topics are relatively stable. (For example topic 38(state policy), topic 65 (picture), topic 93(brain)). For the topic 45(speech and language) it implies a decreasing trend. While for the topic 62, it indicates an increasing trend.
2) EXPERIMENT ON LEARNING DYNAMICS OF RESEARCH TOPIC BASED ON CLUSTERING
In this section, we applied the method introduced in Section V on the data set NIPS 13-22. To make a reasonable comparison, we conduct the experiments on topic 38, topic 45, topic 62, topic 65, topic 75 and topic 93, which are the same as in Section VI. In this experiment, the threshold is set to be 0.1. As shown in Figure 11 , the similar results are get as the Section VI, which indicates both of the above methods are feasible.
C. EXPERIMENTS ON THE DYNAMICS OF RESEARCH TOPIC OF AUTHORS 1) FINDING RESEARCH TOPIC OF AUTHORS
In this section, we also conduct experiments on NIPS 13-22. The top 2 authors who publish articles most on NIPS 13-22 are: Michael I. Jordan and Andrew Y. Ng. In our experiment, we extracted 48 articles published by Michael Jordan and 29 articles published by Andrew Ng from the corpus. Figure 12 shows the result of this experiment.
From Figure. 12, we found 11 topics that Michael Jordan is interested in, and 9 topics for Andrew Ng. Michael Jordan have dedicated in a variety of field, such as classification (topic 1), cluster (topic 10), language (topic 12) and image process (topic 69) and so on. Andrew Ng follows the same pattern.
We also find a strange phenomenon: 39 of 48 articles written by Jordan and 26 of 29 articles written by Ng are all related to topic 91. That is to say, almost all the articles are related to topic 91. The topic 91 actually relevant to data VOLUME 7, 2019 modeling, which can be found in almost every article. Thus topic 91 is a common topic and could not stand for any field. Topic 62 is also a common topic about function and algorithm.
From the Figure. 12, we can clearly see that even the top author (Michael I. Jordan) only publishes a small number of articles for a specific topic, so it would be highly biased to learn the dynamics of research topic of each author. So it is necessary for us to learn author groups of the corpus and then find the dynamics of research topic of author groups.
2) FINDING RESEARCH TOPIC OF AUTHOR GROUPS
For the NIPS 13-22 data set, we extracted 2516 authors and got 6114 co-author relationships. By considering co-author relationship, we can get the network shown in Figure 13 .
By setting threshold η = 4, we can get the network shown in Figure 14 . We finally get 39 author groups. The number of groups contains 2 authors is 29, containing 3 authors is 6, containing 4, 5, 16, 27 authors is 1 respectively.
In this section, we choose an author group obtained above, and the author group is:
{Kenji Fukumizu, Arthur Gretton, Alex Smola, Alexander Gray, Dongryeol lee,S.V.N Vishwanathan, Quoc Le, Mario March, Andrew Ng, Michael Jordan, Francis Bach, Martin Wainwright, XuanLong Nguyen, Pieter Abbeel, Pradeep Ravikumar, Novi Quadrianto} Then we find 129 articles written by them. We also find 11 topics from the 129 articles. Figure 15 shows the dynamics of 5 (out of 11) topics.
As is shown in Figure 15 , most topics are on the rising (e.g. topic 1(classification)), meaning that the group is growing actively. Meanwhile, some topics, such as topic 38(national policy) is on the falling, showing that they gradually show no interests on that field.
VII. CONCLUSION
In this paper, we have presented an improved method based on LDA and have shown how our model can be used to gain insight into the dynamics of scientific papers. A number of experimental results have shown that our method has several interesting applications that can make it easier for people to deeply understand the knowledge implied in data. We can clearly explore the topic dynamics and identify the roles that words are playing in the documents. In future research, we intend to add lexical analysis to our method, treating phrases as words in LDA.
