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Fronts d’onde des repre´sentations tempe´re´es et de
re´duction unipotente pour SO(2n + 1)
J.-L. Waldspurger
28 septembre 2017
Abstract Let G be a special orthogonal group SO(2n+1) defined over a p-adic field
F . Let π be an admissible irreducible representation of G(F ) which is tempered and of
unipotent reduction. We prove that π has a wave front set. In some particular cases, for
instance if π is of the discrete series, we give a method to compute this wave front set.
Introduction
Soit F un corps local non archime´dien et de caracte´ristique nulle et soit n ≥ 1 un
entier. On suppose p > 6n + 4, ou` p est la caracte´ristique re´siduelle de F . Le groupe
spe´cial orthogonal SO(2n+1) a deux formes possibles de´finies sur F . Une forme de´ploye´e
que nous notons Giso et une forme non quasi-de´ploye´e, qui est une forme inte´rieure du
pre´ce´dent et que nous notons Gan. Soit ♯ = iso ou an et soit π une repre´sentation
admissible irre´ductible de G♯(F ) dans un espace complexe E. Pour tout sous-groupe
parahorique K de G♯(F ), notons K
u son radical pro-p-unipotent et EK
u
le sous-espace
des e´le´ments de E fixe´s par Ku. De π se de´duit une repre´sentation de K/Ku dans EK
u
.
Le groupeK/Ku s’identifie au groupe des points sur le corps re´siduel Fq de F d’un groupe
alge´brique connexe de´fini sur Fq. Lusztig a de´fini la notion de repre´sentation unipotente
d’un tel groupe. On dit que π est de re´duction unipotente si et seulement s’il existe K
comme ci-dessus de sorte que EK
u
soit non nul et que la repre´sentation de K/Ku dans
EK
u
soit unipotente.
Soit π une repre´sentation admissible irre´ductible de G♯(F ). Notons g♯ l’alge`bre de Lie
de G♯. D’apre`s Harish-Chandra,, dans un voisinage de l’origine dans g♯(F ), le caracte`re
de π, descendu par l’exponentielle a` g♯(F ), est combinaison line´aire de transforme´es de
Fourier d’inte´grales orbitales nilpotentes. Fixons une cloˆture alge´brique F¯ de F et notons
N¯ (π) l’ensemble des orbites nilpotentes O dans g♯(F¯ ) qui ve´rifient la condition suivante :
il existe une orbite nilpotente O dans g♯(F ), qui est incluse dans O et qui intervient avec
un coefficient non nul dans le de´veloppement du caracte`re de π. On dit que π admet
un front d’onde si N¯ (π) admet un plus grand e´le´ment (pour l’ordre usuel sur les orbites
nilpotentes). Si c’est le cas, on appelle ce plus grand e´le´ment le front d’onde de π. Le
the´ore`me principal de l’article est le suivant.
The´ore`me. Soit ♯ = iso ou an. Alors toute repre´sentation admissible irre´ductible de
G♯(F ), qui est tempe´re´e et de re´duction unipotente, admet un front d’onde.
Pour tout entier N ∈ N, notons Psymp(2N) l’ensemble des partitions symplectiques
de 2N (une partition est dite symplectique si tout entier impair y intervient avec une
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multiplicite´ paire). Pour une telle partition λ, notons Jordbp(λ) l’ensemble (sans multipli-
cite´s) des entiers pairs strictement positifs qui interviennent dans λ. Notons Psymp(2N)
l’ensemble des couples (λ, ǫ) ou` λ ∈ Psymp(2N) et ǫ ∈ {±1}Jord
bp(λ). Notons Irrquad(2n)
l’ensemble des quadruplets (λ+, ǫ+, λ−, ǫ−) pour lesquels il existe deux entiers n+ et n−
de sorte que n+ + n− = n, (λ+, ǫ+) ∈ Psymp(2n+) et (λ−, ǫ−) ∈ Psymp(2n−). A un tel
quadruplet (λ+, ǫ+, λ−, ǫ−), on peut associer un indice ♯ = iso ou an et une repre´sentation
admissible irre´ductible π(λ+, ǫ+, λ−, ǫ−) de G♯(F ), qui est tempe´re´e et de re´duction uni-
potente. L’indice ♯ est de´termine´ par une formule simple rappele´e en 1.5. Indiquons
brie`vement quel est le parame`tre de Langlands de cette repre´sentation. Notons WF le
groupe de Weil de F et WDF =WF ×SL(2,C) le groupe de Weil-Deligne. Un parame`tre
de Langlands est un couple (ρ, χ), ou` ρ est un homomorphisme deWDF dans Sp(2n;C) et
χ est un caracte`re du groupe des composantes connexes du commutant dans Sp(2n;C)
de l’image de ρ. Dans le cas d’une repre´sentation π(λ+, ǫ+, λ−, ǫ−), la restriction de
ρ a` WF est la somme directe de 2n
+ fois le caracte`re trivial et de 2n− fois l’unique
caracte`re non ramifie´ d’ordre 2. Le commutant de l’image de cette restriction est un
groupe Sp(2n+;C)× Sp(2n−;C). Les classes de conjugaison d’e´le´ments unipotents dans
ce groupe sont parame´tre´es par Psymp(2n+)×Psymp(2n−). La restriction de ρ a` SL(2;C)
prend ses valeurs dans ce groupe et l’image d’un unipotent non trivial de SL(2;C) est
parame´tre´ par (λ+, λ−). On voit que le groupe des composantes connexes du commutant
dans Sp(2n;C) de l’image de ρ est isomorphe a` (Z/2Z)Jord
bp(λ+) × (Z/2Z)Jord
bp(λ−). Le
couple (ǫ+, ǫ−) s’identifie a` un caracte`re de ce groupe, qui n’est autre que le caracte`re χ
du couple (ρ, χ).
On note Irrbpquad(2n) le sous ensemble des (λ
+, ǫ+, λ−, ǫ−) ∈ Irrquad(2n) tels que
tous les termes de λ+ et λ− soient pairs. On a prouve´ en [9] 3.4 que, pour de´montrer
le the´ore`me, il suffisait de prouver que, pour tout (λ+, ǫ+, λ−, ǫ−) ∈ Irrbpquad(2n), la
repre´sentation π(λ+, ǫ+, λ−, ǫ−) admettait un front d’onde (cela re´sulte d’un argument
trivial d’induction).
Pour une repre´sentation π(λ+, ǫ+, λ−, ǫ−), ou` (λ+, ǫ+, λ−, ǫ−) ∈ Irrbpquad(2n), on a un
re´sultat un peu plus pre´cis. Dans [10], on a e´tudie´ une certaine repre´sentation d’un groupe
de Weyl de´finie par Lusztig. En supposant, comme c’est ici le cas, que tous les termes de
λ+ sont pairs, on a associe´ a` (λ+, ǫ+) ∈ Psymp(2n+) un autre couple (λ+,min, ǫ+,min) ∈
Psymp(2n+) (voir ci-dessous). De meˆme, a` (λ−, ǫ−) ∈ Psymp(2n+), on associe un autre
couple (λ−,min, ǫ−,min) ∈ Psymp(2n−). Introduisons la re´union usuelle de λ+,min et λ−,min,
que l’on note λ+,min∪λ−,min. C’est une partition symplectique de 2n. Notons Porth(2n+1)
l’ensemble des partitions orthogonales de 2n + 1 (une partition est orthogonale si et
seulement si tout entier pair strictement positif y intervient avec multiplicite´ paire). On
sait bien que l’ensemble Porth(2n + 1) parame`tre les orbites nilpotentes dans g♯(F¯ ). Un
front d’onde est donc parame´tre´ par un e´le´ment de cet ensemble. D’autre part, a` la suite
de Spaltenstein, on de´finit une ”dualite´” d : Psymp(2n)→ Porth(2n+1), cf. 2.6 (elle n’est
ni injective, ni surjective, son image est le sous-ensemble des partitions ”spe´ciales” dans
Porth(2n+ 1)).
The´ore`me. Soit (λ+, ǫ+, λ−, ǫ−) ∈ Irrbpquad(2n). Alors la repre´sentation π(λ
+, ǫ+, λ−, ǫ−)
admet un front d’onde. Celui-ci est parame´tre´ par la partition d(λ+,min ∪ λ−,min).
La preuve de ce the´ore`me reprend celle de [10]. Posons π = π(λ+, ǫ+, λ−, ǫ−). L’exis-
tence d’un front d’onde pour π se lit sur le caracte`re de cette repre´sentation. Celui-ci se
calcule en fonction des repre´sentations des diffe´rents groupes finis K/Ku dans EK
u
, avec
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les notations du premier paragraphe ci-dessus (en ve´rite´, le groupe fini est K†/Ku, ou`
K† est le normalisateur de K dans G♯(F )). La construction de la repre´sentation π (qui
est due a` Lusztig) permet d’expliciter ces repre´sentations de groupes finis. On les de´crit
a` l’aide de repre´sentations de groupes de Weyl Wm de type Bm ou Cm. Une vieille combi-
natoire tire´e de [6] permet alors de traduire l’existence d’un front d’onde et son calcul en
un proble`me concernant exclusivement des repre´sentations de tels groupes Wm, cf. 1.4.
Les objets cruciaux qui interviennent ici sont les repre´sentations ρλ+,ǫ+ et ρλ−,ǫ− de´finies
par Lusztig (ce ne sont pas ses notations) auxquelles on a fait allusion ci-dessus. Elles
ne sont pas irre´ductibles en ge´ne´ral et on connaˆıt peu de choses sur leur de´composition
en repre´sentations irre´ductibles. On sait toutefois que, disons dans la de´composition de
ρλ+,ǫ+, il y a un e´le´ment ”minimal” qui est la repre´sentation ρλ+,ǫ+ associe´e a` (λ
+, ǫ+)
par la correspondance de Springer ge´ne´ralise´e. Dans [9], cela nous a suffi pour traiter non
pas la repre´sentation π, mais son image par l’involution d’Aubert-Zelevinsky. Le point
nouveau est le re´sultat de [10] qui affirme (sous l’hypothe`se que tous les termes de λ+
sont pairs) que la de´composition de ρλ+,ǫ+ admet aussi un e´le´ment ”maximal” pour un
ordre convenable (cf. 4.1 pour un e´nonce´ pre´cis). C’est ρλ+,min,ǫ+,min ⊗ sgn, ou` sgn est le
caracte`re signature. Cette proprie´te´ nous permet de conclure.
Les paragraphes 1 a` 3 sont surtout consacre´s a` des rappels de re´sultats ante´rieurs.
On a ame´liore´ certains d’entre eux quand c’e´tait ne´cessaire. Le the´ore`me ci-dessus est
de´montre´ au paragraphe 4. Dans le paragraphe 5, nous indiquons comment se calculent les
partitions λ+,min et λ−,min (en fait leurs transpose´es) et nous donnons quelques exemples
de fronts d’onde.
Je remercie A.-M. Aubert de m’avoir indique´ une re´fe´rence utile.
1 Rappel pas tre`s bref des re´sultats de [9]
1.1 Partitions, notations
Soit λ = (λ1, ..., λr) une suite finie de nombres re´els. Notons l(λ) le plus grand entier
j ∈ {1, ..., r} tel que λj 6= 0. On identifie deux suites λ et λ′ si l(λ) = l(λ′) et λj = λ′j
pour tout j ≤ l(λ). Soit λ une telle suite et soit k ∈ N. Quitte a` adjoindre a` λ des
termes nuls, on peut e´crire λ = (λ1, ..., λr) avec r ≥ k. On pose Sk(λ) = λ1 + ... + λk.
Evidemment, Sk(λ) ne de´pend plus de k de`s que k ≥ l(λ). On pose S(λ) = Sl(λ)(λ). On
de´finit la somme λ+ λ′ de deux suites λ et λ′ : (λ+ λ′)j = λj + λ
′
j pour tout j ≥ 1.
Une partition est une suite finie de´croissante d’entiers positifs ou nuls. On identifie
comme ci-dessus deux partitions qui ne diffe`rent que par des termes nuls. Pour une
partition λ = (λ1, ..., λr) et pour un entier i ≥ 1, on note multλ(i) le nombre d’indices j
tels que λj = i. On note Jord(λ) l’ensemble des i ≥ 1 tels que multλ(i) > 0. Pour tout
N ∈ N, on note P(N) l’ensemble des partitions λ telles que S(λ) = N et on note P2(N)
l’ensemble des couples (α, β) de partitions telles que S(α) + S(β) = N . On ordonne les
e´le´ments de P(N) de la fac¸on usuelle : λ ≤ λ′ si et seulement si Sk(λ) ≤ Sk(λ′) pour
tout k ∈ N. On de´finit la re´union λ ∪ λ′ de deux partitions λ et λ′ : pour tout entier
i ≥ 1, multλ∪λ′(i) = multλ(i) +multλ′(i).
Soit λ une partition. Pour tout i ∈ N, on note J(i) l’ensemble des j ≥ 1 tels que λj = i.
Si i = 0, on conside`re que J(0) est l’intervalle infini {l(λ)+1, ...}. Pour i ∈ Jord(λ), J(i)
est non vide. On note jmin(i), resp. jmax(i), le plus petit, resp. grand, e´le´ment de J(i).
On pose jmin(0) = l(λ) + 1.
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On note WN le groupe de Weyl d’un syste`me de racines de type BN ou CN , avec
la convention W0 = {1}. On note sgn le caracte`re signature usuel de WN et sgnCD le
caracte`re dont le noyau est le sous-groupe WDN d’un syste`me de racines de type DN .
Les repre´sentations irre´ductibles de WN sont parame´tre´es par P2(N). Pour (α, β) ∈
P2(N), on note ρ(α, β) la repre´sentation parame´tre´e par (α, β). Les repre´sentations
irre´ductibles de WDN sont presque parame´tre´es par le quotient de P2(N) par la relation
d’e´quivalence (α, β) ≡ (β, α). ”Presque” parce qu’un couple de la forme (α, α) parame`tre
deux repre´sentations irre´ductibles.
Pour tout ensemble E, on note C[E] le C-espace vectoriel de base E. Pour tout groupe
fini W , on note Wˆ l’ensemble des classes d’e´quivalence de repre´sentations irre´ductibles
de W . En identifiant une repre´sentation a` son caracte`re, C[Wˆ ] est aussi l’espace des
fonctions de W dans C qui sont invariantes par conjugaison.
1.2 L’espace R
On fixe pour tout l’article un entier n ≥ 1. On note Γ l’ensemble des quadruplets
γ = (r′, r′′, N+, N−) tels que
r′ ∈ N, r′′ ∈ Z, N+ ∈ N, N− ∈ N, r
′2 + r′ +N+ + r
′′2 +N− = n.
Pour un tel γ, on pose R(γ) = C[WˆN+ ]⊗ C[WˆN−]. On pose
R = ⊕γ∈ΓR(γ).
On de´finit un endomorphisme ϕ 7→ sgn ⊗ ϕ de R de la fac¸on suivante. Il respecte
chaque sous-espace R(γ). Pour γ comme ci-dessus, pour ρ+ ∈ WˆN+ et ρ
− ∈ WˆN−, on
pose sgn⊗ (ρ+ ⊗ ρ−) = (ρ+ ⊗ sgn, ρ− ⊗ sgn).
On a de´fini en [7] 1.10 un endomorphisme ρι. Puisqu’il est essentiel a` nos construc-
tions, rappelons sa de´finition. Soit γ = (r′, r′′, N+, N−) ∈ Γ et ϕ ∈ R(γ). Posons
N = N+ +N−. L’e´le´ment ρι(ϕ) appartient a`
⊕N1,N2∈N,N1+N2=NR(r
′, (−1)r
′
r′′, N1, N2).
Soit δ = (r′, (−1)r
′
, N1, N2) ∈ Γ. De´crivons la composante ρι(ϕ)δ de ρι(ϕ) dans R(δ).
On de´finit un quadruplet d’entiers a = (a+1 , a
−
1 , a
+
2 , a
−
2 ) par les formules suivantes :
a = (0, 0, 0, 1) si 0 < r′′ ≤ r′ ou si r′′ = 0 et r′ est pair ;
a = (0, 0, 1, 0) si −r′ ≤ r′′ < 0 ou si r′′ = 0 et r′ est impair ;
a = (0, 1, 0, 0) si r′ < r′′ ;
a = (1, 0, 0, 0) si r′′ < −r′.
Notons N l’ensemble des quadruplets N = (N+1 , N
−
1 , N
+
2 , N
−
2 ) d’entiers positifs ou
nuls tels que
N+ = N+1 +N
+
2 , N
− = N−1 +N
−
2 , N1 = N
+
1 +N
−
1 , N2 = N
+
2 +N
−
2 .
Pour un tel quadruplet, posonsWN =WN+
1
×WN−
1
×WN+
2
×WN−
2
. Ce groupe se plonge de
fac¸on e´vidente dans WN1 ×WN2 , resp. WN+ ×WN−, et ces plongements sont bien de´finis
a` conjugaison pre`s. On a donc des foncteurs de restriction res
W
N+
×W
N−
WN
et d’induction
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ind
WN1×WN2
WN
. On note sgnaCD le caracte`re deWN qui est le produit tensoriel des caracte`res
sgn
a+
1
CD, sgn
a−
1
CD, sgn
a+
2
CD, sgn
a−
2
CD sur chacun des facteurs de WN. Alors
ρι(ϕ)δ =
∑
N∈N
ind
WN1×WN2
WN
(
sgnaCD ⊗ res
W
N+
×W
N−
WN
(ϕ)
)
.
1.3 Correspondance de Springer ge´ne´ralise´e
Soit N ∈ N. On a de´fini l’ensemble Psymp(2N) dans l’introduction. La correspon-
dance de Springer ge´ne´ralise´e dans le cas symplectique est une bijection de Psymp(2N)
sur l’ensemble des couples (k, ρ) ou`
k ∈ N et k(k + 1) ≤ 2N ;
ρ ∈ WˆN−k(k+1)/2.
Pour (λ, ǫ) ∈ Psymp(2N), on note (kλ,ǫ, ρλ,ǫ) le couple qui lui correspond et on pose
Nλ,ǫ = N − kλ,ǫ(kλ,ǫ+ 1)/2. Rappelons comment on calcule kλ,ǫ. On note i1 > ... > it les
entiers i ∈ Jordbp(λ) tels que multλ(i) soit impair. On pose
M = |{h = 1, ..., t; h est pair et ǫih = −1}| − |{h = 1, ..., t; h est impair et ǫih = −1}|.
Alors, d’apre`s [6] XI.3, on a
(1) kλ,ǫ = 2M si M ≥ 0, kλ,ǫ = −2M − 1 si M < 0.
On de´finit une autre repre´sentation ρλ,ǫ du meˆme groupe WNλ,ǫ, cf. [7] 5.1. En gros,
ρλ,ǫ est l’action de WNλ,ǫ sur un sous-espace de´termine´ par ǫ de l’espace de cohomologie
de plus haut degre´ d’une certaine varie´te´ alge´brique, tandis que ρλ,ǫ est l’action de WNλ,ǫ
sur un sous-espace analogue de la somme de tous les espaces de cohomologie de cette
varie´te´.
Soit (λ+, ǫ+, λ−, ǫ−) ∈ Irrquad(2n). Pour ζ = ±, posons 2nζ = S(λζ), kζ = kλζ ,ǫζ ,
N ζ = nζ − kζ(kζ + 1)/2. On de´finit des entiers r′ ∈ N, r′′ ∈ Z par les formules suivantes
si k+ ≡ k− mod 2Z, r′ = k
++k−
2
, r′′ = k
+−k−
2
;
si k+ 6≡ k− mod 2Z et k+ > k−, r′ = k
+−k−−1
2
, r′′ = k
++k−+1
2
;
si k+ 6≡ k− mod 2Z et k+ < k−, r′ = k
−−k+−1
2
, r′′ = −k
++k−+1
2
.
Le quadruplet γ = (r′, r′′, N+, N−) appartient a` Γ. Puisque R(γ) = C[WˆN+ ] ⊗
C[WˆN− ], on peut identifier ρλ+,ǫ+ ⊗ρλ−,ǫ− a` un e´le´ment de R(γ), a fortiori a` un e´le´ment
de R. Dans la suite ρλ+,ǫ+ ⊗ ρλ−,ǫ− de´signera cet e´le´ment.
Pour M ∈ N, on note Porth(M) l’ensemble des partitions orthogonales de M . Pour
une telle partition λ, on note Jordbp(λ) l’ensemble des entiers impairs i ≥ 1 tels que
multλ(i) > 0. On note P
orth(M) l’ensemble des couples (λ, ǫ) ou` λ ∈ Porth(M) et
ǫ ∈ {±1}Jord
bp(λ)/{±1}, le groupe {±1} s’envoyant diagonalement dans {±1}Jord
bp(λ).
Soit N ∈ N. La correspondance de Springer ge´ne´ralise´e dans le cas orthogonal impair
est une bijection de Porth(2N + 1) sur l’ensemble des couples (k, ρ) tels que
k ∈ N, k est impair et k2 ≤ 2n+ 1 ;
ρ ∈ WˆN−(k2−1)/2.
On note (kλ,ǫ, ρλ,ǫ) le couple associe´ a` (λ, ǫ) ∈ Porth(2N + 1). On note Porth(2N +
1)k=1 le sous-ensemble des (λ, ǫ) ∈ Porth(2N + 1) tels que kλ,ǫ = 1.
La correspondance de Springer ge´ne´ralise´e dans le cas orthogonal pair est une bijec-
tion entre Porth(2N) et l’ensemble des couples (k, ρ) tels que
k ∈ N, k est pair et k2 ≤ 2n ;
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si k > 0, ρ ∈ WˆN−k2/2 ;
si k = 0, ρ est une classe d’e´quivalence dans WˆN−k2/2, deux repre´sentations irre´ductibles
ρ′ et ρ′′ e´tant ici e´quivalentes si et seulement si ρ′ = ρ′′ ou ρ′ = ρ′′ ⊗ sgnCD.
On note (kλ,ǫ, ρλ,ǫ) le couple associe´ a` (λ, ǫ) ∈ Porth(2N). On note Porth(2N)k=0 le
sous-ensemble des (λ, ǫ) ∈ Porth(2N) tels que kλ,ǫ = 0. Quand kλ,ǫ = 0, ρλ,ǫ n’est qu’une
classe d’e´quivalence comme on vient de le dire. Autrement dit, ρλ,ǫ est parame´tre´e par un
couple (α, β) ∈ P2(N) a` l’ordre pre`s. Si α = β, on pose ρ
+
λ,ǫ = ρ
−
λ,ǫ = ρ(α, β). Si α 6= β,
on choisit α et β de sorte que α > β pour l’ordre lexicographique. On pose ρ+λ,ǫ = ρ(α, β)
et ρ−λ,ǫ = ρ(β, α).
1.4 Caracte´risation du front d’onde
On a introduit les groupes Giso et Gan. Pour ♯ = iso ou an, on note Irrtunip,♯ l’en-
semble des classes d’isomorphismes de repre´sentations admissibles irre´ductibles de G♯(F )
qui sont tempe´re´es et de re´duction unipotente. On note Irrtunip la re´union disjointe de
Irrtunip,iso et Irrtunip,an. On a de´fini en [8] 1.5 un espace Rpar et une application line´aire
Rep : C[Irrtunip]→Rpar. A la suite de Lusztig, on a de´fini en [5] 3.16 deux isomorphismes
Rep : R → Rpar et k : R → Rpar. On note F l’automorphisme de R tel que Rep◦F = k.
C’est une involution sur le calcul de laquelle nous reviendrons en 2.5. Pour π ∈ Irrtunip, on
note κπ l’e´le´ment de R tel que k(κπ) = Res(π). Soient n1, n2 ∈ N et ρ1 ∈ Wˆn1 , ρ2 ∈ Wˆn2 .
Le quadruplet γ = (0, 0, n1, n2) appartient a` Γ et on a R(γ) = C[Wˆn1 ]⊗C[Wˆn2 ]. Notons
κπ(γ) la composante de κπ dans R(γ). C’est une combinaison line´aire de repre´sentations
irre´ductibles avec des coefficients complexes. On note mπ(ρ1, ρ2) le coefficient de ρ1 ⊗ ρ2
dans cette combinaison line´aire.
On pose sgniso = 1, sgnan = −1. Soit ♯ = iso ou an, soit π ∈ Irrtunip,♯, soient
n1, n2 ∈ N tels que n1 + n2 = n et soient (µ1, η1) ∈ Porth(2n1 + 1)k=1 et (µ2, η2) ∈
Porth(2n2)k=0. Comme cas particulier de la de´finition ci-dessus, pour ζ = ±, on de´finit
les ”multiplicite´s” mπ(ρµ1,η1 ⊗ sgn, ρ
ζ
µ2,η2 ⊗ sgn). On pose
Mπ(µ1, η1;µ2, η2) = mπ(ρµ1,η1 ⊗ sgn, ρ
+
µ2,η2
⊗ sgn) + sgn♯mπ(ρµ1,η1 ⊗ sgn, ρ
−
µ2,η2
⊗ sgn).
Proposition. Soient ♯ = iso ou an, π ∈ Irrtunip,♯ et µ ∈ Porth(2n + 1). Alors π admet
un front d’onde parame´tre´ par µ si et seulement si les deux conditions suivantes sont
ve´rifie´es.
(i) Soient n1, n2 ∈ N tels que n1 + n2 = n et n2 ≥ 1 si ♯ = an. Soient (µ1, η1) ∈
Porth(2n1 + 1)k=1 et (µ2, η2) ∈ P
orth(2n2)k=0. Supposons Mπ(µ1, η1;µ2, η2) 6= 0. Alors
µ1 ∪ µ2 ≤ µ.
(ii) Il existe n1, n2 ∈ N tels que n1 + n2 = n et n2 ≥ 1 si ♯ = an et il existe
(µ1, η1) ∈ Porth(2n1 + 1)k=1 et (µ2, η2) ∈ Porth(2n2)k=0 tels que Mπ(µ1, η1;µ2, η2) 6= 0
et µ1 ∪ µ2 = µ.
Cf. [9] 3.7. Les notations de cette re´fe´rence e´taient le´ge`rement diffe´rente, les mul-
tiplicite´s e´taient dans certains cas divise´es par 2 mais cela ne change e´videmment pas
l’e´nonce´. D’autre part, dans [9], la repre´sentation π e´tait d’une forme particulie`re, mais
cela n’e´tait utilise´ que pour de´crire explicitement la fonction κπ dans le paragraphe 3.8
de loc. cit., cela n’intervient pas a` ce point.
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1.5 Les repre´sentations π(λ+, ǫ+, λ−, ǫ−)
Soit (λ+, ǫ+, λ−, ǫ−) ∈ Irrquad(2n). En utilisant une construction de Lusztig, on a
de´fini en [8] 1.3 la repre´sentation π(λ+, ǫ+, λ−, ǫ−). Sa parame´trisation de Langlands a e´te´
rappele´e rapidement dans l’introduction. C’est une repre´sentation admissible, irre´ductible
et tempe´re´e de G♯(F ), ou` l’indice ♯ est de´termine´ par la formule
(1) sgn♯ = (
∏
i∈Jordbp(λ+)
ǫ+(i)multλ+ (i))(
∏
i∈Jordbp(λ−)
ǫ−(i)multλ− (i)),
cf. 1.3 pour la de´finition de sgn♯. Notons D l’involution de Aubert-Zelevinski. Elle per-
mute les repre´sentations admissibles irre´ductibles de G♯(F ). On a l’e´galite´
(2) Res ◦D(π(λ+, ǫ+, λ−, ǫ−)) = Rep ◦ ρι(ρλ+,ǫ+ ⊗ ρλ−,ǫ−),
cf. [8] proposition 1.11.
L’espace Rpar est somme directe finie d’espaces vectoriels ayant pour base les classes
d’e´quivalence de repre´sentations irre´ductibles et unipotentes de groupes finis de la forme
SO(2n′+1;Fq)×O(2n′′;Fq), avec des notations compre´hensibles. Chacun de ces espaces
est muni d’involutions du meˆme type queD. L’espaceRpar est ainsi muni d’une involution
Dpar et on a prouve´ en [8] 1.7 l’e´galite´ Res ◦D = Dpar ◦Res. Montrons que l’on a aussi
(3) Dpar ◦Rep(ϕ) = Rep(sgn⊗ ϕ) pour tout ϕ ∈ R.
Preuve. Fixons γ = (r′, r′′, N1, N2) ∈ Γ, ρ1 ∈ WˆN1 , ρ2 ∈ WˆN2 et conside´rons l’e´le´ment
ϕ = ρ1 ⊗ ρ2 ∈ R(γ). D’apre`s Lusztig, le couple (r′, ρ1) parame`tre une repre´sentation
irre´ductible π1 d’un groupe fini SO(2n1 + 1,Fq), ou` n1 = N1 + r
′2 + r′ et Fq est le corps
re´siduel de F . De meˆme, le couple (r′′, ρ2) parame`tre une repre´sentation irre´ductible π2
d’un groupe fini SO(2n2,Fq), ou` n2 = N2 + r
′′2 (c’est la forme de´ploye´e du groupe si
r′′ est pair, non de´ploye´e si r′′ est impair). Le terme Rep(ϕ) n’est autre que π1 ⊗ π2.
On de´finit usuellement une involution du groupe de Grothendieck des repre´sentations
de longueur finie de tels groupes finis (cf. [1] 8.2 dans le cas d’un groupe connexe et
[2] 3.10 dans le cas non connexe). C’est une somme alterne´e de compose´s de foncteurs
de restriction et d’induction. D’apre`s notre de´finition de [8] 1.7, Dpar(π1 ⊗ π2) est le
produit tensoriel des images de π1 et π2 par ces involutions multiplie´es par des signes
de sorte que ces images soient des repre´sentations irre´ductibles. D’autre part, pour tout
m ∈ N, on de´finit une involution DWm de C[Wˆm] par une formule analogue : c’est une
somme alterne´e de compose´s de foncteurs de restriction et d’induction, cf. [3] corollaire
1. Les parame´trages (r′, ρ1) 7→ π1 et (r′′, ρ2) 7→ π2 e´tant compatibles en un sens plus
ou moins e´vident aux foncteurs de restriction et d’induction, Dpar(π1 ⊗ π2) est e´gal a`
l’image par Rep de ±DWN1 (ρ1) ⊗ DWN2 (ρ2), le signe e´tant choisi de sorte que ce terme
soit le produit tensoriel de deux repre´sentations irre´ductibles. D’apre`s [3] corollaire 1, on
a DWm(ρ) = ±ρ ⊗ sgn pour tout m ∈ N et tout ρ ∈ Wˆm. Donc D
par(π1 ⊗ π2) est e´gal a`
l’image par Rep de (ρ1 ⊗ sgn)⊗ (ρ2 ⊗ sgn), c’est-a`-dire de sgn⊗ ϕ. Cela prouve (3).
Il est clair d’apre`s sa de´finition que l’endomorphisme ρι commute a` la tensorisation
ϕ 7→ sgn⊗ ϕ. Alors la formule (2) se transforme en
Res ◦ π(λ+, ǫ+, λ−, ǫ−) = Rep ◦ ρι((ρλ+,ǫ+ ⊗ sgn)⊗ (ρλ−,ǫ− ⊗ sgn)).
En utilisant l’e´galite´ Rep = k ◦ F , on obtient finalement l’e´galite´
(4) κπ(λ+,ǫ+,λ−,ǫ−) = F ◦ ρι((ρλ+,ǫ+ ⊗ sgn)⊗ (ρλ−,ǫ− ⊗ sgn)).
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2 Symboles, partitions spe´ciales, dualite´
2.1 Symboles
Pour un couple Λ = (X, Y ) de sous-ensembles finis de N, on de´finit le rang rg(Λ) et
le de´faut def(Λ) par
rg(Λ) = S(X) + S(Y )− [(|X|+ |Y | − 1)2/4],
ou` [.] de´signe la partie entie`re,
def(Λ) = sup(|X| − |Y |, |Y | − |X|).
On de´finit une relation d’e´quivalence entre couples de sous-ensembles finis de N, en-
gendre´e par (X, Y ) ∼ (X ′, Y ′), ou`
X ′ = {x+ 1; x ∈ X} ∪ {0}, Y ′ = {y + 1, y ∈ Y } ∪ {0}.
Le rang et le de´faut sont constants sur toute classe d’e´quivalence. On appelle symbole
de de´faut impair une classe d’e´quivalence de couples Λ = (X, Y ) tels que |X| > |Y | et
def(Λ) est impair. On appelle symbole de de´faut pair une classe d’e´quivalence de couples
Λ = (X, Y ) tels que def(Λ) est pair (dans le cas pair, on n’impose pas |X| ≥ |Y |).
Soit m ∈ N. On note Sm,imp l’ensemble des classes d’e´quivalence de symbole de
de´faut impair et de rang m. Pour Λ ∈ Sm,imp, on pose r(Λ) = (def(Λ)− 1)/2. On note
Sm,pair l’ensemble des classes d’e´quivalence de symbole de de´faut pair et de rang m. Pour
Λ = (X, Y ) ∈ Sm,pair, on pose r(Λ) = (|X| − |Y |)/2. On a def(Λ) = 2|r(Λ)|.
Remarque. La de´finition que l’on utilise ici des symboles de de´faut pair est diffe´rente
de celle de [9] 1.2 ou` l’on avait identifie´ les couples (X, Y ) et (Y,X).
Notons Σm,imp l’ensemble des triplets (r, α, β) ou` r ∈ N, α et β sont des partitions
et r2 + r + S(α) + S(β) = m. Remarquons que, puisque les couples de partitions (α, β)
ve´rifiant la relation pre´ce´dente parame`trent les repre´sentations irre´ductibles deWm−r2−r,
on peut identifier Σm,imp a` l’ensemble des couples (r, ρ), ou` r ∈ N ve´rifie r2 + r ≤ m et
ρ ∈ Wˆm−r2−r. On de´finit une application symb : Σm,imp → Sm,imp de la fac¸on suivante.
Soit (r, α, β) ∈ Σm,imp. On suppose que β a a termes pour un entier a ≥ 0 et que α en
a a + 2r + 1. On pose X = α + {a + 2r, a + 2r − 1, ..., 0}, Y = β + {a− 1, a− 2, ..., 0},
Λ = (X, Y ). Alors, symb(r, α, β) = Λ. Remarquons que r = r(Λ). L’application symb
ainsi de´finie est une bijection de Σm,imp sur Sm,imp.
Notons Σm,pair l’ensemble des triplets (r, α, β) ou` r ∈ Z, α et β sont des partitions
et r2 + S(α) + S(β) = m. On peut identifier Σm,pair a` l’ensemble des couples (r, ρ), ou`
r ∈ Z ve´rifie r2 ≤ m et ρ ∈ Wˆm−r2 . On de´finit une application symb : Σm,pair → Sm,pair
de la fac¸on suivante. Soit (r, α, β) ∈ Σm,pair. On suppose que β a a termes et que α en a
a+2|r|. Si r ≥ 0, on pose X = α+{a+2r−1, a+2r−2, ..., 0}, Y = β+{a−1, a−2, ..., 0}.
Si r < 0, on pose X = β + {a− 1, a− 2, ..., 0}, Y = α+ {a+ 2|r| − 1, a− 2|r| − 2, ..., 0}.
On pose Λ = (X, Y ). Alors symb(r, α, β) = Λ. Remarquons que r = r(Λ). L’application
symb ainsi de´finie est une bijection de Σm,pair sur Sm,pair.
Posons
S = ⊕n′+n′′=nC[Sn′,imp]⊗ C[Sn′′,pair].
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D’apre`s la construction de 1.2, l’espace R s’identifie a`
⊕n′+n′′=nC[Σn′,imp]⊗ C[Σn′′,pair].
Des bijections symb ci-dessus se de´duisent donc un isomorphisme encore note´ symb :
R → S.
2.2 Partitions spe´ciales, cas symplectique
Soit m ∈ N. Une partition symplectique λ ∈ Psymp(2m) est dite spe´ciale si λ2j−1
et λ2j sont de meˆme parite´ pour tout j ≥ 1. On note Psymp,sp(2m) le sous-ensemble
des partitions spe´ciales. Soit λ une telle partition spe´ciale. Conside´rons l’ensemble des
e´le´ments i ∈ Jordbp(λ) tels que multλ(i) soit impair. S’il a un nombre pair d’e´le´ments,
on les note i1 > i2 > ... > it. S’il a un nombre impair d’e´le´ments, on les note i1 > i2 >
... > it−1 et on pose it = 0. Ainsi, t est toujours pair. On appelle intervalle de λ un
sous-ensemble de Jord(λ) ∪ {0} de l’une des formes suivantes
{i ∈ Jord(λ) ∪ {0}; i2h−1 ≥ i ≥ i2h} pour h = 1, ..., t/2 ;
{i} pour i ∈ Jordbp(λ) ∪ {0} tel qu’il n’existe pas de h = 1, ..., t/2 de sorte que
i2h−1 ≥ i ≥ i2h.
Parce que λ est spe´ciale, on voit que les intervalles sont forme´s d’entiers pairs. On
note ˜Int(λ) l’ensemble de ces intervalles. Il est ordonne´ de fac¸on naturelle : ∆ > ∆′ si et
seulement si i > i′ pour tous i ∈ ∆ et i′ ∈ ∆′. L’e´le´ment minimal est celui qui contient 0,
on le note ∆min et on pose Int(λ) = ˜Int(λ)− {∆min}. Pour ∆ ∈ ˜Int(λ), on note J(∆)
l’ensemble des j ≥ 1 tels que λj ∈ ∆. C’est un intervalle de N, qui est infini dans le
cas ∆ = ∆min. On note jmin(∆) le plus petit e´le´ment de J(∆) et, si ∆ 6= ∆min, on note
jmax(∆) le plus grand e´le´ment de J(∆). On ve´rifie que
{jmin(∆);∆ ∈ ˜Int(λ)} est l’ensemble des j ≥ 1 tels que j soit impair, λj soit pair et
λj−1 > λj, avec la convention λ0 =∞ ;
{jmax(∆);∆ ∈ Int(λ)} est l’ensemble des j ≥ 1 tels que j soit pair, λj soit pair et
λj > λj+1.
Par la correspondance de Springer, on associe a` (λ, 1) une repre´sentation irre´ductible
de Wm. Elle est parame´tre´e par un couple (α(λ), β(λ)). On note (X(λ), Y (λ)) ∈ Sm,imp
l’image de (0, α(λ), β(λ)) par l’application symb. C’est un symbole spe´cial, c’est-a`-dire
que |X(λ)| = |Y (λ)|+ 1 et, si on note X(λ) = (x1 > ... > xa+1), Y (λ) = (y1 > ... > ya),
on a x1 ≥ y1 ≥ x2 ≥ y2 ≥ ... ≥ xa ≥ ya ≥ xa+1. On appelle famille de λ l’ensemble des
symboles (X, Y ) ∈ Sm,imp tels que, quitte a` remplacer (X, Y ) et (X(λ), Y (λ)) par des
symboles e´quivalents, on ait
(1) X ∪ Y = X(λ) ∪ Y (λ), X ∩ Y = X(λ) ∩ Y (λ).
On note Fam(λ) la famille de λ. On montre que Sm,imp est la re´union disjointe des
Fam(λ) quand λ de´crit l’ensemble Psymp,sp(2m).
Soit λ ∈ Psymp,sp(λ). On montre qu’il y a une unique bijection croissante ∆ 7→ x∆ de
˜Int(λ) sur X(λ)−(X(λ)∩Y (λ)) et une unique bijection croissante ∆ 7→ y∆ de Int(λ) sur
Y (λ)− (X(λ) ∩ Y (λ)). A un symbole Λ = (X, Y ) ∈ Fam(λ), on associe deux e´le´ments
τ ∈ (Z/2Z)
˜Int(λ) et δ ∈ (Z/2Z)Int(λ) par les formules suivantes. On suppose les symboles
choisis de sorte que (1) soit ve´rifie´. Alors, pour ∆ ∈ ˜Int(λ), resp. ∆ ∈ Int(λ), on pose
τ(∆) = |{∆′ ∈ ˜Int(λ);∆′ ≥ ∆, x∆′ ∈ Y }|
+|{∆′ ∈ Int(λ);∆′ > ∆, y∆′ ∈ X}|
9
+r(Λ) mod 2Z;
resp.
δ(∆) = |{∆′ ∈ Int(λ);∆′ ≥ ∆, x∆′ ∈ Y }|
+|{∆′ ∈ Int(λ);∆′ ≥ ∆, y∆′ ∈ X}| mod 2Z.
Par cette construction, la famille Fam(λ) s’identifie a` l’ensemble des couples (τ, δ) ∈
(Z/2Z)
˜Int(λ) × (Z/2Z)Int(λ) tels que τ(∆min) = 0. On note Fam(λ) cet ensemble. Pour
(τ, δ) dans cet ensemble, provenant du symbole Λ, on pose r(τ, δ) = r(Λ).
2.3 Partitions spe´ciales, cas orthogonal impair
Soit m ∈ N. Une partition orthogonale λ ∈ Porth(2m + 1) est dite spe´ciale si λ2j
et λ2j+1 sont de meˆme parite´ pour tout j ≥ 1. Il en re´sulte que λ1 est impair. On
note Porth,sp(2m+ 1) le sous-ensemble des partitions spe´ciales. Soit λ une telle partition
spe´ciale. Les constructions du paragraphe pre´ce´dent s’appliquent. Par la correspondance
de Springer, on associe a` (λ, 1) une repre´sentation irre´ductible de Wm, puis un symbole
appartenant a` Sm,imp. Il est spe´cial. On de´finit la famille de λ, que l’on note Fam(λ).
On montre que Sm,imp est la re´union disjointe des Fam(λ) quand λ de´crit l’ensemble
Porth,sp(2m+ 1).
Remarquons que la conjonction des proprie´te´s e´nonce´es ici et dans le paragraphe
pre´ce´dent entraˆıne qu’il y a une bijection entre Psymp,sp(2m) et Porth,sp(2m + 1) : λ ∈
Psymp,sp(2m) correspond a` µ ∈ Porth,sp(2m + 1) si et seulement si Fam(λ) = Fam(µ).
En fait, nous utiliserons une autre bijection, la ”dualite´”, cf. 2.6.
2.4 Partitions spe´ciales, cas orthogonal pair
Soit m ∈ N. Une partition orthogonale λ ∈ Porth(2m) est dite spe´ciale si λ2j−1
et λ2j sont de meˆme parite´ pour tout j ≥ 1. On note Porth,sp(2m) le sous-ensemble
des partitions spe´ciales. Soit λ une telle partition spe´ciale. Conside´rons l’ensemble des
e´le´ments i ∈ Jordbp(λ) tels que multλ(i) soit impair. On les note i1 > i2 > ... > it.
L’entier t est force´ment pair. On appelle intervalle de λ un sous-ensemble de Jord(λ) de
l’une des formes suivantes
{i ∈ Jord(λ); i2h−1 ≥ i ≥ i2h} pour h = 1, ..., t/2 ;
{i} pour i ∈ Jordbp(λ) tel qu’il n’existe pas de h = 1, ..., t/2 de sorte que i2h−1 ≥ i ≥
i2h.
Parce que λ est spe´ciale, on voit que les intervalles sont forme´s d’entiers impairs. On
note Int(λ) l’ensemble de ces intervalles. Comme dans le cas symplectique, il est ordonne´
de fac¸on naturelle. Pour ∆ ∈ Int(λ), on definit J(∆), jmin(∆) et jmax(∆) comme dans
le cas symplectique. On ve´rifie que
{jmin(∆);∆ ∈ Int(λ)} est l’ensemble des j ≥ 1 tels que j soit impair, λj soit impair
et λj−1 > λj, avec la convention λ0 =∞ ;
{jmax(∆);∆ ∈ Int(λ)} est l’ensemble des j ≥ 1 tels que j soit pair, λj soit impair et
λj > λj+1.
Par la correspondance de Springer, on associe a` (λ, 1) une repre´sentation irre´ductible
de WDm . Elle est parame´tre´e par un couple (α(λ), β(λ)), qui n’est de´termine´ qu’a` l’ordre
pre`s. On impose que α(λ) ≥ β(λ) pour l’ordre lexicographique (s’il existe j tel que
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α(λ)j 6= β(λ)j, on a α(λ)j > β(λ)j pour le plus petit de ces entiers j). On note
(X(λ), Y (λ)) ∈ Sm,pair l’image de (0, α(λ), β(λ)) par l’application symb. C’est un sym-
bole spe´cial, c’est-a`-dire que |X(λ)| = |Y (λ)| et, si on note X(λ) = (x1 > ... > xa),
Y (λ) = (y1 > ... > ya), on a x1 ≥ y1 ≥ x2 ≥ y2 ≥ ... ≥ xa ≥ ya. On appelle famille
de λ l’ensemble des symboles (X, Y ) ∈ Sm,pair tels que, quitte a` remplacer (X, Y ) et
(X(λ), Y (λ)) par des symboles e´quivalents, on ait
(1) X ∪ Y = X(λ) ∪ Y (λ), X ∩ Y = X(λ) ∩ Y (λ).
On note Fam(λ) la famille de λ. On montre que Sm,pair est la re´union disjointe des
familles Fam(λ) quand λ de´crit l’ensemble Porth,sp(2m).
Soit λ ∈ Porth,sp(λ). On montre qu’il y a une unique bijection croissante ∆ 7→ x∆
de Int(λ) sur X(λ) − (X(λ) ∩ Y (λ)) et une unique bijection croissante ∆ 7→ y∆ de
Int(λ) sur Y (λ)− (X(λ)∩ Y (λ)). A un symbole Λ = (X, Y ) ∈ Fam(λ), on associe deux
e´le´ments τ, δ ∈ (Z/2Z)Int(λ) par les meˆmes formules qu’en 2.2 (a` ceci pre`s qu’un ˜Int(λ)
figurant dans ces dernie`res est remplace´ par Int(λ)). Par cette construction, la famille
Fam(λ) s’identifie a` l’ensemble des couples (τ, δ) ∈ (Z/2Z)Int(λ)× (Z/2Z)Int(λ). On note
Fam(λ) cet ensemble. Pour (τ, δ) dans cet ensemble, provenant du symbole Λ, on pose
r(τ, δ) = r(Λ). Si Int(λ) 6= ∅, on note ∆min son plus petit e´le´ment et on ve´rifie que
(2) δ(∆min) ≡ r(τ, δ) mod 2Z ;
si Int(λ) = ∅, Fam(λ) a un unique e´le´ment (∅, ∅) et on a r(∅, ∅) = 0.
2.5 L’involution de Lusztig
Soit m ∈ N. Soit λ ∈ Psymp,sp(2m). On note Λ(λ) = (X(λ), Y (λ)) le symbole spe´cial
associe´ a` λ. On repre´sente tout e´le´ment de la famille de λ par un symbole Λ = (X, Y )
ve´rifiant la condition 2.2(1). Soient Λ = (X, Y ), Λ′ = (X ′, Y ′) deux e´le´ments de Fam(λ).
On pose
< Λ,Λ′ >= r(Λ) + r(Λ′) + |X ∩X ′ ∩ Y (λ)|+ |Y ∩ Y ′ ∩X(λ)| mod 2Z.
Cela de´finit une application :
< ., . >: Fam(λ)× Fam(λ)→ Z/2Z.
On de´finit un automorphisme F de l’espace C[Fam(λ)] par la formule
F(Λ) = |Fam(λ)|−1/2
∑
Λ′∈Fam(λ)
(−1)<Λ,Λ
′>Λ′,
les symboles e´tant ici identifie´s aux e´le´ments de base de C[Fam(λ)]. On ve´rifie qu’il
est involutif. D’apre`s ce que l’on a dit en 2.2, l’espace C[Sm,imp] est somme directe des
sous-espaces C[Fam(λ)] quand λ de´crit Psymp,sp(2m). On note F l’automorphisme de
C[Sm,imp] qui est la somme directe des automorphismes de ces sous-espaces que l’on vient
de construire.
Pour λ ∈ Porth,sp(2m), on de´finit exactement de la meˆme fac¸on un automorphisme F
de C[Fam(λ)]. Puis, par somme directe, on en de´duit un automorphisme de C[Sm,pair].
Dans le cas orthogonal pair, on dispose d’une involution σ de Fam(λ) : si Λ = (X, Y ),
σ(Λ) = (Y,X). Pour Λ,Λ′ ∈ Fam(λ), on ve´rifie la formule
(1) < σ(Λ),Λ′ >≡ r(Λ′)+ < Λ,Λ′ > mod 2Z.
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Rappelons que
S = ⊕n′,n′′∈N,n′+n′′=nC[Sn′,imp]⊗ C[Sn′′,pair].
On a de´fini des automorphismes F de chacun des espaces qui interviennent ici. Par
produit tensoriel et sommation, on en de´duit un automorphisme F de S. On a de´fini en
2.1 un isomorphisme symb : R → S. Par celui-ci, on transporte l’automorphisme F de
S en un automorphisme F de R. C’est l’automorphisme de Lusztig introduit en 1.4.
2.6 Dualite´
Soit m ∈ N. On a introduit en 2.1 l’ensemble Σm,imp, que l’on voit ici comme un
ensemble de couples (r, ρ), ou` ρ ∈ Wˆm−r2−r. On de´finit une involution de cet ensemble
par (r, ρ) 7→ (r, ρ ⊗ sgn). Transportons-la en une involution de Sm,imp par la bijection
symb. On note d l’involution obtenue. Elle se calcule ainsi. Soit Λ = (X, Y ) ∈ Sm,imp.
Fixons un entier d plus grand que tous les termes de X et Y . Posons
X ′ = {d, ..., 0} − {d− y; y ∈ Y }, Y ′ = {d, ..., 0} − {d− x; x ∈ X}.
Alors d(Λ) = (X ′, Y ′). Cette formule montre que d conserve la de´composition en familles,
c’est-a`-dire que si Λ et Λ′ sont dans une meˆme famille, alors d(Λ) et d(Λ′) sont aussi
dans une meˆme famille. On de´finit une application appele´e dualite´ d : Psymp,sp(2m) →
Porth,sp(2m + 1) ou d : Porth,sp(2m + 1) → Psymp,sp(2m) par la condition Fam(d(λ)) =
d(Fam(λ)). Les deux applications sont inverses l’une de l’autre.
Ces dualite´s s’e´tendent en des applications d : Psymp(2m) → Porth,sp(2m + 1) ou
d : Porth(2m + 1) → Psymp,sp(2m). Rappelons la de´finition de la premie`re, celle de la
seconde e´tant similaire. Soit λ ∈ Psymp(2m). La correspondance de Springer associe au
couple (λ, 1) ∈ Psymp(2m) une repre´sentation ρλ,1 de Wm. Le couple (0, ρ) appartient
a` Σm,imp. Il existe une unique partition symplectique spe´ciale, que l’on note sp(λ), dont
la famille contient le symbole symb(0, ρ). En fait, on montre que sp(λ) est la plus petite
partition symplectique spe´ciale λ′ telle que λ ≤ λ′. On pose d(λ) = d(sp(λ)). Cette
dualite´ est de´croissante : λ ≤ λ′ entraˆıne d(λ′) ≤ d(λ).
On peut remplacer Σm,imp par Σm,pair dans la construction ci-dessus. On obtient
une dualite´ d qui est une involution de Porth,sp(2m). Celle-ci s’e´tend en une application
d : Porth(2m)→ Porth,sp(2m), qui est de´croissante.
2.7 Calcul de d(λ)
Soient m ∈ N et λ ∈ Psymp(2m). Pour i ∈ Jord(λ) ∪ {0}, notons J(i) l’ensemble des
indices j ≥ 1 tels que λj = i. C’est un intervalle de N−{0}, infini si i = 0. On notejmin(i)
son plus petit e´le´ment et, si i 6= 0, jmax(i) son plus grand e´le´ment. Conside´rons l’ensemble
des e´le´ments i de Jordbp(λ) tels que multλ(i) soit impaire. Comme en 2.2, si cet ensemble
a un nombre pair d’e´le´ments, on les note i1 > ... > it. S’il a un nombre impair d’e´le´ments,
on les note i1 > ... > it−1 et on pose it = 0. Pour h = 1, ...t, on ve´rifie que
jmin(ih) ≡ h mod 2Z et, si ih 6= 0, jmax(ih) ≡ h mod 2Z.
Conside´rons les e´le´ments de Jord(λ) ∪ {0} qui n’interviennent pas dans la suite
i1, ..., it, c’est-a`-dire les i ∈ Jord(λ) tels que multλ(i) soit pair et aussi 0 dans le
cas ou` it 6= 0. Notons J (λ) cet ensemble. On de´compose J (λ) en union disjointe
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J ′(λ) ⊔ J ′′(λ) : J ′′(λ) est l’ensemble des i ∈ J (λ) tels qu’il existe h = 1, ...t/2 de
sorte que i2h−1 > i > i2h ; J ′(λ) est son comple´mentaire. On ve´rifie que
pour i ∈ J ′(λ), jmin(i) est impair et, si i 6= 0, jmax(i) est pair ;
pour i ∈ J ′′(λ), jmin(i) est pair et, si i 6= 0, jmax(i) est impair.
Notons
P+(λ) l’ensemble des entiers impairs j ≥ 1 tels que λj est pair et λj−1 > λj , avec la
convention λ0 =∞ ;
P−(λ) l’ensemble des entiers pairs j ≥ 2 tels que λj est pair et λj > λj+1 ;
Q+(λ) l’ensemble des entiers pairs j ≥ 2 tels que λj est impair et λj−1 > λj ;
Q−(λ) l’ensemble des entiers impairs j ≥ 1 tels que λj est impair et λj > λj+1.
Ces ensembles sont disjoints. A l’aide des proprie´te´s pre´ce´dentes, on voit que
P+(λ) est l’ensemble des jmin(i) pour i = ih avec h impair, ou pour un e´le´ment pair
i ∈ J ′(λ) ;
P−(λ) est l’ensemble des jmax(i) pour i = ih avec h pair et ih 6= 0 ou pour un e´le´ment
pair non nul i ∈ J ′(λ) ;
Q+(λ) est l’ensemble des jmin(i) pour un e´le´ment impair i ∈ J ′′(λ) ;
Q−(λ) est l’ensemble des jmax(i) pour un e´le´ment impair i ∈ J ′′(λ).
Ces ensembles sont disjoints. Les e´le´ments de P+(λ) ∪ P−(λ) apparaissent presque
tous par paires. Un e´le´ment de P+(λ) de la forme jmin(i) pour i = ih avec h impair est
suivi de l’e´le´ment jmax(ih+1) ∈ P−(λ) sauf si ih+1 = 0. Un e´le´ment de P+(λ) de la forme
jmin(i) pour un e´le´ment pair i ∈ J ′(λ) est suivi de l’e´le´ment jmax(i) ∈ P−(λ) sauf si
i = 0. Le plus petit e´le´ment de P+(λ) est jmin(it−1) si it = 0 ou jmin(0) si it 6= 0. Il n’est
suivi d’aucun e´le´ment de P−(λ). Il en re´sulte que |P+λ)| = |P−(λ)|+1 et que, si on note
ces ensembles
P+(λ) = {p+1 < ... < p
+
a+1}, P
−(λ) = {p−1 < ... < p
−
a },
on a les relations
p+1 < p
−
1 < p
+
2 < p
−
2 < ... < p
+
a < p
−
a < p
+
a+1.
On voit de meˆme que |Q+(λ)| = |Q−(λ)| et que, si on note ces ensembles
Q+(λ) = {q+1 < ... < q
+
b }, Q
−(λ) = {q−1 < ... < q
−
b },
on a les relations
q+1 < q
−
1 < q
+
2 < q
−
2 < ... < q
+
b < q
−
b .
Remarquons que, pour j ∈ Q+(λ), on a λj = λj+1. En effet, λj est impair, doncmultλ(λj)
est pair. Mais on a aussi λj−1 > λj, d’ou` l’e´galite´ cherche´e. De meˆme, pour j ∈ Q
−(λ),
on a j ≥ 2 et λj−1 = λj .
De´finissons deux suites de nombres ζ(λ) = (ζ(λ)1, ζ(λ)2, ...) et s(λ) = (s(λ)1, s(λ)2, ...)
par les e´galite´s
ζ(λ)j =


1, si j ∈ P+(λ),
−1, si j ∈ P−(λ),
0, sinon ;
s(λ)(j) =


1, si j ∈ Q+(λ),
−1, si j ∈ Q−(λ),
0, sinon.
Lemme. (i) On a l’e´galite´ sp(λ) = λ+ s(λ) ;
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(ii) On a l’e´galite´ td(λ) = λ+ ζ(λ).
Preuve. Posons ν = λ + s(λ). Montrons que ν est une partition, c’est-a`-dire que
νj ≥ νj+1 pour tout j ≥ 1. Puisque le couple (νj , νj+1) s’obtient en ajoutant a` (λj , λj+1)
un couple qui appartient a` {−1, 0, 1} × {−1, 0, 1} et puisque λj ≥ λj+1, la conclusion
est claire sauf si le couple ajoute´ est (−1, 0), (0, 1) ou (−1, 1). Le premier cas se produit
seulement si j ∈ Q−(λ). Dans ce cas on a λj > λj+1 par de´finition de Q−(λ) et alors
λj − 1 ≥ λj+1. Le deuxie`me cas se produit seulement si j + 1 ∈ Q+(λ). Dans ce cas,
on a encore λj > λj+1 par de´finition de Q
+(λ) et alors λj ≥ λj+1 + 1. Le dernier cas se
produit quand j ∈ Q−(λ) et j + 1 ∈ Q+(λ). On a encore λj > λj+1 De plus, λj et λj+1
sont tous deux impairs. Donc λj ≥ λj+1 + 2. Alors λj − 1 ≥ λj+1 + 1.
L’e´galite´ des nombres d’e´le´ments de Q+(λ) et de Q−(λ) et la de´finition de s(λ) en-
traˆınent que S(ν) = 2n. Une partition µ de 2n est symplectique et spe´ciale si et seulement
si, pour tout entier j ≥ 1 impair, µj et µj+1 sont de meˆme parite´ et, si ces nombres sont
impairs, alors ils sont e´gaux. Cela e´quivaut a` : pour tout j ≥ 1 impair, si µj ou µj+1
est impair, alors µj = µj+1. Montrons que ν ve´rifie cette condition. Soit un entier j ≥ 1
impair, supposons νj impair. L’entier j n’appartient pas a` Q
+(λ) car il est pair. Il n’ap-
partient pas a` Q−(λ) : sinon λj serait impair et νj = λj−1 serait pair. Donc s(λ)j = 0 et
νj = λj . Puisque j est impair, que λj = νj est impair et que j 6∈ Q−(λ), on a λj = λj+1.
Cette e´galite´ entraˆıne que j + 1 n’appartient pas a` Q+(λ). Il n’appartient pas non plus
a` Q−(λ) car j + 1 est pair. Donc s(λ)j+1 = 0, νj+1 = λj+1 et on conclut νj = νj+1. Une
preuve analogue montre que, si νj+1 est impair, on a νj = νj+1. Donc ν est symplectique
et spe´ciale.
Soit j ≥ 1. Par construction et d’apre`s la description des ensembles Q+(λ) et Q−(λ),
Sj(ν) = Sj(λ) sauf s’il existe un e´le´ment impair i ∈ J ′′(λ) tel que jmin(i) ≤ j < jmax(i).
S’il existe un tel i, on a Sj(ν) = Sj(λ)+1. Cela montre que λ ≤ ν. Soit µ ∈ Psymp,sp(2n)
telle que λ ≤ µ. On a Sj(λ) ≤ Sj(µ). Cela entraˆıne
(1) Sj(ν) ≤ Sj(µ),
sauf s’il existe i comme ci-dessus. Supposons qu’il existe un tel i et notons simplement
j+ = jmin(i), j
− = jmax(i). On a j
+ ∈ Q+(λ) et j− ∈ Q−(λ). Par de´finition de jmin(i),
on a λj+−1 > λj+. Les entiers λ1, ..., λj+−1 sont tous les entiers strictement supe´rieurs
a` λj+ = i qui interviennent dans λ, compte´s avec leurs multiplicite´s. Puisque λ est
symplectique, l’entier Sj+−1(λ) est pair. Puisque j
+ ∈ Q+(λ), j+ est pair et on sait que i
est impair. Donc Sj+(λ) = Sj+−1(λ)+i est impair et aussi Sj+(λ)+j
+. Puisque λj′ = i est
impair pour j′ ∈ {j+, ..., j}, on voit que Sj(λ)+j est aussi impair. Supposons j pair. Alors
Sj(λ) est impair. Or le fait que µ soit spe´ciale entraˆıne que Sj(µ) est pair. L’ine´galite´
Sj(λ) ≤ Sj(µ) est alors stricte et on conclut Sj(ν) = Sj(λ) + 1 ≤ Sj(µ). Supposons j
impair. On sait que j+ est pair et que j− est impair par de´finition des ensembles Q+(λ)
et Q−(λ). L’hypothe`se j ∈ {j+, ..., j− − 1} entraˆıne alors que j − 1 ∈ {j+, ..., j− − 1} et
j, j+1 ∈ {j++1..., j−− 1}. L’e´galite´ (1) est de´montre´e pour j− 1 et pour j+1 puisque
ces entiers sont pairs. D’ou`
Sj−1(ν) ≤ Sj−1(µ) et Sj+1(ν) ≤ Sj+1(µ).
De plus, puisque j et j+1 appartiennent tous deux a` {j++1..., j−−1}, on a νj = i = νj+1.
La seconde ine´galite´ ci-dessus se re´crit
Sj−1(ν) + 2i ≤ Sj−1(µ) + µj + µj+1.
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On additionne cette ine´galite´ avec la premie`re ine´galite´ ci-dessus et on obtient
Sj−1(ν) + i ≤ Sj−1(µ) + (µj + µj+1)/2.
Evidemment, (µj + µj+1)/2 ≤ µj , d’ou`
Sj−1(ν) + i ≤ Sj−1(µ) + µj.
Le membre de gauche est Sj(ν), celui de droite Sj(µ). Cela ache`ve de de´montrer (1).
L’ine´galite´ (1) signifie que ν ≤ µ. On a ainsi de´montre´ que ν e´tait la plus petite
partition symplectique spe´ciale µ telle que λ ≤ µ. Cette proprie´te´ caracte´rise sp(λ), ce
qui de´montre le (i) de l’e´nonce´.
Prouvons maintenant que
(2) ζ(λ) = ζ(ν) + s(λ).
Par de´finition de ces suites, cela e´quivaut aux e´galite´s
(3) P+(ν) = P+(λ) ∪Q−(λ), P−(ν) = P−(λ) ∪Q+(λ).
La premie`re e´galite´ concerne des indices j ≥ 1 impairs. Soit un tel j. Supposons
d’abord j ∈ P+(λ). On a νj = λj et ce terme est pair. On a de plus λj−1 > λj . Si j = 1,
on a trivialement νj−1 > νj et on conclut j ∈ P+(ν). Supposons j ≥ 2. Certainement,
j−1 6∈ Q−(λ) puisque j−1 est pair. Donc νj−1 ≥ λj−1, d’ou` νj−1 > νj . Alors j appartient
a` P+(ν). Supposons maintenant j ∈ Q−(λ). Alors νj = λj−1 et λj est impair, donc νj est
pair. Comme on l’a vu, l’hypothe`se j ∈ Q−(λ) entraˆıne λj−1 = λj . Comme ci-dessus, j−1
n’appartient pas a` Q−(λ) donc νj−1 ≥ λj−1 = λj > νj. D’ou` j ∈ P+(ν). Supposons enfin
que j ∈ P+(ν). En particulier νj est pair. Si λj est impair, on a ne´cessairement s(λ)j 6= 0
et, puisque j est impair, j appartient a` Q−(λ). Supposons λj pair. Alors s(λ)j est pair
donc nul. Si j = 1, on a trivialement λj−1 > λj et j appartient a` P
+(λ). Supposons
j ≥ 2. Puisque j ∈ P+(ν), on a νj−1 > νj , autrement dit λj−1 + s(λ)j−1 > λj . On n’a
pas j − 1 ∈ Q+(λ) car cette relation entraˆıne que λj−1 = λj est impair contrairement a`
l’hypothe`se. Donc s(λ)j−1 ≤ 0. L’ine´galite´ λj−1 + s(λ)j−1 > λj entraˆıne alors λj−1 > λj ,
donc j ∈ P+(λ). Cela de´montre la premie`re e´galite´ de (3). La seconde se de´montre de
fac¸on analogue. Cela prouve (3), d’ou` (2).
Dans le cas ou` λ est spe´ciale, on a de´fini l’ensemble d’intervalles ˜Int(λ). On voit que
P+(λ) est l’ensemble des jmin(∆) quand ∆ de´crit ˜Int(λ) et que P
−(λ) est l’ensemble
des jmax(∆) pour ∆ ∈ Int(λ). Alors ζ(λ) est la suite que l’on a de´finie en [9] 1.6. On a
de´montre´ dans cette re´fe´rence l’e´galite´ td(λ) = λ+ ζ(λ). Supprimons l’hypothe`se que λ
est spe´ciale. Par de´finition, d(λ) = d(sp(λ)). D’ou`
td(λ) =t d(sp(λ)) = sp(λ) + ζ(sp(λ)).
Puisque sp(λ) = ν = λ+ s(λ), l’e´galite´ (2) entraˆıne la deuxie`me assertion de l’e´nonce´. 
Soit maintenant λ ∈ Porth(2m). On de´finit P+(λ) et P−(λ) en e´changeant les condi-
tions de parite´ sur les λj . C’est-a`-dire
P+(λ) l’ensemble des entiers impairs j ≥ 1 tels que λj est impair et λj−1 > λj , avec
la convention λ0 =∞ ;
P−(λ) l’ensemble des entiers pairs j ≥ 2 tels que λj est impair et λj > λj+1.
Dans ce cas, on a |P+(λ)| = |P−(λ)|. On de´finit la suite ζ comme plus haut. Nous
aurons besoin de l’analogue du (ii) du lemme ci-dessus, mais seulement dans le cas ou` λ
est spe´ciale. C’est-a`-dire
(4) si λ ∈ Porth,sp(2m), on a td(λ) = λ+ ζ(λ).
Cf. [9] 1.7.
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3 Induction endoscopique
3.1 L’induite endoscopique de deux partitions spe´ciales
Soient n1, n2 ∈ N tels que n1 + n2 = n et soient λ1 ∈ Psymp,sp(2n1) et λ2 ∈
Porth,sp(2n2). Pour un indice j ≥ 1, on dit que λ1,j, resp. λ2,j , est de bonne parite´ si
λ1,j est pair, resp. λ2,j est impair. Notons
J+ l’ensemble des j ≥ 1 tels que j soit impair, λ1,j et λ2,j soient de bonne parite´ et
il existe d = 1, 2 de sorte que λd,j−1 > λd,j (avec toujours la convention λd,0 =∞) ;
J− l’ensemble des j ≥ 1 tels que j soit pair, λ1,j et λ2,j soient de bonne parite´ et il
existe d = 1, 2 de sorte que λd,j > λd,j+1.
On ve´rifie que |J+| = |J−| et que, si on note j+1 < ... < j
+
a les e´le´ments de J
+ et
j−1 < ... < j
−
a ceux de J
−, on a j+1 < j
−
1 < j
+
2 < ... < j
+
a < j
−
a . On de´finit une suite
ξ = (ξ1, ξ2, ...) de nombres entiers par ξj = 1 si j ∈ J+, ξj = −1 si j ∈ J− et ξj = 0 si
j 6∈ J+ ∪ J−. On pose
λ = λ1 + λ2 + ξ.
C’est une partition symplectique de 2n, appele´e l’induite endoscopique de λ1 et λ2.
Pour unifier les notations, on pose ˜Int(λ2) = Int(λ2). Pour d = 1, 2, posons Jd,min =
{jmin(∆);∆ ∈ ˜Int(λd)}, Jd,max = {jmax(∆);∆ ∈ Int(λd)}. On note J + = J1,min∩J2,min,
J − = J1,max ∩ J2,max,
J = J1,min ∪ J2,min ∪ J1,max ∪ J2,max ∪ {∞}.
Appelons intervalle relatif d’indices un sous-ensemble de N − {0} de l’une des formes
suivantes
(1) {j} pour j ∈ J + ∪ J − ;
(2) {j, ..., j′} ou` j et j′ sont deux e´le´ments conse´cutifs de J tels qu’il existe un unique
d = 1, 2 de sorte que {j, ..., j′} ⊂ J(∆) pour un ∆ ∈ ˜Int(λd).
Pour un intervalle relatif d’indices J , on pose D(J) = {λj; j ∈ J}. On appelle in-
tervalle de λ relatif a` (λ1, λ2) un sous-ensemble de Jord(λ) ∪ {0} de la forme D(J). On
note ˜Intλ1,λ2(λ) l’ensemble de ces intervalles relatifs. On montre qu’ils sont disjoints,
forme´s de nombres pairs et que ˜Intλ1,λ2(λ) est une partition de Jord
bp(λ) ∪ {0}. Pour
un intervalle relatif D, on note J(D) l’intervalle relatif d’indices J tel que D = D(J).
Les intervalles relatifs sont ordonne´s de fac¸on naturelle : D > D′ si et seulement si i > i′
pour tous i ∈ D, i′ ∈ D′. L’intervalle minimal est celui qui contient 0, on le note Dmin et
on pose Intλ1,λ2(λ) = ˜Intλ1,λ2(λ)−{Dmin}. Pour D ∈ ˜Intλ1,λ2(λ), on note jmin(D), resp.
jmax(D), le plus petit, resp. grand, e´le´ment de J(D) (on conside`re que jmax(Dmin) =∞).
Montrons que
(3) pour tout j ∈ J , il existe un unique intervalle relatifD tel que j ∈ {jmin(D), jmax(D)}.
Preuve. L’unicite´ est claire puisque, quand D parcourt ˜Intλ1,λ2(λ), les J(D) sont
disjoints. Pour j = ∞, on a j = jmax(Dmin). Soit j ∈ J diffe´rent de ∞. Supposons par
exemple j pair, le cas j impair e´tant similaire. La de´finition de J et cette hypothe`se de
parite´ impose qu’il existe d = 1, 2 et ∆d ∈ Int(λd) de sorte que j = jmax(∆d). Pour fixer
la notation, on suppose qu’il en est ainsi pour d = 1. L’ensemble des j′ ∈ J tels que
j′ < j n’est pas vide : il contient jmin(∆1). Notons j
− le plus grand de ces e´le´ments. On
a donc jmin(∆1) ≤ j− et {j−, ..., j} est contenu dans J(∆1). Si {j−, ..., j} n’est contenu
dans J(∆2) pour aucun ∆2 ∈ ˜Int(λ2), il existe par de´finition des intervalles relatifs un
tel intervalle D tel que J(D) = {j−, ..., j} et on a j = jmax(D). Supposons qu’il existe
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un ∆2 ∈ ˜Int(λ2) de sorte que {j
−, ..., j} ⊂ J(∆2). Si j = jmax(∆2), alors, par de´finition
des intervalles relatifs, il existe un tel intervalle D tel que {j} = J(D) et on conclut.
Supposons j < jmax(∆2). On note j
+ le plus petit e´le´ment de J qui soit strictement
supe´rieur a` j. Comme pre´ce´demment, on a j+ ≤ jmax(∆2), d’ou` {j, ..., j+} ⊂ J(∆2). S’il
existait ∆′1 ∈ ˜Int(λ1) ve´rifiant {j, ..., j
+} ⊂ J(∆′1), on aurait ∆
′
1 = ∆1 puisque j ∈ J(∆1)
et aussi jmax(∆
′
1) ≥ j
+ > j. Cela contredit l’hypothe`se j = jmax(∆1). Un tel ∆
′
1 n’existe
donc pas et, par de´finition des intervalles relatifs, il existe un tel intervalle D tel que
J(D) = {j, ..., j+}. Alors j = jmin(D). 
On de´finit une fonction χλ1,λ2 :
˜Intλ1,λ2(λ) → Z/2Z de la fac¸on suivante. Soit D ∈
˜Intλ1,λ2(λ). Si |J(D)| = 1, χλ1,λ2(D) = 0. Si |J(D)| ≥ 2, J(D) est de la forme (2) ci-
dessus et cette relation nous fournit un indice d ∈ {1, 2}. On note χλ1,λ2 l’image de d
dans Z/2Z. Remarquons que l’on a χλ1,λ2(Dmin) = 0.
On de´finit l’ensemble P+λ1,λ2(λ) forme´ des jmin(D) qui sont impairs, pour D ∈
˜Intλ1,λ2
et l’ensemble P−λ1,λ2 forme´s des jmax(D) qui sont pairs, pour D ∈ Intλ1,λ2(λ). On de´finit
une suite ζλ1,λ2(λ) = (ζλ1,λ2(λ)1, ζλ1,λ2(λ)2, ...) par ζλ1,λ2(λ)j = 1 si j ∈ P
+
λ1,λ2
(λ), ζλ1,λ2(λ)j =
−1 si j ∈ P−λ1,λ2(λ), ζλ1,λ2(λ)j = 0 si j 6∈ P
+
λ1,λ2
(λ) ∪ P−λ1,λ2(λ).
Lemme. On a l’e´galite´ ζ(λ1) + ζ(λ2) = ζλ1,λ2(λ) + ξ.
Preuve. Restreignons-nous d’abord a` l’ensemble des j ≥ 1 impairs. Alors les fonctions
ci-dessus sont les fonctions caracte´ristiques des ensembles P+(λ1), P
+(λ2), Pλ1,λ2(λ) et
J+. Il s’agit donc de prouver les e´galite´s
(4) P+(λ1) ∪ P+(λ2) = P
+
λ1,λ2
(λ) ∪ J+ ;
(5) P+(λ1) ∩ P
+(λ2) = P
+
λ1,λ2
(λ) ∩ J+.
Rappelons que, puisque λd est spe´ciale pour d = 1, 2, P
+(λd) est l’ensemble des
jmin(∆d) pour ∆d ∈ Int(λd). Conside´rons un j appartenant a` l’ensemble de gauche
de (4). Pour fixer la notation, supposons j ∈ P+(λ1). Alors j = jmin(∆1) pour un
∆1 ∈ Int(λ1), en particulier j appartient a` l’ensemble J . Si λ2,j est impair, j appartient
a` J+ par de´finition de cet ensemble. Supposons λ2,j pair. Soit j
+ le plus petit e´le´ment du
sous-ensemble des e´le´ments de l’ensemble J qui sont strictement supe´rieurs a` j. Ce sous-
ensemble contenant jmax(∆1) (ou il convient ici de conside´rer que jmax(∆1,min) = ∞),
j+ existe et on a j+ ≤ jmax(∆1). L’ensemble {j, ..., j
+} est contenu dans J(∆1) mais,
puisque λ2,j est de mauvaise parite´, il n’existe pas de ∆2 ∈ Int(λ2) tel que {j, ..., j+} soit
contenu dans J(∆2). Par de´finition {j, ..., j+} est alors e´gal a` J(D) pour un intervalle
relatif D et on a j = jmin(D). Donc j ∈ P
+
λ1,λ2
(λ). Inversement, conside´rons un j qui
appartient a` l’ensemble de droite de (4). Si j ∈ J+, il est par de´finition de la forme
jmin(∆d) pour un d = 1, 2 et un ∆d ∈ Int(λd). C’est-a`-dire j ∈ P
+(λd). Supposons
j ∈ P+λ1,λ2(λ). Alors j = jmin(D) pour un D ∈
˜Intλ1,λ2(λ). Par de´finition des intervalles
relatifs, j appartient a` J . Puisque j est impair, j est force´ment de la forme jmin(∆d)
pour un d = 1, 2 et un ∆d ∈ ˜Int(λd). C’est-a`-dire j ∈ P
+(λd). Cela prouve (4).
Soit j ∈ P+(λ1) ∩ P+(λ2). Alors, pour d = 1, 2, j est de la forme jmin(∆d) pour
un ∆d ∈ Int(λd). En particulier, λd,j est de la bonne parite´. Par de´finition de J+, on a
j ∈ J+. Cela implique que λj est pair. Donc il existe un intervalle relatif D ∈ ˜Intλ1,λ2(λ)
tel que j ∈ J(D). Si j = 1, on a force´ment j = jmin(D) et j ∈ P
+
λ1,λ2
(λ). Supposons
j ≥ 2. Pour d = 1, 2, l’hypothe`se j = jmin(∆d) implique que {j − 1, j} n’est contenu
dans J(∆′d) pour aucun ∆
′
d ∈ Int(λd). Par de´finition des intervalles relatifs, {j − 1, j}
n’est donc contenu dans J(D′) pour aucun D′ ∈ ˜Intλ1,λ2(λ). En particulier j−1 6∈ J(D),
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d’ou` j = jmin(D) et j ∈ P
+
λ1,λ2
(λ). Inversement, soit j ∈ P+λ1,λ2(λ) ∩ J
+. Par de´finition
de J+, λ1,j et λ2,j sont de bonne parite´ et il existe d = 1, 2 et ∆d ∈ Int(λd) de sorte que
j = jmin(∆d). Pour fixer la notation, on suppose que ce d est e´gal a` 1. Donc j ∈ P+(λ1).
L’hypothe`se que λ2,j est de bonne parite´ implique qu’il existe ∆2 ∈ Int(λ2) de sorte que
j ∈ J(∆2). Supposons d’abord que tous les e´le´ments de J soient supe´rieurs ou e´gaux
a` j. Dans ce cas, j = jmin(∆2) et j ∈ P
+(λ2). Supposons maintenant qu’il existe des
e´le´ments de J strictement infe´rieurs a` j, notons j− le plus grand d’entre eux. L’hypothe`se
j ∈ P+λ1,λ2(λ) signifie que j = jmin(D) pour un intervalle relatif D. Donc {j
−, ..., j} n’est
de la forme J(D′) pour aucun D′ ∈ ˜Intλ1,λ2(λ). Les entiers j
− et j sont deux e´le´ments
conse´cutifs de J . Ces deux proprie´te´s et la de´finition des intervalles relatifs entraˆınent
que le nombre de d pour lesquels il existe ∆′d ∈ Int(λd) tel que {j
−, ..., j} ⊂ J(∆′d) est
pair. Pour d = 1, il n’existe pas de tel ∆′1 car j = jmin(∆1). Donc il n’existe pas non
plus de tel ∆′2. En particulier {j
−, ..., j} 6⊂ J(∆2). Puisque {jmin(∆2), ..., j} ⊂ J(∆2),
cela entraˆıne j− < jmin(∆2), et, puisque jmin(∆2) ∈ J , la de´finition de j− entraˆıne
j ≤ jmin(∆2), d’ou` force´ment j = jmin(∆2). Donc j ∈ P+(λ2). Cela prouve (5).
Un raisonnement analogue vaut en se restreignant a` l’ensemble des entiers pairs j ≥ 2.
Cela prouve le lemme. 
On dit que λ1 et λ2 induisent re´gulie`rement λ si et seulement si ˜Intλ1,λ2(λ) est la
partition la plus fine de Jordbp(λ) ∪ {0}, c’est-a`-dire si et seulement si tout intervalle
relatif est re´duit a` un seul e´le´ment. Dans ce cas, χλ1,λ2 est de´finie sur Jord
bp(λ)∪ {0} et
on a χλ1,λ2(0) = 0.
3.2 Une proposition d’existence
Soient n ∈ N et λ ∈ Psymp(2n). Fixons une fonction χ : Jordbp(λ) ∪ {0} → Z/2Z
telle que χ(i) = 0 pour tout i ∈ Jordbp(λ) tel que multλ(i) = 1 et telle que χ(0) = 0.
Proposition. Il existe n1, n2 ∈ N tels que n1 + n2 = n et il existe λ1 ∈ Psymp,sp(2n1) et
λ2 ∈ Porth,sp(2n2) tels que
(i) λ1 et λ2 induisent re´gulie`rement λ ;
(ii) d(λ1) ∪ d(λ2) = d(λ) ;
(iii) χλ1,λ2 = χ.
La preuve est identique a` celle de [9] 1.11. On la refait car, dans cette re´fe´rence, on
avait beˆtement suppose´ que tous les termes de λ e´taient pairs. On utilise les notations
de 2.7.
Preuve. Notons J+ l’ensemble des j ≥ 1 tels que j soit impair, λj soit pair et λj >
λj+1. Notons J
− l’ensemble des j ≥ 2 tels que j et λj soient pairs et λj−1 > λj. On voit que
J+ est l’ensemble des jmax(i) pour i = ih avec h impair ou pour i ∈ J ′′(λ)∩Jordbp(λ). De
meˆme, J− est l’ensemble des jmin(i) pour i = ih avec h pair ou pour i ∈ J ′′(λ)∩Jordbp(λ).
On en de´duit que J+ et J− ont le meˆme nombre d’e´le´ments et que, si on note J+ = {j+1 <
... < j+c } et J
− = {j−1 < ... < j
−
c }, on a
j+1 < j
−
1 < j
+
2 < j
−
2 < .... < j
+
c < j
−
c .
On note r = (r1, r2, ...) la suite de nombres de´finie par rj = 1 si j ∈ J+, rj = −1 si j ∈ J−
et rj = 0 si j 6∈ J
+ ∪ J−.
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Soit d ∈ {1, 2}. Pour j ≥ 1, disons que j et j + 1 sont d-lie´s si et seulement si l’une
des conditions suivantes est ve´rifie´e :
(1)(a) λj = λj+1 est pair et χ(λj) = d+ 1 (c’est-a`-dire χ(λj) ≡ d+ 1 mod 2Z) ;
(1)(b) j ∈ J+ ;
(1)(c) j + 1 ∈ J− ;
(1)(d) λj et λj+1 sont impairs et λj ∈ J
′′.
Remarquons que cette dernie`re condition e´quivaut a`
(1)(d’) λj et λj+1 sont impairs et λj+1 ∈ J ′′.
En effet, si (1)(d) est ve´rifie´e, on a ih > λj > ih+1 pour un h impair. Alors ih > λj+1 ≥
ih+1. Mais λj+1 6= ih+1 puisque λj+1 est impair et ih+1 est pair. Donc ih > λj+1 > ih+1 et
λj+1 ∈ J ′′. La re´ciproque est similaire.
Pour deux entiers 1 ≤ j ≤ j′, disons qu’ils sont d-lie´s si et seulement si k et k + 1
sont d-lie´s pour tout k = j, ..., j′ − 1. C’est une relation d’e´quivalence et les classes sont
des intervalles de N − {0}, e´ventuellement infinis. On note I˜ntd l’ensemble des classes
d’e´quivalence ayant au moins deux e´le´ments. Pour I ∈ I˜ntd, on note jmin(I), resp.
jmax(I), le plus petit, resp. grand, e´le´ment de I (avec jmax(I) =∞ si I est infini). Pour
d = 1, 2 de´finissons une fonction pd : N− {0} → Z/2Z par pd(j) = 1 s’il existe I ∈ I˜ntd
tel que j ∈ I, pd(j) = 0 sinon. Montrons que
(2) l’ensemble I˜ntd est fini ; il contient un e´le´ment infini si et seulement si d = 1 ;
on note Int1 l’ensemble I˜nt1 prive´ de cet e´le´ment infini et on pose Int2 = I˜nt2 ;
(3) pour I ∈ I˜ntd, jmin(I) est impair et jmax(I) est pair ou infini ;
(4) pour j ≥ 1, on a
p1(j) + p2(j) =


2, si j ∈ J+ ∪ J−;
1, si λj est pair et j 6∈ J+ ∪ J−;
0, si λj est impair et λj ∈ J
′(λ);
2, si λj est impair et λj ∈ J ′′(λ);
(5) J+ est e´gal a` l’ensemble des j ≥ 1 tels que p1(j) = p2(j) = 1 et qu’il existe d = 1, 2
et un e´le´ment de I ∈ Intd de sorte que j = jmin(I) ;
(6) J− est e´gal a` l’ensemble des j ≥ 1 tels que p1(j) = p2(j) = 1 et qu’il existe d = 1, 2
et un e´le´ment de I ∈ Intd de sorte que j = jmax(I).
Soit l(λ) le plus grand entier l tel que λl > 0. Parce que χ(0) = 0, on voit que,
pour j > l(λ), j et j + 1 sont 1-lie´s mais pas 2-lie´s. Donc {l(λ) + 1, ...} est contenu
dans un intervalle infini I1,min ∈ I˜nt1 tandis que, pour j ≥ l(λ) + 2, {j} est une classe
d’e´quivalence pour la 2-liaison et j n’est pas contenu dans un e´le´ment de Int2. Cela
prouve (2).
Soit I ∈ I˜ntd. On pose simplement j = jmin(I). Montrons que j est impair. C’est
e´vident si j = 1. On suppose j ≥ 2. Par de´finition, j et j + 1 sont d-lie´s tandis que
j − 1 et j ne le sont pas. Si (1)(b) ou (1)(c) est ve´rifie´e, j est trivialement impair.
Supposons ve´rifie´e (1)(a). On n’a pas λj−1 = λj : sinon ces entiers seraient pairs, on
aurait χ(λj−1) = χ(λj) = d+ 1 et j − 1 et j ve´rifieraient l’analogue de (1)(a) et seraient
d-lie´s. Donc λj−1 > λj. Alors j est impair ou appartient a` J
−. Or cette dernie`re relation
est exclue car elle entraˆıne que j−1 et j ve´rifient l’analogue de (1)(c) et sont d-lie´s. Donc
j est impair. Supposons maintenant que (1)(d) soit ve´rifie´e. Supposons d’abord que λj−1
est impair. Alors j − 1 et j ve´rifient l’analogue de (1)(d’) et sont d-lie´s, ce qui n’est pas
le cas. Donc λj−1 est pair et λj−1 > λj . Alors j − 1 est pair ou j − 1 ∈ J+. Or cette
dernie`re relation est exclue car elle entraˆıne que j − 1 et j ve´rifient l’analogue de (1)(b)
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et sont d-lie´s. donc j − 1 est pair et j est impair. Cela montre que jmin(I) est impair.
Une preuve analogue montre que jmax(I) est pair s’il n’est pas infini. Cela prouve (3).
Soit j ∈ J+. Alors (1)(b) est ve´rifie´ et j et j + 1 sont d-lie´s pour d = 1, 2. Donc
p1(j) = p2(j) = 1. Soit maintenant j ∈ J−. Alors j est pair donc diffe´rent de 1. L’analogue
de (1)(c) pour le couple (j − 1, j) est ve´rifie´e et j− 1 et j sont d-lie´s pour d = 1, 2. Donc
p1(j) = p2(j) = 1. Supposons maintenant λj pair mais j 6∈ J
+ ∪ J−. Supposons par
exemple j impair, le cas ou` j est pair se traitant de fac¸on analogue. Puisque j 6∈ J+, on a
λj = λj+1. Les entiers j et j+1 sont d-lie´s pour l’unique d tel que χ(λj) = d+1. Pour ce
d, pd(j) = 1. Soit d
′ l’autre e´le´ment de {1, 2}. On doit prouver que j n’appartient a` aucun
e´le´ment de I˜ntd′ . On vient de voir que j et j+1 ne sont pas d
′-lie´s. Si j appartenait a` un
e´le´ment I′ ∈ I˜ntd′ , cet intervalle serait fini et j serait e´gal a` jmax(I′). Mais alors j serait
pair d’apre`s (3), contrairement a` l’hypothe`se. Supposons maintenant λj impair, j impair
et λj ∈ J ′(λ). Cette dernie`re condition implique d’apre`s 2.7 que jmax(λj) est pair, donc
j < jmax(λj), donc λj+1 = λj . Pour d = 1, 2, les conditions (1)(a), (1)(b) et (1)(c) ne
sont pas ve´rifie´es : elles imposent que λj ou λj+1 est pair. La condition (1)(d) ne l’est
pas puisque λj ∈ J ′(λ). Donc j et j + 1 ne sont pas d-lie´s. Si j = 1, j n’appartient donc
a` aucun e´le´ment de I˜ntd. Si j > 1, les analogues des conditions (1)(a) et (1)(c) pour le
couple (j−1, j) ne sont pas ve´rifie´es : elles imposent que λj est pair. L’analogue de (1)(b)
n’est pas ve´rifie´e : elle impose j − 1 impair donc j pair. L’analogue de (1)(d’) n’est pas
ve´rifie´e puisque λj ∈ J ′(λ). Donc j−1 et j ne sont pas d-lie´s. Donc pd(j) = 0. Supposons
maintenant λj impair, j pair et j ∈ J ′(λ). Cette dernie`re condition implique d’apre`s 2.7
que jmin(λj) est impair, donc jmin(λj) < j, donc λj−1 = λj . Des arguments analogues a`
ceux ci-dessus montrent que, pour d = 1, 2, pd(j) = 0. Supposons enfin que λj est impair
et que j ∈ J ′′(λ). Puisque multλ(λj) est paire, on a λj−1 = λj ou λj+1 = λj. Dans le
premier cas, j − 1 et j ve´rifient l’analogue de (1)(d’) et sont d-lie´s pour tout d. Dans le
deuxie`me cas, j et j + 1 ve´rifient (1)(d) et sont d-lie´s pour tout d. Donc pd(j) = 1 pour
tout d. Cela de´montre (4).
Soit j ∈ J+. D’apre`s (4), on a p1(j) = p2(j) = 1, c’est-a`-dire que, pour tout d, il existe
Id ∈ I˜ntd tel que j ∈ Id. Si j = 1, on a force´ment j = jmin(Id) pour tout d. Supposons
j > 1. On veut montrer que j = jmin(Id) pour au moins un d, autrement dit que j − 1
et j ne sont pas d-lie´s pour au moins un d. Les analogues pour de couple (j − 1, j) des
conditions (1)(b) et (1)(c) ne sont pas ve´rifie´es : elles impliquent que j est pair, alors
que j est impair puisque j ∈ J+. L’analogue de (1)(d) n’est pas ve´rifie´e, puisque λj est
pair. Donc j − 1 et j ne sont d-lie´s que si l’analogue de (1)(a) est ve´rifie´e. Mais cette
analogue ne peut eˆtre ve´rifie´e que pour un unique d. Cela de´montre que J+ est contenu
dans l’ensemble de´crit en (5). Inversement, soit j ≥ 1, supposons que p1(j) = p2(j) = 1
et qu’il existe d = 1, 2 et un e´le´ment de I ∈ I˜ntd de sorte que j = jmin(I). Autrement
dit, ou bien j = 1, ou bien il existe d tel que j − 1 et j ne sont pas d-lie´s. D’apre`s (3), j
est impair. D’apre`s (4), on a soit j ∈ J+ ∪ J−, soit λj est impair et λj ∈ J ′′(λ). Dans le
premier cas, l’imparite´ de j entraˆıne j ∈ J+, ce que l’on veut prouver. Supposons donc
que λj est impair et λj ∈ J ′′(λ). D’apre`s 2.7, cette condition entraˆıne que jmin(λj) est
pair, donc jmin(λj) < j et λj−1 = λj. Alors j − 1 et j ve´rifient l’analogue de (1)(d’)
et sont d-lie´s. Cela contredit l’hypothe`se. On a ainsi prouve´ (5). La preuve de (6) est
similaire.
La relation (3) entraˆıne
(7) pd(j) = pd(j + 1) si j est impair.
La de´finition de r et l’assertion (4) entraˆınent
(8) rj ≡ p1(j) + p2(j) + 1 + λj mod 2Z.
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On va montrer qu’il existe des suites d’entiers positifs ou nuls λ1 et λ2 ve´rifiant les
conditions suivantes, pour tout j ≥ 1 :
(9) λ1,j + λ2,j + rj = λj ;
(10) pour d = 1, 2, λd,j ≡ d+ pd(j) mod 2Z ;
(11) pour d = 1, 2, on a
(a) λd,j = λd,j+1 si j est pair, pd(j) = 1 et il n’existe pas de I ∈ Intd tel que
j = jmax(I) ou si j est impair et pd(j) = 0 ;
(b) λd,j > λd,j+1 si j est pair et il existe I ∈ Intd tel que j = jmax(I) (la condition
que j est pair est redondante d’apre`s (3)) ;
(c) λd,j ≥ λd,j+1 si j est impair et pd(j) = 1 ou si j est pair et pd(j) = 0.
On raisonne par re´currence descendante sur j. Pour j ≥ l(λ) + 2, on pose λ1,j =
λ2,j = 0. On a vu dans la preuve de (2) que j e´tait contenu dans I1,min mais dans aucun
e´le´ment de Int2. Donc p1(j) = 1 et p2(j) = 0. De plus, j n’appartient pas a` J
+∪J− donc
rj = 0. On voit alors que toutes les conditions ci-dessus sont ve´rifie´es.
On fixe j et on suppose que l’on a fixe´ des termes λ1,j′, λ2,j′ pour j
′ > j de sorte que les
conditions ci-dessus soient ve´rifie´es pour ces j′. Pour d = 1, 2, on pose λd,j = λd,j+1+ ed,
avec ed ∈ Z. Les conditions ci-dessus se traduisent en termes de ces entiers ed. L’analogue
de (9) e´tant ve´rifie´e pour j + 1, cette condition (9) se traduit par
(12) e1 + e2 = λj − λj+1 + rj+1 − rj.
De meˆme, la condition (10) se traduit par
(13) ed ≡ pd(j) + pd(j + 1) mod 2Z.
Remarquons que, si (12) est ve´rifie´e, la relation (8) entraˆıne
e1 + e2 ≡ p1(j) + p1(j + 1) + p2(j) + p2(j + 1) mod 2Z.
Donc (13) est ve´rifie´e pour un d si et seulement si elle l’est pour les deux d.
La condition (11) se traduit par ed = 0 dans le cas (a), ed > 0 dans le cas (b) et ed ≥ 0
dans le cas (c). Remarquons que, dans le cas (a), la condition ed = 0 est compatible avec
(13), autrement dit pd(j) = pd(j+1). En effet, si j est impair, cette relation est toujours
vraie d’apre`s (5). Si j est pair, la condition (11)(a) impose que j et j+1 sont d-lie´s donc
pd(j) = pd(j + 1) = 1.
Supposons la condition (11)(a) ve´rifie´e pour un d, disons pour d = 1. On n’a pas le
choix pour e1 : on pose e1 = 0. La condition (12) impose e2 = λj − λj+1 + rj+1 − rj.
Comme on vient de le dire, la condition (13) est ve´rifie´e pour d = 1. Elle l’est donc aussi
pour d = 2. Il reste a` ve´rifier les conditions provenant de (11) pour d = 2.
Supposons j impair. Supposons d’abord que la condition (11)(a) soit ve´rifie´e pour
d = 2, auquel cas on doit ve´rifier que e2 = 0. La condition (11)(a) pour j impair est
que pd(j) = 0. Cette condition est ve´rifie´e pour d = 1, 2. D’apre`s (4), λj est impair et
λj ∈ J ′(λ). D’apre`s 2.7, jmax(λj) est pair, donc j < jmax(λj) et λj = λj+1. Evidemment,
j, j +1 6∈ J+ ∪ J−, donc rj = rj+1 = 0. Alors e2 = λj − λj+1+ rj+1− rj = 0. La condition
(11)(b) n’est pas ve´rifie´e pour d = 2 puisque j est impair. Supposons la condition (11)(c)
ve´rifie´e pour d = 2. On doit alors prouver que e2 ≥ 0. Puisque j est impair, cette
condition est que p2(j) = 1. On a aussi p1(j) = 0 puisque (11)(a) est ve´rifie´e pour d = 1.
D’apre`s (7), on a aussi p1(j + 1) = 0 et p2(j + 1) = 1. Alors, d’apre`s (4), ni j, ni j + 1
n’appartiennent a` J+ ∪ J−. Donc rj = rj+1 = 0. Donc e2 = λj − λj+1 ≥ 0.
Supposons plutoˆt j pair. Supposons d’abord que la condition (11)(a) soit ve´rifie´e pour
d = 2, auquel cas on doit ve´rifier que e2 = 0. Pour j pair, la condition (11)(a) pour d est
que pd(j) = 1 et qu’il n’existe pas de I ∈ Intd tel que j = jmax(I). Cette condition est
ve´rifie´e pour d = 1, 2. D’apre`s (4), on a soit j ∈ J+∪J−, soit λj est impair et λj ∈ J ′′(λ).
Dans le premier cas, la parite´ de j impose j ∈ J−. Mais alors la relation (6) implique
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l’existence de d et de I ∈ Intd tels que j = jmax(I), contrairement aux hypothe`ses.
Supposons donc que λj soit impair et que λj ∈ J ′′(λ). D’apre`s 2.7, jmax(λj) est impair,
donc j < jmax(λj) et λj = λj+1. Evidemment, j, j + 1 6∈ J+ ∪ J−, donc rj = rj+1 = 0.
Alors e2 = λj − λj+1+ rj+1− rj = 0. Supposons maintenant ve´rifie´e la condition (11)(b)
pour d = 2. On doit prouver que e2 > 0. La condition est que p2(j) = 1 et qu’il existe
I ∈ Int2 tel que j = jmax(I). On a aussi p1(j) = 1 puisque (11)(a) est ve´rifie´e pour
d = 1. D’apre`s (6), on a j ∈ J−. Cela entraˆıne rj = −1. Puisque j + 1 est impair, on
a j + 1 6∈ J− donc rj+1 ≤ 0. Alors e2 = λj − λj+1 + rj+1 − rj ≥ λj − λj+1 + 1 > 0.
Supposons enfin ve´rifie´e la condition (11)(c) pour d = 2, autrement dit p2(j) = 0. On
doit ve´rifier que e2 ≥ 0. Puisque p1(j) = 1, on a λj pair et j 6∈ J+ ∪ J− d’apre`s (4). Le
meˆme raisonnement que dans le cas j impair s’applique et on conclut e2 ≥ 0.
On peut maintenant supposer que la condition (11)(a) n’est ve´rifie´e pour aucun d.
Supposons la condition (11)(b) ve´rifie´e pour d = 1. On choisit pour e1 le plus petit entier
strictement positif ve´rifiant la relation (13). On a e1 = 1 ou 2. La condition re´sultant de
(11)(b) pour d = 1 est e1 > 0, elle est ve´rifie´e. On pose e2 = λj − λj+1 + rj+1 − rj − e1.
Comme pre´ce´demment, il reste seulement a` prouver que e2 ve´rifie les conditions re´sultant
de (11) pour d = 2. On a exclu la condition (11)(a). Supposons que la condition (11)(b)
soit ve´rifie´e pour d = 2. On doit montrer que e2 > 0. Les conditions (11)(b) sont
ve´rifie´es pour d = 1, 2, c’est-a`-dire que j est pair et qu’il existe Id ∈ Intd de sorte que
j = jmax(Id). Autrement dit, pd(j) = 1 mais j et j + 1 ne sont pas d-lie´s. D’apre`s (6),
on a j ∈ J−, donc λj est pair. Si λj+1 = λj , j et j + 1 ve´rifient (1)(a) pour un d et sont
d-lie´s contrairement a` l’hypothe`se. Donc λj > λj+1. Puisque j ∈ J
−, on a aussi rj = −1.
Le nombre j + 1 est impair donc n’appartient pas a` J−, d’ou` rj+1 ≥ 0. On voit alors
que e2 = λj − λj+1 + rj+1 − rj − e1 est strictement positif sauf si les trois conditions
suivantes sont ve´rifie´es : λj = λj+1 + 1, rj+1 = 0 et e1 = 2. Supposons ces conditions
ve´rifie´es. Puisque p1(j) = 1 et e1 = 2, la condition (13) pour d = 1, qui est ve´rifie´e
par de´finition de e1, implique p1(j + 1) = 1. Puisque λj = λj+1 + 1, λj+1 est impair.
Puisque rj+1 = 0, la relation (8) implique que p2(j + 1) = 1. Alors, pour d = 1, 2, j + 1
appartient a` un e´le´ment I′d ∈ I˜ntd. Puisque j et j + 1 ne sont pas d-lie´s, on a force´ment
j + 1 = jmin(I
′
d). D’apre`s (5), cela entraˆıne j + 1 ∈ J
+. Donc rj+1 = 1 contrairement a`
l’hypothe`se. Cette contradiction conclut. Supposons maintenant que la condition (11)(c)
soit ve´rifie´e pour d = 2. On doit montrer que e2 ≥ 0. On a toujours la condition (11)(b)
pour d = 1, c’est-a`-dire que j est pair, que p1(j) = 1 mais que j et j + 1 ne sont pas
1-lie´s. La condition (11)(c) pour d = 2 dit que p2(j) = 0. Alors j et j + 1 ne sont pas
non plus 2-lie´s. D’autre part, la relation (4) entraˆıne que λj est pair et que j 6∈ J
+ ∪ J−.
D’ou` rj = 0. On ne peut pas avoir λj = λj+1 sinon la relation (1)(a) serait ve´rifie´e pour
un d et j et j + 1 seraient d-lie´s, ce qui n’est pas le cas. On n’a pas j + 1 ∈ J− puisque
j + 1 est impair. Donc rj+1 ≥ 0. On voit alors que e2 = λj − λj+1 + rj+1 − rj − e1 est
positif ou nul sauf si les meˆmes conditions que ci-dessus sont ve´rifie´es : λj = λj+1 + 1,
rj+1 = 0 et e1 = 2. Ces conditions sont exclues par le meˆme raisonnement que ci-dessus.
D’ou` e2 ≥ 0.
Il nous reste a` traiter le cas ou` (11)(c) est ve´rifie´e pour d = 1, 2. On choisit pour
e1 le plus petit entier positif ou nul ve´rifiant la relation (13). On a e1 = 0 ou 1. La
condition re´sultant de (11)(c) pour d = 1 est e1 ≥ 0, elle est ve´rifie´e. On pose e2 =
λj − λj+1 + rj+1 − rj − e1. Comme pre´ce´demment, il reste seulement a` prouver que e2
ve´rifie la condition re´sultant de (11)(c) pour d = 2, c’est-a`-dire e2 ≥ 0.
Supposons d’abord j impair. Les conditions (11)(c) pour d = 1, 2 disent que p1(j) =
p2(j) = 1. D’apre`s (7), on a aussi p1(j + 1) = p2(j + 1) = 1. La relation (13) pour d = 1
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implique e1 = 0. Si ni j, ni j + 1 n’appartiennent a` J
+ ∪ J−, on a rj = rj+1 = 0 et
e2 = λj − λj+1 ≥ 0. Si un seul des e´le´ments j et j + 1 appartiennent a` J+ ∪ J−, on a par
parite´ j ∈ J+ et j+1 6∈ J+∪J−, ou j+1 ∈ J− et j 6∈ J+∪J−. Alors rj+1−rj = −1. Mais
l’hypothe`se j ∈ J+ ou j+1 ∈ J− implique λj > λj+1. Alors e2 = λj−λj+1−1 ≥ 0. Enfin
supposons que j et j + 1 appartiennent tous deux a` J+ ∪ J−. La parite´ impose j ∈ J+
et j + 1 ∈ J−. Alors rj+1 − rj = −2. Mais les hypothe`ses j ∈ J
+ et j + 1 ∈ J− imposent
non seulement λj > λj+1 mais aussi que λj et λj+1 sont pairs. Donc λj ≥ λj+1+2. Alors
e2 = λj − λj+1 − 2 ≥ 0.
Supposons maintenant j pair. Les conditions (11)(c) pour d = 1, 2 disent que p1(j) =
p2(j) = 0. D’apre`s (4), λj est impair donc rj = 0. On n’a pas j+1 ∈ J− puisque j+1 est
impair. Donc rj+1 ≥ 0. On voit alors que e2 = λj−λj+1+ rj+1− e1 est positif ou nul sauf
si les trois conditions suivantes sont ve´rifie´es : λj = λj+1, rj+1 = 0 et e1 = 1. Supposons
ces conditions ve´rifie´es. D’apre`s (13) pour d = 1, on a p1(j + 1) = 1. Puisque λj = λj+1,
λj+1 est impair. L’e´galite´ rj+1 = 0 et la relation (8) entraˆınent alors p2(j + 1) = 1. Pour
d = 1, 2, j + 1 appartient donc a` un e´le´ment Id ∈ I˜ntd. Puisque pd(j) = 0, j et j + 1 ne
sont pas d-lie´s, donc j+1 = jmin(Id). Mais alors, (5) nous dit que j+1 appartient a` J
+,
donc rj+1 = 1 contrairement a` l’hypothe`se. Cette contradiction conclut. Cela ache`ve la
preuve de l’existence de nos suites λ1 et λ2.
Fixons donc de telles suites λ1 et λ2. La condition (11) entraˆıne que ce sont des
partitions, c’est-a`-dire qu’elles sont de´croissantes. Montrons que
(14) il existe des entiers positifs ou nuls n1 et n2 tels que n1 + n2 = n, que λ1
appartienne a` Psymp,sp(2n1) et que λ2 appartienne a` P
orth,sp(2n2).
Si les deux dernie`res conditions sont ve´rifie´es, on a force´ment n1+n2 = n. En effet, la
relation (9) implique que S(λ1)+S(λ2)+S(r) = S(λ) et on a S(r) = 0. Pour prouver les
deux dernie`res conditions, on doit prouver que, pour d = 1, 2 et k ≥ 1, les termes λd,2k−1
et λd,2k sont de meˆme parite´ et que, quand cette parite´ est celle de d, on a λd,2k−1 = λd,2k.
La premie`re condition re´sulte de (10) et (7). Si λd,2k−1 ≡ d mod 2Z, la condition (10)
impose pd(2k − 1) = 0. Alors les conditions de (11)(a) sont ve´rifie´es pour j = 2k − 1,
d’ou` λd,2k−1 = λd,2k. Cela prouve (14).
Graˆce a` (14), on de´finit comme en 3.1 les ensembles d’intervalles ˜Int(λ1), ˜Int(λ2),
les ensembles J+ et J− et la fonction ξ. Montrons que
(15) on a {J(∆);∆ ∈ ˜Int(λd)} = I˜ntd pour d = 1, 2 ; on a J+ = J+, J− = J− et
ξ = r.
Soit d = 1, 2. La re´union des J(∆) quand ∆ de´crit ˜Int(λd) est l’ensemble des j ≥ 1
tels que λd,j soit de bonne parite´. D’apre`s (10), c’est l’ensemble des j ≥ 1 tels que
pd(j) = 1. Cet ensemble d’indices est donc de´coupe´ de deux fac¸ons en intervalles : les
J(∆) pour ∆ ∈ ˜Int(λd) et les I ∈ I˜ntd. Pour prouver que ces de´coupages co¨ıncident,
il suffit de prouver que les ensembles d’e´le´ments maximaux de ces intervalles co¨ıncident
(en admettant ici que l’e´le´ment maximal d’un intervalle infini est ∞). C’est-a`-dire qu’il
suffit de prouver l’e´galite´
{jmax(∆);∆ ∈ ˜Int(λd)} = {jmax(I); I ∈ I˜ntd}.
L’infini intervient dans les deux ensembles pour d = 1 et n’intervient dans aucun d’eux
pour d = 2 (d’apre`s (2) pour l’ensemble de droite). On e´limine ces termes. Pour j ≥ 1,
j n’intervient dans ces ensembles que si j est pair (d’apre`s (3) pour celui de droite) et
λd,j ≡ d + 1 mod 2Z autrement dit pd(j) = 1. Supposons ces conditions ve´rifie´es. Alors
j intervient dans l’ensemble de gauche si et seulement si λd,j > λd,j+1. Si j intervient
dans l’ensemble de droite, la condition (11)(b) est ve´rifie´e et l’ine´galite´ pre´ce´dente l’est
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aussi. Si j n’intervient pas dans l’ensemble de droite, la condition (11)(a) est ve´rifie´e
et l’ine´galite´ pre´ce´dente ne l’est pas. Cela de´montre l’e´galite´ de ces ensembles, d’ou` la
premie`re assertion de (15).
Par de´finition, J+ est l’ensemble des j ≥ 1 pour lesquels λ1,j et λ2,j sont de bonne
parite´ et il existe ∆ ∈ ˜Int(λ1) ∪ ˜Int(λ2) tel que j = jmin(∆). En utilisant ce que l’on
vient de de´montrer, il suffit d’appliquer (5) pour conclure J+ = J+. On prouve de meˆme
que J− = J−. Alors ξ = r par de´finition de ces fonctions. Cela prouve (15).
On a Ind(λ1, λ2) = λ1 + λ2 + ξ par de´finition, d’ou` Ind(λ1, λ2) = λ d’apre`s (15) et
(9). Montrons que
(16) λ1 et λ2 induisent re´gulie`rement λ.
Il s’agit de prouver que tout intervalle relatif est re´duit a` un seul e´le´ment. Soit D un
intervalle relatif. Si J(D) est re´duit a` un seul e´le´ment, D aussi. Supposons que J(D) a
au moins deux e´le´ments. Par de´finition, il existe un unique d = 1, 2 pour lequel il existe
∆d ∈ Int(λd) de sorte que J(D) ⊂ J(∆d). Pour fixer la notation, on suppose d = 1. Cela
entraˆıne : pour j, j+1 ∈ J(D), il n’existe pas de ∆2 ∈ Int(λ2) tel que {j, j+1} ⊂ J(∆2).
En effet, les extre´mite´s jmin(D) et jmax(D) sont par de´finition des e´le´ments conse´cutifs
de l’ensemble J de 3.1. Un ∆2 comme ci-dessus ve´rifierait donc jmin(∆2) ≤ jmin(D) et
jmax(D) ≤ jmax(∆2), donc J(D) ⊂ J(∆2), ce qui est exclu. On traduit d’apre`s (15) :
il existe I1 ∈ I˜nt1 tel que J(D) ⊂ I1 et, pour j, j + 1 ∈ J(D), j et j + 1 ne sont pas
2-lie´s. Soient j, j + 1 ∈ J(D). Les indices j, j + 1 n’e´tant pas 2-lie´s, ils ne ve´rifient pas
les conditions (1)(b), (1)(c) et (1)(d) (cette dernie`re e´tant de toute fac¸on exclue puisque
λj et λj+1 sont pairs par de´finition des intervalles relatifs). Puisque j et j+1 sont 1-lie´s,
ils ve´rifient force´ment la condition (1)(a) pour d = 1. Donc λj = λj+1. Cela e´tant vrai
pour tout couple {j, j + 1} ⊂ J(D), λj est constant pour j ∈ J(D). Autrement dit, D
est re´duit a` un seul e´le´ment.
Montrons que
(17) χλ1,λ2 = χ.
On a χλ1,λ2(0) = 0 par de´finition et χ(0) = 0 par hypothe`se. Soit i ∈ Jord
bp(λ).
Si multλ(i) = 1, χλ1;λ2(i) = 0 par de´finition et χ(i) = 0 par hypothe`se. Supposons
multλ(i) ≥ 2. Comme dans la preuve de (16), il existe un unique d = 1, 2 de sorte qu’il
existe ∆d ∈ ˜Int(λd) tel que J(i) ⊂ J(∆d). On a χλ1,λ2(i) = d+1 par de´finition. Toujours
comme dans la preuve de (16), pour j, j + 1 ∈ J(i), la condition (1)(a) est ve´rifie´e pour
ce d. Alors χ(i) = d+ 1. D’ou` (17).
Montrons que
(18) ζ(λ1) + ζ(λ2) = ζ(λ) + ξ.
On a de´fini en 3.1 les ensembles P+λ1,λ2(λ) et P
−
λ1,λ2
(λ) et la suite ζλ1,λ2(λ). Puisque λ1
et λ2 induisent re´gulie`rement λ, on a les e´galite´s P
+
λ1,λ2
(λ) = P+(λ), P−λ1,λ2(λ) = P
−(λ).
Donc ζλ1,λ2(λ) = ζ(λ). Alors le lemme 3.1 implique (18).
L’e´galite´ (18) entraˆıne
λ1 + ζ(λ1) + λ2 + ζ(λ2) = λ1 + λ2 + ξ + ζ(λ) = λ+ ζ(λ).
Le lemme 2.7 et l’assertion 2.7(4) transforment cette e´galite´ en
td(λ1) +
td(λ2) =
td(λ),
d’ou` d(λ1) ∪ d(λ2) = d(λ). Cela ache`ve la de´monstration. 
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3.3 Les fonctions τ ζ , δζ
Soient n1, n2 ∈ N tels que n1 + n2 = n et soient λ1 ∈ Psymp,sp(2n1) et λ2 ∈
Porth,sp(2n2). Soit λ l’induite endoscopique de λ1 et λ2. On conside`re de plus des e´le´ments
ι1 = (τ1, δ1) ∈ Fam(λ1) et ι2 = (τ2, δ2) ∈ Fam(λ2). On pose r1 = r(τ1, δ1), r2 = r(τ2, δ2).
Pour d = 1, 2 et ∆ ∈ ˜Int(λd), on note ∆+ le plus petit ∆′ ∈ Int(λd) tel que ∆′ > ∆,
pour peu qu’il existe un tel ∆′ (sinon, ∆+ n’existe pas). Pour D ∈ ˜Intλ1,λ2(λ), on de´finit
D+ de fac¸on similaire.
Pour D ∈ Intλ1,λ2(λ) et pour d = 1, 2, conside´rons l’ensemble des ∆ ∈ ˜Int(λd) tels
que jmax(D) ≤ jmax(∆) (ici, on pose par convention jmax(∆1,min) = ∞ ou` ∆1,min est le
plus petit e´le´ment de ˜Int(λ1)). Si cet ensemble est non vide (ce qui est le cas si d = 1
par la convention que l’on vient de poser), on note ∆d(D) son plus grand e´le´ment. On
pose ∆1(Dmin) = ∆1,min tandis que ∆2(Dmin) n’existe pas. Si ∆2(D) n’existe pas et si
Int(λ2) n’est pas vide, on note ∆2(D)
+ le plus petit e´le´ment de Int(λ2) (si Int(λ2) est
vide, ∆2(D) et ∆2(D)
+ n’existent pas).
Pour ζ = ±, on de´finit une fonction δζ ∈ (Z/2Z)Intλ1,λ2(λ) par les formules ci-dessous.
Soit D ∈ Intλ1,λ2(λ). On pose ∆d = ∆d(D) pour d = 1, 2. Ce terme existe toujours dans
chaque cas ci-dessous. Par contre, ∆+d n’existe pas toujours. Dans ce cas, on conside`re
que δd(∆
+
d ) = 0. On e´crit les formules comme des e´galite´s, en fait, il s’agit de congruences
modulo 2Z. On pose
si jmax(D) ∈ J
+, δ+(D) = τ1(∆1) + τ2(∆2) + r1 + r2 + 1, δ
−(D) = δ+(D) + 1 ;
si jmax(D) ∈ J−, δ+(D) = δ−(D) = δ1(∆1) + δ2(∆2) ;
si jmax(D) 6∈ J+ ∪ J− et J(D) ⊂ J(∆1), δ+(D) = δ−(D) = δ1(∆1) + δ2(∆
+
2 ) ;
si jmax(D) 6∈ J+ ∪ J− et J(D) ⊂ J(∆2), δ+(D) = δ−(D) = δ1(∆
+
1 ) + δ2(∆2).
Avec les meˆmes notations, on de´finit une fonction τ ζ ∈ (Z/2Z)
˜Intλ1,λ2 (λ) par
si |J(D)| ≥ 2 et J(D) ⊂ J(∆1), τ+(D) = τ−(D) = τ1(∆1) + δ2(∆
+
2 ) + r2 ;
si |J(D)| ≥ 2 et J(D) ⊂ J(∆2), τ+(D) = δ1(∆
+
1 ) + τ2(∆2) + r1, τ
−(D) = τ+(D) + 1 ;
si |J(D)| = 1 et jmin(D) = jmax(D) ∈ J+, τ+(D) = τ−(D) = τ1(∆1) + δ2(∆
+
2 ) + r2 ;
si |J(D)| = 1 et jmin(D) = jmax(D) ∈ J−, τ+(D) = τ−(D) = τ1(∆1) + δ2(∆2) + r2.
Tous ces cas sont exclusifs l’un de l’autre. On a e´videmment
(1) δ−(D) = δ+(D) + 1 si et seulement si jmax(D) ∈ J+ ; τ−(D) = τ+(D) + 1 si et
seulement si |J(D)| ≥ 2 et J(D) ⊂ J(∆2).
On a aussi
(2) τ+(Dmin) = τ
−(Dmin) = 0.
En effet, J(Dmin) est infini. Il ne peut qu’eˆtre contenu dans J(∆1,min). Donc τ
+(Dmin) =
τ−(Dmin) = τ1(∆1(Dmin)) + δ2(∆2(Dmin)
+) + r2. On a ∆1(Dmin) = ∆1,min et ∆2(Dmin)
n’existe pas. On a τ1(∆1,min) = 0. D’apre`s 2.3(2) et nos conventions, δ2(∆2(Dmin)
+) = r2.
D’ou` (2).
Pour ζ = ±, posons
Cζ =
∑
D∈Intλ1,λ2(λ)
(1− (−1)τ
ζ(D))((−1)δ
ζ (D) − (−1)δ
ζ (D+)).
Ici encore, on conside`re que δζ(D+) = 1 si D+ n’existe pas. On a
(3) Cζ =
{
2(r1 + ζr2), si r1 + r2 est pair,
−2(r1 + ζr2 + 1), si r1 + r2 est impair.
Cela re´sulte de [6] XI.24, a` ceci pre`s que les hypothe`ses de cette re´fe´rence e´taient plus
restrictives que les noˆtres. On renvoie pour ce proble`me aux explications que l’on donnera
apre`s la proposition du paragraphe suivant.
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3.4 Le re´sultat de [6]
Les donne´es sont les meˆmes que dans le paragraphe pre´ce´dent. Pour d = 1, 2, le
couple ιd = (τd, δd) provient d’un symbole Λd dans la famille de λd. On note (rd, ρd)
l’e´le´ment de Σn1,imp si d = 1, Σn2,pair si d = 2, tel que symb(rd, ρd) = Λd. On pose N1 =
n1− r21 − r1, N2 = n2− r
2
2. On fixe un e´le´ment ζ ∈ {±}. Si ζ = 1, on pose h
+ = r1+ |r2|,
h− = sup(r1 − |r2|, |r2| − r1 − 1). Si ζ = −1, on pose h+ = sup(r1 − |r2|, |r2| − r1 − 1),
h− = r1 + |r2|. On ve´rifie que h+(h+ + 1)/2 + h−(h− + 1)/2 = r21 + r1 + r
2
2. On fixe des
entiers n+, n− ∈ N tels que n+ + n− = n, n+ ≥ h+(h+ + 1)/2, n− ≥ h−(h− + 1)/2 et on
pose N+ = n+ − h+(h+ + 1)/2, N− = n− − h−(h− + 1)/2. On a N+ +N− = N1 +N2.
On de´finit un quadruplet d’entiers a = (a+1 , a
−
1 , a
+
2 , a
−
2 ) par les formules suivantes
a = (0, 0, 0, 1) si ζ = 1 et r1 ≥ |r2| ;
a = (0, 0, 1, 0) si ζ = −1 et r1 ≥ |r2| ;
a = (0; 1, 0, 0) si ζ = 1 et r1 < |r2| ;
a = (1, 0, 0, 0) si ζ = −1 et r1 < |r2|.
Avec les meˆmes notations qu’en 1.2, on de´finit une repre´sentation Πζ(ι1, ι2) deWN+×
WN− par la formule
Πζ(ι1, ι2) = ⊕N∈N ind
W
N+
×W
N−
WN
(sgnaCD ⊗ res
WN1×WN2
WN
(ρ1 ⊗ ρ2)).
On note Iζ(ι1, ι2) l’ensemble des quadruplets (λ+, ǫ+, λ−, ǫ−) ∈ Psymp(2n+)×Psymp(2n−)
ve´rifiant les conditions suivantes :
(1) kλ+,ǫ = h
+, kλ−,ǫ− = h
− ;
(2) la repre´sentation ρλ+,ǫ+ ⊗ ρλ−,ǫ− de WN+ ×WN− intervient dans Π
ζ(ι1, ι2) avec
une multiplicite´ strictement positive.
Pour poser la de´finition suivante, on a besoin d’introduire deux notations. Pour D ∈
Intλ1,λ2(λ), notons imin(D) le plus petit e´le´ment de D. On a imin(D) ≥ 1 puisque D 6=
Dmin. Pour toute partition µ, on pose mult≥D(µ) =
∑
i′∈N,i′≥imin(D)
multi′(µ). D’autre
part, on pose ν = 1 si r2 ≥ 0, ν = −1 si r2 < 0.
On note Iζ,max(ι1, ι2) l’ensemble des quadruplets (λ+, ǫ+, λ−, ǫ−) ∈ Psymp(2n+) ×
Psymp(2n−) ve´rifiant les conditions suivantes :
(3) λ+ ∪ λ− = λ ;
(4) pour tout D ∈ Intλ1,λ2(λ), on a
multλ+(≥ D) ≡ δ
ζν(D) mod 2Z, et multλ−(≥ D) ≡ δ
−ζν(D) mod 2Z;
(5) pour tout D ∈ ˜Intλ1,λ2(λ) et tout i ∈ D tel que i 6= 0 et multλ+(i) > 0, resp.
multλ−(i) > 0, on a
ǫ+i = (−1)
τζν(D), resp. ǫ−i = (−1)
τ−ζν(D).
Dans ces formules, on a e´videmment identifie´ les signes ± des de´finitions de τ+, τ−
etc... a` des e´le´ments de {±1}. On a montre´ en [6] XI.29 remarque 4 que, sous l’hypothe`se
(3), les deux congruences de (4) e´taient e´quivalentes.
Proposition. (i) Soit (λ+, ǫ+, λ−, ǫ−) ∈ Iζ(ι1, ι2). Alors λ+ ∪ λ− ≤ λ.
(ii) L’ensemble Iζ,max(ι1, ι2) est e´gal au sous-ensemble des (λ
+, ǫ+, λ−, ǫ−) ∈ Iζ(ι1, ι2)
tels que λ+∪λ− = λ. Pour (λ+, ǫ+, λ−, ǫ−) ∈ Iζ,max(ι1, ι2), la repre´sentation ρλ+,ǫ+⊗ρλ−,ǫ−
intervient avec multiplicite´ 1 dans Πζ(ι1, ι2).
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Cela re´sulte de [6] propositions XI.28 et XI.29, ainsi qu’on l’a explique´ dans la preuve
de la proposition XII.7 de cette re´fe´rence. A ceci pre`s qu’alors, les hypothe`ses sur ι2
e´taient restrictives : on supposait que r2 e´tait pair et positif ou nul ; dans le cas r2 = 0,
on supposait que le symbole (X, Y ) correspondant a` ι2 ve´rifiait X ≥ Y pour l’ordre
lexicographique. En fait, cette dernie`re hypothe`se e´tait utilise´e dans d’autres passages
de [6] mais pas dans les de´monstrations des propositions utilise´es. Pour traiter le cas ou`
r2 est impair et positif, il n’y a pas d’autre me´thode que de reprendre la de´monstration.
C’est ce que l’on a fait mais elle est trop longue pour la re´crire. Le cas ou` r2 < 0 se
de´duit du cas r2 > 0 de la fac¸on suivante. On suppose donc r2 < 0. On a dit que ι2
correspondait a` un symbole Λ2 = (X2, Y2), puis a` un couple (r2, ρ2). Inversement, on voit
que (−r2, ρ2) correspond au symbole Λ′2 = (Y2, X2), puis a` un e´le´ment ι
′
2 ∈ Fam(λ2).
Quand on remplace ι2 par ι
′
2 dans les constructions ci-dessus, la repre´sentation Π
ζ(ι1, ι2)
ne change pas. Donc la proposition ci-dessus e´tant ve´rifie´e pour ι′2, elle le restera pourvu
que l’on ait les e´galite´s Iζ(ι1, ι2) = I
ζ(ι1, ι
′
2) et I
ζ,max(ι1, ι2) = I
ζ,max(ι1, ι
′
2). La premie`re
e´galite´ est claire d’apre`s (1) et (2). La deuxie`me ne l’est pas car les fonctions τ± et δ±
de´pendent de ι2. Mais, puisqu’on passe de Λ2 a` Λ
′
2 en permutant X2 et Y2, on voit sur
les formules de 2.2 que changer ι2 en ι
′
2 ne change pas δ2 et remplace τ2 par τ2 + 1. On
voit ensuite sur les formules de 3.3 que cela e´change les couples (τ+, δ+) et (τ−, δ−). Mais
alors, parce qu’il figure dans les conditions (4) et (5) un signe terme ν, qui vaut 1 pour
ι′2 et −1 pour ι2, on voit que ces conditions ne changent pas quand on remplace ι2 par
ι′2. C’est ce qu’on voulait.
3.5 Re´ciproque de la construction des fonctions τ ζ et δζ
Soient n1, n2 ∈ N tels que n1 + n2 = n et soient λ1 ∈ Psymp,sp(2n1) et λ2 ∈
Porth,sp(2n2). Notons λ l’induite endoscopique de λ1 et λ2. Pour ι1 = (τ1, δ1) ∈ Fam(λ1)
et ι2 = (τ2, δ2) ∈ Fam(λ2), on a construit en 3.3 des fonctions τ ζ et δζ pour ζ = ±. Dans
ce paragraphe, il convient de les noter plus pre´cise´ment τ ζι1,ι2 et δ
ζ
ι1,ι2. On note aussi C
ζ
ι1,ι2
la somme de´finie en 3.3.
Soient r1 ∈ N, r2 ∈ Z et, pour ζ = ±, soient τ ζ ∈ (Z/2Z)
˜Intλ1,λ2 (λ) et δζ ∈
(Z/2Z)Intλ1,λ2(λ). On pose
Cζ =
∑
D∈Intλ1,λ2(λ)
(1− (−1)τ
ζ(D))((−1)δ
ζ (D) − (−1)δ
ζ (D+)).
On suppose que ces donne´es ve´rifient les conditions
(1) δ−(D) = δ+(D) + 1 si et seulement si jmax(D) ∈ J
+ ; τ−(δ) = τ+(D) + 1 si et
seulement si |J(D)| ≥ 2 et J(D) ⊂ J(∆2(D)) ;
(2) τ+(Dmin) = τ
−(Dmin) = 0 ;
(3) Cζ =
{
2(r1 + ζr2), si r1 + r2 est pair,
−2(r1 + ζr2 + 1), si r1 + r2 est impair.
Lemme. Sous ces hypothe`ses, il existe d’uniques ι1 = (τ1, δ1) ∈ Fam(λ1) et ι2 =
(τ2, δ2) ∈ Fam(λ2) tels que, pour ζ = ±, on ait les e´galite´s τ ζ = τ ζι1,ι2 et δ
ζ = δζι1,ι2. De
plus, on a r1 = r(τ1, δ1) et r2 = r(τ2, δ2).
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Preuve. S’il existe (τ1, δ1) et (τ2, δ2) ve´rifiant la premie`re assertion de l’e´nonce´, les
fonctions τ ζ et δζ sont donne´es par les formules du paragraphe 3.3, ou` l’on remplace r1
et r2 par r
′
1 = r(τ1, δ1) et r
′
2 = r(τ2, δ2). Remarquons que ces formules ne de´pendent que
des images de r′1 et r
′
2 dans Z/2Z. On note symboliquement (Xr′1,r′2) ces formules.
Commenc¸ons par prouver que, pour deux e´le´ments donne´s r′1, r
′
2 ∈ Z/2Z, il existe
d’uniques (τ1, δ1) ∈ (Z/2Z)
˜Int(λ1) × (Z/2Z)Int(λ1), (τ2, δ2) ∈ (Z/2Z)Int(λ2) × (Z/2Z)Int(λ2)
telles que les formules (Xr′
1
,r′
2
) soient ve´rifie´es. Remarquons que l’on peut conside´rer
uniquement les formules exprimant τ+ et δ+ : celles concernant τ− et δ− s’en de´duisent
d’apre`s l’hypothe`se (1).
Pour D ∈ ˜Intλ1,λ2(λ) et pour d = 1, 2, notons Td(≥ D) l’ensemble des ∆d ∈ ˜Int(λd)
tels que jmin(∆d) ≤ jmax(D) (en convenant que jmax(Dmin) = ∞) et notons Dd(≥
D) l’ensemble des ∆d ∈ Int(λd) tels que jmax(∆d) ≤ jmax(D). Remarquons que Td(≥
Dmin) = ˜Int(λd) et Dd(≥ Dmin) = Int(λd). Pour deux intervalles relatifs D > D
′, il est
clair que Td(≥ D) est inclus dans Td(≥ D′) et que Dd(≥ D) est inclus dans Dd(≥ D′).
On pose
Td(D) = Td(≥ D)− Td(≥ D
+), Dd(D) = Dd(≥ D)−Dd(≥ D
+),
avec la convention Td(≥ D+) = Dd(≥ D+) = ∅ si D+ n’existe pas, c’est-a`-dire si D est
l’intervalle relatif maximal. Cette de´finition entraˆıne :
(4) pour deux intervalles relatifs D 6= D′, on a Td(D) ∩ Td(D′) = ∅ et Dd(D) ∩
Dd(D
′) = ∅.
Montrons que
(5) Td(D) est l’ensemble des ∆d ∈ ˜Int(λd) tels que jmin(∆d) ∈ {jmin(D), jmax(D)}
et Dd(D) est l’ensemble des ∆d ∈ Int(λd) tels que jmax(∆d) ∈ {jmin(D), jmax(D)} ; ces
ensembles ont au plus un e´le´ment.
Soit ∆d ∈ ˜Int(λd), supposons jmin(∆d) ∈ {jmin(D), jmax(D)}. Alors jmin(∆d) ≤
jmax(D) et ∆d appartient a` Td(≥ D). Si D est l’intervalle relatif maximal, cela en-
traˆıne ∆d ∈ Td(D). Sinon, on a jmax(D+) < jmin(D) ≤ jmin(∆d) donc ∆d n’appartient
pas a` Td(≥ D
+). D’ou` ∆d ∈ Td(D). Re´ciproquement, supposons ∆d ∈ Td(D). L’entier
jmin(∆d) appartient a` l’ensemble J de 3.1. D’apre`s 3.1(3), il existe D′ ∈ ˜Intλ1,λ2(λ)
tel que jmin(∆d) ∈ {jmin(D′), jmax(D′)}. D’apre`s ce que l’on vient de prouver, on a
∆d ∈ Td(D
′). Alors (4) entraˆıne D′ = D, donc jmin(∆d) ∈ {jmin(D), jmax(D)}. Cela
prouve la premie`re assertion de (4). Supposons encore que ∆d ∈ Td(D) et conside´rons
un intervalle ∆′d ∈ ˜Int(λd) distinct de ∆d. Si ∆
′
d > ∆d, on a jmax(∆
′
d) < jmin(∆d) ≤
jmax(D). Le nombre jmax(∆
′
d) appartient a` J . Par de´finition des intervalles relatifs,
jmin(D) et jmax(D) sont soit e´gaux, soit des e´le´ments conse´cutifs de J . Cela entraˆıne
en tout cas l’ine´galite´ jmax(∆
′
d) ≤ jmin(D). Puisque jmin(∆
′
d) < jmax(∆
′
d), on a donc
jmin(∆
′
d) 6∈ {jmin(D), jmax(D)}, d’ou` ∆
′
d 6∈ Td(D). Si maintenant ∆
′
d < ∆d, on a
jmin(D) ≤ jmin(∆d) < jmax(∆d). Comme ci-dessus, on en de´duit jmax(D) ≤ jmax(∆d),
puis jmax(D) < jmin(∆
′
d) et on conclut ∆
′
d 6∈ Td(≥ D). Donc Td(D) a au plus un e´le´ment.
Les assertions concernant Dd(D) se de´montrent de la meˆme fac¸on. Cela prouve (5).
On va montrer que, pour tout intervalle relatif D les formules (Xr′
1
,r′
2
) exprimant
τ+(D) et δ+(D), d’une part ne font intervenir des τd(∆d) que pour des ∆d ∈ Td(≥ D) et
des δd(∆d) que pour des ∆d ∈ Dd(≥ D), d’autre part que, quand Td(D), resp. Dd(D),
est non vide, elles font intervenir τd(∆d), resp. δd(∆d), pour l’unique e´le´ment ∆d de
cet ensemble. On e´tudie les diffe´rents cas possibles, pour D ∈ Intλ1,λ2(λ). On suppose
d’abord D 6= Dmin. On pose simplement ∆d = ∆d(D).
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(a) Supposons que |J(D)| = 1 et que jmin(D) = jmax(D) ∈ J
+. Dans ce cas, on a
jmax(D) = jmin(∆1) = jmin(∆2). D’apre`s (5), on a T1(D) = {∆1}, T2(D) = {∆2}. Si
∆′1 ∈ D1(D), on a jmax(D) = jmin(D) ∈ J(∆
′
1), donc J(∆
′
1)∩J(∆1) 6= ∅, donc ∆
′
1 = ∆1.
Or jmax(∆1) > jmin(∆1) = jmax(D), donc ∆1 6∈ D1(D). Donc D1(D) = ∅ et, de meˆme,
D2(D) = ∅. Par ailleurs, si ∆
+
2 existe, on a jmax(∆
+
2 ) < jmin(∆2) = jmax(D), donc
∆+2 ∈ D2(≥ D). Enfin, les formules dans notre cas sont
δ+(D) = τ1(∆1) + τ2(∆2) + r
′
1 + r
′
2 + 1,
τ+(D) = τ1(∆1) + δ2(∆
+
2 ) + r
′
2.
On voit que les proprie´te´s requises sont ve´rifie´es.
(b) Supposons que |J(D)| = 1 et que jmin(D) = jmax(D) ∈ J−. Ce cas est similaire
au pre´ce´dent. On a cette fois jmax(D) = jmax(∆1) = jmax(∆2). On a Td(D) = ∅ pour
d = 1, 2, D1(D) = {∆1}, D2(D) = {∆2} et ∆1 ∈ T1(≥ D). Les formules sont
δ+(D) = δ1(∆1) + δ2(∆2),
τ+(D) = τ1(∆1) + δ2(∆2) + r
′
2.
Les proprie´te´s requises sont ve´rifie´es.
(c) Supposons que |J(D)| ≥ 2, que J(D) ⊂ J(∆1) et que jmin(D) et jmax(D) soient
impairs. Puisque ces termes appartiennent a` l’ensemble J , l’imparite´ impose qu’ils sont
de la forme jmin(D) = jmin(∆
′
d′) et jmax(D) = jmin(∆
′′
d′′) pour des entiers d
′, d′′ = 1, 2
et des intervalles ∆′d′ ∈ ˜Int(λd′) et ∆
′′
d′′ ∈ ˜Int(λd′′). Si d
′ = 2, puisque jmin(D) et
jmax(D) sont des e´le´ments conse´cutifs de J , on a jmax(D) ≤ jmax(∆′2), d’ou` J(D) ⊂
J(∆′2), ce qui est interdit par de´finition des intervalles et par l’hypothe`se J(D) ⊂ J(∆1).
Donc d′ = 1 et force´ment ∆′1 = ∆1, c’est-a`-dire jmin(D) = jmin(∆1). Si d
′′ = 1, on
a J(∆′′1) ∩ J(∆1) 6= ∅ donc ∆
′
1 = ∆1. Mais jmin(∆1) ≤ jmin(D) par hypothe`se, donc
jmin(∆1) ne peut pas eˆtre e´gal a` jmax(D). Donc d
′′ = 2 et force´ment ∆′2 = ∆2. C’est-
a`-dire jmax(D) = jmin(∆2). Alors T1(D) = {∆1}, T2(D) = {∆2}. Pour d = 1, 2 et
∆′d ∈ Int(λd), on a jmax(∆
′
d) 6= jmin(D), jmax(∆
′
d) 6= jmax(D) par comparaison des
parite´s. D’apre`s (5), cela entraˆıne ∆′d 6∈ Dd(D). Donc D1(D) = D2(D) = ∅. Si ∆
+
2
existe, on a jmax(∆
+
2 ) < jmin(∆2) = jmax(D), d’ou` ∆
+
2 ∈ D2(≥ D). Enfin, l’e´galite´
jmax(D) = jmin(∆2) et la relation jmax(D) ∈ J(∆1) entraˆınent jmax(D) ∈ J+. Alors
δ+(D) = τ1(∆1) + τ2(∆2) + r
′
1 + r
′
2 + 1,
τ+(D) = τ1(∆1) + δ2(∆
+
2 ) + r
′
2.
Les proprie´te´s requises sont ve´rifie´es.
(d) Supposons que |J(D)| ≥ 2, que J(D) ⊂ J(∆1), que jmin(D) soit pair et que
jmax(D) soit impair. Comme en (c), on a jmax(D) = jmin(∆2). On a jmin(D) = jmax(∆
′
d)
pour un d = 1, 2 et un ∆′d ∈ Int(λd). Si d = 1, on a J(∆
′
1) ∩ J(∆1) 6= ∅ donc ∆
′
1 = ∆1.
Mais c’est impossible puisque jmax(∆1) ≥ jmax(D) > jmin(D). Donc d = 2 et force´ment
∆′2 = ∆
+
2 (ce raisonnement montre que ∆
+
2 existe). D’ou` jmin(D) = jmax(∆
+
2 ). On
voit que T2(D) = {∆2} et D2(D) = {∆
+
2 }. Pour ∆
′
1 ∈ ˜Int(λ1), on ne peut avoir
jmin(∆
′
1) ∈ J(D) ou jmax(∆
′
1) ∈ J(D) que si ∆
′
1 = ∆1. On sait que jmin(∆1) ≤ jmin(D)
et jmax(D) ≤ jmax(∆1). Par comparaison des parite´s, ces ine´galite´s sont strictes. Donc
jmin(∆1) et jmax(∆1) n’appartiennent pas a` J(D) et, graˆce a` (5), on conclut T1(D) =
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D1(D) = ∅. Enfin, l’ine´galite´ jmin(∆1) ≤ jmax(D) montre que ∆1 ∈ T1(≥ D). On a les
meˆmes formules que dans le cas (c) :
δ+(D) = τ1(∆1) + τ2(∆2) + r
′
1 + r
′
2 + 1,
τ+(D) = τ1(∆1) + δ2(∆
+
2 ) + r
′
2.
Les proprie´te´s requises sont ve´rifie´es.
(e) Supposons que |J(D)| ≥ 2, que J(D) ⊂ J(∆1), que jmin(D) soit impair et que
jmax(D) soit pair. Comme en (c), on a jmin(D) = jmin(∆1). Un raisonnement similaire
a` ceux ci-dessus montre que jmax(D) = jmax(∆1). Donc T1(D) = D1(D) = {∆1}. Si
∆2, resp. ∆
+
2 , existe, on a a force´ment jmax(D) ≤ jmin(∆2) et jmax(∆
+
2 ) ≤ jmin(D).
Ces ine´galite´s sont strictes par comparaison des parite´s. Cela entraˆıne qu’il n’existe pas
de ∆′2 ∈ Int(λ2) tel que jmin(∆
′
2) ou jmax(∆
′
2) appartiennent a` J(D). Donc T2(D) =
D2(D) = ∅. Par contre, si ∆
+
2 existe, on a ∆
+
2 ∈ D2(≥ D). Puisque jmax(D) est pair, on
a jmax(D) 6∈ J+. On a alors
δ+(D) = δ1(∆1) + δ2(∆
+
2 ),
τ+(D) = τ1(∆1) + δ2(∆
+
2 ) + r
′
2.
Les proprie´te´s requises sont ve´rifie´es.
(f) Supposons que |J(D)| ≥ 2, que J(D) ⊂ J(∆1) et que jmin(D) et jmax(D) soient
pairs. En utilisant des re´sultats extraits de (d) et (e), on a jmin(D) = jmax(∆
+
2 ) et
jmax(D) = jmax(∆1). De plus, jmin(∆1) < jmin(D) et jmax(D) < jmin(∆2) si ∆2 existe.
Donc T1(D) = T2(D) = ∅,D1(D) = {∆1} etD2(D) = {∆
+
2 }. On a encore jmax(D) 6∈ J
+.
Puisque jmin(∆1) ≤ jmax(D), on a ∆1 ∈ T1(≥ D). On a les meˆmes relations que dans le
cas (e) :
δ+(D) = δ1(∆1) + δ2(∆
+
2 ),
τ+(D) = τ1(∆1) + δ2(∆
+
2 ) + r
′
2.
On a des cas (g), (h), (i), (j) qui sont les syme´triques de (c), (d), (e), (f) : on remplace
la condition J(D) ⊂ J(∆1) par J(D) ⊂ J(∆2). Les formules que l’on obtient sont les
exacts syme´triques de celles obtenues dans les cas traite´s.
Comme on l’a dit, les formules ci-dessus supposaient D 6= Dmin. Supposons mainte-
nant D = Dmin. On a D1 = D1,min, J(Dmin) ⊂ J(∆1,min) et D2 n’existe pas.
(k) Supposons que jmin(Dmin) soit impair. On a alors jmin(Dmin) = jmin(∆1,min)
comme en (c). On en de´duit T1(Dmin) = {∆1,min} mais D1(Dmin) = ∅ (∆1,min n’appar-
tient pas a`D1(Dmin) car, par de´finition, cet ensemble est un sous-ensemble de Int(λ1), le-
quel ne contient pas ∆1,min). Si Int(λ2) 6= ∅, on a jmax(∆
+
2 ) > jmin(D), donc T2(Dmin) =
D2(Dmin) = ∅. Par contre, ∆
+
2 appartient a` D2(≥ Dmin). L’unique formule est
τ+(Dmin) = τ1(∆1,min) + δ2(∆
+
2 ) + r
′
2
et les proprie´te´s requises sont ve´rifie´es.
(l) Supposons que jmin(Dmin) soit pair. Alors jmin(Dmin) = jmax(∆
+
2 ) comme en (d).
On voit que T1(Dmin) = D1(Dmin) = T2(Dmin) = ∅ et D2(Dmin) = {∆
+
2 }. On a aussi
∆1,min ∈ T1(≥ Dmin). La formule est la meˆme que ci-dessus :
τ+(Dmin) = τ1(∆1,min) + δ2(∆
+
2 ) + r
′
2
et les proprie´te´s requises sont ve´rifie´es.
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On peut alors prouver par re´currence descendante l’assertion suivante : pour D ∈
˜Intλ1,λ2(λ), il existe pour d = 1, 2 d’uniques fonctions τd, resp. δd, de´finies sur Td(≥ D),
resp. Dd(≥ D), de sorte que les formules (Xr′
1
,r′
2
) soient ve´rifie´es pour tout D′ ≥ D.
En effet, soit D ∈ Intλ1,λ2(λ), supposons que l’assertion ci-dessus soit ve´rifie´e pour D
+
(la condition est vide si D est maximal). Les fonctions τd et δd sont donc uniquement
de´finies sur Td(≥ D
+), resp. Dd(≥ D
+). Il faut montrer que l’on peut de´finir d’une seule
fac¸on des termes τd(∆d) pour ∆d ∈ Td(D) et δd(∆d) pour ∆d ∈ Dd(D) de sorte que les
formules soient aussi ve´rifie´es pour l’intervalle D. Par exemple, traitons le cas (a). Le
terme δ2(∆
+
2 ) est de´ja` de´fini. On doit de´finir τ1(∆1) et τ2(∆2) de sorte que
δ+(D) = τ1(∆1) + τ2(∆2) + r
′
1 + r
′
2 + 1,
τ+(D) = τ1(∆1) + δ2(∆
+
2 ) + r
′
2.
Il est clair que ces e´quations ont une solution et que celle-ci est unique. Les autres cas (b)
a` (l) sont similaires. L’assertion est donc de´montre´e par re´currence. Pour D = Dmin, on
obtient l’assertion voulue : pour deux e´le´ments donne´s r′1, r
′
2 ∈ Z/2Z, il existe d’uniques
(τ1, δ1) ∈ (Z/2Z)
˜Int(λ1) × (Z/2Z)Int(λ1), (τ2, δ2) ∈ (Z/2Z)
Int(λ2) × (Z/2Z)Int(λ2) tels que
soient ve´rifie´es les formules (Xr′
1
,r′
2
).
Ces paires (τ1, δ1) et (τ2, δ2) ne ve´rifient pas force´ment les conditions impose´es au
de´but de la de´monstration. Si (τ2, δ2) est bien un e´le´ment de Fam(λ2), (τ1, δ1) n’est pas
force´ment un e´le´ment de Fam(λ1) : c’en est un si et seulement si τ1(∆1,min) = 0. D’autre
part, en admettant que cette condition soit ve´rifie´e, nos paires ve´rifient les conditions
requises si et seulement si r′1 ≡ r(τ1, δ1) mod 2Z et r
′
2 ≡ r(τ2, δ2) mod 2Z. Pour de´montrer
la premie`re assertion du lemme, il suffit de prouver que ces conditions sont ve´rifie´es pour
un seul couple (r′1, r
′
2).
Continuons avec un couple quelconque (r′1, r
′
2) et les paires (τ1, δ1) et (τ2, δ2) que l’on
a construites ci-dessus. Posons a = τ1(∆1,min). De´finissons τ 1 par τ 1(∆) = τ1(∆) + a.
Alors (τ 1, δ1) appartient bien a` Fam(λ1). On pose r1 = r(τ 1, δ1), r2 = r(τ2, δ2). Les
conditions a` ve´rifier sont
(6) a = 0, r1 ≡ r
′
1 mod 2Z, r2 ≡ r
′
2 mod 2Z.
Remarquons que la premie`re condition est redondante avec la troisie`me. En effet,
comme on l’a vu dans la preuve de 3.1(2), on a par construction
τ+(Dmin) = τ1(∆1,min) + δ2(∆2(Dmin)
+) + r′2.
On sait que δ2(∆2(Dmin)
+) = r2, cf. 2.4(2). On a aussi τ
+(Dmin) = 0 par l’hypothe`se
(2), d’ou` a+ r′2 + r2 ≡ 0 mod 2Z.
Construisons les fonctions associe´es a` ι1 = (τ 1, δ1) et ι2 = (τ2, δ2), que l’on note
τ ζ = τ ζι1,ι2 et δ
ζ = δζι1,ι2. Cela revient, dans la construction des fonctions τ
ζ et δζ par les
formules (Xr′
1
,r′
2
), a` changer τ1 en τ 1, r
′
1 en r1 et r
′
2 en r2. On remarque que les termes
τ1(∆1) et r
′
2 n’interviennent que par leur somme τ1(∆1) + r
′
2. Or, comme on vient de
le voir, τ 1(∆1) + r2 = τ1(∆1) + a + r2 = τ1(∆1) + r
′
2. Changer τ1 en τ 1 et r
′
2 en r2 ne
change donc pas les fonctions τ ζ et δζ . On remarque que r′1 intervient exactement dans
les expressions δζ(D) ou τ ζ(D) telles que δ−ζ(D) = δζ(D) + 1 ou τ−ζ(D) = τ ζ(D) + 1.
Changer r′1 en r1 change donc les fonctions τ
ζ et δζ en multipliant e´ventuellement ζ par
−1, en identifiant le signe ζ a` un e´le´ment de {±1}. Pre´cise´ment, posons u = (−1)r
′
1
+r1 .
On obtient les e´galite´s
τ ζ = τuζ , δζ = δuζ .
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En posant Cζ = Cζι1,ι2 , ces e´galite´s entraˆınent C
ζ = Cuζ. D’apre`s 3.3(3), on a les e´galite´s
Cζ =
{
2(r1 + ζr2), si r1 + r2 est pair,
−2(r1 + ζr2 + 1), si r1 + r2 est impair.
Par l’hypothe`se (3), on a aussi
Cuζ =
{
2(r1 + uζr2), si r1 + r2 est pair,
−2(r1 + uζr2 + 1), si r1 + r2 est impair.
L’e´galite´ de ces deux expressions est e´quivalente aux e´galite´s suivantes
si r1 + r2 et r1 + r2 sont pairs, r1 + ζr2 = r1 + uζr2 pour ζ = ±1 ;
si r1 + r2 est pair et r1 + r2 est impair, r1 + ζr2 = −(r1 + uζr2 + 1) pour ζ = ±1 ;
si r1 + r2 est impair et r1 + r2 est pair, −(r1 + ζr2 + 1) = r1 + uζr2 pour ζ = ±1 ;
si r1 + r2 et r1 + r2 sont impairs, −(r1 + ζr2 + 1) = −(r1 + uζr2 + 1) pour ζ = ±1.
En sommant en ζ = ±1, le deuxie`me cas entraˆıne r1 = −(r1 + 1). C’est impossible
puisque r1 et r1 sont positifs ou nuls. Ce cas ne se produit donc pas. Le troisie`me cas non
plus, pour la meˆme raison. Cela montre que r1 + r2 et r1 + r2 sont de la meˆme parite´.
Dans ce cas, les e´galite´s ci-dessus entraˆınent r1 = r1 et r2 = ur2. Alors les conditions
(6) sont ve´rifie´es si et seulement si r′1 ≡ r1 mod 2Z et r
′
2 ≡ r2 mod 2Z. Cela de´montre
la premie`re assertion du lemme. Pour ce couple (r′1, r
′
2) ainsi de´termine´, on vient de voir
que r1 = r1. On a aussi u = (−1)
r′
1
+r1 = 1, donc r2 = ur2 = r2. Cela de´montre la seconde
assertion de l’e´nonce´. 
4 Le front d’onde de π(λ+, ǫ+, λ−, ǫ−)
4.1 Le re´sultat de [10]
Soit m ∈ N et (λ, ǫ) ∈ Psymp(2m). On a introduit en 1.3 la repre´sentation ρλ,ǫ de
WNλ,ǫ. On sait qu’elle se de´compose en
ρλ,ǫ = ⊕(λ′,ǫ′)mult(λ, ǫ;λ
′, ǫ′)ρλ′,ǫ′,
ou` (λ′, ǫ′) parcourt les e´le´ments de Psymp(2m) tels que kλ′,ǫ′ = kλ,ǫ et les mult(λ, ǫ;λ
′, ǫ′)
sont des entiers positifs ou nuls. Le couple (λ, ǫ) est minimal dans cette de´composition,
c’est-a`-dire que l’on a
si mult(λ, ǫ;λ′, ǫ′) 6= 0, alors λ′ > λ ou (λ′, ǫ′) = (λ, ǫ).
De plus mult(λ, ǫ;λ, ǫ) = 1.
Pour tout couple (µ, ν) ∈ Psymp(2m), notons (sµ, sν) le couple tel que ksµ,sν = kµ,ν
et ρsµ,sν = ρµ,ν ⊗ sgn.
Proposition. Supposons que tous les termes de λ soient pairs. Alors il existe un unique
couple (λmin, ǫmin) ∈ Psymp(2m) ve´rifiant les proprie´te´s suivantes :
(i) mult(λ, ǫ; sλmin, sǫmin) = 1 ;
(ii) pour tout e´le´ment (λ′, ǫ′) ∈ Psymp(2m) tel que mult(λ, ǫ; sλ′, sǫ′) 6= 0, on a
λmin < λ′ ou (λ′, ǫ′) = (λmin, ǫmin).
Cf. [10] the´ore`me 5.7.
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4.2 Calcul de Mpi(µ1, η1;µ2, η2)
On fixe de´sormais un quadruplet (λ+, ǫ+, λ−, ǫ−) ∈ Irrbpquad(2n). Rappelons que l’ex-
posant bp signifie que tous les termes de λ+ et λ− sont pairs. On pose
π = π(λ+, ǫ+, λ−, ǫ−)
et on note ♯ l’indice iso ou an tel que π ∈ Irrtunip,♯.
Soient n1, n2 ∈ N tels que n1 + n2 = n. Soient (µ1, η1) ∈ Porth(2n1 + 1)k=1 et
(µ2, η2) ∈ Porth(2n2)k=0. On a de´fini le nombre Mπ(µ1, η1;µ2, η2) en 1.4. On se propose
de le calculer.
Le couple (0, ρµ1,η1) appartient a` Σn1,imp et son symbole appartient a` Fam(sp(µ1, η1))
pour une partition spe´ciale sp(µ1, η1) ∈ Porth,sp(2n1 + 1). Posons λ1 = d(sp(µ1, η1)). On
a λ1 ∈ Psymp,sp(2n1). Il re´sulte de 2.6 que le symbole Λ1 de (0, ρµ1,η1 ⊗ sgn) appartient a`
Fam(λ1).
Pour ξ = ±, le couple (0, ρξµ2,η2) appartient a` Σn2,pair et son symbole appartient a`
Fam(sp(µ2, η2)) pour une partition spe´ciale sp(µ2, η2) ∈ P
orth,sp(2n2). Celle-ci ne de´pend
pas du signe ξ : changer de signe revient a` e´changer les deux termes X et Y du symbole.
Posons λ2 = d(sp(µ2, η2)). On a λ2 ∈ Porth,sp(2n2). Le symbole Λ
ξ
2 de (0, ρ
ξ
µ2,η2
⊗ sgn)
appartient a` Fam(λ2).
Signalons que l’on a les ine´galite´s
(1) µ1 ≤ sp(µ1, η1), µ2 ≤ sp(µ2, η2),
cf. [9] lemmes 1.4 et 1.5.
Posons γ0 = (0, 0, n1, n2). Par de´finition de la multiplicite´ mπ(ρµ1,η1⊗sgn, ρ
ξ
µ2,η2
⊗sgn)
et d’apre`s 1.5(4), cette multiplicite´ est celle de (ρµ1,η1 ⊗ sgn) ⊗ (ρ
ξ
µ2,η2 ⊗ sgn) dans la
composante dans R(γ0) de
κπ = F(Π),
ou` on a pose´
Π = ρι((ρλ+,ǫ+ ⊗ sgn)⊗ (ρλ+,ǫ+ ⊗ sgn)).
En 1.3, on a associe´ a` (λ+, ǫ+, λ−, ǫ−) un e´le´ment γ = (r′, r′′, N+, N−) ∈ Γ et identifie´
(ρλ+,ǫ+⊗sgn)⊗(ρλ+,ǫ+⊗sgn) a` un e´le´ment de R(γ). On pose r1 = r
′, r2 = (−1)r
′
r′′. Par
construction de ρι, l’e´le´ment Π n’a de composante non nulle que dans les composantes
R(γ′) pour γ′ de la forme (r1, r2, N1, N2). Par de´finition de F , pour un tel γ′ et pour
ϕ ∈ R(γ′), l’e´le´ment F(ϕ) n’a de composante non nulle dansR(γ0) que siN1+r21+r1 = n1
et N2 + r
2
2 = n2. Cela entraˆıne
(2) si n1 < r
2
1 + r1 ou n2 < r
2
2, on a Mπ(µ1, η1;µ2, η2) = 0.
Supposons
(3) n1 ≥ r
2
1 + r1 et n2 ≥ r
2
2.
Posons N1 = n1 − r21 − r1, N2 = n2 − r
2
2 et γ = (r1, r2, N1, N2). On peut se limiter a`
conside´rer la composante Πγ de Π dans R(γ). Plus pre´cise´ment, pour d = 1, 2, notons
Famrd(λd) l’ensemble les ιd = (τd, δd) ∈ Fam(λd) tels que r(τd, δd) = rd. Pour de tels
e´le´ments, notons (rd, ριd) l’e´le´ment de Σn1,imp si d = 1 et Σn2,pair si d = 2 associe´ a` ιd.
Posons Λιd = symb(rd, ριd). Notons m(Πγ , ρι1 ⊗ ρι2) la multiplicite´ de ρι1 ⊗ ρι2 dans Πγ .
Alors, par de´finition de F , on a l’e´galite´
(4) mπ(ρµ1,η1 ⊗ sgn, ρ
ξ
µ2,δ2
⊗ sgn) = |Fam(λ1)|
−1/2|Fam(λ2)|
−1/2
∑
ι1∈Famr1 (λ1),ι2∈Famr2 (λ2)
(−1)<Λ1,Λι1>+<Λ
ξ
2
,Λι2>m(Πγ , ρι1 ⊗ ρι2).
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Pour ζ = ±, on pose nζ = S(λζ)/2, kζ = kλζ ,ǫζ . Notons P
symp(2nζ)kζ l’ensemble des
(λ′, ǫ′) ∈ Psymp(2nζ) tels que kλ′,ǫ′ = kζ . On peut e´crire
(ρλ+,ǫ+ ⊗ sgn)⊗ (ρλ+,ǫ+ ⊗ sgn) =
∑
(λ
′+,ǫ
′+)∈Psymp(2n+)
k+
,(λ
′
−,ǫ
′
−)∈Psymp(2n−)
k−
x(λ
′+, ǫ
′+, λ
′−, ǫ
′−)ρλ′+,ǫ′+ ⊗ ρλ′−,ǫ′−,
ou` les x(λ
′+, ǫ
′+, λ
′−, ǫ
′−) sont des multiplicite´s. Pre´cise´ment, avec les notations de 4.1,
on a
(5) x(λ
′+, ǫ
′+, λ
′−, ǫ
′−) = mult(λ+, ǫ+; sλ
′+, sǫ
′+)mult(λ−, ǫ−; sλ
′−, sǫ
′−).
Pour (λ
′+, ǫ
′+) ∈ Psymp(2n+)k+ et (λ
′−, ǫ
′−) ∈ Psymp(2n−)k−, notons Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−)
la composante dans R(γ) de
ρι(ρλ′+,ǫ′+ ⊗ ρλ′−,ǫ′−).
Pour ι1 ∈ Famr1(λ1) et ι2 ∈ Famr2(λ2), notons m(Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−), ρι1 ⊗ ρι2) la
multiplicite´ de ρι1 ⊗ ρι2 dans Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−). On a
m(Πγ , ρι1 ⊗ ρι2) =
∑
(λ′+,ǫ′+)∈Psymp(2n+)
k+
,(λ′−,ǫ′−)∈Psymp(2n−)
k−
x(λ
′+, ǫ
′+, λ
′−, ǫ
′−)
m(Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−), ρι1 ⊗ ρι2).
En vertu de la de´finition pose´e en 1.4, on de´duit de (4) la formule finale
(6) Mπ(µ1, η1;µ2, η2) = |Fam(λ1)|
−1/2|Fam(λ2)|
−1/2
∑
ι1∈Famr1 (λ1),ι2∈Famr2 (λ2)
(−1)<Λ1,Λι1>
(
(−1)<Λ
+
2
,Λι2> + sgn♯(−1)
<Λ−
2
,Λι2>
)
∑
(λ
′+,ǫ
′+)∈Psymp(2n+)
k+
,(λ
′
−,ǫ
′
−)∈Psymp(2n−)
k−
x(λ
′+, ǫ
′+, λ
′−, ǫ
′−)m(Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−), ρι1⊗ρι2).
4.3 Comparaison entre deux constructions
On conserve les notations du paragraphe pre´ce´dent et on impose l’hypothe`se (3) de
ce paragraphe. Conside´rons des e´le´ments ι1 ∈ Famr1(λ1), ι2 ∈ Famr2(λ2), (λ
′+, ǫ
′+) ∈
Psymp(2n+)k+ , (λ
′−, ǫ
′−) ∈ Psymp(2n−)k−. On a de´fini la multiplicite´
m(Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−), ρι1 ⊗ ρι2).
Un e´le´ment ζ ∈ {±1} e´tant fixe´, on a associe´ en 3.4 a` (r1, r2) un couple (h+, h−).
En se reportant a` la de´finition de 1.2 et en se rappelant que (r1, r2) = (r
′, (−1)r
′
r′′),
on ve´rifie cas par cas qu’il est e´gal a` (k+, k−) pourvu que ζ = 1 si k+ > k−, ζ = −1
si k+ < k−. Notons que k+ > k− e´quivaut a` (−1)r1r2 > 0 et k+ < k− e´quivaut a`
(−1)r1r2 < 0. Si k+ = k−, ce qui e´quivaut a` r2 = 0, ζ est indiffe´rent, le couple (h+, h−)
ne de´pendant pas de ζ et e´tant e´gal a` (k+, k−). On suppose que ζ ve´rifie ces conditions.
On peut donc appliquer la construction de 3.4 aux entiers n+ et n−. On en de´duit
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une repre´sentation Πζ(ι1, ι2) de WN+ ⊗WN−. On note m(Π
ζ(ι1, ι2), ρλ′+,ǫ′+ ⊗ ρλ′−,ǫ′−) la
multiplicite´ de ρλ′+,ǫ′+ ⊗ ρλ′−,ǫ′− dans Π
ζ(ι1, ι2). Un jeu habituel avec les restrictions et
inductions montre que cette multiplicite´ est e´gale a` celle de ρ1⊗ρ2 dans la repre´sentation
∑
N∈N
ind
WN1×WN2
WN
(
sgnaCD ⊗ res
W
N+
×W
N−
WN
(ρλ′+,ǫ′+ ⊗ ρλ′−,ǫ′−)
)
,
ou` a est de´fini comme en 3.4. Un calcul cas par cas montre que ce a est le meˆme qu’en
1.2, pouvu que, dans le cas r2 = 0, on choisisse ζ = 1 si r1 est pair, ζ = −1 si r1 est
impair. Le signe ζ e´tant ainsi de´termine´ en tout cas, la repre´sentation ci-dessus n’est
autre que la composante dans R(γ) de
ρι(ρλ′+,ǫ′+ ⊗ ρλ′−,ǫ′−).
On conclut
(1) m(Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−), ρ1 ⊗ ρ2) = m(Π
ζ(ι1, ι2), ρλ′+,ǫ′+ ⊗ ρλ′−,ǫ′−).
Dans les formules 3.4 (4) et (5) intervient le signe ζν, ou ν = 1 si r2 ≥ 0, ν = −1 si
r2 < 0. Avec la de´finition de ζ ci-dessus, on a
(2) ζν = (−1)r1 .
4.4 De´monstration du (i) de la proposition 1.4
On conside`re les donne´es de 4.2 et on supposeMπ(µ1, η1;µ2, η2) 6= 0. La relation 4.2(2)
entraˆıne que l’hypothe`se 4.2(3) est ve´rifie´e. D’apre`s 4.2(6), on peut fixer des e´le´ments
ι1 ∈ Famr1(λ1), ι2 ∈ Famr2(λ2), (λ
′+, ǫ
′+) ∈ Psymp(2n+)k+ , (λ
′−, ǫ
′−) ∈ Psymp(2n−)k−
ve´rifiant les conditions
(1) x(λ
′+, ǫ
′+, λ
′−, ǫ
′−) 6= 0 ;
(2) m(Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−), ρι1 ⊗ ρι2) 6= 0.
En vertu de la de´finition 4.2(5) de x(λ
′+, ǫ
′+, λ
′−, ǫ
′−) et de la proposition 4.1, la
relation (1) entraˆıne
(3) λ+,min ≤ λ
′+, λ−,min ≤ λ
′−.
Notons λ l’induite endoscopique de λ1 et λ2. En vertu de 4.3(1) et de la proposition
3.4(i), la relation (2) entraˆıne
(4) λ
′+ ∪ λ
′− ≤ λ.
De ces deux ine´galite´s, on de´duit
λ+,min ∪ λ−,min ≤ λ.
Posons
µ = d(λ+,min ∪ λ−,min).
La dualite´ est une application de´croissante. L’ine´galite´ pre´ce´dente entraˆıne d(λ) ≤ µ.
D’apre`s [9] proposition 1.9, on a aussi d(λ1) ∪ d(λ2) ≤ d(λ), d’ou` d(λ1) ∪ d(λ2) ≤ µ. Par
construction, d(λ1) = sp(µ1, η1), d(λ2) = sp(µ2, η2). D’ou` sp(µ1, η1) ∪ sp(µ2, η2) ≤ µ. En
appliquant 4.2(1), on obtient
µ1 ∪ µ2 ≤ µ.
C’est l’assertion (i) de la proposition 1.4.
4.5 De´monstration du (ii) de la proposition 3.4
La seule donne´e est ici le quadruplet (λ+, ǫ+, λ−, ǫ−) ∈ Irrbpquad(2n). On pose λ =
λ+,min ∪ λ−,min. Fixons une fonction χ : Jordbp(λ)∪ {0} → Z/2Z ve´rifiant les conditions
suivantes :
χ(i) = 0 pour tout i ∈ Jordbp(λ) tel que multλ(i) = 1 ;
χ(0) = 0 ;
pour tout i ∈ Jordbp(λ) tel quemultλ+,min(i) ≥ 1 etmultλ−,min(i) ≥ 1 (ce qui implique
multλ(i) ≥ 2), χ(i) = 0 si ǫ
+,min
i 6= ǫ
−,min
i et χ(i) = 1 si ǫ
+,min
i = ǫ
−,min
i ;
pour tout i ∈ Jordbp(λ) tel quemultλ(i) ≥ 2 et quemultλ+,min(i) = 0 oumultλ−,min(i) =
0, χ(i) = 1.
On choisit n1, n2 et λ1, λ2 ve´rifiant les conditions de la proposition 3.2, pour ce choix
de la fonction χ. C’est-a`-dire que λ1 ∈ Psymp,sp(2n1), λ2 ∈ Porth,sp(2n2), λ1 et λ2 induisent
re´gulie`rement λ, d(λ1)∪d(λ2) = d(λ) = µ et χλ1,λ2 = χ. On pose µ1 = d(λ1), µ2 = d(λ2).
On a µ1 ∈ Porth,sp(2n1 + 1), µ2 ∈ Porth,sp(2n2), et
(1) µ1 ∪ µ2 = µ.
On de´finit r1 et r2 comme en 4.2 : r1 = r
′, r2 = (−1)r
′
r′′, ou` r′ et r′′ sont de´finis
en 1.3. Pour une partition ν et pour i ∈ N− {0}, posons multν(≥ i) =
∑
i′≥imultν(i
′).
Posons η = (−1)r
′
. Pour ζ = ±, on de´finit une fonction δζ : Jordbp(λ)→ Z/2Z par
δζ(i) ≡ multλζη,min(≥ i) mod 2Z.
On de´finit une fonction τ ζ : Jordbp(λ) ∪ {0} → Z/2Z par
si i 6= 0 et multλζη,min(i) > 0, ǫ
ζη,min
i = (−1)
τζ(i) ;
si i 6= 0 et multλζη,min(i) = 0 (auquel cas multλ−ζη,min(i) > 0), ǫ
−ζη,min
i = (−1)
τζ(i) ;
τ ζ(0) = 0.
On peut conside´rer que ces fonctions sont de´finies sur Intλ1,λ2(λ), resp.
˜Intλ1,λ2(λ),
puisque λ1 et λ2 induisent re´gulie`rement λ. Montrons que
(2) ces fonctions ve´rifient les conditions de 3.5.
Preuve. Soit i ∈ Jordbp(λ). D’apre`s la de´finition ci-dessus, δ−(i) = δ+(i) + 1 si et
seulement si multλ(i) est impair. Remarquons que l’on a l’e´galite´ multλ(i) = jmax(i). Si
jmax(i) ∈ J+, jmax(i) est impair. Inversement, supposons jmax(i) impair. Si multλ(i) = 1,
jmax(i) appartient a` l’ensemble J + ∪ J − de 3.1 par de´finition des intervalles relatifs.
L’imparite´ impose jmax(i) ∈ J +. Or J + ⊂ J+ par de´finition, donc jmax(i) ∈ J+.
Supposons multλ(i) ≥ 2. Par de´finition des intervalles relatifs, il existe d = 1, 2 et
∆d ∈ ˜Int(λd) de sorte que J(i) = {jmin(i), ..., jmax(i)} ⊂ J(∆d). Pour fixer la nota-
tion, supposons que d = 1, donc J(i) ⊂ J(∆1). Par de´finition des intervalles relatifs,
jmax(i) appartient a` l’ensemble J de 3.1. L’imparite´ impose alors qu’il existe d = 1, 2 et
∆′d ∈ ˜Int(λd) de sorte que jmax(i) = jmin(∆
′
d). Si d = 1, on a jmax(i) ∈ J(∆1) ∩ J(∆
′
1)
donc ∆′1 = ∆1. Mais jmin(∆1) ≤ jmin(i) < jmax(i), ce qui est contradictoire. Donc d = 2.
Alors jmax(i) = jmin(∆
′
2). Puisque jmax(i) ∈ J(∆1), λ1,j est pair. Alors, par de´finition de
J+, on a jmax(i) ∈ J+. Cela prouve que les fonctions δζ ve´rifient la premie`re condition
de la relation 3.5(1).
Soit i ∈ Jordbp(λ). D’apre`s la de´finition ci-dessus, τ−(i) = τ+(i) + 1 si et seulement
si multλ+,min(i) > 0, multλ−,min(i) > 0 et ǫ
+,min
i 6= ǫ
−,min
i . D’apre`s la de´finition de χ, ces
conditions sont e´quivalentes a` multλ(i) ≥ 2 et χ(i) = 0. La premie`re condition e´quivaut
a` |J(i)| ≥ 2. Sous cette condition, puisque χ = χλ1,λ2, la seconde condition e´quivaut a`
J(i) ⊂ J(∆2(i)) avec la notation de 3.5(1). Cela ache`ve de prouver cette condition 3.5(1).
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La condition 3.5(2) est claire.
Notons i1 > ... > it les entiers pairs i ≥ 2 tels que multλ+,min(i) soit impair. Pour
i ∈ Jordbp(λ), on a (−1)δ
η(i) − (−1)δ
η(i+) 6= 0 si et seulement si δη(i) 6= δη(i+). Par
de´finition de δη, cela e´quivaut a` ce que multλ+,min(i) soit impair, autrement dit a` ce que
i = ih pour un h = 1, ..., t. Pour un tel ih, on a
(−1)δ
η(ih) − (−1)δ
η(i+
h
) = 2(−1)δ
η(ih) = 2(−1)multλ+,min (≥i) = 2(−1)h.
On a aussi
1− (−1)τ
η(ih) = 1− ǫ+,minih =
{
0, si ǫ+,minih = 1,
2, si ǫ+,minih = −1.
On en de´duit
Cη = 4|{h = 1, ..., t; h pair et ǫ+,minih = −1}| − 4|{h = 1, ..., t; h impair et ǫ
+,min
ih
= −1}|.
En utilisant 1.3(1), on obtient
(3) Cη =
{
2k+, si k+ est pair,
−2(k+ + 1), si k+ est impair.
On a une formule analogue pour C−η, ou` k+ est remplace´ par k−. En reprenant les
de´finitions de r′ et r′′ donne´e en 1.3, un calcul cas par cas montre que (3) e´quivaut a`
Cη =
{
2(r′ + r′′), si r′ + r′′ est pair,
−2(r′ + r′′ + 1), si r′ + r′′ est impair.
De meˆme, l’e´galite´ analogue de (3) pour C−η e´quivaut a`
C−η =
{
2(r′ − r′′), si r′ + r′′ est pair,
−2(r′ − r′′ + 1), si r′ + r′′ est impair.
Par de´finition, r′ = r1 et r
′′ = ηr2. Alors les formules ci-dessus sont la condition 3.5(3).
Cela prouve (2).
On peut appliquer le lemme 3.5. On note ι1 et ι2 les termes dont ce lemme affirme
l’existence. Avec les notations de 4.2, ils appartiennent a` Famr1(λ1), resp. Famr2(λ2).
En conse´quence, ces ensembles sont non vides. A fortiori, on a
(4) r21 + r1 ≤ n1, r
2
2 ≤ n2.
Appliquons maintenant le calcul de 4.2 aux couples (µ1, 1) ∈ Porth(2n1 + 1)k=1 et
(µ2, 1) ∈ Porth(2n2)k=0. On a e´videmment sp(µ1, 1) = µ1 et sp(µ2, 1) = µ2. La condition
(3) de ce paragraphe est ve´rifie´e : c’est (4) ci-dessus. Dans la formule 4.2(6), on peut
limiter les sommations aux quadruplets (λ
′+, ǫ
′+, λ
′−, ǫ
′−) et aux couples (ι1, ι2) tels que
x(λ
′+, ǫ
′+, λ
′−, ǫ
′−) 6= 0 et
m(Πγ(λ
′+, ǫ
′+, λ
′−, ǫ
′−), ρι1 ⊗ ρι2) 6= 0.
Comme en 4.4, on de´duit de ces conditions les relations (3) et (4) de ce paragraphe :
λ+,min ≤ λ
′+, λ−,min ≤ λ
′−, λ
′+ ∪ λ
′− ≤ λ.
Mais ici λ = λ+,min ∪ λ−,min par de´finition. Les ine´galite´s ci-dessus sont donc des
e´galite´s. D’apre`s 4.1 et 4.2(5), les conditions λ+,min = λ
′+, λ−,min = λ
′− et x(λ
′+, ǫ
′+, λ
′−, ǫ
′−) 6=
0 impliquent (λ
′+, ǫ
′+) = (λ+,min, ǫ+,min) et (λ
′−, ǫ
′−) = (λ−,min, ǫ−,min). Dans la somme
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4.2(6), il ne reste que le quadruplet (λ+,min, ǫ+,min, λ−,min, ǫ−,min) et on sait d’apre`s 4.1
que, pour celui-la`, on a x(λ+,min, ǫ+,min, λ−,min, ǫ−,min) = 1.
Il ne reste aussi que les couples (ι1, ι2) tels quem(Πγ(λ
+,min, ǫ+,min, λ−,min, ǫ−,min), ρι1⊗
ρι2) 6= 0. Ou encore, d’apre`s 4.3(1), tels quem(Π
ζ(ι1, ι2), ρλ+,min,ǫ+,min⊗ρλ−,min,ǫ−,min) 6= 0,
le signe ζ e´tant de´termine´ comme en 4.3. Cette condition e´quivaut a` ce que
(λ+,min, ǫ+,min, λ−,min, ǫ−,min) appartienne a` l’ensemble Iζ(ι1, ι2) de´fini en 3.4. Puisque
λ+,min ∪ λ−,min = λ, la proposition 3.4(ii) nous dit qu’elle e´quivaut aussi a` ce que
(λ+,min, ǫ+,min, λ−,min, ǫ−,min) appartienne a` Iζ,max(ι1, ι2). En outre, on a dans ce cas
m(Πγ(λ
+,min, ǫ+,min, λ−,min, ǫ−,min), ρι1 ⊗ ρι2) = 1.
La condition (λ+,min, ǫ+,min, λ−,min, ǫ−,min) ∈ Iζ,max(ι1, ι2) e´quivaut a` ce que les formules
(4) et (5) de 3.4 soient ve´rifie´es, avec les modifications suivantes : les couples (λ+, ǫ+)
et (λ−, ǫ−) de ce paragraphe sont remplace´s par (λ+,min, ǫ+,min) et (λ−,min, ǫ−,min) ; les
fonctions δ+, δ−, τ+ et τ− sont remplace´es par δ+ι1,ι2 etc... La condition (4) de´termine
entie`rement les fonctions δ+ι1,ι2 et δ
−
ι1,ι2
. En se rappelant que le signe ζν qui intervient vaut
pre´cise´ment η (cf. 4.3(2)), on voit que ces fonctions co¨ıncident avec les fonctions δ+ et δ−
construites ci-dessus. Les fonctions τ+ι1,ι2 et τ
−
ι1,ι2
ne sont pas a` premie`re vue entie`rement
de´termine´es par la relation (5) de 3.4. Toutefois, pour tout i ∈ Jordbp(λ), l’une au moins
des valeurs τ+ι1,ι2(i) ou τ
−
ι1,ι2
(i) est de´termine´e et co¨ıncide avec la valeur de τ+(i) ou τ−(i).
Puisque les couples (τ+, τ−) et τ+ι1,ι2, τ
−
ι1,ι2
) ve´rifient tous deux la condition 3.5(1), cela
suffit a` conclure que ces deux couples sont e´gaux. Alors le lemme 3.5 nous dit que (ι1, ι2)
est e´gal au couple (ι1, ι2) introduit ci-dessus. Inversement, pour ce dernier couple, les
conditions (4) et (5) de 3.4 sont bien ve´rifie´es. Autrement dit, dans la somme 4.2(6), il ne
reste plus que le couple (ι1, ι2) et on a m(Πγ(λ
+,min, ǫ+,min, λ−,min, ǫ−,min), ρι1 ⊗ ρι2) = 1.
Cette formule 4.2(6) devient
(5) Mπ(µ1, 1;µ2, 1) = |Fam(λ1)|
−1/2|Fam(λ2)|
−1/2(−1)<Λ1,Λι1>(
(−1)<Λ
+
2
,Λι2> + sgn♯(−1)
<Λ−
2
,Λι2>
)
.
Rappelons que Λ+2 et Λ
−
2 sont les symboles des couples (0, ρ
+
µ2,1
⊗sgn) et (0, ρ−µ2,1⊗sgn).
Ils se de´duisent l’un de l’autre par permutation des deux termes X et Y de chaque
symbole. D’apre`s 2.5(1), on a donc
(6) (−1)<Λ
−
2
,Λι2> = (−1)r2(−1)<Λ
+
2
,Λι2>.
Conside´rons la formule 1.5(1). Notons i1 > ... > it les entiers pairs i ≥ 2 tels que
multλ+(i) soit impair. Le premier produit de la formule vaut (−1)
X+ , ou`
X+ = |{h = 1, ..., t; ǫ+ih = −1}.
On a
X+ ≡ |{h = 1, ..., t; h pair et ǫ+ih = −1}| − |{h = 1, ..., t; h impair et ǫ
+
ih
= −1}| mod 2Z.
D’apre`s 1.3(1), le membre de droite vaut k+/2 si k+ est pair, −(k++1)/2 si k+ est impair.
D’apre`s le meˆme calcul cas par cas qui a calcule´ Cη ci-dessus, c’est aussi (r′ + r′′)/2 si
r′ + r′′ est pair, −(r′ + r′′ + 1)/2 si r′ + r′′ est impair. On obtient
(−1)X
+
=
{
(−1)(r
′+r′′)/2, si r′ + r′′ est pair,
(−1)(r
′+r′′+1)/2, si r′ + r′′ est impair.
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Le deuxie`me facteur de 1.5(1) se calcule de meˆme, r′′ e´tant remplace´ par −r′′. Le produit
de ces termes vaut (−1)r
′′
, ou encore (−1)r2 . La formule 1.5(1) nous dit donc que
(7) sgn♯ = (−1)
r2.
Graˆce a` (6) et (7), (5) se simplifie en
Mπ(µ1, 1;µ2, 1) = 2|Fam(λ1)|
−1/2|Fam(λ2)|
−1/2(−1)<Λ1,Λι1>+<Λ
+
2
,Λι2>.
Donc Mπ(µ1, 1;µ2, 1) 6= 0. Alors, en vertu de (1), les couples (µ1, 1) et (µ2, 1) ve´rifient le
(ii) de la proposition 1.4, a` ceci pre`s que l’on doit de plus prouver que n2 ≥ 1 si ♯ = an.
Mais, si ♯ = an, (7) implique que r2 est impair et (4) implique alors que n2 ≥ 1.
4.6 Conclusion
On a prouve´ que µ ve´rifiait les conditions de la proposition 1.4. Celle-ci implique
que µ est le front d’onde de π(λ+, ǫ+, λ−, ǫ−). Cela de´montre le deuxie`me the´ore`me de
l’introduction. Comme on l’a dit dans celle-ci, le premier the´ore`me s’en de´duit graˆce a`
[9] 3.4.
5 Sur le calcul effectif du front d’onde
5.1 Le couple (λmax, ǫmax)
Soit (λ, ǫ) ∈ Psymp(2n), supposons que tous les termes de λ sont pairs. On lui associe
un couple (λmax, ǫmax) ∈ Psymp(2n) par re´currence sur n, selon la construction qui suit
et qui est extraite de [10] 6.1 et 6.2. On repre´sente λ sous la forme λ = (λ1, ..., λ2r+1),
avec λ2r+1 = 0. On associe a` ǫ une fonction encore note´e ǫ sur l’ensemble d’indices
{1, ..., 2r + 1} par ǫ(j) = ǫλj pour j ∈ {1, ..., 2r + 1}, avec la convention ǫ0 = 1. On
note S la re´union de {1} et de l’ensemble des j ∈ {2, ..., 2r + 1} tels que ǫ(j)(−1)j 6=
ǫ(j − 1)(−1)j−1. On note s1 = 1 < s2 < ... < sS les e´le´ments de S. Pour ζ ∈ {±1},
notons Jζ = {j = 1, ..., 2r + 1; (−1)j+1ǫ(j) = ζ}. On pose
λmax1 = (
∑
h=1,...,S
λsh) + 2[S/2]− 2|J
−ǫ(1)|.
On pose n′ = n−λmax1 /2. On note λ
′ la re´union des λj pour j ∈ J ǫ(1)− (J ǫ(1) ∩S) et des
λj +2 pour j ∈ J−ǫ(1)− (J−ǫ(1) ∩S). Pour i ∈ Jordbp(λ′), on a i = λj ou i = λj +2 pour
un j comme ci-dessus. On note h[j] le plus grand entier h ∈ {1, ..., S} tel que sh < j et
on pose ǫ′i = (−1)
h[j]+1ǫ(j) (j n’est pas uniquement de´termine´ par i mais on montre que
cette de´finition ne de´pend pas du choix de j). On montre que n′ < n (si n 6= 0), que
le couple (λ′, ǫ′) appartient a` Psymp(2n′) et que tous les termes de λ′ sont pairs. Par
re´currence, on dispose d’un couple (λ
′max, ǫ
′max). On pose λmax = {λmax1 } ∪ λ
′max. On
de´finit ǫmax par ǫmaxλmax
1
= ǫλ1 et ǫ
max
i = ǫ
′max
i pour i ∈ Jord
bp(λ
′max) (c’est possible, c’est-
a`-dire que, si λmax1 appartient a` Jord
bp(λ
′max), on a l’e´galite´ ǫλ1 = ǫ
′max
λmax
1
). Cela de´finit le
couple (λmax, ǫmax). Les termes de λmax sont pairs et λmax1 est bien le plus grand terme
de λmax.
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5.2 La partition tλmin
On conserve les meˆmes hypothe`ses. On pose k = kλ,ǫ. On a kλmax,ǫmax = k. On a
rappele´ en 1.3(1) comment se calculait l’entier k. On e´crit λmax = (λmax1 , ..., λ
max
2R+1) avec
λmax2R+1 = 0. On note j
+
1 < ... < j
+
N les j = 1, ..., 2R + 1 tels que ǫ
max(j)(−1)j+1 = (−1)k
(en conside´rant comme dans le paragraphe pre´ce´dent que ǫmax se de´finit sur l’ensemble
d’indices). On note j−1 < ... < j
−
N les j = 1, ..., 2R + 1 tels que ǫ
max(j)(−1)j = (−1)k.
On ve´rifie que N = R + [k/2] + 1, M = R − [k/2]. Notons ν ′ la re´union disjointe des
partitions suivantes :
{2R + 3u− k − 1 + λmax
j+u
− 2j+u ; u = 1, ..., N} ;
{2R + 3v + k + λmax
j−v
− 2j−v ; v = 1, ...,M} ;
{R + [(k − 1)/2], R + [(k − 1)/2]− 1, ..., 0} ;
{R− [(k + 3)/2], R− [(k + 3)/2]− 1, ..., 0}.
On note ν ′ = (ν ′1, ..., ν
′
4R+1). Pour j = 1, ..., 4R+1, on pose νj = ν
′
j −2R+[j/2]. Cela
de´finit une partition ν et on a l’e´galite´ tλmin = ν (cette e´galite´ se de´duit de [10] 5.6 et
5.7).
5.3 Exemples
Soit (λ+, ǫ+, λ−, ǫ−) ∈ Irrbpquad(2n). Les formules des deux paragraphes pre´ce´dents
permettent de calculer les transpose´es des partitions λ+,min et λ−,min. Le front d’onde de
π(λ+, ǫ+, λ−, ǫ−) est d(λ+,min ∪ λ−,min). Cette partition duale se calcule ainsi : on note
ν la partition obtenue en ajoutant 1 au plus grand terme de tλ
+,min
+ tλ
−,min
; alors
d(λ+,min ∪ λ−,min) est la plus grande partition orthogonale µ de 2n+ 1 telle que µ ≤ ν.
Le moins que l’on puisse dire est que ce calcul n’est pas simple.
Signalons le cas particulier rassurant ou` ǫ+ = 1, c’est-a`-dire ǫ+i = 1 pour tout i ∈
Jordbp(λ+), et ǫ− = 1. Dans ce cas, on voit que λ+,max = (2n+), ǫ+,max2n+ = 1, λ
−,max =
(2n−) et ǫ−,max2n− = 1. On a k
+ = k− = 0. On calcule tλ+,min = (2n+), tλ−,min = (2n−),
puis d(λ+,min ∪ λ−,min) = (2n + 1). Autrement dit, notre repre´sentation π(λ+, 1, λ−, 1)
admet un mode`le de Whittaker usuel, ce qui est bien connu.
Un autre cas particulier est celui ou`, pour ζ = ±, n± est de la forme h±(h±+1), λζ est
e´gal a` (2hζ, 2hζ − 2, ..., 2) et ou` ǫζ est alterne´, c’est-a`-dire ǫζ2i = (−1)
i pour i = 1, ..., hζ.
Dans ce cas, on ve´rifie que λζ,max = λζ,min = λζ . Le front d’onde de π(λ+, ǫ+, λ−, ǫ−)
est alors d(λ+ ∪ λ−). On retrouve le re´sultat de [4] et [9] car notre repre´sentation est ici
cuspidale donc e´gale a` son image par l’involution d’Aubert-Zelevinsky.
Donnons enfin comme exemple le calcul du front d’onde de π(λ+, ǫ+, λ−, ǫ−) dans le
cas ou` λ− est vide et ou` λ+ a au plus trois termes non nuls. On pose simplement λ = λ+,
ǫ = ǫ+, µ = d(λmin). On identifie ǫ au triplet (ǫ(1), ǫ(2), ǫ(3)) que l’on note comme un
triplet de signes ±. Evidemment, certains triplets ne sont autorise´s que sous certaines
hypothe`ses sur λ : si ǫ(j) 6= ǫ(j + 1), on doit avoir λj > λj+1 ; si ǫ(j) = −, on doit
avoir λj > 0. On note de meˆme ǫ
max comme une famille de signes. Les re´sultats sont les
suivants :
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ǫ k λmax ǫmax tλ
min
(+,+,+) 0 (λ1 + λ2 + λ3) (+) (λ1 + λ2 + λ3)
(+,+,−) 1 (λ1 + λ2 − 4, λ3 + 2, 2) (+,+,−) (λ1 + λ2 − 2, λ3, 1, 1)
(+,−,+) 2 (λ1, λ2, λ3) (+,−,+) (λ1 − 2, λ2, λ3 + 1, 1)
(+,−,−) 0 (λ1 + λ3 − 2, λ2, 2) (+,−,−) (λ1 + λ3 − 2, λ2 + 2)
(−,+,+) 1 (λ1 + λ3, λ2) (−,+) (λ1 + λ3 − 1, λ2 + 1)
(−,+,−) 3 (λ1, λ2, λ3) (−,+,−) (λ1 − 3, λ2 − 1, λ3, 2, 1, 1)
(−,−,+) 0 (λ1 + λ2 − 2, λ3 + 2) (−,−) (λ1 + λ2 − 1, λ3 + 1)
(−,−,−) 1 (λ1 + λ2 + λ3) (−) (λ1 + λ2 + λ3 − 1, 1)
ǫ µ
(+,+,+) (λ1 + λ2 + λ3 + 1)
(+,+,−) (λ1 + λ2 − 1, λ3 − 1, 1, 1, 1)
(+,−,+) (λ1 − 1, λ2 − 1, λ3 + 1, 1, 1)
(+,−,−) (λ1 + λ3 − 1, λ2 + 1, 1)
(−,+,+) (λ1 + λ3 − 1, λ2 + 1, 1)
(−,+,−) (λ1 − 3, λ2 − 1, λ3 + 1, 1, 1, 1, 1)
(−,−,+) (λ1 + λ2 − 1, λ3 + 1, 1)
(−,−,−) (λ1 + λ2 + λ3 − 1, 1, 1)
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