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2. $1$ ( Papathanasiou)
$X_{(1)},$ $X_{(2)}$ $\mu$ , $\sigma^{2}$ $F$ ( f) 2
.
$Cov(X_{(1)}, X_{(2)})\leq\frac{1}{3}\sigma^{2}$
. , $F$ .
( )
$E(X_{(1)}X_{(2)})=E^{2}(X)$ .














. $\frac{1}{3}\sigma^{2}-Cov(X_{(1)}, X_{(2)})$ $C_{n}$ $C_{n}\approx 0$
$X$ . $\frac{1}{3}\sigma^{2}-Cov(X_{(1)}, X_{(2)})$
.
$C_{\mathfrak{n}}(X_{1}, \cdots X_{n})=\frac{1}{(_{4}^{\mathfrak{n}})}\sum_{i<j<k<l}h(X_{i}, X_{j}, X_{k}, X_{l})$ .
$h(X;, X_{j)}X_{k}, X_{l})= \frac{1}{36}\{(X;-X_{j})^{2}+(X;-X_{l})^{2}+(X;-X_{k})^{2}$
$+(X_{j}-X_{k})^{2}+(X_{j}-X_{l})^{2}+(X_{k}-X_{l})^{2}\}$
$- \frac{1}{6}[\{\max(X_{i},X_{j})-\max(X_{k},X_{l})\}\{\min(x_{:}, x_{j})-\min(X_{k}, X_{l})\}$
$+ \{\max(X_{i}, X_{k})-\max(X_{j}, X_{l})\}\{\min(X_{i}, X_{k})-\min(X_{j}, X_{l})\}$
$+ \{\max(X_{i}, X_{l})-\max(X_{j}, X_{k})\}\{\min(X_{i}, X_{l})-\min(X_{j}, X_{k})\}]$ .
, $C_{n}$ degree 4 $U$- , $E[C_{n}(X_{1}, \cdots X_{n})]=\frac{1}{3}\sigma^{2}-Cov(X_{(1)}, X_{(2)})$




$U$- , Gregory(1977) . degree 2 .
Eagleson(1979) degree 2 $U$-
. Eagleson .
( )
$(X_{1}, \cdots, X,)$ $U$- ,
$E(\Phi(X_{1}, \cdots X, ))=0$ .
$E(\Phi(X_{1}, \ldots.,X,)|X_{1})=0$ $a$ . $s$ .
$U$- $\Phi$ , (first-order degeneracy) . ,
$E(\Phi(X_{1}, \cdots X,)\}X_{1}, X_{2})=0$ $a$ . $s$ .
(second-order degeneracy) .
, , , $\cdot$ . . .
3.1 (Eagleson)
$U_{n}$ , degree 2 U- , $h$ .
\langle , $E(h)=0$ .









$\sum_{h=1}^{\infty}\lambda_{k}^{2}<\infty$ $\{\psi_{k}\}$ : .
$h_{N}(x, y)= \sum_{k=1}^{N}\lambda_{k}\psi_{k}(x)\psi_{k}(y)$
$U_{\mathfrak{n}}^{(N)}= \frac{1}{(_{2}^{n})}\sum_{1\leq i<j\leq n}h_{N}(X_{i}, X_{j})$
.
$nU_{n}^{(N)}arrow nU_{\mathfrak{n}}$ in $p$ $(Narrow\infty)$
$\sum_{k=1}^{N}\lambda_{k}(Z_{k}^{2}-1)arrow\sum_{h=1}^{\infty}\lambda_{k}(Z_{h}^{2}-1)$ in $p$ $(Narrow\infty)$
$nU_{n}^{(N)} arrow\sum_{k=1}^{N}\lambda_{k}(Z_{k}^{2}-1)$ in law $(narrow\infty)$
.
$nU_{n} arrow\sum_{k=1}^{\infty}\lambda_{k}(Z_{k}^{2}-1)$ in law.
( )
3.2 (Eagleson)
$U_{n}$ , degree 4 $U$- , $h$ .






$\{Z_{k}\}$ : $N(O,1)$ .
( )
$h\in L^{2}$ $\{\psi(\cdot)\}$ $h$ .
$h(x, y, z, w)=$ $\sum$ $\lambda_{k1mn}\psi_{h}(x)\psi_{l}(y)\psi_{m}(z)\psi_{n}(w)$
$0<k,l,m,n$
$+$ $\sum$ $\lambda_{klm0}\psi_{k}(x)\psi_{\mathfrak{l}}(y)\psi_{m}(z)+$ $\sum$ $+$ $\sum$ $+$ $\sum$
$0<k,l,m$ $0<k,m,n$ $0<k,l,n$ $0<l,m,n$
$+ \sum\lambda_{kl00}\psi_{k}(?)\psi_{l}(y)+$ $\sum$ $+$ $\sum$ $+$ $\sum$ $+ \sum+$ $\sum$ .
$0<h,l$ $0<k,m$ $0<k,n$ $0<l,m$ $0<l,n$ $0<m,\mathfrak{n}$
31 $h_{N}(x, y, z, w)$ $U_{n}^{(N)}$
$nU_{n}arrow Z$ in law.
( )









$\Psi(x, y)=E(h(X, Y, Z, W)|X=x, Y=y)$ .
6( )
32 $h(x, y, z, w)$ $\{\psi(\cdot)\}$ .
$\psi(\cdot)$ 3 4 . $h$




, $\Psi(x, y)$ $\Psi\in L^{2}$
$\Psi(z, y)=\sum_{k=1}^{\infty}\eta_{k}\phi_{k}(x)\phi_{k}(y)$







(1) $C_{n}$ (1 ) $U-$ .
(2) $E(h(X, Y, Z, W)|X=x,Y=y)$
$= \frac{1}{6}x^{2}y+\frac{1}{6}xy^{2}+\frac{1}{18}\min(x, y)-\frac{2}{9}xy-\frac{1}{6}x^{2}y^{2}$.
(3) $nC_{n} arrow\sum_{h=1}^{\infty}6\lambda_{k}(Z_{k}^{2}-\cdot 1)$ in law.
$\{\lambda_{k}\}$
sin $\frac{1}{6\sqrt{2\lambda}}=0$ , $\tan\frac{1}{6\sqrt{2\lambda}}=\frac{1}{6\sqrt{2\lambda}}$
$\lambda_{1}>\lambda_{2}>\cdots>0$ .
7( )
$\phi(x, y)=\frac{1}{6}x^{2}y+\frac{1}{6}xy^{2}+\frac{1}{18}\min(x, y)-\frac{2}{9}xy-\frac{1}{6}x^{2}y^{2}$ $\int_{0^{1}}\psi_{h}(x)\phi(x, y)dx=\lambda_{h}\psi_{h}(y)$
. ,
$\lambda_{k}\psi_{k}’’’(y)+\frac{1}{18}\psi_{k}’(y)=0$
$\psi_{h}(0)=\psi_{k}(1)=0$ , $\int_{0}^{1}\psi_{h}(x)dx=0$ , $\int_{0^{1}}\psi_{k}^{2}(x)dx=1$












. $h;(t)= \frac{t}{Cj}+\frac{1-t}{c_{+1}}j$ $(0<\ell<1)$
$C_{\mathfrak{n}}$ 35 $\sum_{k=1}^{\infty}6\lambda_{k}Z_{k}^{2}$
location $\sum_{k=1}^{\infty}6\lambda_{k}$ . , 3.5
. .
$\lambda$ . $\sin$ $=0$ $\tan\frac{1}{6\sqrt{2\lambda}}=\frac{1}{6^{\sqrt{2\lambda}}}$
$-$ .
.
$narrow\infty$ $n$ . $C_{n}$
. ( 100 )
8$n$ 20 100 5 10000 $nC_{n}$
. $\frac{1}{n}$ . $narrow\infty$
. $y_{n}=\underline{a}+b_{0}+\epsilon_{n}$ $a$
smoothing . 5% 10% .
9\S 4.
, .
Stephens(1974) , 3 ( $k>1$ )
Alternative; A
$F(z)=1-(1-z)^{h}$ $0\leq z\leq 1$
Alternative ; $B$
$F(z)=2^{k-1}z^{k}$ $0\leq z\leq 0.5$
$F(z)=1-2^{k-1}(1-z)^{k}$ $0.5\leq z\leq 1$
Alternative; $C$
$F(z)=0.5-2^{k-1}(0.5-z)^{k}$ $0\leq z\leq 0.5$
$F(z)=0.5+2^{k-1}(z-0.5)^{h}$ $0.5\leq z\leq 1$
$k=2$ ,A,B, $C$ . 5
%,10 % . . $C_{n}$
$n=20,40$ 10000 ,Stephens
. . $C_{n}$ $=20,40$




K-S : Kolmogorov-Smirnov Statistics.
$D= \max(_{1}\max_{\leq i\leq n}[\frac{j}{n}-Z_{i}]$ , l\leq i\leq nmax $[Z_{i}- \frac{i-1}{n}])$
$CvM$ : Cramer-von Mises.
$W^{2}= \sum_{:=1}^{n}[Z:-\frac{2i-1}{2\text{ }}]^{2}+\frac{1}{12n}$
Kui: Kuiper.





A $=- \frac{1}{n}\{\sum_{i=1}^{n}(2i-1)[\ln Z;+\ln(1-Z_{\mathfrak{n}+1-i})]\}-$
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