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Iris Center Localization Using Energy Map 
Synthesis Based on Gradient and Isophote 
Lihong Dai , Jinguo Liu , Zhaojie Ju and Yang Gao 
Abstract. Gaze tracking has wide applications such as in driver fatigue detection, virtual reality, and human-computer interac-
tion. The performance of gaze tracking depends largely on the accuracy of iris center localization. However, most of the exist-
ing gaze tracking products are intrusive or require additional equipment with a high cost. Therefore, precise localization meth-
ods of iris center in low quality images captured in a non-contact way with visible light need to be investigated. This paper 
proposes a novel localization method of iris center using energy map synthesis based on image gradient, isophote and midpoint 
of eye ROI (Region of interest). This method combines the advantages of higher localization accuracy based on gradient, in-
variance to the rotation and linear transformation of light based on isophote, and iris center close to the midpoint of eye ROI. 
Moreover, a post-processing correction method for the closed eyes and for other large deviations of iris center position is 
adopted to further improve the localization accuracy. The algorithm is verified on the BioID, Talking Face Video and MUCT 
Face databases, and the results show that the localization accuracy has outperformed the listed state-of-the-art methods in vary-
ing illuminations. 
Keywords: Iris center localization, energy map synthesis, gradient, isophote, post-processing correction 
1.  Introduction 
1.1. Significance of iris center localization 
Gaze tracking has wide applications such as in 
driver fatigue detection[21], diagnosis of eye diseases 
and psychological diseases[2], website or advertising 
design, virtual reality and augmented reality[11], 
human-computer interaction[13], control equipment, 
and human behavior research. The performance of 
gaze tracking depends largely on the accuracy of iris 
center localization. 
However, the popular gaze tracking products often 
require high-resolution cameras, infrared light 
sources, and other additional equipment. They are not 
only intrusive, but also expensive. Furthermore, im-
ages are often subjected to varying illuminations, 
specular reflection, occlusion, and so on, so it is dif-
ficult to accurately locate the iris centers of these 
images. Therefore, accurate localization methods of 
iris center in low quality images captured in a non-
contact way with visible light need to be investigated. 
1.2. Existing iris center localization methods 
According to the form of light source, the iris cen-
ter localization methods can be divided into those 
with active light source[25] and those with passive 
light source. For the former, additional infrared 
equipment is required, which is invalid in sunlight 
and long distances and usually only suitable for in-
door use. While the latter is mostly adopted to locate 
the iris center, that is, the localization is carried out in 
the visible light environment. For the localization 
methods with passive light source, which can also be 
divided into the appearance-based methods and the 
feature-based methods. In the appearance-based 
methods, supervised machine learning is mainly used 
to locate the iris center. Markuš et al. adopt a super-
vised learning method of ensemble of regression tree 
to locate the iris center [12]. Since the appearance-
based methods rely on a large number of input sam-
ples, and the results of different training samples of-
ten vary greatly, the performance is not very stable. 
While the feature-based methods mainly uses the 
local geometric features of the eyes to locate, without 
the need of input samples and with robust perfor-
mance. Therefore, the feature-based methods are 
widely used in the iris center localization, including 
the IDO-based method proposed by Daugman [7], 
the isophote-based method proposed by Valenti et al 
[19,20], and the gradient-based method proposed by 
Timm et al [18]. In the IDO-based method, an in-
tegrodifferential operator (IDO) is used for the pupil 
localization. The method not only has a low localiza-
tion accuracy, but also has a high computation cost. 
However, for the isophote-based method, not only is 
it invariant to the rotation and linear transformation 
of light, but also it is more efficient. The method is 
also used in [14], where a shape regression method is 
used to locate coarsely, and then the iris center is 
located accurately by the isophote-based method. 
Furthermore, the gradient-based method is widely 
used at present because of its high localization accu-
racy. The method is also reported in [4], where FFT 
transform is used to enhance its efficiency. In addi-
tion, Zhang et al. [24] propose a localization method, 
where the two methods based on isophote and gradi-
ent are employed and integrated. Its localization ac-
curacy is improved, but it is complicated with many 
not easy to set.  
To sum up, we can see that the isophote-based 
method has the characteristic of invariance to the 
transformation of light and the gradient-based meth-
od has the advantage of a high localization accuracy. 
Following the work in [24], the above two methods 
are further integrated and refined in the paper. 
1.3. Contributions of the paper 
In order to achieve accurate iris center location in 
low-resolution images captured in visible light, an 
energy map synthesis method based on gradient [18], 
isophote [19,20], and midpoint the eye ROI (Region 
Of Interest) is proposed in this paper. The algorithm 
proposed is verified on three public databases. The 
main contributions of this paper are summarized as 
follows. 
1) An Energy map synthesis method based on gra-
dient [18], isophote [19,20], and midpoint of eye ROI 
is proposed, which has the advantages of higher lo-
calization accuracy in the image gradient method, 
invariance to the rotation and linear transformation of 
light in the isophote method, and iris center close to 
the midpoint of eye ROI. 
2) A post-processing correction method is adopted 
proposed in our previous work [5], including correc-
tion for closed eyes and large deviation of iris center  
to further improve the localization accuracy.  
3) A modeling approach of the energy map based 
on the eye ROI midpoint is adopted proposed in pre-
vious work [5] to provide a feasible way for energy 
map synthesis and localization accuracy improve-
ment. 
2. Flow chart of the proposed method 
The flow chart of the iris center localization by the 
proposed method is shown in Figure 1. 
 
Fig. 1. Flow chart of the iris center localization by the proposed 
method 
2.1. Energy map based on image gradient 
In this paper, the basic gradient method proposed by 
Timm et al. [18] is improved, which mainly reflected 
in the weight design in order to reduce the influence of 
some specular reflection on the localization of iris cen-
ter. The gradient-based localization method of the iris 
center is described below, followed by how to generate 
the energy map based on this method. In addition, an 
adaptive threshold segmentation method is introduced 
to improve efficiency and robustness. 
2.1.1. Basic gradient method  
The schematic diagram of iris center localization 
based on the gradient is shown in Figure 2, where the 
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inner circle represents the pupil, the outer circle repre-
sents the iris, c is the iris center, pi is a point of the iris 
edge, di is the displacement vector from c to pi , and gi 
is the gradient vector of gray level at pi. 
 
Fig. 2.	Schematic diagram of iris center localization method based 
on gradient 
Since the iris center is the darkest and its edge is 
lighter, if gi and di are normalized into unit vectors, 
when the two vectors are in the same direction, their 
dot product is the largest. When the quadratic sum of 
their dot product is the largest, the center point is the 
iris center, which can be calculated by 
 , (1) 
where n is the number of all pixels in the image. In 
order to improve the localization accuracy of the iris 
center, the weighted ωci is added, so the formula of iris 
center localization can be rewritten as 
 . (2) 
Then how do we design the weight? Because the iris 
center is the darkest and its gray value is the smallest,  
the weight of a possible center point is given by 
      ωci=255-Ii ,                                            (3) 
where, Ii is its gray value. Thus, the closer to the iris 
center the point is, the greater its weight is. 
2.1.2. Improved gradient method 
However, bright spots often occur or even cover the 
iris region because of specular reflection, which makes 
gray value in the region increased. If the gray value is 
simply used as the weight, the error will inevitably 
increase. Therefore, this weight is multiplied by a co-
efficient k less than 1 to reduce the influence of specu-
lar reflection on the gray weight, and a small constant 
value m is added to enhance its robustness. Then the 
final weight can be expressed by [5] 
ωci=(255-Ii)*k+m.                            (4) 
In addition, when the angle between di and gi is ob-
tuse, as shown in Figure 3, the possible iris center is 
located outside the iris, which is clearly unreasonable. 
 
Fig. 3. The possible iris center is outside the iris 
In order to eliminate the points outside the iris, the 
formula is further improved. The dot product of dis-
placement vector and gradient vector is negative for 
the points outside the iris, so only the positive part will 
be retained. Then the formula of iris center localization 
can be rewritten as 
 . （5） 
2.1.3. Energy map based on the improved gradient 
method 
In terms of the curly brace part of the top one in (5), 
the gray value of points in the eye ROI can be ob-
tained, and the resulting image is the energy map 
based on the gradient method.   
Some examples of the energy map are shown in the 
second column in Table 1, where the image number is 
shown in the first column. Furthermore, the point with 
the highest gray intensity in the energy map is the iris 
center obtained by the improved gradient method. 
Table 1 
Synthesis process of energy map 
Image 
number 
Energy map based 
on gradient method 
Energy map based 
on isophote method 
Energy map based on 
the eye ROI midpoint  
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2.1.4. Adaptive threshold segmentation to improve 
efficiency and robustness  
In order to improve the efficiency of the algorithm, 
the dynamic adaptive threshold segmentation method 
is adopted to filter the gradient. If the gradient magni-
tude (Mag) is greater than the threshold (Thresh), the 
gradient is divided by the magnitude to get the normal-
ized result. Otherwise, the gradient is set to 0. Thus the 
gradient can be expressed as 
.  (6) 
What’s more, the gradient threshold (Thresh) is set 
to the dynamic adaptive threshold (stdDevFactor * 
stdDevMag+ meanMag), where meanMag is the mean 
of the gradient magnitude, stdDevMag is its standard 
deviation, and stdDevFactor is the standard deviation 
coefficient. The gradient threshold can vary with its 
magnitude, so the dynamic adaptive threshold method 
also enhances the robustness of system. 
2.2. Energy map based on isophote 
Because the rotation and linear transformation of 
light do not affect the shape of objects, isophote has 
the advantage of invariance to it. Therefore, the energy 
map based on the isophote method is used to correct 
that based on the gradient in order to reduce the influ-
ence of light on iris center localization. 
Isophotes refers to the curves that connect points 
with the same intensity in the image. Because they do 
not intersect with each other, the image can be de-
scribed by them. In order to locate the iris center with 
the isophotes, we try to find a corresponding circle at 
each point of each isophote to best approximate the 
curve. Then the curvature circle exactly satisfies this 
requirement, so the curvature of the isophotes is calcu-
lated. In terms of the relationship between the illumi-
nation (L) and the isophote, the curvature k of the iso-
phote can be derived as [19] 
 , (7) 
where Lx and Ly are first-order partial derivation of the 
illumination function in x and y directions respectively; 
Lxx and Lyy are the second-order partial derivation in 
the x and y directions, respectively; and the Lxy is the 
first-order partial derivation first in the x direction and 
then in the y direction. In order to vote for the center of 
curvature, we need to calculate the curvature radius of 
the isophote, which is the reciprocal of the curvature of 
the isophote. By multiplying the radius of curvature by 
the direction with the largest change in illumination 
(namely the gradient), the displacement vector D from 
the estimated center point can be obtained as 
 . (8) 
If the gray intensity at the boundary of an object is 
the same, the isophote at the edge is the same, and the 
shape of the isophote is the same as that of the object. 
Then the displacement vector can be mapped to an 
accumulator, and the iris center can be obtained by 
voting according to the accumulated result. However, 
in fact, we cannot guarantee that the isophote at the 
edge of an object is the same. Therefore, the curved-
ness operator is introduced, which is defined as 
 . (9) 
The curvedness indicates how much the shape of an 
object is bent. At the edge of the object, the curvedness 
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is the greatest. Therefore, the curvedness is accumulat-
ed as the voting mechanism, and the cumulative result 
is convolved with the Gaussian function to generate 
the energy map. The following three constraints should 
be satisfied before the curvedness accumulation. 
1) Curvature is negative.  
The sign of curvature of an isophote depends on 
the intensity at the outer boundary of the curve. The 
gray intensity at the outer boundary of iris is the larg-
est, and it varies from large to small from the bounda-
ry to the center direction, with a negative gradient. 
Therefore, only the isophotes with negative curvature 
(namely negative gradient) are accumulated to vote. 
2) Magnitude of the displacement vector is in a cer-
tain range.  
The magnitude of the displacement vector is the 
curvature radius of the isophote. Because the iris ra-
dius is in a certain range, the magnitude of the dis-
placement vector should be limited in the range. 
3) Gray of the image is in a lower range.  
Because the iris is darker, its gray intensity should 
be limited in a lower range to ensure that its center is 
located in its region. For the images listed on the 
leftmost column in the Table 1, the energy maps gen-
erated in accordance with the above isophote method 
are shown in the third column. Moreover, based on 
the method, the iris center can be obtained by finding 
the point with the maximum gray value in the energy 
map. 
2.3. Energy map based on the eye ROI midpoint  
Since the iris center is near the eye ROI midpoint, 
the energy map based on the eye ROI midpoint [5] is 
adopted to correct the energy map. For the clarity of 
the paper, the modeling process of the energy map is 
restated here. Since the eye ROI midpoint is very 
close to the iris center, the gray value of the eye ROI 
midpoint is modeled as the maximum in this energy 
map. Meanwhile, in order to ensure robustness, the 
gray value gradually decreases from the midpoint of 
the eye on ROI within a certain radius. The farther 
away it is from the eye ROI midpoint, the smaller the 
gray value is, and the gray value in the farthest position 
is minimum 0. Accordingly, a two-dimensional Gauss-
ian function can be used to describe the energy map. 
However, Gaussian function is mainly composed of an 
exponent which ranges from 0 to 1, while the gray 
value of an image ranges from 0 to 255. Therefore, the 
two-dimensional Gaussian function with the peak val-
ue 255 in the eye ROI midpoint, can be selected as the 
corresponding energy function, which can be modeled 
as [5] 
 , (10) 
where (xm, ym) is the two-dimensional coordinate of the 
eye ROI midpoint, σ is the energy decay radius in the 
energy map. According to (10), the energy maps based 
on the eye ROI midpoint can be generated, shown in 
the fourth column in Table 1. 
2.4. Energy map synthesis and iris center localization  
The energy maps based on the gradient, the isopho-
te, and the eye ROI midpoint are synthesized in terms 
of a certain weight to generate the final one. The image 
fusion function of addWeight in OpenCV[17] is used 
to implement the function. Since the function can only 
synthesize two energy maps, the energy maps based on 
the isophote and the eye ROI midpoint are first synthe-
sized. Because the localization accuracy of the two 
methods is similar (see Table 7 below), their weights 
are set to 0.5 respectively. Then their synthetic energy 
map is synthesized with the energy map based on the 
gradient to generate the final one. The weight is chosen 
by experiment results of localization accuracy when e 
(maximum normalized error) is within 0.05 after ener-
gy map synthesis, shown in Table 2.  The first column 
of the Table is the weight of energy map based on the 
gradient. When the weight is 0.1, the weight of syn-
thetic energy map based on the isophote and the mid-
point of the ROI is 0.9, that is, the two weights add up 
to 1. From Table 2 we can see when the weight of en-
ergy map based on the gradient is 0.6 marked in bold, 
the localization accuracy is the highest in the range of 
e≤0.05, so its weight is taken as 0.6, while the weight 
of synthetic energy map based on the isophote and the 
eye ROI midpoint is set to 0.4. 
Table 2 
Localization accuracy corresponding to different weight 
Weight e≤0.05 e≤0.1 e≤0.25 
0.1 84.5545% 98.0858% 100% 
0.2 85.4786% 97.6238% 99.802% 
0.3 86.9307% 97.6238% 99.736% 
0.4 87.7888% 96.8977% 99.604% 
0.5 88.3828% 96.8317% 99.3399% 
0.6 88.8449% 96.3696% 99.2079% 
0.7 88.5149% 95.5116% 98.7459% 
0.8 86.6007% 93.7954% 98.1518% 
0.9 83.1683% 92.0792% 97.0957% 
 
For the images listed on the leftmost in the Table 1, 
the final synthetic energy maps are shown in the last 
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column. The point with the largest gray value in the 
synthetic energy map is the iris center determined orig-
inally. 
2.5. Correction for the closed eyes and the other 
large Deviations  
Because both the gradient-based method and the 
isophote-based method are suitable for the open eye 
state, their localization errors in the closed eye state are 
large. It is necessary to detect the closed eye and cor-
rect the location of the iris center. It is known that the 
ratio of width to height of the eye ROI will increase 
when the eye is closed. Therefore, whether the eyes are 
closed can be judged by the ratio. When the ratio is 
larger than a threshold, we think the person in the im-
age in the closed or semi-closed state. The threshold 
can be set properly according to monitoring the actual 
ratio of the width and height of the eye ROI. Because 
iris center is close to the eye ROI midpoint, in the 
closed eye state, the iris center is approximated by the 
eye ROI midpoint.  
In addition, the other large deviations of the iris cen-
ter location caused by occlusion, specular reflection, 
too strong light or too weak light and so on will be 
corrected. When the iris center obtained by energy 
map is far from the eye ROI midpoint and close to its 
edge, or the interpupillary distance is out of a certain 
threshold range, which indicates that the localization 
error is large. Then by judging which eye is close to 
the edge of the ROI, we can use the midpoint of its 
ROI to correct it. For example, if the iris center 
(marked by  ) obtained by the above method is far 
from the midpoint (marked by +) of the eye ROI (rep-
resented by rectangle), just as Figure 4, the position of 
the iris center will be corrected. Likewise, as shown in 
Figure 5, when interpupillary distance is too large in 
(a) and (b) or too small in (c) and (d), the correction 
will also be carried out. In (a) and (c), their right eyes 
will be corrected, while in (b) and (d), their left eyes 
will be corrected. Figure 4 and Figure 5 show the 
schematic diagram of correction for large deviations, 
some examples of real images are shown in Table 5 in 
section 4.3.  
 
Fig. 4. Large deviation of iris center location for one eye 
 
Fig. 5. Interpupillary distance is too large or too small 
The adopted post-processing correction algorithm is 
detailed in the literature [5]. It's worth noting that the 
threshold parameters in the algorithm are all divided 
by eye width, so they are normalized. After correction 
for closed eyes and for other large deviations of the iris 
center, the final accurate iris center position is ob-
tained. 
3. Result evaluation 
3.1. Evaluation index 
Maximum normalization localization error [8] is 
used to evaluate the localization accuracy of iris center. 
The evaluation formula is given by 
 , (11) 
where  and  are the estimated iris center position 
of left eye and right eye respectively, and   and  
are their actual iris center position respectively [5]. It 
can be seen that formula (11) represents the ratio of the 
maximum absolute localization error of two eyes to 
their distance, which is normalized. In addition, there 
are also minimum and average normalization localiza-
tion error. The former is the ratio of their minimum 
absolute localization error to the distance between 
them. The latter is the ratio of their average absolute 
localization error to the distance between them. 
According to the range of localization error, locali-
zation accuracy is often divided into the following 
three situations: e ≤ 0.05 indicates that the localization 
error is roughly within the distance from the pupil cen-
ter to its boundary; e ≤ 0.10 represents that the error is 
within the distance from the iris center to its boundary; 
e ≤ 0.25 denotes that the error is basically within the 
distance from the center of eye to the its corner. The 
number of images in each range of localization error is 
counted, divided by the total number of images, to 
obtain the localization accuracy in each error range. 
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3.2. Database 
The BioID public database [16] is employed to 
evaluate the localization results. The database contains 
1521 low-resolution images captured by webcams, 
including images with the closed or semi-closed eyes, 
those captured in strong or weak light, even those with 
eye areas occluded by strong specular reflection, rec-
ognized as the most challenging database. 
3.3. Localization results 
Face detection and facial landmarks detection are 
carried out on 1521 images in BioID database. At the 
same time, OpenCV [17] and Dlib [9] are used to de-
tect faces. Many faces in the images cannot be detected 
by the former, while only 6 faces are not detected by 
the latter, so face detection is realized by using Dlib. 
Facial landmark points in 1515 face images are detect-
ed to obtain the eye ROIs. On this basis, the above 
localization algorithm is adopted to locate the iris cen-
ter. For the images listed in Table 1 except image 990 
and image 1199, the detected face regions and eye 
ROIs images are shown in Figure 6. Because image 
990 is similar to image 1005, and image 1199 is simi-
lar to image 1179, the two images (990 and 1199) are 
not shown here. From these images, we can see that 
many people wear glasses, and they are exposed to 
varying illuminations. Moreover, due to the influence 
of specular reflection, bright spots occur or even cover 
the iris region, which degenerates significantly the 
quality of eye ROI image. 
 
    
150 324 494 576 
    
886 1005 1057 1179 
Fig. 6. Some examples of detected face regions and eye ROIs images on the BioID database 
For the images listed in Table 1, the localization re-
sults before and after energy map synthesis are com-
pared as shown in Table 3. Their localization results 
based on the gradient method before synthesis are 
shown in the second column; those based on the iso-
phote method are listed in the third column; and those 
after the energy map synthesis are in the last column. 
The positions of the iris centers are marked by cross-
lines. Furthermore, the comparison of their localization 
errors before and after the energy map synthesis is 
shown in Table 4. Due to the effects of bright spots in 
eye ROI, the gray value in iris region increase, which 
makes the localization accuracy worse for the method 
depending on gray feature such as the gradient-based 
and the isophote-based methods, as shown in the mid-
dle two columns in Table 3 and Table 4. However, 
because of the correctness effect of the isophote and 
eye ROI midpoint on the gradient, after the energy 
map synthesis, the localization accuracy is greatly im-
proved, as shown in the last column in the two tables.  
After the energy map is synthesized, correction for 
the closed eyes and for other large deviations are car-
ried out. Some examples of localization results before 
and after the correction are shown in Table 5, and the 
comparison of their localization errors is shown in 
Table 6. It can be seen that for image 291 and image 
879, the correction for the closed eyes is performed. 
While for the four images from 325 to 588 listed in 
Table 5, large deviations caused by poor image quality 
under dark light are also corrected. Furthermore, for 
the remaining four images, large deviations caused by 
bright illumination and specular reflection are correct-
ed. The results show that post-processing correction 
can effectively refine localization accuracy in further. 
Table 3 
Comparison of localization results (LR) before and after the syn-
thesis of energy map 
Image  
number 
LR based 
on gradient 
LR  based 
on isophote  
LR after energy 
map synthesis 
150    
324     
494    
576    
886     
990    
1005    
1057    
1179     
1199     
Table 4 
Comparison of localization errors (LE) before and after synthesis 
of energy maps 
Image  
number 
LE based 
on gradient  
LE based 
on isophote  
LE after energy 
map synthesis 
150 0.278068 0.246942 0.0282335 
324 0.253837 0.0507673 0.0227038 
494 0.0287658 0.231917 0.0203405 
576 0.0212334 0.192276 0 
886 0.191959 0.047619 0.0238095 
990 0.051778 0.301915 0.0231558 
1005 0.050702 0.137924 0.0320668 
1057 0.078363 0.0896116 0.021734 
1179 0.208965 0.257192 0.0415855 
1199 0.0702555 0.274806 0.0222167 
Table 5 
Comparison of localization results (LR) before and after correction 
Image num-
ber 
LR before correc-
tion 
LR after correction 
157   
291   
325   
361   
409   
588   
652   
769   
776   
879   
Table 6 
Comparison of localization errors (LE) before and after correction 
Image number LE before correction LE after correction 
157 0.201665 0.0425147 
291 0.154212 0.0344828 
325 0.220797 0.048766 
361 0.282542 0.0485987 
409 0.200378 0.021734 
588 0.254099 0.0321412 
652 0.188654 0.0416667 
769 0.176777 0.0222167 
776 0.148316 0.0344828 
879 0.103975 0.0519875 
 
Based on the different method, the localization ac-
curacy in each error range is shown in Table 7, where e 
is the maximum normalization localization error, com-
puted by formula (11). The corresponding localization 
accuracy is the proportion of the number of images 
within each localization error to the total number of 
images. 
Table 7 
Iris center localization accuracy on the BioID database 
Method e≤0.05 e≤0.1 e≤0.25 
Gradient method 81.1% 91.5% 97.4% 
Isophote method 63.8% 77.1% 96.8% 
Midpoint of ROI 68.0% 98.0% 99.9% 
Energy map synthesis 88.8% 96.4% 99.2% 
After correction 90.1% 98.8% 99.9% 
 
The localization accuracy based on the gradient 
method is shown in the first row data of the Table 7. 
The second row is the localization accuracy based on 
the isophote. The third row is that using the eye ROI 
midpoint as the iris center. The fourth row is that after 
the energy map synthesis. The last row shows that after 
correction for the closed eyes and for other large devia-
tions. Compared with the gradient-based method be-
fore the synthesis, the localization accuracy after the 
energy map synthesis is improved by 7.7% in the 
range of e≤0.05, 4.9% within e≤0.1, and 1.8% within 
e≤0.25. It can be seen that the energy map synthesis 
has a significantly effect on improving the localization 
accuracy, especially in the small range of localization 
error. After correction for the closed eyes and other 
large deviations, the localization accuracy is increased 
by another 1.3% within e ≤ 0.05, 2.4% within e ≤ 0.1, 
and 0.7% within e ≤ 0.25. It is obvious that the locali-
zation accuracy is further improved. 
The above results are based on the maximum nor-
malization localization error. Similarly, the localization 
accuracy based on the average and minimum normal-
ized localization error is also calculated. That based on 
the maximum, average and minimum normalized lo-
calization error is shown in Table 8, and their trend 
curves are shown in Figure 7.  
Table 8 
Localization accuracy based on maximum, average and minimum 
normalization error 
Measurement of 
localization accuracy 
e≤0.05 e≤0.1 e≤0.25 
Maximum normalization error 90.1% 98.8% 99.9% 
Average normalization error 96.0% 99.5% 99.9% 
Minimum normalization error 98.7% 99.9% 99.9% 
 Fig. 7. Localization accuracy curve 
It is clear that the localization accuracy based on the 
average and minimum normalization error is higher 
than that based on the maximum one. In particular, the 
proportion of images with minimum normalization 
error in the range of 0.05 has amounted to 98.7%, 
which proves that the localization accuracy of the pro-
posed method is very high. Compared with current 
advanced methods on the BioID database, as shown in 
Table 9. 
Table 9 
Comparison of localization accuracy on the BioID database 
Method e≤0.05 e≤0.1 e≤0.25 
Timm2011[18] 82.5% 93.4% 98.0% 
Valenti2008[19]  84.1% 90.9% 98.5% 
Valenti2012[20] 86.1% 91.7% 97.9% 
Markuš2014[12] 89.9% 97.1% 99.7% 
Ren2014[15] 77.1% 92.3% 99.0% 
Cai2015[4] 84.1% 95.6% 99.8% 
Pang2015[14] 83.6% 96.1% 98.6% 
Zhang2016[24] 85.7% 93.7% 99.2% 
Araujo2017[3] 88.3% 92.7% 98.9% 
Xia2018[23] 87.1% 98.7% 99.9% 
Ahmed 2019[1] 87.0% 95.2% 99.0% 
Laddi2019[10] 81.4% 92.2% 97.5% 
Proposed method 90.1% 98.8% 99.9% 
 
 The localization accuracy of the proposed method 
is shown in the last row of the table, marked in bold. It 
is obvious the localization accuracy within each error 
range is the highest, compared the other methods listed 
in the table. It can be seen that the localization accura-
cy has outperformed the state-of-the-art methods. Alt-
hough the localization accuracy based on the gradient 
method in this paper are not as high as that obtained by 
Timm, the final localization accuracy by the proposed 
method is higher. If the localization accuracy based on 
the gradient method is improved, the final localization 
accuracy will continue to rise.  
4. Generalization ability and robustness 
In order to verify the generalization ability and ro-
bustness of the proposed method, the algorithm is 
tested on the other two datasets which are Talking 
Face Video database [22] and the MUCT Face data-
base [6]. The Talking Face Video database includes 
5000 images with various pose and expressions faces, 
while the MUCT Face database contains 3755 images 
with different pose people in varying illuminations. 
Among these images, only the faces in three images 
on the MUCT Face database could not be detected, 
and the remaining faces were all detected. The fol-
lowing results are based on the detected face images. 
Some examples of detected face regions, eye ROIs 
(marked with rectangles) and corresponding localiza-
tion result (marked with cross lines) images on the 
Talking Face Video database [22] and the MUCT 
Face database [6] are shown in Figure 8 and Figure 9, 
respectively. 
  
      
  
      
Fig. 8. Examples of localization result images on Talking Face 
Video database  
   
         
   
         
Fig. 9. Examples of localization result images on the MUCT Face 
database  
The localization accuracy of iris center on the two 
databases is shown in Table 10 and Table 11 respec-
tively. The first row data shown in the two tables is 
the localization accuracy based on the gradient meth-
od, the second row is that based on the isophote 
method, the third row is that based the energy map 
synthesis, the last row is that after post-processing 
correction. Comparing the first row with the third 
row in Table 10, we can see that when the localiza-
tion error is within 0.05, the localization accuracy is 
improved by 11.7%; when the localization error is 
within 0.1, the localization accuracy is increased by 
2.1%. It can be seen that the localization accuracy is 
improved dramatically by the proposed energy map 
synthesis method, compared with the gradient meth-
od. Comparing the last two rows, we can see that 
after post-processing correction, when the localiza-
tion error is within 0.05, the localization accuracy is 
increased by another 0.4%; within 0.1, improved by 
another 1.0%. It can be seen that the localization ac-
curacy is improved in further by the post-processing 
correction. Furthermore, from Table 11, we can find 
the interesting thing that though the localization accu-
racy based on the isophote method is very low (only 
32.6% and  51.6% respectively) on the MUCT Face 
database when the localization error is within 0.05 
and within 0.1, the localization accuracy by the ener-
gy map synthesis amounts to 83.8% and 96.7% re-
spectively. Compared with the gradient method, the 
localization accuracy by the energy map synthesis is 
improved by 13.5% within 0.05 localization error. 
The results validate the effectiveness of the proposed 
energy map synthesis method. After post-processing 
correction, the localization accuracy is refined by 
another 1.6% in further within 0.05 localization error. 
The results show the post-processing correction is 
also very effective.  
Table 10 
Iris center localization accuracy on Talking Face Video database 
Method e≤0.05 e≤0.1 e≤0.25 
Gradient method 81.1% 96.6% 99.9% 
Isophote method 69.8% 87.7% 96.8% 
Energy map synthesis 92.8% 98.7% 99.9% 
After correction 93.2% 99.7% 99.96% 
Table 11 
Iris center localization accuracy on the MUCT Face database 
Method e≤0.05 e≤0.1 e≤0.25 
Gradient method 70.3% 89.7% 98.5% 
Isophote method 32.6% 51.6% 96.6% 
Energy map synthesis 83.8% 96.7% 99.7% 
After correction 85.4% 97.6% 99.9% 
 
Moreover, compared with other advanced iris cen-
ter localization methods on Talking Face Video and 
the MUCT Face databases, the results of localization 
accuracy are shown in Table 12 and Table 13 respec-
tively. It is obvious that the localization accuracy by 
the proposed method on the two databases has out-
performed the state-of-the-art approaches listed in the 
two tables. It follows that the algorithm has strong 
robustness and good generalization ability. 
Table 12 
Comparison of localization accuracy on Talking Face Video data-
base 
Method e≤0.05 e≤0.1 e≤0.25 
Pang2015[14] -- 96.2% -- 
Ahmed2019[1] -- 98.8% -- 
Laddi2019[10] 90.2% 98.7% 99.5% 
Proposed method 93.2% 99.7% 99.96% 
Table 13 
Comparison of localization accuracy on the MUCT face database 
Method e≤0.05 e≤0.1 e≤0.25 
Laddi2019[10] 78.6% 88.3% 92.2% 
Proposed method 85.4% 97.6% 99.9% 
 
Furthermore, the new proposed method is com-
pared with our previously proposed method in [5]. 
The main difference between them consists in the 
energy map based on the isophote proposed in the 
new method. The energy map based on the isophote 
is used to correct the energy map in order to acquire a 
more accurate position of the iris center. Because the 
isophote-based method has the advantage of the in-
variance to the rotation and linear transformation of 
light, its correctness effectiveness in the new pro-
posed method makes the localization accuracy im-
proved with varying illuminations. For databases 
with varying illuminations such as BioiD and MUCT, 
the localization accuracy of the new proposed method 
using the isophote, is higher than the previous one [5], 
shown in the first two rows and the last two rows of 
Table 14. While for the database with invariant illu-
minations such as Talking Face, the localization ac-
curacy of the new method is lower than the previous 
one, shown in the third and fourth rows of Table 14. 
It is because that the isophote method has no merit 
for invariant illuminations, and the localization accu-
racy of the method (shown in the second row of Ta-
ble 10) is low. It follows that the new proposed 
method is suitable for varying illuminations. 
Table 14 
Comparison of localization accuracy on the three face databases 
Method e≤0.05 e≤0.1 e≤0.25 
Dai2020 [5] (BioID) 89.6% 98.7% 99.9% 
Proposed method (BioID) 90.1% 98.8% 99.9% 
Dai2020 [5] (Talking Face) 94.3% 99.8% 99.98% 
Proposed method (Talking Face) 93.2% 99.7% 99.96% 
Dai2020 [5] (MUCT) 84.6% 97.2% 99.9% 
Proposed method (MUCT) 85.4% 97.6% 99.9% 
5. Conclusion and further work 
In order to accurately locate the iris center in the 
low-resolution face images collected by low-cost cam-
eras in visible light, we propose an energy map synthe-
sis method, which synthesizes the energy maps based 
on the gradient, the isophote, and the eye ROI mid-
point. The algorithm is tested on the challenging BioID 
database. Compared with the method based on the 
gradient, the localization accuracy after energy map 
synthesis is improved significantly whether in the 
smaller range of maximum normalization localization 
error (e≤0.05) or in the larger range of error (e ≤ 0.1), 
thereby comprehensively improving the localization 
accuracy. Furthermore, the post-processing correction 
is carried out to increase the localization accuracy in 
further. The localization accuracy by the proposed 
method is up to 90.1% when e≤0.05, 98.8% when e≤
0.1, which has outperformed the listed state-of-the-art 
methods. 
Furthermore, the algorithm is verified on the other 
two databases, which are Talking Face Video database 
with images of various pose and expression, and the 
MUCT Face database with images of various pose and 
varying illuminations. The results show that the pro-
posed method has a strong robustness to the pose and 
illumination, and it has good effectiveness and general-
ization. Especially, compared with the energy map 
synthesis method based on the gradient and the eye 
ROI midpoint [5], the proposed method in the paper is 
refined with the energy map based on the isophote, 
which makes the method more suitable to varying il-
luminations, because the isophote has the advantage of 
the invariance to the rotation and linear transfor-
mation of light.  
In addition, since the two methods based on the gra-
dient and the isophote are adopted to locate the iris 
center, the operation efficiency of the program is lower 
than one method. Therefore, we will optimize the pro-
gram to decrease the consumed time in the future. Fur-
thermore, though the final localization accuracy by the 
proposed method on the BioID database (shown in the 
last row in Table 9) is much higher than that by the 
gradient-based method proposed by Timm (shown in 
the first row data in Table 9), the localization accuracy 
based on the gradient method in this paper (shown in 
the first row data in Table 7) are not as high as that 
obtained by Timm. Therefore, for the proposed algo-
rithm, there is still room for further improvement of 
localization accuracy. At the same time, based on the 
iris center location, gaze tracking will be realized. 
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