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MINIMIZERS FOR THE FRACTIONAL SOBOLEV INEQUALITY
ON DOMAINS
RUPERT L. FRANK, TIANLING JIN, AND JINGANG XIONG
Abstract. We consider a version of the fractional Sobolev inequality in domains
and study whether the best constant in this inequality is attained. For the half-space
and a large class of bounded domains we show that a minimizer exists, which is in
contrast to the classical Sobolev inequalities in domains.
1. Introduction
The fractional Sobolev inequality in Rn of order σ ∈ (0, 1) (with the additional
assumption σ < 1/2 if n = 1) states that any function in H˚σ(Rn) belongs to L
2n
n−2σ (Rn)
and its norm in this space is controlled by its norm in H˚σ(Rn). Here H˚σ(Rn) denotes
the space of all (real-valued) functions u on Rn such that
In,σ,Rn[u] :=
∫∫
Rn×Rn
(u(x)− u(y))2
|x− y|n+2σ
dx dy
is finite and such that |{|u| > τ}| < ∞ for all τ > 0. The best constant in this
fractional Sobolev inequality, that is,
Sn,σ(R
n) := inf
06≡u∈H˚σ(Rn)
In,σ,Rn [u](∫
Rn
|u|
2n
n−2σ dx
)n−2σ
n
,
was found by Lieb [32], who also showed that this infimum is attained exactly by
multiples, translates and dilates of the function (1+|x|2)−
n−2σ
2 . In fact, Lieb considered
the dual version of the inequality, known as Hardy–Littlewood–Sobolev inequality,
and proved a more general result. Alternative proofs of this result were later given in
[11, 22, 23, 24]. Lions [33] proved that any normalized minimizing sequence for the
optimization problem Sn,σ(R
n) is relatively compact up to translations and dilations.
Interestingly, although not really relevant for us here, one can show [13, 31] that
translates and dilates of the function (1 + |x|2)−
n−2σ
2 are the only positive solutions of
the Euler–Lagrange equation corresponding to the minimization problem.
In this paper we are interested in the fractional Sobolev inequality on the half-space
R
n
+ = {(x
′, xn) ∈ R
n−1 × R : xn > 0}
c© 2017 by the authors. This paper may be reproduced, in its entirety, for non-commercial
purposes.
1
2 RUPERT L. FRANK, TIANLING JIN, AND JINGANG XIONG
for functions vanishing on the boundary. Since the quadratic form In,σ,Rn is non-local,
there are at least two natural ways of formulating such an inequality. The first one is
to consider the minimization problem
S ′n,σ(R
n
+) := inf


In,σ,Rn [u](∫
Rn
|u|
2n
n−2σ dx
) n−2σ
n
: 0 6≡ u ∈ H˚σ(Rn) , supp u ⊂ Rn+

 .
Then, clearly, S ′n,σ(R
n
+) ≥ Sn,σ(R
n) and, in fact, using the dilation or translation
invariance of the whole space problem, it is not difficult to see that
S ′n,σ(R
n
+) = Sn,σ(R
n) .
Moreover, by Lieb’s classification result mentioned above, minimizers for Sn,σ(R
n) do
not vanish on a half-space and therefore the infimum S ′n,σ(R
n
+) is not attained.
The second and more interesting way of formulating the problem consists in replac-
ing In,σ,Rn by
In,σ,Rn+[u] :=
∫∫
R
n
+×R
n
+
(u(x)− u(y))2
|x− y|n+2σ
dx dy
and to define H˚σ(Rn+) as the completion of C
1
c (R
n
+) with respect to the quadratic form
In,σ,Rn+. Then it is easy to see [16, Lemma 2.1] that, assuming again 0 < σ < 1/2 for
n = 1 and 0 < σ < 1 for n ≥ 2, any function in H˚σ(Rn+) belongs to L
2n
n−2σ (Rn+) and its
norm in this space is controlled by its norm in H˚σ(Rn+). One is naturally led to the
minimization problem
Sn,σ(R
n
+) := inf
06≡u∈H˚σ(Rn+)
In,σ,Rn+ [u](∫
R
n
+
|u|
2n
n−2σ dx
)n−2σ
n
.
The following two theorems, which are our main results, show that under the condition
n ≥ 4σ the minimization problem Sn,σ(R
n
+) behaves completely differently from the
minimization problem S ′n,σ(R
n
+).
Theorem 1. Let 0 < σ < 1/2 if n = 1 and 0 < σ < 1 if n ≥ 2 and assume that
n ≥ 4σ .
Then
Sn,σ(R
n
+) < Sn,σ(R
n) . (1)
The second theorem says that under assumption (1) the half-space analogues of the
theorems of Lieb and Lions mentioned above hold.
Theorem 2. Let 0 < σ < 1/2 if n = 1 and σ ∈ (0, 1/2) ∪ (1/2, 1) if n ≥ 2 and
assume (1). Then any minimizing sequence for Sn,σ(R
n
+), normalized in H˚
σ(Rn+), is
relatively compact in H˚σ(Rn+), up to translations parallel to the boundary and dilations.
In particular, the infimum is attained.
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As we will see in the proof, assumption (1) is not only sufficient, but also necessary
for the relative compactness modulo symmetries of all minimizing sequences.
We do not know whether the assumption σ 6= 1/2 for n ≥ 2 is necessary for the
conclusion of Theorem 2. In our proof this assumption allows us to use the fractional
Hardy inequality in half-spaces [4] (see also [27]).
Not only does the minimization problem Sn,σ(R
n
+) behave differently from S
′
n,σ(R
n
+),
it also behaves differently from its local analogue. Namely, one has both
lim
σ→1−
(1− σ)In,σ,Rn[u] = cn
∫
Rn
|∇u|2 dx for all u ∈ H1(Rn) ,
and
lim
σ→1−
(1− σ)In,σ,Rn+ [u] = cn
∫
R
n
+
|∇u|2 dx for all u ∈ H1(Rn+)
for some explicit constant cn ∈ (0,∞). (This is essentially contained in [5].) Therefore
both minimization problems S ′n,σ(R
n
+) and Sn,σ(R
n
+) can be seen as fractional analogues
of the minimization problem
Sn(R
n
+) = inf
06≡u∈H˚1(Rn+)
∫
R
n
+
|∇u|2 dx(∫
R
n
+
|u|
2n
n−2 dx
)n−2
n
(2)
for n ≥ 3. For the latter problem, however, we obtain by the same arguments as for
the S ′n,σ(R
n
+) problem that Sn(R
n
+) = Sn(R
n) (the latter being defined in an obvious
way with integrals extended over all of Rn and allowing for functions in H˚1(Rn)) and
that the infimum is not attained.
The discrepancy between the Sn,σ(R
n
+) and S
′
n,σ(R
n
+) problems can be explained as
a Bre´zis–Nirenberg effect. For u ∈ H˚σ(Rn+) we write
In,σ,Rn+ [u] = In,σ,Rn[u]− 2
∫
R
n
+
|u|2
∫
R
n
−
dy
|x− y|n+2σ
dx = In,σ,Rn[u]− κn,σ
∫
R
n
+
|u|2
x2σn
dx
with a constant κn,σ ∈ (0,∞) whose precise value is not important for us. Therefore
the Sn,σ(R
n
+) problem is the S
′
n,σ(R
n
+) problem with an additional negative term, and
it is this term that for n ≥ 4σ lowers the value of the infimum and produces a
minimizer. The fact that a ‘lower order term’ can produce these phenomena in high
enough dimensions was observed by Bre´zis and Nirenberg (motivated by work of Aubin
[1]) and our Theorems 1 and 2 are the analogues of the results of Bre´zis–Nirenberg
and Lieb in [8]. We mention also that fractional versions of the Bre´zis–Nirenberg
problem were studied in [9, 34]. Our problem is significantly more complicated than
the traditional or fractional Bre´zis–Nirenberg problems since the term
∫
x−2σn |u|
2 dx
scales in the same way as In,σ,Rn+ [u] and therefore is almost of the same strength.
4 RUPERT L. FRANK, TIANLING JIN, AND JINGANG XIONG
As an application of our Sobolev inequality on half-spaces we now consider the case
of an arbitrary domain Ω ⊂ Rn. We put
In,σ,Ω[u] :=
∫∫
Ω×Ω
(u(x)− u(y))2
|x− y|n+2σ
dx dy
and denote by H˚σ(Ω) the completion of C1c (Ω) with respect to the non-negative qua-
dratic form In,σ,Ω. Let
Sn,σ(Ω) := inf
06≡u∈H˚σ(Ω)
In,σ,Ω[u](∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
.
(Strictly speaking, H˚σ(Ω) may or may not be a space of functions and in the definition
of Sn,σ(Ω) one should minimize over functions in C
1
c (Ω). When Sn,σ(Ω), defined in
this way, is positive, which is the case we are mostly interested in, then H˚σ(Ω) is a
space of functions and the above definition is equivalent.)
Let us recall some results about the validity of the Sobolev inequality on Ω. For
n ≥ 2 and σ > 1/2 one has Sn,σ(Ω) > 0 for any open set Ω. This follows from [16],
which even shows that Sn,σ := infΩ Sn,σ(Ω) > 0. In passing we mention that it is an
open problem to compute Sn,σ and to analyze minimizing sequences of sets Ω. On
the other hand, when n ≥ 1 and σ < 1/2, one has Sn,σ(Ω) = 0 for any open set Ω of
finite measure with sufficiently regular boundary; see Lemma 16. However, one does
have Sn,σ(Ω) > 0 for n ≥ 1 and σ < 1/2 if Ω is the complement of the closure of a
bounded Lipschitz domain or a domain above the graph of a Lipschitz function. This
follows from the Sobolev inequality on Rn and the Hardy inequality from [15]. The
case σ = 1/2 seems to be not really understood.
Our next result compares Sn,σ(Ω) with Sn,σ(R
n
+) for a class a open sets whose
boundary has a flat part. It would be interesting to extend this result to a larger class
of sets.
Theorem 3. Let n ≥ 2 and 1/2 < σ < 1 and assume that Sn,σ(R
n
+) is attained. Let
Ω ⊂ Rn+ be an open set such that for some ε > 0 and some a ∈ ∂R
n
+,
B+ε (a) ⊂ Ω
and such that Rn+ \ Ω has non-empty interior. Then
Sn,σ(Ω) < Sn,σ(R
n
+) . (3)
We recall that by Theorems 1 and 2 the assumption n ≥ 4σ guarantees that Sn,σ(R
n
+)
is attained. The reason for the assumption σ > 1/2 will be explained after Proposi-
tion 5.
Finally, we show that the strict inequality (3) implies the existence of a minimizer
and, more generally, relative compactness of minimizing sequences.
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Theorem 4. Let n ≥ 2 and 1/2 ≤ σ < 1. Let Ω ⊂ Rn be a bounded open set with C1
boundary and assume that
0 < Sn,σ(Ω) < Sn,σ(R
n
+) .
Then any minimizing sequence for Sn,σ(Ω), normalized in H˚
σ(Ω), is relatively compact
in H˚σ(Ω). In particular, the infimum is attained.
We will also show that assumption (3) is not only sufficient, but also necessary for
the relative compactness of all minimizing sequences.
The assumption Sn,σ(Ω) > 0 is only needed for σ = 1/2, since it holds automatically
for σ > 1/2, as recalled above. Moreover, we assume n ≥ 2 and 1/2 ≤ σ < 1, because
for σ < 1/2 one has Sn,σ(Ω) = 0 by Lemma 16.
Let us comment on the method of proof of our main results. Theorems 1 and 3
are proved by a trial function computation. We take the minimizers for the Sn,σ(R
n)
and the Sn,σ(R
n
+) problem, respectively, scale them to a small ball and cut them off.
To leading order, they will give the value of Sn,σ(R
n) and Sn,σ(R
n
+), and our goal is
to compute the sub-leading correction. The computation is relatively straightforward
in the proof of Theorem 1 since the optimizer for the Sn,σ(R
n) is explicitly known.
On the other hand, in the proof of Theorem 3 we need to work with the unkown
optimizer for Sn,σ(R
n
+) and it is crucial to have bounds on its behavior at infinity
and near the boundary. These bounds are obtained by analyzing the Euler–Lagrange
equation corresponding to the problem. Note that, since In,σ,Rn+ [u] ≥ In,σ,Rn+ [|u|] for
all u ∈ H˚σ(Rn+), we may assume that the minimizer is non-negative. For non-negative
functions, the Euler–Lagrange equation reads, after an appropriate normalization,
2
∫
R
n
+
u(x)− u(y)
|x− y|n+2σ
dy = u(x)
n+2σ
n−2σ for x ∈ Rn+ . (4)
Here and in all the following the integral on the left side is understood in the principal
value sense as the limit as ε→ 0 of the integrals over |x− y| > ε.
Proposition 5. Let n ≥ 2 and 1/2 < σ < 1. Let 0 6≡ u ∈ H˚σ(Rn+) be non-negative
and satisfy (4). Then there are constants 0 < c ≤ C <∞ (depending on u) such that
c
x2σ−1n
(1 + |x|)n+2σ−2
≤ u(x) ≤ C
x2σ−1n
(1 + |x|)n+2σ−2
for x ∈ Rn+.
It would be interesting to understand the behavior of non-negative solutions of
(4) for 0 < σ ≤ 1/2. The assumption σ > 1/2 in Proposition 5 leads to the same
assumption in Theorem 3.
In order to prove Theorems 2 and 4 we use the method of the missing mass, an
optimization strategy that goes back to Lieb’s work [32] as well as his contribution
to [8]; see also [6]. Early uses of this method are in [7, 28] and more recent ones,
for instance, in [35, 14, 17, 3, 25, 26]. The intuition, which is easier to explain in
the context of Theorem 4, is that if a minimizing sequence goes weakly to zero in
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H˚σ(Ω), then the sequence either concentrates in the interior of the domain or at the
boundary and therefore the minimization problem looks ‘almost’ like that on Rn or on
R
n
+. Thus, the strict inequality (3) (together with the fact that Sn,σ(R
n
+) ≤ Sn,σ(R
n))
excludes this behavior and therefore we have a non-zero weak limit. The non-linear
structure of the minimization problem allows to upgrade this weak convergence to
strong convergence, thereby proving Theorem 4.
The proof of Theorem 2 follows the same idea, but is technically more involved
because of the invariance of the problem under dilations and translations parallel to
the boundary. These symmetries allow a sequence of functions to go weakly to zero
but the only interesting behavior is if a sequence goes to zero in a different way. This is
formalized through the notion of weak convergence modulo symmetries. The intuition
is that the only sequences that go to zero modulo symmetries are sequences that move
away from the boundary in such a way that the problem looks ‘almost’ like that on
R
n. Thus, the strict inequality (1) excludes this behavior and we have a non-zero
weak limit modulo symmetries. The rest of the proof is as in the case of a bounded
domain. We note that the analysis here has similarities to that of the Hardy–Sobolev–
Maz’ya inequality in [35] and of the Stein–Tomas inequality [26], where one also has
to consider weak convergence modulo the symmetries of the problem.
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2015-2016. He would like to thank Professor Thomas Y. Hou for hosting his visit. He
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Kong RGC grant ECS 26300716 (T.J.) and NSFC 11501034, a key project of NSFC
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2. Verifying the strict inequality (1)
Our goal in this section is to prove Theorem 1. As a warm-up we prove a much
simpler result, namely that the non-strict inequality Sn,σ(Ω) ≤ Sn,σ(R
n) holds on any
open set Ω without any additional assumptions on n and σ.
Lemma 6. Let 0 < σ < 1/2 if n = 1 and 0 < σ < 1 if n ≥ 2 and let Ω ⊂ Rn be an
open set. Then
Sn,σ(Ω) ≤ Sn,σ(R
n) .
Proof. After a translation we may assume that 0 ∈ Ω. Let 0 6≡ W ∈ C1c (R
n) with
compact support and set Wλ(x) := λ
n−2σ
2 W (λx). Then Wλ ∈ C
1
c (Ω) for all sufficiently
large λ and we have
In,σ,Ω[Wλ] ≤ In,σ,Rn[Wλ] = In,σ,Rn[W ] .
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Moreover, ∫
Ω
Wλ(x)
2n
n−2σ dx =
∫
Rn
W (x)
2n
n−2σ dx ,
and therefore
Sn,σ(Ω) ≤
In,σ,Rn[W ](∫
Rn
W (x)
2n
n−2σ dx
)n−2σ
n
.
We now take the infimum over all W ∈ C1c (R
n) and using the density of C1c (R
n) in
H˚σ(Rn), we obtain the claim. 
The following proposition implies, in particular, Theorem 1.
Proposition 7. Let 0 < σ < 1/2 if n = 1 and 0 < σ < 1 if n ≥ 2 and assume that
n ≥ 4σ .
Let Ω ⊂ Rn be an open set such that Ωc has non-empty interior. Then
Sn,σ(Ω) < Sn,σ(R
n) .
For the proof we will need the fact, recalled in the introduction, that the optimal
constant Sn,σ(R
n) is achieved by multiples, translates and dilates of the function (1 +
|x|2)−
n−2σ
2 . For λ > 0 let
Uλ(x) = c0
(
λ
1 + λ2|x|2
)n−2σ
2
,
where c0 is a constant (independent of λ) such that ‖Uλ‖
L
2n
n−2σ (Rn)
= 1. The Euler–
Lagrange equation of the minimization problem reads
2
∫
Rn
Uλ(x)− Uλ(y)
|x− y|n+2σ
dy = Sn,σ(R
n) Uλ(x)
n+2σ
n−2σ . (5)
We recall that the integral on the left side is understood in a principal value sense.
Proof. We denote by Br the open ball in R
n centered at the origin with radius r > 0.
Since the assumption and the conclusion of the proposition are invariant with respect
to translations and dilations of Ω, we may assume that B4 ⊂ Ω.
Let η be a radial C1 function such that η ≡ 1 in B2, 0 ≤ η ≤ 1 in B3 and η ≡ 0 in
Bc3, and set
uλ = ηUλ .
This function belongs to C1c (Ω) and we will estimate ‖uλ‖ 2n
n−2σ
and In,σ,Ω[uλ] as λ→∞
in order to get an upper bound for Sn,σ(Ω).
By the normalization and the decay of Uλ, it is easy to see that∫
Ω
u
2n
n−2σ
λ dx = 1− O(λ
−n) . (6)
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In order to bound In,σ,Ω[uλ] we write
In,σ,Ω[uλ] =
∫
Ω
uλ(x)fλ(x) dx (7)
with
fλ(x) := 2
∫
Ω
uλ(x)− uλ(y)
|x− y|n+2σ
dy
and estimate fλ pointwise in the regions B1 and B3 \B1.
For x ∈ B1 we have
fλ(x) = 2
∫
Rn
Uλ(x)− Uλ(y)
|x− y|n+2σ
dy + 2
∫
Rn
Uλ(y)− uλ(y)
|x− y|n+2σ
dy − 2
∫
Rn\Ω
Uλ(x)
|x− y|n+2σ
dy
= Sn,σ(R
n)Uλ(x)
n+2σ
n−2σ + 2
∫
Rn\B2
Uλ(y)− uλ(y)
|x− y|n+2σ
dy + VΩ(x)Uλ(x)
= Sn,σ(R
n)Uλ(x)
n+2σ
n−2σ +O(λ−
n−2σ
2 ) + VΩ(x)Uλ(x) .
(8)
with
VΩ(x) = −2
∫
Ωc
dy
|x− y|n+2σ
. (9)
Since Ωc has non-empty interior, we have VΩ(x) ≤ −ε0 < 0 for all x ∈ B1.
For x ∈ B3 \B1, we have
fλ(x) = 2
∫
Ω
Uλ(x)− Uλ(y)
|x− y|n+2σ
dy + 2
∫
Ω
(uλ − Uλ)(x)− (uλ − Uλ)(y)
|x− y|n+2σ
dy
= 2
∫
Rn
Uλ(x)− Uλ(y)
|x− y|n+2σ
dy − 2
∫
Rn\Ω
Uλ(x)− Uλ(y)
|x− y|n+2σ
dy
+ 2
∫
Ω
(uλ − Uλ)(x)− (uλ − Uλ)(y)
|x− y|n+2σ
dy .
Since x ∈ B3 and B4 ⊂ Ω, we have
−
∫
Rn\Ω
Uλ(x)− Uλ(y)
|x− y|n+2σ
dy ≤
∫
Rn\Ω
Uλ(y)
|x− y|n+2σ
dy ≤ C
∫
Rn\Ω
Uλ(y)
|y|n+2σ
dy = O(λ−
n−2σ
2 ) .
Also,∫
Ω
(uλ − Uλ)(x)− (uλ − Uλ)(y)
|x− y|n+2σ
dy ≤
∫
B1(x)
((η − 1)Uλ)(x)− ((η − 1)Uλ)(y)
|x− y|n+2σ
dy
+
∫
Ω\B1(x)
((1− η)Uλ)(y)
|x− y|n+2σ
dy
≤ Cmax
B1(x)
|∇((η − 1)Uλ)|+O(λ
−n−2σ
2 ) = O(λ−
n−2σ
2 ) .
To summarize, for x ∈ B3 \B1, we have
fλ(x) ≤ Sn,σ(R
n)Uλ(x)
n+2σ
n−2σ +O(λ−
n−2σ
2 ) . (10)
MINIMIZERS FOR THE FRACTIONAL SOBOLEV INEQUALITY — July 1, 2017 9
Inserting the pointwise bounds (8) and (10) into (7) we obtain that
In,σ,Ω[uλ] ≤
∫
B1
Uλ(x)
(
Sn,σ(R
n)Uλ(x)
n+2σ
n−2σ +O(λ−
n−2σ
2 )− ε0Uλ(x)
)
dx
+
∫
B3\B1
uλ(x)
(
Sn,σ(R
n)Uλ(x)
n+2σ
n−2σ +O(λ−
n−2σ
2 )
)
dx
≤ Sn,σ(R
n
+)
∫
B3
U
2n
n−2σ
λ dx− ε0
∫
B1
U2λ dx+ Cλ
−n−2σ
2
∫
B3
Uλ dx
≤
{
Sn,σ(R
n)− ε0
C
λ−2σ + Cλ−n+2σ , if n > 4σ,
Sn,σ(R
n)− ε0
C
λ−2σ log λ+ Cλ−n+2σ , if n = 4σ .
(11)
In the last bound we used
∫
B3
U
2n
n−2σ
λ dx ≤ 1, which is analogous to (6), as well as∫
B1
U2λ dx ≥
{
C−1λ−2σ , if n > 4σ,
C−1λ−2σ log λ , if n = 4σ .
Combining (6) and (11), we find
Sn,σ(Ω) ≤
In,σ,Ω[uλ](∫
Ω
u
2n
n−2σ
λ dx
)n−2σ
n
≤ (1− Cλ−n)×
{
Sn,σ(R
n)− ε0
C
λ−2σ + Cλ−n+2σ if n > 4σ ,
Sn,σ(R
n)− ε0
C
λ−2σ log λ+ Cλ−n+2σ if n = 4σ .
The right side is strictly less than Sn,σ(R
n) provided that λ is sufficiently large. This
completes the proof of the proposition. 
3. Existence of a minimizer
Our goal in this section is to prove Theorem 2. Let (uk) ⊂ H˚
σ(Rn+). We define
uk ⇀symm 0 in H˚
σ(Rn+)
if for any sequences (λk) ⊂ (0,∞), (ak) ⊂ R
n−1 one has
λ
n−2σ
2
k uk(λk(x
′ − ak), λkxn)⇀ 0 in H˚
σ(Rn+) .
Moreover, we define
S∗n,σ(R
n
+) := inf

lim infk→∞
(∫
R
n
+
|uk|
2n
n−2σ dx
)−n−2σ
n
: In,σ,Rn+[uk] = 1 , uk ⇀symm 0

 .
We shall see shortly that there are, indeed, sequences (uk) with In,σ,Rn+ [uk] = 1 and
uk ⇀symm 0, so the infimum is well-defined.
The key step in the proof of Theorem 2 is
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Proposition 8. Let 0 < σ < 1/2 if n = 1 and σ ∈ (0, 1/2) ∪ (1/2, 1) if n ≥ 2. Then
S∗n,σ(R
n
+) = Sn,σ(R
n) .
The assumption σ 6= 1/2 if n ≥ 2 comes from the use of Hardy’s inequality, both in
Steps 1 and 3 of the proof.
Given this proposition it is easy to conclude the
Proof of Theorem 2. Let (uk) ⊂ H˚
σ(Rn+) be a minimizing sequence for Sn,σ(R
n
+) with
In,σ,Rn+[uk] = 1 for all k. Assumption (1) implies that uk 6⇀symm 0, that is, after passing
to a subsequence there are (λk) ⊂ (0,∞), (ak) ⊂ R
n−1 and 0 6≡ v ∈ H˚σ(Rn+) such that
vk(x) := λ
n−2σ
2
k uk(λk(x
′ − ak), λkxn)⇀ v in H˚
σ(Rn+) .
Moreover, by Rellich’s theorem after passing to a subsequence if necessary, vk → v
almost everywhere. Let rk := v − vk. Then, by weak convergence in H˚
σ(Rn+),
1 = In,σ,Rn+ [uk] = In,σ,Rn+ [vk] = In,σ,Rn+ [v] + In,σ,Rn+ [rk] + o(1) .
Thus, In,σ,Rn+ [rk] converges and
T := lim
k→∞
In,σ,Rn+ [rk] satisfies 1 = In,σ,Rn+ [v] + T . (12)
Moreover, by almost everywhere convergence and the Bre´zis–Lieb lemma [6],
Sn,σ(R
n
+)
−n−2σ
n + o(1) =
∫
R
n
+
|uk|
2n
n−2σ dx
=
∫
R
n
+
|vk|
2n
n−2σ dx
=
∫
R
n
+
|v|
2n
n−2σ dx+
∫
R
n
+
|rk|
2n
n−2σ dx+ o(1) .
Thus,
∫
R
n
+
|rk|
2n
n−2σ dx converges and
M := lim
k→∞
∫
Rn+
|rk|
2n
n−2σ dx satisfies Sn,σ(R
n
+)
−n−2σ
n =
∫
Rn+
|v|
2n
n−2σ dx+M . (13)
Clearly, by Sobolev’s inequality we have
T ≥ Sn,σ(R
n
+) M
n−2σ
n . (14)
Given (12), (13) and (14) the proof is concluded by a standard argument. We use
the elementary fact that for 0 ≤ θ ≤ 1,
(a− b)θ ≥ aθ − bθ for all a ≥ b ≥ 0 . (15)
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Applying this with θ = (n− 2σ)/n we find
1 = In,σ,Rn+ [v] + T
≥ In,σ,Rn+[v] + Sn,σ(R
n
+)M
n−2σ
n
= In,σ,Rn+ [v] + Sn,σ(R
n
+)
(
Sn,σ(R
n
+)
−n−2σ
n −
∫
R
n
+
|v|
2n
n−2σ dx
)n−2σ
n
≥ In,σ,Rn+[v] + 1− Sn,σ(R
n
+)
(∫
R
n
+
|v|
2n
n−2σ dx
)n−2σ
n
.
Thus, we have shown that
In,σ,Rn+ [v]− Sn,σ(R
n
+)
(∫
R
n
+
|v|
2n
n−2σ dx
)n−2σ
n
≤ 0 .
Thus, equality must hold everywhere and v is an optimizer. Since equality in (15)
holds only if b = 0 or a = b, we conclude that M = 0, and then equality in (14)
implies that T = 0. This means that In,σ,Rn+ [v] = 1 and therefore (vk) converges, in
fact, strongly in H˚σ(Ω) to v. This completes the proof of the theorem. 
Thus we are left with the proof of Proposition 8. We begin the proof with an
auxiliary result that yields a typical sequence of functions that tends to zero in the
sense of ⇀symm.
Lemma 9. Let (ck) ⊂ R be a sequence with ck → ∞ and let (wk) ⊂ H˚
σ(Rn) be a
sequence which converges in H˚σ(Rn) and which satisfies suppwk ⊂ {xn ≥ −ck} for
all k. Then
wk(x
′, xn − ck)⇀symm 0 in H˚
σ(Rn+) .
Proof. We abbreviate w˜k(x) = wk(x
′, xn − ck). We shall show that for any sequence
(λn) ⊂ (0,∞), (ak) ⊂ R
n−1 one has
λ
n−2σ
2
k w˜k(λk(x
′ − ak), λkxn) ⇀ 0 in L
2n
n−2σ (Rn+) .
This implies the result, for if v denotes any weak limit point in H˚σ(Rn+) of λ
n−2σ
2
k w˜k(λk(x
′−
αk), λkxn) (which exists by weak compactness), then by Sobolev’s theorem v is also a
weak limit point in L
2n
n−2σ (Rn+) and therefore, by what we shall show, v = 0.
Let f ∈ L
2n
n+2σ (Rn+) (extended by zero to R
n) and
fk(y
′, yn) = λ
−n−2σ
2
k f(ak + λ
−1
k y
′, λ−1k (yn + ck)) ,
so that ∫
Rn+
f(x)λ
n−2σ
2
k w˜k(λk(x
′ − ak), λkxn) dx =
∫
Rn
fk(y)wk(y) dy .
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Since ck → ∞, we have fk ⇀ 0 in L
2n
n+2σ (Rn). On the other hand, by Sobolev’s
inequality wn converges strongly in L
2n
n−2σ (Rn), and therefore
∫
Rn
fk(y)wk(y) dy → 0,
which proves the claim. 
3.1. Proof of Proposition 8. Part 1. We begin with the proof of the inequality
S∗n,σ(R
n
+) ≥ Sn,σ(R
n) .
Step 1. By a diagonal argument we can find a sequence (uk) ⊂ H˚
σ(Rn+) with
In,σ,Rn+[uk] = 1 for all k, uk ⇀symm 0 and
lim
k→∞
∫
Rn
|uk|
2n
n−2σ dx→
(
S∗n,σ(R
n
+)
)− n
n−2σ . (16)
We extend uk by zero to the lower half-plane and note that
In,σ,Rn[uk] = In,σ,Rn+ [uk] + κn,σ
∫
R
n
+
u2k
x2σn
dx .
Therefore the normalization In,σ,Rn+ [uk] = 1 and Hardy’s inequality [4] imply that
sup
k
In,σ,Rn[uk] <∞ . (17)
On the other hand, from (16) and the improved Sobolev inequality of Lemma 15 we
conclude that
lim inf
k→∞
sup
t>0
t
n−2σ
4 ‖et∆uk‖L∞(Rn) > 0 .
Thus, there are (tk) ⊂ (0,∞), (ak) ⊂ R
n−1 and (bk) ⊂ R such that
lim inf
k→∞
t
n−2σ
4
k
∣∣etk∆uk(ak, bk)∣∣ > 0 . (18)
Let
vk(x
′, xn) := t
n−2σ
4
k uk(ak + t
1
2
k x
′, bk + t
1
2
k xn) .
Because of In,σ,Rn [vk] = In,σ,Rn[uk], the boundedness (17) and weak compactness, after
passing to a subsequence if necessary, we may assume that vk ⇀ v in H˚
σ(Rn). By
Rellich’s theorem, after possibly passing to another subsequence, we may also assume
that vk → v almost everywhere. By Sobolev’s theorem, weak convergence in H˚
σ(Rn)
implies weak convergence in L
2n
n−2σ (Rn), and therefore the identity
t
n−2σ
4
k
(
etk∆uk
)
(ak, bk) = (4π)
−n/2
∫
Rn
e−|x|
2/4vk(x) dx
together with the fact that e−|x|
2/4 ∈ L
2n
n+2σ (Rn) yields
lim
k→∞
t
n−2σ
4
k
(
etk∆uk
)
(ak, bk) = (4π)
−n/2
∫
Rn
e−|x|
2/4v(x) dx .
The bound (18) now implies that v 6≡ 0.
Step 2. We abbreviate ck := t
− 1
2
k bk and claim that ck → ∞. We prove this by
contradiction. Indeed, if we had lim supk→∞ |ck| <∞, then along a subsequence ck → c
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and t
n−2σ
4
k uk(ak+t
1
2
k x
′, t
1
2
k xn)⇀ v(x
′, xn−c) in H˚
σ(Rn) and therefore in H˚σ(Rn+). Since
uk ⇀symm 0, we conclude that v(x
′, xn−c) ≡ 0 on R
n
+. Since t
n−2σ
4
k uk(ak+t
1
2
k x
′, t
1
2
k xn) ≡
0 on Rn−, we also have v(x
′, xn− c) ≡ 0 on R
n
− and therefore v ≡ 0, a contradiction. If
we had lim infk→∞ ck = −∞, then along a subsequence we had for every ϕ ∈ L
2n
n+2σ (Rn)∫
Rn
ϕv dx = lim
k→∞
∫
Rn
ϕvk dx = lim
k→∞
∫
xn≥−ck
ϕvk dx = 0 ,
since χ{xn≥−ck}ϕ → 0 strongly in L
2n
n+2σ (Rn) by dominated convergence. Thus, again
v ≡ 0, a contradiction. We therefore have shown that ck →∞.
Step 3. Since compactly supported functions are dense in H˚σ(Rn), there is a se-
quence (wk) ⊂ H˚
σ(Rn) with wk → v in H˚
σ(Rn) and suppwk ⊂ {|x
′| ≤ ck , |xn| ≤
ck/2}. Either by construction or by Rellich’s theorem after passing to a subsequence,
we may assume that wk → v almost everywhere.
Let us introduce the translated functions
v˜k(x
′, xn) := vk(x
′, xn − ck) , w˜k(x
′, xn) := wk(x
′, xn − ck)
and set r˜k := v˜k − w˜k. Note that w˜k ∈ H˚
σ(Rn+) and therefore also r˜k ∈ H˚
σ(Rn+).
We claim that In,σ,Rn+[r˜k] converges and that
T := lim
k→∞
In,σ,Rn [r˜k] satisfies 1 = In,σ,Rn [v] + T . (19)
To see this, we write
1 = In,σ,Rn+ [uk] = In,σ,Rn+[v˜k] = In,σ,Rn+[w˜k] + In,σ,Rn+ [r˜k] +Rk
with the remainder
Rk := 2In,σ,Rn+ [r˜k, w˜k] .
Here we have introduced the natural bilinear form associated to the quadratic form
In,σ,Rn+. Clearly, wk → v in H˚
σ(Rn) implies that
In,σ,Rn+[w˜k] =
∫∫
xn>−ck , yn>−ck
(wk(x)− wk(y))
2
|x− y|n+2σ
dx dy → In,σ,Rn [v] ,
and it remains to prove Rk → 0. We write
Rk = 2In,σ,Rn[r˜k, w˜k]− 2κn,σ
∫
xn>0
r˜kw˜k
x2σn
dx .
Since vk ⇀ v in H˚
σ(Rn) and wk → v in H˚
σ(Rn), we have
In,σ,Rn [r˜k, w˜k] = In,σ,Rn[vk − wk, wk] = In,σ,Rn[vk − v, wk] + In,σ,Rn[v − wk, wk]→ 0 .
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Moreover, by Hardy’s inequality [4] we have∣∣∣∣
∫
xn>0
r˜kw˜k
x2σn
dx
∣∣∣∣ ≤
(∫
xn>0
r˜2k
x2σn
dx
)1/2(∫
xn>0
w˜2k
x2σn
dx
)1/2
.
(
In,σ,Rn+ [r˜k]
)1/2(∫
xn>0
w˜2k
x2σn
dx
)1/2
and, since the first square root factor remains bounded as k →∞, it suffices to show
that the second one tends to zero.
Let 0 < ε ≤ 1/2 and split∫
xn>0
w˜2k
x2σn
dx =
∫
xn>−ck
w2k
(xn + ck)2σ
dx
≤
∫
|xn|<εck
w2k
(xn + ck)2σ
dx+
∫
|xn|≥εck
w2k
(xn + ck)2σ
dx .
By the support properties of wk we can bound∫
|xn|≥εck
w2k
(xn + ck)2σ
dx ≤
(∫
|xn|≥εck
|wk|
2n
n−2σ dx
)n−2σ
n
(∫
|x′|<ck , |xn|≤ck/2
dx
(xn + ck)n
) 2σ
n
and ∫
|x′|<ck , |xn|≤ck/2
dx
(xn + ck)n
. cn−1k
∫
|xn|≤ck/2
dxn
(xn + ck)n
=
∫
|t|≤1/2
dt
(t+ 1)n
.
Thus, since by Sobolev wk → w in L
2n
n−2σ (Rn), and consequently
∫
|xn|≥εck
|wk|
2n
n−2σ dx→
0, we find
lim
k→∞
∫
|xn|≥εck
w2k
(xn + ck)2σ
dx = 0 .
On the other hand,∫
|xn|<εck
w2k
(xn + ck)2σ
dx ≤
(∫
Rn
|wk|
2n
n−2σ dx
)n−2σ
n
(∫
|x′|<ck , |xn|<εck
dx
(xn + ck)n
) 2σ
n
and ∫
|x′|<ck , |xn|≤εck
dx
(xn + ck)n
. cn−1k
∫
|xn|≤εck
dxn
(xn + ck)n
=
∫
|t|≤ε
dt
(t+ 1)n
. ε .
This shows that
lim sup
k→∞
∫
|xn|<εck
w2k
(xn + ck)2σ
dx . ε
2σ
n .
Since ε > 0 can be chosen arbitrarily small, we conclude that Rk → 0.
Step 4. We claim that
∫
R
n
+
|r˜k|
2n
n−2σ dx converges and that
M := lim
k→∞
∫
R
n
+
|r˜k|
2n
n−2σ dx satisfies
(
S∗n,σ(R
n
+)
)− n
n−2σ =
∫
Rn
|v|
2n
n−2σ dx+M .
(20)
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We recall that both vk and wk converge almost everywhere to v and therefore vk −wk
converges almost everywhere to zero. Moreover, wk − v tends to zero in L
2n
n−2σ (Rn).
Therefore by a slight generalization of the Bre´zis–Lieb lemma [6], which allows for an
additional term that vanishes in the corresponding Lebesgue space [26], we infer that
(
S∗n,σ(R
n
+)
)− n
n−2σ + o(1) =
∫
R
n
+
|uk|
2n
n−2σ dx =
∫
Rn
|vk|
2n
n−2σ dx
=
∫
Rn
|v|
2n
n−2σ dx+
∫
Rn
|wk − vk|
2n
n−2σ dx+ o(1) .
Since ∫
Rn
|wk − vk|
2n
n−2σ dx =
∫
Rn
|r˜k|
2n
n−2σ dx ,
we obtain the claim (20).
Step 5. We claim that
T ≥ S∗n,σ(R
n
+)M
n−2σ
n . (21)
If M = 0, there is nothing to prove, so we may assume that M > 0. We know
from Lemma 9 that w˜k ⇀symm 0 in H˚
σ(Rn+). Since v˜k ⇀symm 0 (which follows from
uk ⇀symm 0 and the fact that this notion of convergence is invariant under dilations
and translations parallel to the boundary), we find r˜k ⇀symm 0. Therefore, applying
the definition of S∗n,σ(R
n
+) to the sequence (r˜k/In,σ,Rn+[r˜k]
1
2 ) and recalling that M > 0,
and therefore T > 0, we obtain (21).
Step 6. We are now ready to complete the proof. According to (19), (20), (21) and
the elementary inequality (15) we have
1 = In,σ,Rn [v] + T
≥ In,σ,Rn[v] + S
∗
n,σ(R
n
+)M
n−2σ
n
= In,σ,Rn [v] + S
∗
n,σ(R
n
+)
((
S∗n,σ(R
n
+)
)− n
n−2σ −
∫
Rn
|v|
2n
n−2σ dx
)n−2σ
n
≥ In,σ,Rn[v] + 1− S
∗
n,σ(R
n
+)
(∫
Rn
|v|
2n
n−2σ dx
)n−2σ
n
.
Thus, we have shown that
In,σ,Rn[v] ≤ S
∗
n,σ(R
n
+)
(∫
Rn
|v|
2n
n−2σ dx
)n−2σ
n
.
Bounding the left side from below by Sn,σ(R
n)
(∫
Rn
|v|
2n
n−2σ dx
)n−2σ
n
and recalling that
v 6≡ 0 we obtain the claimed inequality.
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3.2. Proof of Proposition 8. Part 2. We briefly sketch the proof of the reverse
inequality
S∗n,σ(R
n
+) ≤ Sn,σ(R
n) .
Let 0 6≡ w ∈ H˚σ(Rn) with compact support and let (ck) ⊂ R be a sequence with
ck → ∞. Let w˜k(x) = w(x
′, xn − ck). These functions belong to H˚
σ[Rn+] for all
sufficiently large k and by an argument as in Step 3 of the previous proof we see that
In,σ,Rn+ [w˜k]→ In,σ,Rn [w] .
Moreover, by Lemma 9 we know that w˜k ⇀symm 0, and therefore also w˜k/In,σ,Rn+[w˜k]
1/2 ⇀symm
0. Thus,
S∗n,σ(R
n
+) ≤ lim inf
k→∞
In,σ,Rn+ [w˜k](∫
R
n
+
|w˜k|
2n
n−2σ dx
)n−2σ
n
=
In,σ,Rn[w](∫
Rn
|w|
2n
n−2σ dx
)n−2σ
n
.
Taking the infimum over all w we obtain the claimed inequality.
4. Bound on the half-space minimizer
Our goal in this section is to prove Proposition 5.
4.1. Reduction to a local bound. The first step in the proof of Proposition 5 is
to reduce the global bound to a local statement. This argument is based on the
invariance of equation (4) under inversion in a sphere. This inversion invariance of the
minimization problem, which leads to the invariance of the Euler–Lagrange equation
(4), was already crucially used in Lieb’s work [32] in the dual form of the Hardy–
Littlewood–Sobolev inequality. In the local case σ = 1 it appears famously in [10] and
has also been used before in the case of the fractional Laplacian.
For r > 0 we shall use the notation
B+r = {x ∈ R
n
+ : |x| < r} .
The local bound that we will prove in this section is
Proposition 10. Let n ≥ 2 and 1/2 < σ < 1. Let 0 6≡ u ∈ H˚σ(Rn+) be non-negative
and satisfy (4). Then there are 0 < c ≤ C <∞ such that
cx2σ−1n ≤ u(x) ≤ Cx
2σ−1
n for x ∈ B
+
1 .
Clearly, by translation and dilation invariance a similar bound holds for half-balls
of any radius centered at any point in Rn−1 × {0}.
Accepting this proposition for the moment we now give the
Proof of Proposition 5. Let u ∈ H˚σ(Rn+) be a non-negative solution of (4). Then by
Proposition 10 there are 0 < c ≤ C <∞ such that
cx2σ−1n ≤ u(x) ≤ Cx
2σ−1
n for all x ∈ B
+
1 .
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On the other hand, u1(y) = |y|
2σ−nu(y/|y|2) is also a solution of (4). Thus, again by
Proposition 10 there are 0 < c′ ≤ C ′ <∞ such that c′y2σ−1n ≤ u1(y) ≤ C
′y2σ−1n for all
y ∈ B+1 . This means
c′x2σ−1n |x|
−n+2−2σ ≤ u(x) ≤ C ′x2σ−1n |x|
−n+2−2σ for all x ∈ Rn+ \B
+
1 .
Combining the two bounds we obtain the proposition. 
4.2. Green’s function bound. For the proof of Proposition 10 we need a bound on
the Green’s function of the fractional Dirichlet Laplacian Lσ. This operator is defined
as an operator from H˚σ(Rn+) to the dual space H˚
σ(Rn+)
′ by
(Lσu) (x) := 2an,σ
∫
Rn+
u(x)− u(y)
|x− y|n+2σ
dy .
Here
an,σ = 2
2σ−1π−
n
2
Γ(n+2σ
2
)
|Γ(−σ)|
is a positive constant which is chosen such that an,σIn,σ,Rn [u] =
∫
|ξ|2σ|uˆ(ξ)|2 dξ for
u ∈ H˚σ(Rn). We emphasize that Lσ is not the power σ of the Dirichlet Laplacian on
R
n
+, see, e.g., [18]. It will be important for us that the inverse of Lσ is an integral
operator on whose integral kernel G, the Green’s function, we have two-sided bounds.
These bounds are due to Chen–Kim–Song [12] and we are grateful to Prof. Z.-Q. Chen
for discussions on them.
Proposition 11. Let n ≥ 2 and 1/2 < σ < 1. Then there are constants 0 < c ≤ C <
∞ such that the Green’s function G of Lσ satisfies for all x, y ∈ R
n
+
c
|x− y|n−2σ
min
{
1,
x2σ−1n y
2σ−1
n
|y − x|4σ−2
}
≤ G(x, y) ≤
C
|x− y|n−2σ
min
{
1,
x2σ−1n y
2σ−1
n
|y − x|4σ−2
}
.
Moreover, the Green’s function G˜ of Lσ + 1 satisfies for all x, y ∈ R
n
+
G˜(x, y) ≤
C
|x− y|n−2σ
min
{
1,
1
|y − x|4σ
}
.
The bound on G˜ is not optimal but enough for our purposes. With little more effort
the following proof would also provide an optimal two-sided bound.
Proof. The integral kernel Kt of e
−tLσ satisfies for all t > 0, x, y ∈ Rn+,
c
t
d
2σ
min
{
1,
t
d+2σ
2σ
|x− y|d+2σ
}
min
{
1,
x2σ−1n
t
2σ−1
2σ
}
min
{
1,
y2σ−1n
t
2σ−1
2σ
}
≤ Kt(x, y) ≤
C
t
d
2σ
min
{
1,
t
d+2σ
2σ
|x− y|d+2σ
}
min
{
1,
x2σ−1n
t
2σ−1
2σ
}
min
{
1,
y2σ−1n
t
2σ−1
2σ
}
.
This bound is stated in [12, Thm. 1.1] for t ∈ [0, T ] and x, y ∈ Rn+ with constants c and
C depending on T , but by scaling the variables x, y and t the bound for t = 1 implies
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the bound for general t > 0. Since G(x, y) =
∫∞
0
Kt(x, y) dt, we obtain the bounds on
G by tedious, but elementary computations as in the proof of [12, Cor. 1.2]. Similarly,
G˜(x, y) =
∫∞
0
e−tKt(x, y) dt and using Kt(x, y) ≤ Ct
− d
2σ min{1, t
d+2σ
2σ |x− y|−d+2σ} we
obtain the bound on G˜. 
4.3. Proof of Proposition 10. We write equation (4) as
Lσu = an,σu
n+2σ
n−2σ .
Since u ∈ H˚σ(Rn+) we have, by the Sobolev inequality, u ∈ L
2n
n−2σ (Rn+), and therefore
u
n+2σ
n−2σ ∈ L
2n
n+2σ (Rn+). Since 0 ≤ G(x, y) ≤ C|x−y|
−n+2σ by Proposition 11, the Hardy–
Littlewood–Sobolev inequality implies that L−1σ u
n+2σ
n−2σ is well-defined and belongs to
L
2n
n−2σ (Rn+). In this way, the equation becomes
u(x) = an,σ
∫
R
n
+
G(x, y)u(y)
n+2σ
n−2σ dy for x ∈ Rn+ . (22)
Step 1. Upper bound. We will show that
u(x) ≤
C
(1 + |x|)n+2σ
for all x ∈ Rn . (23)
Indeed, once this is proved, we can combine it with (22) and the bound on G from
Proposition 11 to obtain
u(x) ≤ C
∫
R
n
+
x2σ−1n y
2σ−1
n
|y − x|n+2σ−2
1
(1 + |y|)n+2σ
dy ≤ C ′x2σ−1n ,
which is the claimed upper bound.
It remains to prove (23). Proceeding as in the derivation of (22) we obtain
u(x) =
∫
R
n
+
G˜(x, y)
(
an,σu(y)
n+2σ
n−2σ + u(y)
)
dy for x ∈ Rn+ .
We use the bound on G˜ from Proposition 11 and obtain
u(x) ≤ h+ Y ∗ (Au) (24)
where
h(x) :=
∫
{u≤1}
G˜(x, y)
(
an,σu(y)
n+2σ
n−2σ + u(y)
)
dy ,
and
Y (x) := C|x|−d+2σmin{1, |x|−4σ} and A(x) := χ{u≥1}
(
an,σu(x)
4σ
n−2σ − 1
)
.
Since 0 ≤ h ≤ (an,σ+1)
∫
Rn
Y (x) dx and Y ∈ L1(Rn), we have h ∈ L∞(Rn). Moreover,
Y ∈ L
n
n−2σ
weak (R
n), A ∈ L
n
2σ (Rn) and A has support of finite measure. Thus, [7, Lem.
A.1] implies that
∫
{u≥1}
uq dx < ∞ for any q < ∞. In particular, Au ∈ Lp(Rn) for
some p > n
2σ
and therefore Y ∗ (Au) ∈ L∞(Rn). In view of (24) we obtain u ∈ L∞(Rn)
and, in particular, (23) for |x| ≤ 1. (In passing, we note that instead of [7] we could
also have used [31, Cor. 1.1].)
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Similar as in Subsection 4.1 we note that u1(y) = |y|
2σ−nu(y/|y|2) is also a solution
of (4) and therefore, by the above argument u1 ∈ L
∞(Rn). This proves (23) for |x| ≥ 1
and therefore concludes the proof of (23).
Step 2. Lower bound. Since u is continuous in Rn+ (this follows easily from the
equation since we have already shown that u ∈ L∞(Rn+)) and positive by the maximum
principle, there is a c > 0 such that u ≥ c in B1(3en). Thus, by the lower bound on G
in Proposition 11,
u(x) ≥ c
∫
B1(3en)
G(x, y) dy ≥ c′x2σ−1n for x ∈ B
+
1 .
5. Verifying the strict inequality (3)
Our goal in this section is to prove Theorem 3. The overall proof strategy resembles
that of Theorem 1, with the important difference, however, that the minimizer of
Sn,σ(R
n
+) is not known explicitly. We therefore begin by collecting some facts about
this function.
We are assuming that the infimum Sn,σ(R
n
+) is attained. Let Θ be a minimizer,
normalized so that ‖Θ‖
L
2n
n−2σ (Rn+)
= 1. As discussed before the statement of Proposition
5 we may assume that Θ is non-negative. For λ > 0 let
Θλ(x) = λ
n−2σ
2 Θ(λx) .
The Euler–Lagrange equation of the minimization problem reads
2
∫
R
n
+
Θλ(x)−Θλ(y)
|x− y|n+2σ
dy = Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ .
In the following proof we will need the following estimates which follow from the bound
of Proposition 5 (which can be applied to a multiple of Θ. For any p > n
n−1
we have∫
R
n
+
Θpλ dx = Cpλ
−n+ p(n−2σ)
2 with Cp =
∫
R
n
+
Θp dx <∞ (25)
and, for any fixed 0 < ρ <∞,∫
R
n
+\Bρ
Θpλ dx = O(λ
− p(n+2σ−2)
2 ) . (26)
(To prove the latter bound we split the region of integration into the sets where
xn ≥ |x
′| and where xn < |x
′|.) Moreover, for 0 < p < n
n−1
and again for any fixed
0 < ρ <∞, ∫
Bρ
Θpλ dx = O(λ
−
p(n+2σ−2)
2 ) . (27)
Finally, for any fixed 0 < ρ <∞,∫
R
n
+\Bρ
Θλ
|x|n+2σ
dx = O(λ−
n+2σ−2
2 ) . (28)
After these preliminaries we are ready to give the
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Proof of Theorem 3. Since the assumption and the conclusion of the proposition are
invariant under translations and dilations of Ω, we may assume that
B+4 ⊂ Ω .
Let η be a cut-off function as in the proof of Proposition 7 and put
θλ = ηΘλ .
This function belongs to C1c (Ω) and we will estimate ‖θλ‖ 2n
n−2σ
and In,σ,Ω[θλ] as λ→∞.
By the normalization of Θλ, (25) and (26) we obtain∫
Ω
θ
2n
n−2σ
λ dx = 1− O(λ
−
n(n+2σ−2)
n−2σ ) . (29)
In order to bound In,σ,Ω[θλ] we write
In,σ,Ω[θλ] =
∫
Ω
θλ(x)gλ(x) dx (30)
with
gλ(x) := 2
∫
Ω
θλ(x)− θλ(y)
|x− y|n+2σ
dy
and estimate gλ pointwise in B
+
1 and B
+
3 \B
+
1 .
For x ∈ B+1 , using the fact that Ω ⊂ R
n
+ and (28),
gλ(x) = 2
∫
R
n
+
Θλ(x)−Θλ(y)
|x− y|n+2σ
dy + 2
∫
R
n
+
Θλ(y)− θλ(y)
|x− y|n+2σ
dy − 2
∫
R
n
+\Ω
Θλ(x)
|x− y|n+2σ
dy
= Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ + 2
∫
R
n
+\B
+
2
Θλ(y)− θλ(y)
|x− y|n+2σ
dy +WΩ(x)Θλ(x)
≤ Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ + 2
∫
R
n
+\B
+
2
Θλ(y)
|x− y|n+2σ
dy +WΩ(x)Θλ(x)
= Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ +O(λ−
n+2σ−2
2 ) +WΩ(x)Θλ(x)
(31)
with
WΩ(x) := −2
∫
R
n
+\Ω
dy
|x− y|n+2σ
.
Since Rn+ \ Ω contains an interior point, we have WΩ(x) ≤ −ε0 < 0 for all x ∈ B
+
1 .
Next, let x ∈ B+3 \B
+
1 and write
gλ(x) = 2η(x)
∫
Ω
Θλ(x)−Θλ(y)
|x− y|n+2σ
dy + 2
∫
Ω
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy .
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We have, using B+4 ⊂ Ω ⊂ R
n
+ and (28),
2
∫
Ω
Θλ(x)−Θλ(y)
|x− y|n+2σ
dy = Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ − 2
∫
R
n
+\Ω
Θλ(x)−Θλ(y)
|x− y|n+2σ
dy
≤ Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ + 2
∫
R
n
+\Ω
Θλ(y)
|x− y|n+2σ
dy
≤ Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ + C
∫
R
n
+\Ω
Θλ(y)
|y|n+2σ
dy
≤ Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ +O(λ−
n+2σ−2
2 ) .
Moreover,
2
∫
Ω
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy = 2
∫
B+1
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy
+ 2
∫
Ω\B+4
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy
+ 2
∫
B+4 \B
+
1
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy .
Let us discuss the three terms on the right side separately. We have
2
∫
B+1
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy = 0 if x ∈ B+2
and, if x ∈ B+3 \B
+
2 , by (27),
2
∫
B+1
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy ≤ 2
∫
B+1
Θλ(y)
|x− y|n+2σ
dy ≤ C
∫
B+1
Θλ(y) dy = O(λ
−n+2σ−2
2 ) .
We have
2
∫
Ω\B+4
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy ≤ 2
∫
Ω\B+4
Θλ(y)
|x− y|n+2σ
dy ≤ C
∫
R
n
+\B
+
4
Θλ(y)
|y|n+2σ
dy = O(λ−
n+2σ−2
2 ) .
Finally, we estimate the last term in an integral sense. We have
2
∫
B+3 \B
+
1
θλ(x)
∫
B+4 \B
+
1
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy dx
= 2
∫
B4\B+1
Θλ(x)η(x)
∫
B+4 \B
+
1
(η(x)− η(y))Θλ(y)
|x− y|n+2σ
dy dx
=
∫∫
(B+4 \B
+
1 )×(B
+
4 \B
+
1 )
(η(x)− η(y))2Θλ(x)Θλ(y)
|x− y|n+2σ
dy dx
≤ C
∫∫
(B+4 \B
+
1 )×(B
+
4 \B
+
1 )
Θλ(x)Θλ(y)
|x− y|n+2σ−2
dy dx .
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We now use Proposition 5 to bound Θ(x) . |x|−n+1 and obtain∫∫
(B+4 \B
+
1 )×(B
+
4 \B
+
1 )
Θλ(x)Θλ(y)
|x− y|n+2σ−2
dy dx
. λ−n−2σ+2
∫∫
(B+4 \B
+
1 )×(B
+
4 \B
+
1 )
dy dx
|x|n−1|x− y|n+2σ−2|y|n−1
. λ−n−2σ+2
∫
B+4 \B
+
1
dx
|x|2n+2σ−4
. λ−n−2σ+2 .
To summarize we have shown that for x ∈ B+3 \B
+
1 we have
gλ(x) ≤ Sn,σ(R
n
+)η(x)Θλ(x)
n+2σ
n−2σ +O(λ−
n+2σ−2
n ) + g˜λ(x) (32)
with ∫
B+3 \B
+
1
θλ(x)g˜λ(x) dx = O(λ
−n−2σ+2)
Let us insert the bounds (31) and (32) into (30). We obtain with the help of (27)
In,σ,Ω[θλ] ≤
∫
B+1
Θλ(x)
(
Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ +O(λ−
n+2σ−2
2 )− ε0Θλ(x)
)
dx
+
∫
B+3 \B
+
1
θλ(x)
(
Sn,σ(R
n
+)Θλ(x)
n+2σ
n−2σ +O(λ−
n+2σ−2
2
)
dx
+O(λ−n−2σ+2)
≤ Sn,σ(R
n
+)
∫
B+3
Θλ(x)
2n
n−2σ dx− ε0
∫
B+1
Θλ(x)
2 dx+O(λ−n−2σ+2) .
By (25) and the normalization of Θ, we have∫
B+3
Θλ(x)
2n
n−2σ dx ≤ 1 .
Next, if n ≥ 3 we have 2 > n
n−1
(this is where the assumption n 6= 2 enters!), and
therefore by (25) and (26)∫
B+1
Θλ(x)
2 dx = C2λ
−2σ +O(λ−n−2σ+2) .
Combining these bounds with (29) we finally obtain
Sn,σ(Ω) ≤
In,σ,Ω[θλ](∫
Ω
θ
2n
n−2σ
λ dx
)n−2σ
n
≤
(
1− Cλ−
n(n+2σ−2)
n−2σ
) (
Sn,σ(R
n
+)− C
−1
2 ε0λ
−2σ +O(λ−n−2σ+2)
)
.
The right side is strictly less than Sn,σ(R
n
+) provided that λ is sufficiently large. This
completes the proof of the theorem for n ≥ 3.
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Finally, let n = 2. (Note that we assume σ > 1/2 and so the case n = 2 might be
void if it is true that Sn,σ(R
n
+) is not attained for n < 4σ.) The proof is essentially
the same as for n ≥ 3, except that we use the lower bound from Proposition 5 to
deduce that
∫
B+1
Θλ(x)
2 dx ≥ cλ−2σ lnλ. Thus, we have again Sn,σ(Ω) < Sn,σ(R
2
+), as
claimed. 
6. The case of a bounded domain
6.1. Outline of the strategy. In this section we prove Theorem 4. We set
S∗∗n,σ(Ω) := inf
{
lim inf
k→∞
(∫
Ω
|uk|
2n
n−2σ dx
)−n−2σ
n
: In,σ,Ω[uk] = 1 , uk ⇀ 0 in H˚
σ(Ω)
}
.
The key step in the proof of Theorem 4 is the computation of this number.
Proposition 12. Let 0 < σ < 1/2 if n = 1 and 0 < σ < 1 if n ≥ 2. Let Ω ⊂ Rn be a
bounded set with C1 boundary. Then
S∗∗n,σ(Ω) = Sn,σ(R
n
+) .
Accepting this proposition for the moment we give the
Proof of Theorem 4. Let (uk) be a minimizing sequence for Sn,σ(Ω), which is normal-
ized in H˚σ(Ω). Then, up to passing to a subsequence, uk ⇀ u in H˚
σ(Ω). Moreover,
by Rellich’s theorem after passing to another subsequence if necessary, uk → u almost
everywhere. Let rk := uk − u. Then, by weak convergence in H˚
σ(Ω),
1 = In,σ,Ω[uk] = In,σ,Ω[u] + In,σ,Ω[rk] + o(1) .
Thus, In,σ,Ω[rk] converges and
T := lim
k→∞
In,σ,Ω[rk] satisfies 1 = In,σ,Ω[u] + T . (33)
Moreover, by almost everywhere convergence and the Bre´zis–Lieb lemma [6],
Sn,σ(Ω)
−n−2σ
n + o(1) =
∫
Ω
|uk|
2n
n−2σ dx =
∫
Ω
|u|
2n
n−2σ dx+
∫
Ω
|rk|
2n
n−2σ dx+ o(1) .
Thus,
∫
Ω
|rk|
2n
n−2σ dx converges and
M := lim
k→∞
∫
Ω
|rk|
2n
n−2σ dx satisfies Sn,σ(Ω)
−n−2σ
n =
∫
Ω
|u|
2n
n−2σ dx+M . (34)
Moreover, by Proposition 12,
T ≥ Sn,σ(R
n
+) M
n−2σ
n . (35)
(Here one distinguishes the cases M = 0, where the inequality is trivial, and M > 0,
where one can apply the definition of S∗∗n,σ(Ω).)
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Given (33), (34) and (35) the proof is concluded by the same arguments as before.
We use the elementary inequality (15) with θ = (n− 2σ)/n and find
1 = In,σ,Ω[u] + T
≥ In,σ,Ω[u] + Sn,σ(R
n
+)M
n−2σ
n
= In,σ,Ω[u] +
(
Sn,σ(R
n
+)− Sn,σ(Ω)
)
M
n−2σ
n + Sn,σ(Ω)
(
Sn,σ(Ω)
−n−2σ
n −
∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
≥ In,σ,Ω[u] +
(
Sn,σ(R
n
+)− Sn,σ(Ω)
)
M
n−2σ
n + 1− Sn,σ(Ω)
(∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
.
Thus, we have shown that
In,σ,Ω[u]− Sn,σ(Ω)
(∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
+
(
Sn,σ(R
n
+)− Sn,σ(Ω)
)
M
n−2σ
n ≤ 0 .
Since In,σ,Ω[u] ≥ Sn,σ(Ω)
(∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
and since Sn,σ(R
n
+) > Sn,σ(Ω) by assump-
tion, we deduce that M = 0, so u 6≡ 0, and then
In,σ,Ω[u] ≤ Sn,σ(Ω)
(∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
,
implies that u is an optimizer. Finally, inequality (35) must be an equality and
therefore T = 0. This means that In,σ,Ω[u] = 1 and therefore (uk) converges, in fact,
strongly in H˚σ(Ω) to u. This completes the proof of the theorem. 
Thus, we are left with proving Proposition 12. For the proof of the inequality
S∗∗n,σ(Ω) ≥ Sn,σ(R
n
+) (which is the only thing needed in the proof of Theorem 4) we
use the following bound.
Proposition 13. Let 0 < σ < 1/2 if n = 1 and 0 < σ < 1 if n ≥ 2. Let Ω ⊂ Rn be
a bounded set with C1 boundary. For every ε > 0 there is a Cε <∞ such that for all
u ∈ H˚σ(Ω)
In,σ,Ω[u] ≥ (1− ε)Sn,σ(R
n
+)
(∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
− Cε
∫
Ω
|u|2 dx .
Let us use this proposition to give the
Proof of Proposition 12. Part 1. We prove that S∗∗n,σ(Ω) ≥ Sn,σ(R
n
+). Let (uk) ⊂
H˚σ(Ω) with In,σ,Ω[uk] = 1 and uk ⇀ 0 in H˚
σ(Ω). For any ε > 0 we have by Proposi-
tion 13
In,σ,Ω[uk] ≥ (1− ε)Sn,σ(R
n
+)
(∫
Ω
|uk|
2n
n−2σ dx
)n−2σ
n
− Cε
∫
Ω
|uk|
2 dx .
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By Rellich’s theorem we have uk → 0 in L
2(Ω) and therefore
1 ≥ (1− ε)Sn,σ(R
n
+) lim sup
k→∞
(∫
Ω
|uk|
2n
n−2σ dx
)n−2σ
n
.
Since ε > 0 is arbitrary, we obtain
lim sup
k→∞
(∫
Ω
|uk|
2n
n−2σ dx
)n−2σ
n
≤ Sn,σ(R
n
+)
−1 ,
which is the claimed inequality. 
6.2. Proof of Proposition 13. The proof of Proposition 13 is based on a simple
straightening of the boundary, which appears in the proof of the following lemma. It
essentially appears already as [19, Lemma 14], but we include the simple proof for the
sake of completeness.
Lemma 14. Let 0 < σ < 1/2 if n = 1 and 0 < σ < 1 if n ≥ 2. Let Ω ⊂ Rn be a
bounded set with C1 boundary and let ε > 0.
(1) There are δ > 0 and C <∞ such that for every ball B of radius δ centered at
a point in ∂Ω and for every u ∈ H˚σ(Ω) with support in B one has
In,σ,Ω[u] ≥ (1− ε)In,σ,Rn+ [u˜]− C
∫
Ω
|u|2 dx .
Here u˜ ∈ H˚σ(Rn+) and is obtained from u by a change of variables with Jacobian
equal to one.
(2) There are δ > 0 and C <∞ such that for every ball B of radius δ centered at
a point in ∂Rn+ and for every v ∈ H˚
σ(Rn+) with support in B one has
In,σ,Ω[v˜] ≤ (1 + ε)In,σ,Rn+[v] + C
∫
R
n
+
|v|2 dx .
Here v˜ ∈ H˚σ(Ω) and is obtained from v by a change of variables with Jacobian
equal to one.
Proof. Let B∗ and D∗ be balls of radius 2δ in Rn and Rn−1, respectively, centered at
the origin. After a translation and a rotation we may assume that
∂Ω ∩B∗ = {(x′, xn) : x
′ ∈ D∗ , xn = ϕ(x
′)} ∩ B∗
and
Ω ∩ B∗ = {(x′, xn) : x
′ ∈ D∗ , xn > ϕ(x
′)} ∩B∗ ,
where ϕ : D∗ → R is a C1 function with ϕ(0) = 0 and ∇ϕ(0) = 0. We change variables
ξj = Φj(x) = xj if 1 ≤ j ≤ n− 1 and ξn = Φn(x) = xn − ϕ(x
′) .
Note that the Jacobian of Φ is equal to one.
Given ε > 0 we choose δ > 0 so small that
sup
x′∈D∗
|∇ϕ(x′)|+ sup
x′∈D∗
|∇ϕ(x′)|2 ≤ (1−ε)−
2
n+2σ −1 , sup
x′∈D∗
|∇ϕ(x′)| ≤ 1−(1+ε)−
2
n+2σ .
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This is possible since ∇ϕ(0) = 0. (More precisely, the inequality should hold for any
point on the boundary and any ϕ corresponding to that point. This is possible since
the boundary is compact and all ∇ϕ’s can be controlled by a common modulus of
continuity.)
We claim that we have∣∣∣∣ 1|Φ−1(ξ)− Φ−1(η)|n+2σ − 1|ξ − η|n+2σ
∣∣∣∣ ≤ ε|ξ − η|n+2σ for all ξ′, η′ ∈ D∗ .
In fact, this is equivalent to∣∣∣∣∣
(
(ξ′ − η′)2 + (ξn − ηn)
2
(ξ′ − η′)2 + (ξn + ϕ(ξ′)− ηn − ϕ(η′))2
)n+2σ
2
− 1
∣∣∣∣∣ ≤ ε ,
which is the same as
(1 + ε)−
2
n+2σ ≤
(ξ′ − η′)2 + (ξn + ϕ(ξ
′)− ηn − ϕ(η
′))2
(ξ′ − η′)2 + (ξn − ηn)2
≤ (1− ε)−
2
n+2σ
or as
−1 + (1 + ε)−
2
n+2σ ≤
2(ξn − ηn)(ϕ(ξ
′)− ϕ(η′)) + (ϕ(ξ′)− ϕ(η′))2
(ξ′ − η′)2 + (ξn − ηn)2
≤ (1− ε)−
2
n+2σ − 1.
Since |ϕ(ξ′) − ϕ(η′)| ≤ (supD |∇ϕ|)|ξ
′ − η′|, the latter inequality follows immediately
from the choice of δ.
Finally, given u ∈ H˚σ(Ω) with support in B we define u˜ ∈ H˚σ(Rn+) by
u˜(ξ) = u(Φ−1(ξ)) if ξ ∈ Φ(Ω ∩ B∗)
and u˜(ξ) = 0 if ξ ∈ Rn+ \ Φ(Ω ∩ B
∗). Then
In,σ,Ω[u] ≥
∫∫
(Ω∩B∗)×(Ω∩B∗)
(u(x)− u(y))2
|x− y|n+2σ
dx dy
=
∫∫
Φ(Ω∩B∗)×Φ(Ω∩B∗)
(u˜(ξ)− u˜(η))2
|Φ−1(ξ)− Φ−1(η)|n+2σ
dξ dη
≥ (1− ε)
∫∫
Φ(Ω∩B∗)×Φ(Ω∩B∗)
(u˜(ξ)− u˜(η))2
|ξ − η|n+2σ
dξ dη
= (1− ε)
∫∫
Rn+×R
n
+
(u˜(ξ)− u˜(η))2
|ξ − η|n+2σ
dξ dη
− 2
∫
Φ(Ω∩B∗)
u˜(ξ)2
∫
R
n
+\Φ(Ω∩B
∗)
dη
|ξ − η|n+2σ
dξ
≥ (1− ε)In,σ,Rn+[u˜]− C
∫
Ω
u2 dx .
In the last inequality we use the fact that u˜ has support in Φ(Ω ∩ B) and that
2
∫
Rn+\Φ(Ω∩B
∗)
dη
|ξ − η|n+2σ
≤ C for all ξ ∈ Φ(Ω ∩B) .
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This proves the first part of the lemma.
For the proof of the second part, given v ∈ H˚σ(Rn+) with support in Φ(Ω ∩ B), we
define v˜ ∈ H˚σ(Ω) by
v˜(x) = v(Φ(x)) if x ∈ Ω ∩ B∗
and v˜(x) = 0 if x ∈ Ω \B∗. Then
In,σ,Ω[v˜] =
∫∫
(Ω∩B∗)×(Ω∩B∗)
(v˜(x)− v˜(y))2
|x− y|n+2σ
dx dy + 2
∫
Ω∩B∗
v˜(x)2
∫
Ω\B∗
dy
|x− y|n+2σ
dx
≤
∫∫
Φ(Ω∩B∗)×Φ(Ω∩B∗)
(v(ξ)− v(η))2
|Φ−1(ξ)− Φ−1(η)|n+2σ
dξ dξ + C
∫
R
n
+
v(ξ)2 dξ
≤ (1 + ε)
∫∫
Φ(Ω∩B∗)×Φ(Ω∩B∗)
(v(ξ)− v(η))2
|ξ − η|n+2σ
dξ dξ + C
∫
R
n
+
v(ξ)2 dξ
≤ (1 + ε)In,σ,Rn+[v] + C
∫
R
n
+
v(ξ)2 dξ .
In the first inequality we used the fact that
2
∫
Ω\B∗
dy
|x− y|n+2σ
≤ C for all x ∈ Ω ∩ B .
After replacing δ by δ′ such that Φ(Ω ∩ B) contains the ball with radius δ′ centered
at the origin, we obtain the lemma. 
Proof of Proposition 13. Given ε > 0 let δ > 0 be as in the first part of Lemma 14.
We cover the boundary by finitely many balls of radius δ and choose real Lipschitz
functions χ0, . . . , χN such that
χ20 + χ
2
1 + . . .+ χ
2
N ≡ 1 in Ω
and, for j = 1, . . . , N , χj has support in one of the balls from the covering and the
support of χ0 is contained in Ω. A simple computation shows that
In,σ,Ω[u] =
N∑
j=0
In,σ,Ω[χju]−
N∑
j=0
∫∫
Ω×Ω
u(x)
(χj(x)− χj(y))
2
|x− y|n+2σ
u(y) dx dy .
Since the χj are Lipschitz, so that the singularity of the integral kernel is mitigated,
it follows from the Schur test that there is a C <∞ such that
N∑
j=0
∫∫
Ω×Ω
u(x)
(χj(x)− χj(y))
2
|x− y|n+2σ
u(y) dx dy ≤ C
∫
Ω
u2 dx .
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Let j = 1, . . . , N . Since the function uj = χju is supported in a ball of radius δ > 0
we can apply Lemma 14 and we obtain
In,σ,Ω[χju] ≥ (1− ε)In,σ,Rn+[u˜j]− C
′
∫
Ω
χ2ju
2 dx
≥ (1− ε)Sn,σ(R
n
+)
(∫
R
n
+
|u˜j|
2n
n−2σ dξ
)n−2σ
n
− C ′
∫
Ω
χ2ju
2 dx
= (1− ε)Sn,σ(R
n
+)
(∫
Ω
|χju|
2n
n−2σ dx
)n−2σ
n
− C ′
∫
Ω
χ2ju
2 dx .
In the last identity we used the fact that the change of variables has Jacobian equal
to one.
Finally, for j = 0 we write
In,σ,Ω[χ0u] =
∫∫
Rn×Rn
(χ0(x)u(x)− χ0(y)u(y))
2
|x− y|n+2σ
dx dy +
∫
Ω
VΩ(x)χ0(x)
2u(x)2
with VΩ from (9). Since χ0 is supported away from the boundary, there is a C
′ < ∞
such that
VΩ(x)χ0(x)
2 ≥ −C ′′ for all x ∈ Ω .
Thus,
In,σ,Ω[χ0u] ≥ Sn,σ(R
n)
(∫
Ω
|χ0u|
2n
n−2σ dx
)n−2σ
n
− C ′′
∫
Ω
χ20u
2 dx .
Since, by Lemma 6, Sn,σ(R
n) ≥ Sn,σ(R
n
+), we conclude that
In,σ,Ω[u] ≥ (1− ε)Sn,σ(R
n
+)
N∑
j=0
(∫
Ω
|χju|
2n
n−2σ dx
)n−2σ
n
− (C +max{C ′, C ′′})
∫
Ω
u2 dx .
Since
N∑
j=0
(∫
Ω
|χju|
2n
n−2σ dx
)n−2σ
n
=
N∑
j=0
∥∥χ2ju2∥∥ n
n−2σ
≥
∥∥∥∥∥
N∑
j=0
χ2ju
2
∥∥∥∥∥
n
n−2σ
=
(∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
,
we have shown the proposition. 
Finally, we sketch the
Proof of Proposition 12. Part 2. We show that S∗∗n,σ(Ω) ≤ Sn,σ(R
n). We may assume
that S∗∗n,σ(Ω) > 0, for otherwise there is nothing to show. After a translation and
rotation we may assume that 0 ∈ ∂Ω and that the outward normal to ∂Ω at 0 is
(0, . . . , 0,−1). Let ε ∈ (0, 1) and choose δ > 0 as in the second part of Lemma 14.
Let 0 6≡ v ∈ H˚σ(Rn+) have compact support and set vλ(x) := λ
n−2σ
2 v(λx). Then for all
sufficiently large λ (depending on δ) there is a v˜λ ∈ H˚
σ(Ω) such that
In,σ,Ω[v˜λ] ≤ (1 + ε)In,σ,Rn+ [vλ] + C
∫
Rn
v2λ dx = (1 + ε)In,σ,Rn+ [v] + Cλ
−2σ
∫
Rn+
v2 dx
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and similarly In,σ,Ω[v˜λ] ≥ (1 − ε)In,σ,Rn+ [v] − Cλ
−2σ
∫
R
n
+
v2 dx. Since the change of
variables has Jacobian equal to one, we have∫
Ω
|v˜λ|
2n
n−2σ dx =
∫
R
n
+
|vλ|
2n
n−2σ dx =
∫
R
n
+
|v|
2n
n−2σ dx .
We clearly have v˜λ ⇀ 0 in H˚
σ(Ω) and, because of the lower bound on In,σ,Ω[v˜λ], also
v˜λ/In,σ,Ω[v˜λ]
1/2 ⇀ 0 in H˚σ(Ω). Using this sequence in the definition of S∗∗n,σ(Ω) we
obtain
S∗∗n,σ(Ω) ≤ lim inf
λ→∞
In,σ,Ω[v˜λ](∫
Ω
|v˜λ|
2n
n−2σ dx
)n−2σ
n
≤ (1 + ε)
In,σ,Rn+ [v](∫
R
n
+
|v|
2n
n−2σ dx
)n−2σ
n
.
Taking the infimum over all compactly supported v ∈ H˚σ(Rn+), which is a dense set,
and recalling that ε > 0 is arbitrary we obtain the claimed inequality. 
Appendix A. Some facts about the Sobolev spaces H˚σ(Rn)
We begin with an improvement of the fractional Sobolev inequality due to Ge´rard,
Meyer and Oru [29]. More general ones can be found in [30]. For the sake of com-
pleteness we include a simple proof following the lines of [2, Theorem 1.43]. We use
the notation (
et∆u
)
(x) :=
∫
Rn
1
(4πt)n/2
e−|x−y|
2/4tu(y) dy.
Lemma 15. Let 0 < σ < 1/2 if n = 1 and 0 < σ < 1 if n ≥ 2. Then there is a
constant Cn,σ such that for all u ∈ H˚
σ(Rn),
‖u‖
L
2n
n−2σ (Rn)
≤ Cn,σ
(∫
Rn
∫
Rn
(u(x)− u(y))2
|x− y|n+2σ
dx dy
)n−2σ
2n
(
sup
t>0
t
n−2σ
4 ‖et∆u‖L∞(Rn)
) 2σ
n
.
Proof. We abbreviate q = 2n
n−2σ
and α = −n−2σ
4
and assume, without loss of generality,
that
sup
t>0
t−α‖et∆u‖L∞(Rn) = 1.
Note that ∫
Rn
|u|q = q
∫ ∞
0
|{|u| > λ}|λq−1 dλ.
We bound
|{|u| > λ}| ≤ |{|et∆u| > λ/2}|+ |{|et∆u− u| > λ/2}|
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and choose t = (λ/2)1/α, so that the first term on the right hand side is zero. Thus,
by Plancherel’s theorem
|{|u| > λ}| ≤ |{|e(λ/2)
1/α∆u− u| > λ/2}|
≤ (2/λ)2
∫
Rn
|e(λ/2)
1/α∆u− u|2 dx
= (2/λ)2
∫
Rn
(e−(λ/2)
1/α |ξ|2 − 1)2|uˆ(ξ)|2 dξ .
Therefore, ∫
Rn
|u|q ≤ q
∫
Rn
|uˆ(ξ)|2 dξ
∫ ∞
0
(2/λ)2(e−(λ/2)
1/α |ξ|2 − 1)2λq−1 dλ
= C
∫
Rn
|uˆ(ξ)|2|ξ|2σ dξ
with
C = q
∫ ∞
0
(2/λ)2(e−(λ/2)
1/α
− 1)2λq−1 dλ = αq2q
∫ ∞
0
(e−µ − 1)2µα(q−2)−1 dµ <∞ .
Another application of Plancherel’s theorem concludes the proof of the inequality. 
The following lemma shows that on domains of finite measure with sufficiently
regular boundary there is no Sobolev inequality for σ < 1/2. The proof uses ideas
from [15].
Lemma 16. Let n ≥ 1, 0 < σ < 1/2 and let Ω ⊂ Rn be an open set of finite measure
such that
|{x ∈ Ω : dist(x,Ωc) < δ}| = o(δ2σ) as δ → 0 .
Then
inf
06≡u∈C1c (Ω)
In,σ,Ω[u](∫
Ω
|u|
2n
n−2σ dx
)n−2σ
n
= 0 .
Note that, if Ω is bounded Lipschitz, then |{x ∈ Ω : dist(x,Ωc) < δ}| . δ for δ
sufficiently small and therefore Sn,σ(Ω) = 0 for σ < 1/2.
Proof. Let uδ ∈ C
1
c (Ω) such that uδ(x) = 1 if x ∈ Ω and dist(x,Ω
c) ≥ δ, 0 ≤ uδ ≤ 1
and |∇uδ| . δ
−1. Then
In,σ,Ω[uδ] ≤ 2
∫
{x∈Ω: dist(x,Ωc)<δ}
∫
Ω
(uδ(x)− uδ(y))
2
|x− y|n+2σ
dy dx
= 2
∫
{x∈Ω: dist(x,Ωc)<δ}
(I(x) + II(x)) dx
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where
I(x) :=
∫
{y∈Ω: |x−y|<δ}
(uδ(x)− uδ(y))
2
|x− y|n+2σ
dy
.
1
δ2
∫
{y∈Ω: |x−y|<δ}
dy
|x− y|n+2σ−2
.
1
δ2σ
and
II(x) :=
∫
{y∈Ω: |x−y|≥δ}
(uδ(x)− uδ(y))
2
|x− y|n+2σ
dy
≤
∫
{y∈Ω: |x−y|<δ}
dy
|x− y|n+2σ
.
1
δ2σ
.
Thus,
In,σ,Ω[uδ] . δ
−2σ |{x ∈ Ω : dist(x,Ωc) < δ}| → 0 as δ → 0 .
Since
∫
Ω
u
2n
n−2σ
δ dx→ |Ω|, we obtain the lemma. 
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