Adaptation can explain evidence for encoding of probabilistic information in macaque inferior temporal cortex
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In predictive coding theory, the brain is conceptualized as a prediction machine that constantly constructs and updates expectations of the sensory environment [1] . In the context of this theory, Bell et al. [2] recently studied the effect of the probability of task-relevant stimuli on the activity of macaque inferior temporal (IT) neurons and observed a reduced population response to expected faces in face-selective neurons. They concluded that "IT neurons encode long-term, latent probabilistic information about stimulus occurrence", supporting predictive coding. They manipulated expectation by the frequency of face versus fruit stimuli in blocks of trials. With such a design, stimulus repetition is confounded with expectation. As previous studies showed that IT neurons decrease their response with repetition [3] , such adaptation (or repetition suppression), instead of expectation suppression as assumed by the authors, could explain their effects. The authors attempted to control for this alternative interpretation with a multiple regression approach. Here we show by using simulation that adaptation can still masquerade as expectation effects reported in [2] . Further, the results from the regression model used for most analyses cannot be trusted, because the model is not uniquely defined.
We simulated three 1000 neuron populations (see Supplemental Information). The response levels roughly matched the mean responses of [2] for the third population (simulation C). In simulation A, no Correspondence adaptation was present. We fitted the same regression models to the simulated responses as did Bell et al. [2] to the actual data: Model 1, where the expected probability of a face, p(face), is estimated using a Bayesian model (their equation 1); and Model 2 (their equation 4) where p(face) is estimated using a reinforcement learning model. Model 2 is problematic, since prediction error p(face) is computed as a linear combination of other predictors: stimulus -p(face). As the coefficients are not uniquely defined (singular design matrix), we employed the Moore-Penrose pseudoinverse of the design matrix as [2] (C. Summerfield, personal communication). Bell et al. [2] reported evidence for expectation responses for two predictors: a negative value for Model 1's  3 (stimulus × p(face)) and a positive value for Model 2's  3 (p(face), or prediction error). For simulation A, Model 1 correctly showed only the stimulus selectivity ( Figure 1A ). However, Model 2 showed an effect of p(face) and p(face), although the simulated neurons were sensitive for neither. Further examination showed that a positive value of the prediction error coefficient  3 required relatively higher responses for faces ( Figure S1A) , which was the case in the neurons of [2] . We beli eve that these spurious expectation effects resulted from the collinearity between the model's predictors. This means that the majority of further analyses by [2] are based on coefficients of a regression model that cannot be used as evidence for expectation effects.
For simulation B we included stimulus-specific adaptation [3] . Here we used a simple resource decay model [4] , where th e response to a face/fruit is proportional to its corresponding input resources. These stimulus-specific resources decrease with each presentation and recover between them, reflecting synaptic depression in the input population [5] . The inte raction between depletion and recovery allows suppression to build up, reach a stable state, or recover over time depending on the interval between repetitions. This simulates the finding that repetition suppression in IT increases with number of repetitions, even with Current Biology 27, R1193-R1213, November 20, 2017 R1211 intervening stimuli, and decreases with the interstimulus interval [6] . For aver age adaptation rate  and the lower bound  parameters, the stimulus-specific suppression for a repetition was between 0% and 25%. When including adaptation in the simulation ( Figure 1B) , Model 1 showed a negative effect for stimulus × p(face). The magnitude of this effect was related to  and  ( Figure S1B ). Model 2 showed again the two expectation effects.
Bell et al. [2] did not observe any putative expectation effects for fruits [2] . We think this lack of an effect can in principle be explained by response fatigue: a reduction in excitability proportional to the previous response [3] . Specifically, high responses to face choice stimuli will cause more fatigue when p(face) is high, while low responses to fruit will result in more recovery from fatigue when p(face) is low. Thus, for simulation C, the firing rate for subsequent stimuli was reduced proportional to the previous response, reflecting a mechanism like after-hyperpolarization of the membrane potential [7] . We simulated f iring rate recovery taking place in the interstimulus interval, which increased with decreasing response strength to the previous stimulus. For example, if the normalized response to a particular trial's choice equals 1, the response to the next cue is reduced by 12%, but recovers by 4%, resulting in a net reduction by 8% (see Supplemental Information). The regression analyses ( Figure 1C ) again showed 'prediction error' effects, with little to no effect on average fruit responses ( Figure S1C) . In an additional analysis, we show the results of a regression that separates the contributions of cue and choice (Supplemental Information).
In summary, we replicated the results reported by Bell et al. [2] using simulations that included only stimulus-and response-dependent processes that are thought to underlie adaptation in visual cortex and IT [3] . Although the s imulated neurons were not sensitive to expectation-related signals, applying the multiple regression models of [2] resulted in spurious effects of expectation and prediction error. Specifically, a higher response to faces is a sufficient condition for prediction error effects in regression Model 2, while the effect in Model 1 additionally requires stimulusspecific adaptation. By no means do we claim that this simple model captures everything IT neurons do in the design of Bell et al. [2] . Indeed, adaptation cannot explain the decoding of the forthcoming cue identity from baseline activity in 'expectation' trials [2] : faces in high p(face) blocks versus fruits in low p(face) blocks. However, this is essentially a decoding of block membership from baseline activity, which could have resulted from temporally correlated fluctuations in baseline activity unrelated to p(face) (Supplemental Information). We could replicate the major regression effects that were interpreted as 'expectation suppression' rather than 'repetition suppression' [2] in our simplified simulation exercise which only used basic passive adaptation mechanisms. This shows tha t their regression method did not control sufficiently for repetition suppression. Note that adaptation can be dissociated from expectation with a proper experimental design [8] and adaptation and expectation are not jus t different semantic labels of the same mechanisms. In conclusion, expectation effects in the regression coefficients reported by Bell et al. [2] can in principle be explained by adaptation and do not provide unequivocal evidence for encoding of probabilistic information in IT.
SUPPLEMENTAL INFORMATION
Supplemental Information includes experimental procedures and one figure and can be found with this article online at http:// dx.doi.org/10.1016/j.cub.2017.09.018. The two rows show the mean estimated regression weights for linear regression Models 1 and 2, respectively. In each subplot, the relevant regression coefficient that demonstrated putative expectation effects in [2] is indicated by a white marker. The gray bars indicate the direction of significant regression coefficients observed in the neural data of [2] . The p(face) coefficient of Model 2 showed a non-significant positive trend which is indicated by the open bar. 95% confidence intervals were smaller than the symbol diameter. (A-C) We fitted each model for three different populations of simulated neurons: simulation (A) with no adaptation effects, simulation (B) with only a stimulus-specific adaptation effect, and simulation (C) with a firing-rate-dependent response fatigue and recovery effect in addition to stimulus-specific adaptation. The colored dots for the Model 2 plot indicate the mean regression weights for neurons for which the response difference between faces and fruit is above (red) or below (blue) the median. See also Figure S1 .
The editors of Current Biology welcome correspondence on any article in the journal, but reserve the right to reduce the length of any letter to be published. All Correspondence containing data or scientific argument will be refereed. Queries about articles for consideration in this format should be sent by e-mail to cbiol@current-biology.com In their comment, Vinken and Vogels [1] take issue with our claim [2] that "IT neurons encode long-term, latent probabilistic information about stimulus occurrence". They offer a biologically plausible model of our findings, which they argue is based on neuronal fatigue. However, like our account, their model includes latent variables that are modulated slowly with stimulus probability; models without such latent processes, such as those based on temporally local fatigue effects, cannot explain our findings. Although we share their desire for more clarity about the mechanisms underlying visual expectation, and appreciate their thoughtful critique, we argue here that their comment mostly restates our findings with a more complex model and alternative terminology.
Reply to Vinken and Vogels
Vinken and Vogels [1] are correct that our design risks conflating the encoding of a latent probabilistic variable with a fatigue effect -an activity-dependent spike rate adaptation that is local in time and intrinsic to the neuron. Response fatigue is well-known to be strongest following a noiseless, recent adapter [3] and so we took care to verify that our effect of 'expectation' was not simply driven by exposure to previous probe stimuli which (unlike the cue) were fully visible and obligatorily fixated by the monkey for 500 ms at the end of the trial. To this end, in our study [2] we used a regression-based approach to demonstrate that our effect of expectation was robust to the removal of variance associated with probe identity on the last three trials prior to each cue. We also found no correlation across the neuronal population between sensitivity to faces and the potential adaptive effect due to a face on the previous trial, ruling out a spike-frequency-dependent fatigue mechanism. Moreover, we note that the suppressive effects occurred Correspondence exclusively in the late, sustained portion of the neural response, but did not dampen the initial stimulus-evoked peak, as typically observed following local stimulus repetition [4] .
Vinken and Vogels' [1] comment prompted us to compare the relative modulatory influence of the long-term history accruing from cues and probes. We found that the suppressive effect accrued from the cue history (which allowed the formation of expectations), but not from the probe history (although probes were both more visible and more recent; Figure 1A ). All of these findings are consistent with an effect of expectation, rather than a local fatiguebased mechanism.
Vinken and Vogels [1] do not dispute these empirical observations. Rather, they have built a more elaborate model that explains them in a biologically plausible fashion. In their model, neuronal responsivity is modulated by two latent variables which vary depending on the long-term history owing to the cue (F t ) and probe (A t ). Each variable is updated using a hand-picked rate parameter; for example, following each cue F t+1 = F t -r t norm + L (L is a relaxation term). This equation has a similar functional form to the delta-rule model we use in [2] and the parameter value they chose to simulate our effects qualitatively,  = 0.12, is close to our best-fitting estimate of  = 0.05. Note that this low value for  implies a modulation of IT responsivity by stimulus probability over many trials (long-term), a finding wholly inconsistent with temporally local fatigue effects, such as spike rate adaptation. In other words, Vinken and Vogels' [1] simulations are perfectly in line with the notion that neurons encode a latent quantity that varies slowly with the probability of stimulus occurrence. Their model is somewhat overparameterised (~13 hand-picked parameters at last count) in part because it was repeatedly elaborated following an earlier exchange concerning our report. Although it may be only one candidate model among many, we are grateful to Vinken and Vogels [1] for their efforts to simulate our data in a biologically plausible fashion -a natural extension to the work we reported in [2] .
Vinken and Vogels [1] also raise an important technical point concerning
