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ABSTRACT 
Three-dimensional (3D) object reconstruction using only 
bi-dimensional (2D) images has been a major research 
topic in Computer Vision. However, it is still a complex 
problem to solve, when automation, speed and precision 
are required. In the work presented in this paper, we 
developed a computational platform with the main 
purpose of building 3D geometric models from 
uncalibrated images of objects. Simplicity and automation 
were our major guidelines to choose volumetric 
reconstruction methods, such as Generalized Voxel 
Coloring. This method uses photo-consistency measures 
to build an accurate 3D geometric model, without 
imposing any kind of restrictions on the relative motion 
between the camera used and the object to be 
reconstructed. Our final goal is to use our computational 
platform in building and characterize human external 
anatomical shapes using a single off-the-shelf camera. 
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1.  Introduction 
 
Computer Vision is continuously developing new and 
more robust computational methodologies to 
automatically extract useful information from images. For 
example, the 3D reconstruction of objects from images is 
one research fields of Computer Vision in which the 
scientific community has been made considerable efforts, 
especially in the last decades. Applications of 3D 
reconstruction methodologies range several distinct 
domains, like industry, medicine, virtual reality, security, 
among others. 
Usually, contactless methods used to recover the 3D 
geometry of an object are divided in two classes: 
? active: they require the projection of some kind of 
energy or relative motion between the camera used 
and the object to be reconstructed in order to obtain 
information about its shape; 
? passive: they do not consider the projection of any 
type of energy neither relative motion. 
Both methods have advantages and disadvantages, so the 
decision on which to use depends on the application case, 
on the properties of the object to reconstruct and/or on the 
precision and accuracy required.  
 
 
1.1 Human body 3D reconstruction 
 
3D geometric reconstructions of the human body was 
initially developed for ergonomic purposes in the 
automotive and aeronautics industry. The used models 
were consisted by articulated skeletons, and thus the body 
was just represented by simple geometric primitives, such 
as cylinders or parallelepipeds, ([1]). 
Currently, 3D models of the human body are much more 
realistic and are of great interest in a variety of application 
fields, such as the cinematographic industry, virtual 
reality, clothing industry and biomedical applications. 
Usually, high quality 3D models of a static human body 
are obtained using commercial scanners ([2]), generally 
expensive but easy to handle.  
Other usual 3D human reconstruction techniques use 
single- or multi-cameras photogrammetry (e.g. [3]) or 
structure-from-motion methodologies (e.g. [4]). 
 
 
1.2 Volumetric methods 
 
Recently, volumetric methods were developed, which are 
a low-cost and versatile alternative to the above mention 
3D reconstruction approaches. Since volumetric (or voxel-
based) methods work on the 3D objects’ space and do not 
require a matching process between the images used in 
the reconstruction process, they are well suitable for 
objects with smooth surfaces or capable to suffer from 
occlusion problems ([5]). 
The first volumetric methods proposed were called shape-
from-silhouettes or shape-from-contours (e.g. [6], [7]), 
and were based on the visual-hull concept, ([8]). They 
combine object’s silhouette images with camera’s 
calibration information, to build a set of visual rays in the 
scene space for all silhouette points. These visual rays 
define generalized cones within which the object to 
reconstruct is guaranteed to be. The intersection of these 
cones is commonly referred as visual hull, Figure 1. The 
major drawback of these silhouette-based methods is that 
they cannot deal with concavities on the object. 
Recently, volumetric methods use color consistency to 
verify if a certain voxel belongs to the object’s surface, 
Figure 2. Thus, they are not only able to build objects 
with complex geometry, as they also generate colour 
models without the need of an extra step for coloration. 
The first method to use a color consistency measure was 
the Voxel Coloring, ([9]). Others well known methods are 
the Space Carving, ([10]), Generalized Voxel Coloring 
([11]), Roxels ([12]), etc. 
The accuracy of the reconstructions built using volumetric 
methods, depends on the number of images used, 
positions of each viewpoint associated with them, 
accuracy of the camera’s calibration procedure used and 
on the complexity of the object’s shape. 
 
 
Figure 1. Left to right: from the original object  
to its visual hull ([13]). 
 
 
Figure 2. Color consistency ([14]): both projections of voxel A have 
the same color, so it is consistent; projections of voxel B have  
different colors, so it is inconsistent and, consequently,  
should not belong to the object’s surface. 
 
 
2.  Used methodology 
 
Our computational platform, named 3D Builder, 
integrates several useful Computer Vision techniques for 
obtain the 3D reconstruction of objects using the 
methodology indicated in Figure 3. The next subsections 
will give some insights for each step of considered in our 
methodology. 
2.1 Image acquisition 
 
In our methodology, is necessary to acquire two image 
sequences: 
? a first one, acquired moving freely in 3D space a 
planar chessboard calibration pattern; 
? for the second sequence, the object to reconstruct is 
placed on a simple turntable device, with the same 
chessboard pattern beneath it, Figure 4; keeping the 
camera untouched, the second sequence of images is 
acquired, spinning the turntable device until a full 
rotation is performed. 
In our methodology, is not made any restriction on the 
number of images acquired, neither the rotation angle, 
between two consecutive images of the second image 
sequence, need to be known or even constant. 
 
 
Figure 3. Methodology followed to obtain the 3D reconstruction 
of objects from uncalibrated images. 
 
 
Figure 4. Left: camera and object layout. Right: simple turntable 
device used to reconstruct objects from images. 
 
 
2.2 Camera calibration 
 
Camera’s calibration means to find the transformation 
that maps the 3D world in the associated 2D image space. 
In 3D Builder, the calibration procedure integrated is 
based on the Zhang’s algorithm ([15]). Thus, intrinsic and 
extrinsic camera’s parameters are determined using the 
two acquired image sequences: intrinsic parameters (focal 
length and principal point) and distortion parameters 
(radial and tangential) are obtained from the first image 
sequence; using the second image sequence, the extrinsic 
parameters (rotation and translation) associated with each 
image to use in the reconstruction process are determined. 
 
 
2.3 Background/object segmentation 
 
Even when the scene background has low color variation, 
the photo-consistency criteria may not be sufficient for 
correct 3D reconstructions, ([16]). Also, since the used 
calibration pattern will rotate along with the object to be 
reconstructed, it will not be considered has background 
and, consequently, will be reconstructed as if it was part 
of the object to be reconstructed. Thus, to prevent this to 
happen, on the second image sequence we need to 
perform an object’s segmentation. For that, we use some 
basic image processing tools, like binarization by 
threshold value and morphologic operator. The obtained 
silhouette information will allow that can be removed all 
voxels that do not reproject inside all silhouette images. 
 
 
2.4 Volumetric 3D reconstruction 
 
Using the second image sequence and associated 
silhouette images, combined with the parameters of the 
camera used determined by the calibration procedure, the 
object’s model can be build using the Generalized Voxel 
Coloring – GVC method ([17]). Briefly, this 
reconstruction process is initialized with a 3D bounding 
box of voxels containing in it the object to be 
reconstructed. For each voxel of that box, a pixel 
collection is built, containing all pixels that the referred 
voxel projects onto. The 3D shape of the desired object is 
then constructed by removing (carving) voxels that are 
not photo-consistent with its pixel collection color values. 
Moreover, a voxel is carved whenever it projects outside 
one of the silhouette images from which it is visible. 
 
 
2.5 Model polygonization and smoothing 
 
Finally, the volumetric model obtained is polygonized and 
smoothed using the Marching Cubes algorithm ([18]). 
Basically, this algorithm extracts a polygonal surface 
from the volumetrical data. Thus, it proceeds through the 
voxelized model, and, for each voxel, it determines the 
polygon(s) needed to represent the part of the isosurface 
that passes through the referred voxel. The individual 
polygons are then fused into the desired surface. 
 
 
3.  Experimental results 
 
Our methodology was tested on two real objects: a “hand” 
and a “human” torso. 
Has described on subsection 2.1, using a simple off-the-
shelf CCD camera, two image sequences were acquired 
for each object, Figures 5 and 6. 
 
 
Figure 5. Two images of the sequence used for the intrinsic 
parameters calibration (above) and two images of the 
sequence used for the extrinsic calibration (below) 
for the hand case. 
 
 
Figure 6. Three images of the sequence used for the intrinsic 
parameters calibration (above) and three images of the 
sequence used for the extrinsic calibration  
parameters (below) for the torso case. 
 
3.1 Calibration results 
 
For both objects considered, the results of the extrinsic 
calibration procedure are displayed in Figures 7 and 8. 
Thus, the two 3D graphics used represent the camera’s 
positions of all images used, considering the world 
coordinate system fixed on the chessboard pattern and the 
camera rotating around the object. 
Another way to verify the accuracy of the calibration 
results obtained is to reproject the 3D points from the 
chessboard pattern in all images of the second sequence 
considered. The standard deviations of the reprojection 
errors (in pixels) for the hand and torso models cases are 
represented in Figures 9 and 10, respectively. In these 
figures, the influence of the number of pattern points used 
on the accuracy of the calibration results can be easily 
verified. 
 
 
Figure 7. Extrinsic parameters representation for the 
image sequence of the hand case. 
 
 
Figure 7. Extrinsic parameters representation for 
the image sequence of the torso case. 
 
 
Figure 9. Reprojection errors for the image sequence of 
the hand case. 
 
 
 
Figure 10. Reprojection errors for the image sequence of 
the torso case. 
 
 
3.2 Segmentation results 
 
As previously referred, using some usual algorithms of 
image processing, like Sobel’s operator for edge detection 
and other morphology functions, like flood-fill to fill 
separated regions, it was possible to obtain reasonably 
good silhouettes for both objects, Figure 11 and 12. 
 
 
Figure 11. An example of the segmentation on one image of the hand 
sequence case: left, original image; right, segmentation result. 
 
 
Figure 12. An example of the segmentation on one image of the torso 
sequence case: left, original image; right, segmentation result. 
 
 
3.3 3D Reconstruction results 
 
With the second image sequences and respective 
silhouette images, combined with the camera’s calibration 
parameters, both objects’ models were successfully built, 
polygonized and smoothed, as it can be seen in Figures 13 
and 14. In the reconstructions done, an initial cube with 
200 voxels per side was used. 
 
 
Figure 13. Three viewpoints (by row) of the 3D reconstruction 
obtained for the hand case. Left: original images. Middle: voxelized 
3D model. Right: polygonized and smoothed 3D model. 
 
 
Figure 14. Three viewpoints (by row) of the 3D reconstruction 
obtained for the torso case. Left: original images. Middle: voxelized 
3D model. Right: polygonized and smoothed 3D model. 
 
Table 1 shows the final number of voxels and triangles of 
the 3D models obtained. 
As it can be noticed in Figure 14, the torso object was not 
completely reconstructed. Maybe one possible reason for 
this is the fact that the used GVC implementation 
considers that the camera is align with the object’s center, 
when the respective extrinsic parameters are relatively to 
the calibration pattern’s center instead. This situation can 
cause the fail the reconstruction of objects with 
considerable height. 
Another problem verified is that the torso reflects the 
calibration pattern on its surface. As consequence, the 
inferior volume of the reconstructed 3D model is not very 
accurate, both in terms of its shape and in color. 
From the voxelized 3D model obtained, some geometrical 
measures can be determined, as height, length, width, 
centroid coordinates and volume. Tables 2 and 3 resume 
these values for both reconstructed objects. The obtained 
geometrical measures are compared with the real ones in 
Table 4. 
 
Object Hand Torso 
# voxels 11982 39596 
# triangles 40685 122776 
Table 1. Final number of voxels and triangles of 
both reconstructed 3D models. 
 
Height (cm) 18.7513 
Length (cm) 11.4927 
Width (cm) 4.8390 
X y z 
Centroid (cm) 
15.255 15.0654 19.0864 
Volume (cm3) 271.4245 
Table 2. Geometrical measures determined from the  
reconstructed 3D model for the hand case. 
 
Height (cm) 66.8534 
Length (cm) 31.0868 
Width (cm) 20.7246 
X y z 
Centroid (cm) 
33.5540 28.2606 35.1998 
Volume (cm3) 1914.3 
Table 3. Geometrical measures determined from the  
reconstructed 3D model for the torso case. 
 
Object Hand Torso 
Height (cm) 17.7 81.5 
Length (cm) 15.5 40.0 
Width (cm) 4.6 21.5 
Table 4. Real geometrical properties of the two objects 
considered. 
 
 
3.  Conclusions and Future Work 
 
The main final goal of this work was to develop a 
computational platform to reconstruct human external 
anatomical shapes, which are complex in shape, very 
smooth and low texturized. Starting with two uncalibrated 
image sequences, the used camera is calibrated, images 
containing the object to be reconstructed are segmented, 
in order to obtain the silhouette information, and a 3D 
volumetric model is built. From this model, a polygonized 
and smoothed surface can be extracted as well as some 
geometrical measures. 
Although the obtained 3D reconstructions were relatively 
good, their quality is highly dependent on the accuracy of 
the camera’s calibration results and in the object’s 
segmentation on the used images. These dependencies 
limit the use of our computer platform 3D Builder in 
controlled environments, because of the low texturized 
background restriction. Moreover, the complexity of the 
object’s shape and the reflectance of its surface are 
aspects that must be considerer for more accurate 3D 
reconstructions. We can conclude that in controlled 
environments the methodology used is capable to obtain 
adequate 3D static reconstructions of human’s external 
anatomical shapes from images. Its major contribution 
may be the fact that it is fully automatic and suitable for 
many real applications. 
The future work will concern the implementation of auto-
calibration procedures and the 3D reconstruction of non-
rigid objects, like is considered in ([19]). As it was also 
verified that the GVC method is very computational 
demand and consequently slow, which can be unsuitable 
for many interactive and/or real-time applications, another 
possible future task could be the implementation of a 
coarse-to-fine approach (e.g. [20], [21]). 
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