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The  paper  reports  the  energy  modelling  process  of  11  university  buildings  with the  use of  a  normative
energy  calculation  method.  The  broad  aim  of  this  exercise  is  to model  a set of  buildings  efﬁciently  so  as  to
capture  heterogeneity  across  buildings  and  minimize  auditing  requirements.  First,  energy  model  inputs
are scrutinized  and  improved  to  better  represent  the actual  use  of the  buildings.  The  second  set  of model
improvements  aim  to identify  and  test  those  parameters  that can  be  uniformly  described  across  all  theeywords:
ampus buildings
uilding portfolio
ormative energy models
ensitivity analysis
buildings,  thus  reducing  overall  modelling  effort. Using  sensitivity  analysis  of  parameters  per  building,
we  demonstrate  the validity  of  assigning  a  common  range  of  values  to key  input  parameters  across  the
building  portfolio.  Gas  and  electricity  consumption  are  analyzed  separately.  Our  results  show  that  for
electricity  consumption,  a deeper  sub-categorization  of  activities  within  buildings  is  important.  On  the
other  hand,  accuracy  of  gas  consumption  relies  on  parameters  associated  with  the  building  fabric.
© 2016  The  Authors.  Published  by  Elsevier  Ltd.  This  is  an  open  access  article  under the  CC  BY license. Background
University Campuses have a positive socio-economic impact on
heir surroundings but become considerable energy consumers and
eed active energy saving strategies (Katirciog˘lu, 2014). Several
pproaches such as administrative policies, metering systems, use
f renewable systems and academics studies have been developed
n support of energy efﬁcient campus environments (Chung & Rhee,
014). To implement effective energy saving initiatives on cam-
us buildings it is necessary to analyze their energy consumption
atterns and identify potential areas of improvements.
Modelling approaches for analyzing such building portfolios
large sets of buildings that broadly serve a uniform purpose) can
e roughly categorized into two groups: statistical approach and
imulation approach. The statistical approach computes energy
onsumption as a function of key parameters. Whilst statistical
odels have been shown to be effective for explaining energy con-
umption patterns with a few set of predictors (Hawkins, Hong,
aslan, Mumovic, & Hanna, 2012; Katirciog˘lu, 2014) they have lim-
ted applicability for exploring energy saving strategies. On the
ther hand, the simulation approach develops a set of individual
nergy models of buildings that represent the portfolio. Detailed
imulation software (e.g., EnergyPlus, TRNSYS, DOE-2) are used to
∗ Corresponding author.
E-mail address: rosapt@ugr.es (R. Pacheco-Torres).
ttp://dx.doi.org/10.1016/j.scs.2016.08.001
210-6707/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article u(http://creativecommons.org/licenses/by/4.0/).
model individual buildings (Hawkins et al., 2012; Kuo & Fu, 2012;
Y.M. Lee et al., 2011). If the portfolio of buildings is large, pro-
totypical buildings are simulated to represent the building stock
(Escobedo et al., 2014). In the simulation approach, a main ques-
tion arises whether using representative buildings is sufﬁcient to
capture variations across buildings and, if so, which criteria should
be used to select representative buildings.
Recognizing the need of capturing heterogeneity across univer-
sity building portfolios, recent studies establish a variety of criteria
for selecting appropriate representative samples. The common
approach is to categorize campus buildings by their main activity:
residential, medical research, academic-laboratory, academic-non
laboratory, administration, and other in (Hawkins et al., 2012)
and administrative, library, physical education/recreation, archi-
tecture, research and classroom in (Davis & Nutter, 2010). This
approach raises the question whether energy consumption of a
building can be explained by the predominant activity when the
university buildings often accommodate various activities within
one building. In addition, large universities typically comprise of
buildings that have been constructed over different time-periods,
which results in different construction materials and mechanical
systems across buildings. To address this issue, Chung et al. cate-
gorize the university buildings into four groups according to age
and level of energy consumption (Chung & Rhee, 2014). Davis et al.
(Davis & Nutter, 2010) recognized the importance of understand-
ing occupancy schedules in university buildings and propose six
occupancy proﬁles that represent the main activities in universities,
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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n the basis of the data from doors sensors, classroom scheduling,
ecurity cameras and personal observation.
This paper presents energy analysis of a set of university build-
ngs within a campus in the UK. Energy analysis per building can
e time-consuming for such cases, and prohibitive for evaluating
etroﬁts in parallel for all buildings within the portfolio. When
he set of buildings share common properties, the analysis process
an be made more efﬁcient across the board – from auditing, to
arameterization, to the identiﬁcation of key properties/processes
nﬂuencing energy consumption. We  thus analyze a sub-set of uni-
ersity buildings and identify those parts of the simulation process
hat can beneﬁt from ‘pooling’ knowledge, and those that require
ndividual study. Examples of questions we pose are: Is it sufﬁcient
o audit one or two lab spaces and use these to describe all of the
ab spaces in the portfolio? Similarly, given a uniform owner (the
niversity, in this case), is it sufﬁcient to represent the schedules as
er the academic calendar for all buildings or is it necessary to tailor
ccording to activities and usage within the buildings? For setting
odel parameters, we categorize the variables into those that are
bservable and those that are typically valued from external refer-
nces. Across these, the same question applies: should parameters
et from external references be speciﬁc per building? The argu-
ent we make is that model parameters are anyways a function
f ‘feature’ or ‘activity’ associated with a building – it is rare that
hey reﬂect uniquely the properties of the buildings with preci-
ion. What is unique per building is the ‘scenario’ or in other word,
he physical form, spatial/thermal zoning of the building, and the
ear/period it is built. The rest of parameters are typically valued
rom literature/other sources and these we do not change them
rom one building to another. Incidentally these are also param-
ters of the model that are often uncertain. Arguably, an auditing
xercise can help reduce some uncertainty in their values, but often
nly marginally.
We  further investigate if, within our pool of buildings, the same
ets of parameters are important per end use. This is the sensitivity
nalysis part. If, as the result of sensitivity analysis, the same param-
ters rank as top 4–5, then the same energy retroﬁt can be applied
cross the board, and the group of buildings can beneﬁt from
conomies of scale. We  also show how to efﬁciently utilize infor-
ation across the building portfolio by deﬁning sub-parameters –
or example: deﬁning lighting power density per space type versus
er building type.
The broad aim of this exercise is to model a set of build-
ngs efﬁciently so as to capture heterogeneity across buildings
nd minimize auditing requirements. The paper shows energy
odelling process of 11 university buildings with the use of a nor-
ative energy calculation method (International Organization for
tandardization (ISO), 2008). The normative calculation method
as been demonstrated to effectively handle large building sets
or energy retroﬁt without compromising the conﬁdence level of
odel predictions (Booth, Choudhary, & Spiegelhalter, 2012; Heo,
houdhary, & Augenbroe, 2012; Lee, Augenbroe, Lee, & Zhao, 2013).
. Description of the case study: University of Cambridge
uildings
The University of Cambridge comprises 330 buildings that
ccommodate approximately 28,700 students and staff. The aver-
ge annual energy use intensity is 209 kWh/m2/year, which
orresponds to the total annual energy use of ∼115 × 106 kWh  for
he entire campus. In 2010, University Council initiated a Carbon
anagement Plan with the target of a 34% reduction in carbon
missions by 2020 against a 2005 baseline. As a response to
eet the target, the University of Cambridge Estate Management
nd Building Services (EMBS) launched strategic and operationalties and Society 27 (2016) 49–64
initiatives, including continuous monitoring of demand proﬁles
(i.e., electricity, gas, and water) for 173 campus buildings. The
monitored data and building data from energy audits are meant
to characterize the energy performance of Campus buildings for
supporting retroﬁt decision processes.
2.1. Classiﬁcation of buildings
Generally, features that impact the performance of buildings
can be classiﬁed into three types: (1) activities, (2) building fabric
(corresponding to the construction age), and (3) building geome-
try. Type of activities accommodated in buildings impacts intensity
and operation schedules of energy consuming devices and their
heat input. Construction age is useful to estimate envelope ther-
mal  properties and mechanical system efﬁciencies, especially for
old buildings in which drawings and construction speciﬁcations
are not available. Building geometry impacts the overall heat loss
coefﬁcient. On the basis of these three features, 11 buildings were
selected to cover broad variation in the campus portfolio.
Fig. 1 shows the types of activities and associated ﬂoor areas
of the 11 buildings. These buildings serve a range of different pur-
poses: e.g., academic departments, research centers, libraries, and
theatres. At the whole building level, they are heterogeneous in
terms of the main type of activities accommodated in each building.
However, common activities are observed across all buildings: e.g.,
all buildings comprise of a mix  of zones including ofﬁce rooms, lec-
ture rooms, computer rooms, research laboratories, library, server
rooms, circulation spaces, and auxiliary service spaces. Accord-
ingly, spaces in the buildings can be categorized into the common
activities as shown in Fig. 1. Three distinct clusters are observed
depending on the dominant type of spaces: (1) ofﬁce-intensive
building, mainly dominated by small rooms with typical ofﬁce plug-
in equipment; (2) laboratory-intensive building, dominated by
large rooms equipped with intensive lab equipment; (3) teaching-
and reading-intensive building, with large rooms for lectures and
study.
Overall, the ofﬁce-intensive buildings include 30–40% of the
total ﬂoor area for ofﬁces and 10–20% for circulation and auxil-
iary spaces. However, the fraction of spaces for the other activities
varies across the ofﬁce-intensive buildings; for example, the build-
ing labelled ‘Ofﬁce 1’ has a large library area (25%), whereas ‘Ofﬁce
5’ has laboratory spaces (10%). Similarly, the lab-intensive buildings
have 40–50% of the total ﬂoor area for labs with roughly 20% for cir-
culation and auxiliary spaces. On the other hand, the teaching- and
reading-intensive buildings show wide variation in the fraction of
spaces used for the main activities that range between 40% and 70%.
Indeed, the nature of space-use dominantly impacts inter-
nal loads (e.g., occupant density, appliance and lighting power
densities) and occupants’ control actions. Small ofﬁce rooms are
generally occupied by one or two  persons with personal computers
and typical ofﬁce lighting settings. These rooms often have a regular
work-day schedule but users actively control window opening and
electric lighting. Therefore, exact operation of lighting, appliances,
and occupant presence is stochastic. On the other hand, laborato-
ries have a large open layout, with high intensity equipment and
lighting power densities and more intermittent occupant presence.
Schedules of lighting and equipment are sometimes centrally man-
aged (depending on the size of the laboratory). In spaces such as
lecture rooms and libraries, space usage schedule strictly follows a
calendar and the environmental conditions of the space are almost
always centrally controlled. Difference between the two  spaces is
that lecture rooms have an intensive level of occupancy with a low
equipment power density, whereas library spaces typically have a
medium level of occupancy with longer opening hours.
Table 1 describes the construction age, building size and enve-
lope and air conditioning systems of the studied buildings. Different
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Fig. 1. Categorization of building spaces.
Table 1
Building and system features forthe case buildings.
Building Construction age Building size Envelope materials Air Conditioning Systems
Floor area [m2]a N◦ storey
Basement Floors Wall Window Heating Cooling
Ofﬁce 1 Medium 2,904.70 1 5 Cavity brick wall Single glazing Gas –
Ofﬁce 2 Medium 2,804.88 1 4 Cavity brick wall Single glazing Gas –
Ofﬁce 3 Old 588.94 1 3 Brick wall Single & double glazing Gas –
Ofﬁce 4 Old 620.59 1 3 Brick wall Single glazing Gas –
Ofﬁce 5 Medium 1,979.04 0 4 Cavity brick wall Single glazing Gas –
Lab.  1 Medium 1,039.53 1 3 Cavity brick wall Single glazing Gas Electricity
Lab.  2 Medium 4,657.01 1 4 Cavity brick wall Single & double glazing Gas Electricity
Teach. 1 Medium 4,649.42 1 7 Cavity brick wall + Double glazing curtain wall Double glazing Gas –
Teach. 2 New 8,986.57 1 5 Stone and glazing wall Single & double glazing Gas Electricity
Teach. 3 New 4,112.43 1 4 Brick wall Double glazing Gas Electricity
Teach. 4 Old 43,804.01 1 7b Brick wall Single glazing Gas Electricity
a
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tIncluding ground ﬂoor.
b The number of ﬂoors including the building’s tower is 19.
uilding sizes can be found, from the smallest (588 m2 ﬂoor area)
o the largest (15 times larger). Special mention must be made of
he size of building called ‘Teaching 4’, which hosts the University
ibrary, as it is exceptionally large. Building age has been grouped
nto: old, medium and new. Old buildings are characterized by one
ayer brick external walls. Medium buildings are characterized by
avity brick wall. In new buildings, cavity brick walls, stone walls
nd curtain walls can be found. Single glazing is most common
n old and medium categories, although some of these have been
etroﬁtted and are now double-glazed. New buildings are char-
cterized by double glazing, although also single glazing is found
arginally in ‘Teaching 2’. All the buildings are equipped with cen-
ral gas heating systems and only ﬁve of them have local cooling
ystems in some labs and lecture rooms.
The set of building studied shows a large variation in geometries
nd material properties. Fig. 2 illustrates the variation of building
hapes, envelope construction systems and materials in the four
eaching buildings.2.2. Building energy data
This section compares measured energy use data of the 11
buildings with UK energy benchmarks (Chartered Institution of
Buildings Services Engineers, 2004). Following the CIBSE guide,
we used three benchmark values corresponding to the dominant
space types used in the classiﬁcation: ofﬁces naturally venti-
lated (open plan) for ofﬁce-intensive buildings; education science
laboratory for laboratory-intensive buildings; education lecture
room for teaching and reading-intensive buildings. Figs. 3 and 4
compare measured energy-use data (in kWh/m2/year) with the
benchmark values of a typical practice and good practice for elec-
tricity and gas, respectively. The benchmark values for electricity
suggest that laboratory-intensive buildings are expected to have
the highest electricity consumption due to intensive use of lab
equipment, followed by teaching-intensive buildings and ofﬁce-
intensive buildings. For gas consumption, ofﬁce-intensive buildings
are expected to have higher heating demand, but with larger
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Fig. 2. Teaching buildings 1–4 (from left to right, top to down).
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cFig. 3. Actual electricity consumptions in comp
otentials to reduce heating demand by good practice. With these
enchmark values, 7 case buildings out of the 11 buildings consume
ore electricity and gas than the good practice. However, no deﬁni-
ive pattern emerges across the clusters. This observation suggests
hat a rough categorization of buildings depending on the main
ctivity may  not be sufﬁcient to establish benchmarks for Campus
uildings that comprise various space types, which signiﬁcantly
mpact internal load proﬁles and consequently electricity and gas
onsumption.n to CIBSE Benchmark values by building type.
3. Model parameterizations
3.1. Energy demand calculation model
The energy model used in this study is a normative energy-
calculation model based on the simple dynamic hourly method
developed by the European Committee for Standardization
(CEN) and the International Organization for Standardization
(International Organization for Standardization (ISO), 2005) and
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ranslated by Georgia Institute of Technology into the Energy Per-
ormance Standard Calculation Toolkit (EPSCT) (S. Lee, Zhao, &
ugenbroe, 2011).
This simple dynamic hourly method combines the thermal
apacity of the building or building zone into a single resistance-
apacitance model taking into account transmission, ventilation,
nternal and solar heat gain, and heat stored in and released
rom the mass of the building. Due to the consideration of hourly
ynamic patterns, this model allows the study of hourly based
uilding usage patterns and operational schedules whereas saves
ime in the auditing and modelling process (Lee, Augenbroe, & Lee,
013).
The method deﬁnes a set of consistent rules for specifying build-
ng usage scenario, envelope properties and system efﬁciencies for
alculating and rating the energy performance of buildings. The
implicity and uniﬁed modelling assumptions allows for assess-
ng building energy performance in a standardized and transparent
ay (Hogeling & van Dijk, 2008). Moreover, the method greatly
nhances the cost-effectiveness of the modeling process because
t requires a much reduced set of parameters that capture major
haracteristics of buildings and systems.
Inputs required for modelling buildings are: (1) building geome-
ry, (2) envelope thermal properties, (3) building use and operation
nd (4) mechanical systems. Typically, energy audits are car-
ied out to obtain information about these inputs from as-built
rawings, site visits, interviews with facility managers, and spot
easurements. Table 2 summarizes the sources of data used to
btain information about model inputs for the case studies. Gen-
rally in energy audits, information about building geometry and
echanical systems can be obtained directly from drawings or site
isits, whereas information about envelope thermal properties and
uilding use are partially available and often not possible to be mea-
ured. Envelope thermal properties are commonly derived on the
asis of construction material types (typically available) and stan-
ard references such as the ASHRAE handbook (Better Regulation
xecutive, 2009) and CIBSE guide A (Chartered Institution of
uildings Services Engineers, 2006) that summarize typical thermal
roperty values for different construction materials. For building
se and operation, it is not possible or economically infeasible
o observe (or measure) actual schedules. Hence, similar to ther-
al  properties, building use and operation schedules are often set
s typical schedules of internal heat gains and indoor set-point
emperatures for each space type established in standard refer- CIBSE Benchmark values by building type.
ences such as CIBSE guide A (Chartered Institution of Buildings
Services Engineers, 2006) and the National Calculation Method
(NCM) database (National Calculation Method, 2011). Following
the common audit practice, we constructed the energy models of
the case buildings.
Figs. 5 and 6 compare initial energy use predictions with
measurements for electricity and gas, respectively. The initial mod-
els based on standardized values for building use and operation
resulted in a considerable difference between the predicted and
measured energy consumptions. Overall, the models under-predict
electricity and gas consumption. Lower electricity predictions can
be attributed primarily to standardized schedules that consider
lower internal loads than in reality. Interviews with facility man-
agers and users also conﬁrmed higher occupancy and higher usage
of appliance and electric devices. Indeed, unlike physical parameter
values that can be estimated based on building-speciﬁc informa-
tion (e.g., as-built drawings, systems nameplates, and construction
speciﬁcations) power usage associated with occupants is often
not easily observable without extensive data acquisition. In build-
ing energy simulation, occupants exercise control in aspects such
as thermostat, switch light and open window. The inﬂuence of
occupant behaviour on building energy use still needs further
understanding. Nowadays research initiatives such as The IEA EBC
Annex 66 “Deﬁnition and Simulation of Occupant Behavior in
Buildings” (International Energy Agency. Energy in Buildings And
Communities Program., 2013) are developing new methodologies
and tools to simulate occupant behaviour in buildings and assist in
building design (Hong, Sun, Chen, Taylor-Lange, & Yan, 2016).
Internal load proﬁles in the standards unavoidably have a much
higher magnitude of error when applied to speciﬁc buildings. For
accurately estimating internal loads, the next sub-section will look
into building use and operation schedules.
3.2. Improvements in the calculation model
3.2.1. Internal load schedules by space type
Fig. 7 plots the average hourly metered electricity consump-
tion of those buildings for which hourly measurement data were
available. Since the buildings mostly rely on natural ventilation for
cooling, the electricity consumption is mainly due to electric light-
ing, plug-in ofﬁce appliance, and lab equipment operation. Hence,
the measured electricity consumption data are useful for estimat-
ing internal load schedules. Overall, the internal load proﬁles of
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Table 2
Model inputs and sources of information.
Input Source
Building Geometry
Building total ventilated volume [m3] Plans from EMBS
Conditioned ﬂoor area [m2]
Envelope areas [m2]
Building height [m]
Envelope Thermal Properties
Thermal transmittance [W/m2 K] CIBSE guide A, ASHRAE handbook
Absorption coefﬁcient
Emissivity
Solar transmittance
Envelope heat capacity [J/K m2]
Air leakage
Building Use and Operation
Occupancy (m2/person) NCM database and CIBSE guides
Metabolic rate (W/person)
Appliance (W/m2)
Lighting (W/m2)
Outdoor Air (liter/s/person)
Domestic hot water (liter/m2/month)
Schedules NCM database, on-site inspections, interviews
Mechanical and Control Systems
Lighting control systems On-site inspections, interviews
Heating system coefﬁcient of performance (heating system COP) EMBS, interviews with building managers
Cooling system coefﬁcient of performance (cooling system COP)
Ventilation type
Domestic hot water system
Energy source
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pFig. 5. Initial electricity model pre
he buildings have similar trends during the weekdays, with the
eak electric load during the daytime and the lower but constant
evel of electric loads during the night. The electricity baseloads
t night are not negligible, ranging from the 20%–60% of the peak
oad. During the weekend, electricity consumption proﬁles have
edium-level peak loads on Saturdays and low-level peak loads
n Sundays for most of the buildings. The ofﬁce-intensive buildings,
owever, show large variation in the weekend load proﬁles. Despite
he common trend across all the buildings, the magnitude of the
nternal loads substantially differs depending on the building type.
he lab-intensive buildings have the highest peak internal loads
about 2 kWh/m2) and the highest baseloads (around 60% of the
eak load). The high baseloads during the night are due to lab equip-ns (yearly) versus monitored data.
ment often left on at night due to lab experiments and operational
requirements. On the other hand, the ofﬁce- and teaching-intensive
buildings have much smaller peak loads below 1 kWh/m2, except
‘Ofﬁce 4’ with large lab areas (about 30% of the total ﬂoor area).
Based on these observations, the initial internal load schedules
from standard references were updated to capture actual build-
ing usage patterns. Fig. 8 plots the updated schedules (in colors)
against the initial schedules (in black) for occupancy, equipment
and lighting in workdays and weekends for the four spaces: ofﬁces,
laboratories, lecture rooms and libraries. On the basis of the obser-
vations from the load proﬁles and the information obtained from
interviews, the initial schedules were modiﬁed as follows: (1) pres-
ence of occupancy during the weekend, (2) higher lighting and
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Fig. 6. Initial gas model predictions (yearly) versus metered data.
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oFig. 7. Hourly monitored ener
ppliance loads during non-occupied hours, especially for laborato-
ies, and (3) longer hours of space use for laboratories and libraries.
.2.2. Adaptation to the academic calendar
Unlike the standard initial schedules that assume consistent
se and operation patterns throughout the year, observed electric-
ty consumption proﬁles clearly show different levels of internal
oads according to the academic calendar. The academic calendar
omprises three distinct periods: (a) three two-month terms in
hich lectures, seminars and meetings intensively take place; (b)
wo one-month breaks between the terms in which some students
till use buildings to complete their course or research projects; (c)
ne four-month summer break at the end of the academic year in
hich only university staff regularly work. To reﬂect these varia-
ions in the building energy models, three day-types were deﬁned:
n-working, medium-working and off-working. Each day type issumption for a typical week.
associated with correction factors that determine the relative mag-
nitude of occupancy, appliances and lighting in relation to typical
schedules during the term period, as shown in Fig. 9. The correction
factors for occupant densities were set at 0.5 for medium-working
days during the short breaks and 0.1 for off-working days during the
long summer break. However, a reduction of the occupancy inten-
sity does not yield the same proportion of reduction in the use of
equipment and lighting. For example, although 50% of occupants
use the ofﬁce space, most of the equipment (e.g., printers, servers)
remain on and accordingly the correction factors for equipment and
lighting were assigned with a value of 0.8 for medium-working days
and 0.6 for off-working days.3.2.3. Occupants’ window opening behavior
Since these campus buildings mostly rely on natural ventila-
tion for cooling, modelling manual window operation is important
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Fig. 8. (a) (b). Occupancy, equipment and lighting schedules of the four main spaces (color lines) against standardized values form the NCM (black lines). Solid lines are
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2ordkays and dotted lines weekends.
o correctly calculate volumetric ﬂow rates through single-sided
pen windows. Among many physical, environmental, psychologi-
al, and social factors that inﬂuence the act of opening windows
nd the duration of window states (Fabi, Andersen, Corgnati, &
lesen, 2012), weather conditions, especially outdoor air temper-
ture, were identiﬁed as one of the key factors that explains major
ariance in window states for ofﬁce buildings (Fabi et al., 2012).
ccordingly, we applied a logistic regression model derived from
 study of ﬁfteen naturally ventilated ofﬁce buildings (Rijal et al.,
007). The model computes the probability of a window being openas a function of outdoor temperature by the logic link function as
deﬁned in Eq. (1):
fa = e
b · T+c
1 + eb · T+c (1)
where T is outdoor temperature, b is the regression coefﬁcient for T,
and c is the constant in the regression equation. This study derived
the coefﬁcient and constant values for each ofﬁce, and the con-
stant values range from −3.80 to −2.09 with −2.92 as the average
value for the entire buildings. The uncertainty range of the constant
R. Pacheco-Torres et al. / Sustainable Cities and Society 27 (2016) 49–64 57
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alues captures the effect of the other factors on window opening
ehavior.
.2.4. HVAC operation schedules
HVAC systems in campus buildings operate as per a pre-
stablished schedule set up by the central facility ofﬁce. Generally,
ampus buildings are heated from September to May. During the
eating season the heating system operates only during the day
from 7 a.m. to 7 p.m.) and it is switched off at night (7 p.m. to
 a.m.). Although the same operation schedule applies to all the
uildings, the set point temperatures were found to vary between
8 ◦C and 23 ◦C.
.3. Updated model results
Fig. 10 compares the hourly electricity consumption predicted
y the models before and after the changes were made against the
etered data during one week for one building in each category.
he updated models signiﬁcantly improved the prediction accu-
acy. For the ofﬁce and laboratory-intensive buildings, the updated
odels yielded much higher nighttime electricity demands than
he base models, with slight changes in the peak demands. For
eaching and reading intensive buildings, the updated models pre-
icted substantially reduced peak demands that well align with
ctual peak electricity use in comparison to the base models.
Figs. 11 and 12 plot annual electricity and gas consumption pre-
ictions in comparison to monitored data. Overall, the updated
odels resulted in energy-use predictions that align well with
etered data, except ‘Ofﬁce 4’ in which the updated model still
nder-predicted the electricity consumption. Nevertheless, the
pdated model signiﬁcantly reduced the disparity between the
redicted and actual electricity use as shown in the comparison
etween Figs. 5 and 11.
In this section, a set of changes have been done in the model cal-
ulation, in order to accordingly include general features of campus
uildings. Changes basically refer to: resizing internal load sched-
les by space type; use of a realistic academic calendar; include
ncertainty in the window opening behavior.Once that the model has been updated to represent general fea-
ures of campus buildings, the next step is to analyze sensitive
arameters and how to address them when modelling a building
ortfolio with disparities.r and intensity use.
4. Identiﬁcation of key model parameters that can be
shared across the portfolio
The initial modelling process involved estimating model param-
eters that represent actual envelope thermal properties and
mechanical and control systems for each building. Table 3 lists
model parameters and associated parameter values estimated to
capture the actual energy behavior of each building. The parameter
values for system, envelope characteristics and occupancy are all
derived directly from data available on the building except the inﬁl-
tration rate and c factor. Inﬁltration rate is estimated on the basis
of British Standard (International Organization for Standardization
(ISO), 2006b) depending on the three levels of construction age
shown in Table 1. c factor is the constant in the regression equation
for calculating the area of windows open (Eq. (1)). The updated
energy models with the speciﬁc values in Table 1 yielded accu-
rate predictions, yet at the expense of time and effort in data
collection (as described in the previous section). To improve the
cost-effectiveness of the modelling process for the energy analysis
of the large portfolio, sensitivity analyses are performed to identify
parameters that are most important across the portfolio as a whole.
Factorial Sampling Method (FSA), also known as Morris Method,
is used to identify most important parameters with respect to their
effect on electricity and gas consumption. The method draws a
number of samples by changing one parameter value at a time
while the others are kept at a ﬁxed value (Campolongo, Cariboni, &
Saltelli, 2007; Morris, 1991). From the samples and corresponding
outcomes, the method calculates the mean effect value per param-
eter that explains the relative importance of the parameter. The
revised value of mean effect, *, proposed by (Campolongo et al.,
2007) is used to estimate the elementary effect of each parameter.
Higher values of * implies that the factor has a large effect on the
output.
The analysis procedure for streamlining data requirements is
as follows: (1) identifying the list of model parameters that may
substantially impact gas or electricity use, (2) quantifying the range
of parameter values that cover variation across the buildings, (3)
performing the sensitivity analyses, and (4) comparing energy use
predicted through propagating all the uncertainties with measured
energy use.4.1. FSA results for electricity consumption
Electricity consumption is determined mainly by internal
loads (i.e., electric lighting, appliance), and the list of model
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Fig. 10. Predicted electricity demands (before and after updates) versus monitored data per building type.
odel 
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uFig. 11. Yearly electricity updated m
arameters pertaining to internal loads and their uncertainty
anges are summarized in Table 4. Lighting power densities were
ivided into two levels (i.e., low and high), as the buildings usu-
lly shows two levels of illumination to satisfy low illumination
emands (e.g., circulation area, lecture rooms) and high illumina-
ion demands (e.g., laboratories, libraries). The uncertainty range
or each level is estimated to cover lighting power density val-
es observed for all the spaces that fall into the level, with thepredictions versus monitored data.
average of the power densities as the base value. Daylight depen-
dency factor and occupancy dependency factors are correction
factors deﬁned in the energy model, which account for day-
light availability and occupancy sensors, respectively (International
Organization for Standardization (ISO), 2006a). Following the
updated parameterization for modelling internal loads, equipment
power densities are categorized into the four groups: lecture rooms,
ofﬁces, laboratories and computer rooms. The term ‘net’ refers to
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Fig. 12. Yearly gas updated model predictions versus monitored data.
Table 3
Model parameter values for the case buildings.
Building Heating
System COP
Heating
Temperature
Set-point Day
[◦C]
Heating
Temperature
Set-point
Night [◦C]
Wall U-value
[W/m2K]
Roof U-value
[W/m2K]
Glazing
U-value
[W/m2K]
Envelope
Heat
Capacity
[J/m2K]
Air Leak-
age/Inﬁltration
Rate
[m3/hm2]
Occupancy
[m2/person]
c factor for
window area
open
Ofﬁce 1 0.85 18 12 1.67 1.13 5.70 110,000.00 2.2 8.50 −2.92
Ofﬁce  2 0.75 19 12 1.41 0.54 5.00 110,000.00 1.1 4.57 −2.92
Ofﬁce  3 0.75 22 12 1.09 1.19 3.00 110,000.00 1.1 8.53 −2.92
Ofﬁce  4 0.60 21 12 2.39 1.89 5.70 370,000.00 2.2 8.19 −2.92
Ofﬁce  5 0.80 22 12 1.44 2.19 5.70 165,000.00 0.6 8.43 −2.92
Lab.  1 0.80 18 12 1.40 2.49 3.70 165,000.00 2.2 9.28 −2.92
Lab.  2 0.70 22 18 2.29 2.30 5.70 260,000.00 2.2 9.06 −2.92
Teach.  1 0.90 18 12 1.18 2.60 3.00 80,000.00 2.2 7.60 −2.92
Teach.  2 0.60 22 18 0.77 0.96 3.43 80,000.00 1.1 7.27 −2.92
Teach.  3 0.90 21 12 1.44 0.70 3.70 110,000.00 0.6 7.74 −2.92
Teach.  4 0.80 23 18 2.09 2.01 5.70 370,000.00 1.1 7.36 −2.92
Table 4
Inputs parameters and their uncertainty ranges for electricity consumption.
Input Parameter Unit Min  Base Max  Distribution Source
Daylight dependency factor (FD) – 0.67 0.75 0.91 Uniform International Organization for Standardization (ISO) (2006a)
Occupancy dependency factor (FO) – 0.60 0.75 1.00 Uniform International Organization for Standardization (ISO) (2006a)
Lighting Low Net Daytime Power Density W/m2 0.76 3.21 7.00 Uniform Observations
Lighting High Net Daytime Power Density W/m2 5.40 10.48 22.00 Uniform Observations
Ofﬁce Equipment Net Power Density W/m2 7.19 11.99 25.00 Uniform Observations
Computer Room Equipment Net Power Density W/m2 30.00 53.00 150.00 Uniform Observations
Lecture Room Equipment Net Power Density W/m2 0.91 6.00 32.00 Uniform Observations
Laboratories Equipment Net Power Density W/m2 21.00 38.40 70.00 Uniform Observations
Table 5
Percentage of area and electric consumption covered by the four spaces studied across the building portfolio.
Space % of total area % of the total electricity consumption % of the equipment electricity consumption
Lecture room 10.67 4.34 6.77
Ofﬁce  11.91 8.39 13.08
t
i
3
c
pLaboratories 4.20 8.97 
Computer rooms 4.08 12.37 
Sum  30.86 34.06 
he overall power density of the appliances and equipment installed
n the space. Table 5 shows that the four space types account for
1% of the total ﬂoor area and 53% of the total equipment power
onsumption in the case buildings. Note that laboratories and com-
uter rooms are high consumers that use 32% of the total equipment13.98
19.28
53.11
electricity consumption despite the small fraction of the ﬂoor area
(8%). The range of equipment power density values for each space
type is estimated to cover the variation observed in the same type of
spaces. The equipment power consumption in the four space types
in addition to lighting power consumption accounts for more than
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Table 6
Ranking of model parameters and their mean effect values and the proportion of ﬂoor areas for major space types.
(A)
Ofﬁce intensive buildings
Ranking of parameters Ofﬁce 1 * Ofﬁce 2 * Ofﬁce 3 * Ofﬁce 4 * Ofﬁce 5 *
Daylight dependency factor (FD) 5 0.117888 6 0.186407 0.171201 4 0.169002 7 0.149981
Occupancy dependency factor (FO) – – – – – – – – 5 0.479673
Lighting Low Net Daytime Power Density 6 0.009607 – – 4 0.12068 – – 8 0.137054
Lighting High Net Daytime Power Density 0.55505 0.937607 0.741771 0.892539 4 0.590456
Ofﬁce  Equipment Net Power Density 0.627948 4 0.338924 0.694888 0.506076 0.77202
Computer Room Equipment Net Power Density 0.564836 0.568938 – – – – 6 0.182849
Lecture Room Equipment Net Power Density 4 0.188793 0.465476 – – 0.329207 0.762692
Laboratories Equipment Net Power Density – – 5 0.302614 – – – – 0.590666
Proportion of area [%]
Ofﬁce 0.41 0.29 0.46 0.41 0.39
Computer Room 0.05 0.07 0.00 0.00 0.01
Lecture Room 0.05 0.17 0.11 0.25 0.16
Laboratories Spaces 0.00 0.09 0.00 0.00 0.10
(B)
Laboratory intensive buildings
Ranking of parameters Lab. 1 * Lab. 2 *
Daylight dependency factor (FD) 5 0.061641 7 0.078395
Occupancy dependency factor (FO) – – 4 0.248275
Lighting Low Net Daytime Power Density 7 0.027356 8 0.055125
Lighting High Net Daytime Power Density 0.283017 0.326229
Ofﬁce  Equipment Net Power Density 4 0.06804 5 0.152857
Computer Room Equipment Net Power Density 0.105356 0.568363
Lecture Room Equipment Net Power Density 6 0.028557 6 0.09324
Laboratories Equipment Net Power Density 0.963645 1.174143
Proportion of area [%]
Ofﬁce 0.12 0.16
Computer Room 0.03 0.08
Lecture Room 0.02 0.04
Laboratories Spaces 0.57 0.42
(C)
Teaching and reading intensive buildings
Ranking of parameters Teach. 1 * Teach. 2 * Teach. 3 * Teach. 4 *
Daylight dependency factor (FD) 6 0.134194 6 0.089148 7 0.045204 6 0.162609
Occupancy dependency factor (FO) 0.437497 4 0.284799 0.142046 0.508988
Lighting Low Net Daytime Power Density 5 0.259801 7 0.0091 4 0.117469 0.489905
Lighting High Net Daytime Power Density 4 0.361941 0.445346 6 0.074184 5 0.175157
Ofﬁce  Equipment Net Power Density 0.559184 5 0.127773 5 0.081692 4 0.257948
Computer Room Equipment Net Power Density – – 0.644777 0.385426 0.296404
Lecture Room Equipment Net Power Density 0.672813 0.487495 0.811138 8 0.054375
Laboratories Equipment Net Power Density – – – – – – 7 0.068752
Proportion of area [%]
Ofﬁce 0.25 0.11 0.07 0.06
Computer Room 0.00 0.08 0.05 0.03
0.3
0.0
t
p
t
a
t
i
t
fLecture Room 0.45 
Laboratories Spaces 0.00 
he 70% of the total electricity consumption. Hence, estimating the
ower densities for the major spaces types enables effectively cap-
uring the variation across the buildings while borrowing strengths
cross the portfolio.
Table 6a–c summarize the ranking of model parameters and
heir mean effect values for the ofﬁce-intensive, laboratory-
ntensive, and teaching and reading-intensive buildings, respec-
ively. For ofﬁce-intensive buildings, the lighting power density
or high illuminance and equipment power density for ofﬁces are5 0.31 0.00
0 0.00 0.01
ranked as dominant. The ranking of the other parameters, how-
ever, differs across the buildings and depends on the ﬂoor area per
space type; equipment power density for lecture rooms is ranked
as dominant for ‘Ofﬁce 2’ and ‘Ofﬁce 4’, whereas equipment power
densities for both lecture rooms and labs are ranked as dominant
for ‘Ofﬁce 5’. For the lab-intensive buildings the results are most
consistent across the two buildings: equipment power density for
labs is by far the dominant parameter, followed by equipment
power density for computer rooms and lighting power density for
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igh illuminance. For the teaching-intensive buildings (Teach. 1–3),
quipment power density for lecture rooms is the most dominant
arameter, whereas equipment power density for computer rooms
s one of the dominant parameters for the library building (‘Teach-
ng 4’). The occupancy dependency factor was  ranked high for
oth teaching-intensive and reading-intensive buildings, as they
re commonly equipped with occupancy sensors for lighting con-
rol. Results of FSA show that high consuming spaces have impact
ven if they represent a small proportion of total ﬂoor area (i.e.:
aboratories and computer rooms). On the other hand, low consum-
ng spaces (such us lecture rooms) become important only if they
epresent a high proportion of total ﬂoor area. These results indi-
ate that unless buildings house a pre-dominant energy intensive
ctivity (the laboratories for example) each building must be indi-
idually modelled and analyzed, as parameter rankings can vary
epending on the combination of space types within the build-
ng. However, this process can be made more efﬁcient, by using
 common pool of parameter ranges per space type, as described in
able 4.
To test whether attaining more precise range of parameter
alues per building is necessary, probabilistic consumption predic-
ions are computed by propagating all the uncertainties speciﬁed
n Table 4 and compared against measured data as shown in Fig. 13.
verall, the updated models yielded the range of plausible electric-
ty predictions in which measured data fall, even without accurate
arameter values.
The range of uncertainty in the model predictions is reason-
bly constrained due to the breakdown of internal gain parameters
s shown in Table 4: this breakdown allows more relevant values
o be assigned to speciﬁc activities within each building. Whilst
his increases the number of parameters in a model, this approach
llows similar spaces across multiple buildings to be described with
ne set of parameter ranges.
Categorizing spaces and improving parameterization of impor-
ant parameters for electricity (by breaking down equipment
ower densities according to space usage and dividing lighting
ower density into two levels) indeed offers an effective approach
o modeling common values across buildings. At the same time,
isparities across the buildings are covered.
.2. FSA results for gas consumption
Gas consumption is mainly for space heating, which is domi-
antly determined by building thermal properties, heating system
fﬁciency and operation settings. Table 7 lists model parameters
nd the range of their plausible values for the case buildings. The
inimum and maximum values were determined to cover all the
arameter values speciﬁc for each case building. The range between
he min  and max  was used as the uncertainty range in order
o examine the value of attaining accurate parameter values on
mproving the prediction accuracy. In addition, as the inﬁltration
ate can be estimated only with onsite blow door tests, the uncer-
ainty range for the inﬁltration rate is estimated on the basis of the
xisting testing results (Macdonald, 2002). The c factor for comput-
ng the window opening areas was estimated to fall between −3.80
nd −2.09 on the basis of the survey on UK ofﬁce buildings (Rijal
t al., 2007).
Fig. 14 shows the mean effect values of the model parameters
ith respect to their effect on gas consumption. * is used to esti-
ate the elementary effect of each parameter and is indicated in
eft axe. As can be seen in Fig. 14, overall, all the buildings share the
ame top four parameters: heating system coefﬁcient of perfor-
ance, heating set point temperature during the day, wall thermal
ransmittance (wall U-value) and air leakage. The four parameters
re by far more dominant than the other parameters whose rela-
ive importance slightly varies across the buildings. The ranking ofties and Society 27 (2016) 49–64 61
model parameters in Table 8 also conﬁrms that the four parameters
are ranked as the top consistently across the buildings and estimat-
ing accurate values for the four parameters can greatly improve the
accuracy of predictions.
Fig. 15 displays the range of gas consumption predictions result-
ing from all the uncertainties in comparison to measured data
(green dot). Although the metered data fall within the range of
probabilistic predictions, the metered gas consumption is located
toward the bound of the probabilistic outcomes for most of the
buildings. The discrepancy between predictions and measurements
is noticeably larger for gas consumption than for electricity con-
sumption, specially ‘Ofﬁce 1’ and ‘Teaching 1’. This comparison
reveals that accuracy of gas prediction is more sensitive to the
dominant parameters than electricity prediction.
Space heating requirements are mainly dominated by envelope
thermal properties, system performance and operation settings.
From the results obtained, it can be interpreted that when mod-
eling a building portfolio’s gas consumption, three aspects should
be covered: (1) the efﬁciency of the heating system (COP); (2) the
heating requirements to be met  (heating temperature set point);
(3) how tight the building is to outdoor climatic conditions (U val-
ues and air leakage). FSA results show that these are the important
properties and that taking common values across buildings is suf-
ﬁcient for modeling the building portfolio’s gas consumption with
accurate predictions.
Unlike electricity, a deeper categorization of spaces is not nec-
essary for gas consumption. However, a more detailed description
of construction materials and systems reduces uncertainty. Unlike
electricity consumption, a consistent trend across buildings cate-
gories is not clear.
Finally, Fig. 16 compares the difference (in%) between the ini-
tial and ﬁnal model predictions (after the improvements explained
in Section 3.2) with respect to metered data. As can be seen, the
gap between metered data and ﬁnal model predictions is signiﬁ-
cantly reduced both for gas and electricity. In most of the cases, the
difference is under the threshold of 15%.
5. Conclusions
This paper investigates how to efﬁciently model a building port-
folio by identifying common set of parameters, and still accounting
for their variations across buildings.
A detailed audit of 11 buildings has been conducted and a
normative energy-calculation method has been used. Sensitivity
Analysis has been conducted to identify most important modelling
parameters and quantify uncertainties in model outcomes.
Results show that, for electricity consumption, a deeper cate-
gorization of spaces within the building is important. Indeed, a
building may  comprise mainly of ofﬁces in terms of ﬂoor area,
but its electricity use may  be dominated by a small percentage
of more intensive space use. Furthermore, the parameterization of
lighting and equipment power density works better when further
sub-categorized by intensity.
For gas consumption, three aspects dominate: heating system
performance; indoor temperature requirements; thermal build-
ing envelope. A deep space categorization is not necessary, but
a more accurate description of building materials and systems is
required. Although results are consistent across buildings, a clear
trend among building categories has not been found, which seems
reasonable given that we deﬁned the building categories accord-
ing to space uses (ofﬁces, laboratories, and teaching), which have
more effect on electricity than on gas consumption. It is demon-
strated that it is feasible to model a building portfolio by using
the same range of values for sensitive parameters, and to obtain
acceptable prediction results, both for electricity and gas demand.
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Fig. 13. Model predictions with all uncertainties versus measured data (red dots).
Table 7
Inputs parameters and their uncertainty ranges for gas consumption.
Input Parameter Unit Min Base Max  Distribution Source
Heating system coefﬁcient of performance (heating system COP) – 0.60 0.75 1.00 Uniform Observations
Heating Temperature Set-point Day (T set point Day) ◦C 18.00 21.50 25.00 Uniform Observations
Heating Temperature Set-point Night (T set point night) ◦C 14.00 16.00 18.00 Uniform Observations
Wall  thermal transmittance (Wall U-value) W/m2K 0.35 1.41 2.47 Uniform Observations
Roof  thermal transmittance (Roof U-value) W/m2K 0.11 1.10 2.09 Uniform Observations
Glazing thermal transmittance (Glazing U-value) W/m2K 0.37 3.70 7.03 Uniform Observations
Envelope Heat Capacity J/m2K 80,000 165,000 370,000 Discreet ISO Standard
Air  Leakage/Inﬁltration Rate m3/hm2 0.60 7.30 14.00 Uniform Macdonald (2002)
Occupancy m2/person 3.00 9.00 15.00 Uniform NCM Database
c  factor for window area open – −3.80 −2.92 −2.09 Uniform Rijal et al. (2007)
Fig. 14. Main effects of model parameters for gas consumption.
R. Pacheco-Torres et al. / Sustainable Cities and Society 27 (2016) 49–64 63
Table  8
Ranking of model parameters for the energy model grouped by building type.
Ofﬁce intensive
buildings
Laboratory intensive
buildings
Teaching and reading intensive
buildings
Ofﬁce 1 Ofﬁce 2 Ofﬁce 3 Ofﬁce 4 Ofﬁce 5 Lab. 1 Lab. 2 Teach. 1 Teach. 2 Teach. 3 Teach. 4
Heating System COP
T set Point day
T set point night 10 8 7 8 6 9 8 8 6 5 9
Wall  U-value 7 7 4 7 4 5
Roof  U-value 9 10 5 6 9 6 6 10 – 6 6
Glazing U-value 4 5 8 7 4 5 7 4 7 9 7
Envelope Heat Capacity 8 9 10 9 10 10 9 9 8 10 10
Air  Leakage 4 4 4 4 4
Occupancy 5 7 6 5 5 8 5 5 5 7 4
c  factor 6 6 9 10 8 7 – 6 – 8 8
Fig. 15. Model predictions with all uncertainties versus measured data (green dots).
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his methodology would minimize effort when performing energy
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