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Enhanced carrier scattering rates in dilute magnetic semiconductors with correlated impurities
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(Dated: May 6, 2018)
In III-V dilute magnetic semiconductors (DMSs) such as Ga1−xMnxAs, the impurity positions tend to be
correlated, which can drastically affect the electronic transport properties of these materials. Within the memory
function formalism we have derived a general expression for the current relaxation kernel in spin and charge
disordered media and have calculated spin and charge scattering rates in the weak-disorder limit. Using a
simple model for magnetic impurity clustering, we find a significant enhancement of the charge scattering. The
enhancement is sensitive to cluster parameters and may be controllable through post-growth annealing.
PACS numbers: 72.80Ey, 78.30Ly
The perspective of utilizing charge and spin of the electrons
for new electronic device applications has generated tremen-
dous interest in the field of spintronics [1]. A unique combi-
nation of magnetic and semiconducting properties makes di-
lute magnetic semiconductors (DMSs) very attractive for var-
ious spintronics applications [2]. Among the family of DMSs,
much attention has been paid to Ga1−xMnxAs since the dis-
covery of its relatively high ferromagnetic transition tempera-
ture [2], with a current record of Tc = 159 K [3].
In Ga1−xMnxAs, unlike in II-VI DMSs, the magnetic ions
in substitutional positions act as acceptors delivering one hole
per ion. All Ga1−xMnxAs samples are, however, heavily
compensated, with hole concentrations much less than x.
This signals the presence of substantial amounts of donor de-
fects like arsenic antisites AsGa or interstitial manganese ions
MnI generated during low temperature molecular beam epi-
taxial growth [4]. The magnetic and transport properties of
Ga1−xMnxAs depend not only on the manganese fraction x
but are extremely sensitive to detailed growth conditions [5],
as well as to temperature and speed of post-growth annealing
[6, 7, 8]. This sensitivity points to the crucial role played by
the defects and their configuration, and has stimulated intense
research on the structure of defects and their influence on the
magnetic and transport properties of DMSs [9, 10].
Most theoretical models for transport in DMSs assume ran-
dom defect distributions. However, the presence of both pos-
itively and negatively charged defects results in a correlation
of their positions. Indeed, Timm et al. [9] found in the limit
of thermal equilibrium that, driven by Coulomb attraction, the
defects tend to form clusters. The main effect of clustering is
ionic screening of the disorder Coulomb potential, which has
been shown to be necessary to correctly reproduce the band
gap, metal-insulator transition and shape of the magnetization
curve [9].
In this paper, we demonstrate that the correlation of defect
positions can have a dramatic effect on electronic transport in
DMSs: the conductivity of Ga1−xMnxAs is strongly modified
through a momentum dependent impurity structure factor. We
will show that the clustering significantly increases the charge
scattering relaxation rate. At the same time, positional cor-
relation taken alone is not sufficient to affect spin scattering:
orientational correlation of spin scatterers is also necessary.
To describe the transport properties of DMSs we have em-
ployed the memory function formalism [11, 12, 13]. The
central point of this approach is the calculation of the cur-
rent relaxation kernel (or memory function), whose imaginary
part can be associated with the Drude relaxation rate. To get
an expression for the memory function in spin- and charge-
disordered media we have used the equation of motion ap-
proach [14, 15] (details of the derivation will be presented
elsewhere). Here, we are particularly interested in a param-
agnetic system in the long-wavelength limit, the case relevant
for studying the conductivity in DMSs above Tc. In this case
the memory function is obtained as
M(ω) =
V 2
nmω
∑
k
µν
kαkβ
〈
Uˆµ(−k) Uˆν(k)
〉
Hm
×
(
χρµρν (k, ω)− χ
c
ρµρν (k, 0)
)
, (1)
where n is the carrier concentration and the operators ρˆµ are
defined through a four-component (µ = 1,+,−, z) charge
and spin density vector,
ρˆµ(k) =
1
V
∑
q
∑
ττ ′
(σµ)ττ ′ aˆ
+
q−k,τ aˆq,τ ′ . (2)
Here, σµ is defined via the Pauli matrices, where σ1 is the
2×2 unit matrix, σ± = (σx±iσy)/2, and χρµρν (k, ω) are the
associated charge- and spin-density response functions. The
superscript c in Eq. (1) refers to a clean (defect-free) system.
The presence of impurities, including their correlations, en-
ters in Eq. (1) through the expression 〈Uˆµ(−k)Uˆν(k)〉Hm .
The angular brackets indicate a thermodynamical average
with respect to a magnetic subsystem Hamiltonian Hˆm. We
assume Hˆm to be a sum of individual spin contributions cor-
responding to uncorrelated and noninteracting localized spins.
The disorder scattering potential is described by the four-
component impurity charge- and spin-density operator
Uˆ(k) =
1
V
∑
j


U1(k)
J
2 Sˆ
j
−
J
2 Sˆ
j
+
J
2 Sˆ
j
z

 eik·Rj , (3)
where the summation is performed over all defect positions.
In order to separate the effect of the impurity structure fac-
tor from other effects of clustering like ionic screening we
2consider only one type of defects, Mn2+ ions in cation sub-
stitutional positions. All defects in Eq. (3) produce thus the
same charge potential and carry localized spins. The latter
are treated as quantum mechanical operators coupled to the
band carriers via a contact Heisenberg interaction resulting in
a momentum-independent exchange constant J . In our calcu-
lations we neglect the time evolution of localized spin opera-
tors, thus assuming that the carriers move through an ensem-
ble of frozen spins. For the charge component U1(k) we take
a Coulomb potential screened with the host material dielec-
tric constant. Effects of ionic screening are disregarded, and
screening by the electron liquid is absorbed in the response
functions.
Let us now consider the correlated product of two compo-
nents of the disorder potential in Eq. (1). First, we separate
the same-ion (j = j′) and pair (j 6= j′) contributions:〈
Uˆµ(−k) Uˆν(k)
〉
Hm
=
ni
V
〈
Uˆµ(−k) Uˆν(k)
〉
Hm
(4)
+
1
V 2
〈
Uˆµ(−k)
〉
Hm
〈
Uˆν(k)
〉
Hm
∑
j 6=j′
eik·(Rj′−Rj),
where ni is the impurity concentration, and in the second term
the average of the product becomes a product of averages for
noninteracting spins. Random impurities are taken into ac-
count through the first term on the right-hand side of Eq. (4),
while the second term contributes only if there are correla-
tions in the impurity positions. For spin scattering, however,
spatial correlations are not sufficient for the pair term to sur-
vive. Indeed, if any of the indices µ, ν corresponds to a spin
component (e.g., µ = z), then the second term in Eq. (4) is
proportional to the average spin and vanishes if 〈Sˆz〉 = 0, re-
gardless of spatial correlations. The presence of two sources
of randomness is a characteristic feature of spin scattering. In
terms of scattering, localized spins are correlated if they ex-
hibit both positional and orientational correlations. Note that
the presence of a macroscopic magnetization is not necessary
for spins to be correlated. What counts in the scattering is
the short-range orientational correlation that might be present
even in a macroscopically paramagnetic system.
For the charge-scattering term (µ, ν = 1), we have〈
Uˆ1(−k) Uˆ1(k)
〉
Hm
= |U1(k)|
2 ni
V
S(k), (5)
with the structure factor
S(k) = 1 +
Ω0
V x
∑
j 6=j′
eik·(Rj′−Rj), (6)
where x is the molar fraction of magnetic ions in the sample
and Ω0 is the elementary cell volume. Let us introduce a pair
distribution function P (R), normalized as
1
V
∫
V
P (R)dR = x, (7)
which describes the probability to find another magnetic ion
at a distance R from a given ion. We approximate Eq. (6) as
S(k) ≈ 1 +
1
Ω0
∫
V
P (R) cos (k ·R) dR. (8)
For a random impurity distribution one has P (R) = x, and
the second term in Eq. (8) vanishes. The structure factor S(k)
is then equal to 1, which implies a contribution only of the
same-ion term in Eq. (4).
To study the effect of correlations in the defect positions
(higher probability to find magnetic impurities close to each
other), we employ a simple model expression for a pair distri-
bution function P (R), assuming it to be a piecewise constant,
spherically symmetrical function of the form
P (R) =


xc, R < Rc,
xd, Rc < R < Rd
x, R > Rd .
(9)
The first region corresponds to a cluster of radius Rc with ef-
fective impurity concentration xc > x, the second region is
a depletion layer with xc < x, necessary to preserve the av-
erage impurity concentration in the sample. The width of the
depletion layer is determined by the normalization condition
(7). The impurity concentration within the depletion layer has
a minor impact on the final results, and to keep things simple
we fix it to xd = x/2.
The remaining two parameters, Rc and xc, describe the
cluster structure and are in general independent. We can re-
late them, however, if we fix the average number N of the
impurity ions within the cluster:
4piR3c
3Ω0
xc = N. (10)
This seems reasonable for modelling the effect of annealing
on low-temperature grown DMS samples, where one may as-
sume that the total number of Mn2+ substitutional ions within
the cluster is conserved while the cluster size (and density)
may vary. In the following we will use N = 10, consistent
with the results of Monte-Carlo calculations [9].
Our model pair correlation function (9) yields the following
momentum-dependent impurity structure factor:
S(k) = 1 +
2pix
k3Ω0
{
2xc − x
x
[sin(kRc)− kRc cos(kRc)]
− [sin(kRd)− kRd cos(kRd)]
}
. (11)
Fig. 1 shows S(k) for two different values of the cluster radius
Rc, which in principle can be controlled by annealing. As ex-
pected, the structure factor oscillates with decreasing ampli-
tude, with a larger first maximum for smaller cluster size.
Eq. (1) contains the set of full system charge- and spin-
density response functions and, strictly speaking, should be
calculated by iterations. This approach was realized in [16] to
study a spin-independent system close to the metal insulator
threshold. In our case, however, we assume that the disorder is
weak enough so we can approximate Eq. (1) by expanding to
second order in the disorder potential Uˆ(k), and thus replace
χρµρν (k, ω) by its clean system counterpart χcρµρν (k, ω).
An accurate description of carrier-mediated ferromagne-
tism [17] and optical response [18] of Ga1−xMnxAs would
require taking the true multiband structure of the material into
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FIG. 1: Momentum-dependent impurity structure factor (11) for dif-
ferent values of cluster radius Rc. Number of ions within the cluster
N = 10, average impurity concentration in the sample x = 0.05.
Inset: schematic plot of the pair distribution function (9).
account. In this paper, however, we concentrate primarily on
effects arising from the disorder configuration, putting less
emphasis on the details of the band structure. In the evalua-
tion of the response functions χcρµρν (k, ω) we thus work with
a simple parabolic band.
Furthermore, we use the random phase approximation
(RPA) to account for electron-electron interactions. For sim-
plicity we limit ourselves to a static RPA and express the
density-density response function of the interacting system as
χnn(q, ω) =
χ0(q, ω)
εRPA(q, 0)
, (12)
where χ0(q, ω) is the non-interacting density-density re-
sponse function of the clean system, i.e., the Lindhard func-
tion, and εRPA(q, 0) is the static RPA dielectric function [19].
The spin response functions in the paramagnetic state are not
affected by electron-electron interactions on the RPA level,
and they can also be expressed in terms of the Lindhard func-
tion χ0(q, ω).
Under the above approximations Eq. (1) can be directly
evaluated and the memory function becomes the sum of spin
and charge contributions
M(ω) =
1
τn
+
1
τs
, (13)
with
1
τn(ω)
= A
∞∫
0
k4S(k)
|U1(k)|
2
εRPA(k)
χ0(k, ω)− χ0(k)
ω
dk, (14)
and
1
τs(ω)
= A
J2
4
SMn(SMn + 1)
∞∫
0
k4
χ0(k, ω)− χ0(k)
ω
dk.
(15)
ω=0
ω>0
S(k)-1
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FIG. 2: Frequency dependence of charge (14) and spin (15) scatter-
ing relaxation rates, for impurity clusters with Rc = 10A˚, xc = 0.1.
Inset: illustration of the frequency dependence of the cluster en-
hancement, see text.
Here SMn = 5/2 is the localized spin of magnetic impurities,
and the common prefactor is given by A = (ni/n)V 2/6pi2m.
The imaginary parts of Eqs. (14) and (15) represent the energy
dependent charge- and spin-scattering contributions to the
Drude relaxation rate. Generally speaking, within our model
the relaxation times τn(s)(ω,q) are also momentum depen-
dent. In the present paper, however, we consider only a long-
wavelength limit, setting q → 0. Note that the momentum-
dependent impurity structure factor S(k) does not appear in
the spin term (15).
We have evaluated the scattering rates, Eqs. (14) and (15),
for the case of Ga0.95Mn0.05As with a hole concentration of
p = 0.5 hole per magnetic ion. Other parameters used are:
heavy hole effective mass m = 0.5m0, dielectric constant
ε = 13, and exchange constant V J = 55 meVnm3, which
corresponds to the widely used DMS p-d exchange constant
N0β = 1.2 eV [17].
In Fig. 2 we plot the frequency dependence of the imagi-
nary part of Eqs. (14) and (15). Both spin and charge relax-
ation rates demonstrate the frequency dependencies that one
might expect for momentum-independent scattering and for
Coulomb scattering. In agreement with earlier estimations by
golden rule [20], the charge scattering in dc limit dominates
the spin scattering. We would like to point out, however, that
in our calculations (as well as in Ref. [20]) we did not take
into account the effect of ionic screening shown [9] to reduce
significantly the charge disorder potential. In any case, even
in the present model the spin scattering contribution is clearly
not negligible, and reaches the same order of magnitude as
charge scattering for higher frequencies. Both contributions
should therefore be taken into account simultaneously.
Correlation in impurity positions results in a significant in-
crease of the charge scattering contribution at low frequency,
while for higher ω this enhancement decreases. The origin of
this effect is illustrated in the inset in Fig. 2. The presence of
impurity clusters selects excitations within a finite momentum
window defined by the impurity structure factor. On the other
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FIG. 3: Relaxation rate enhancement (16) due to correlation in im-
purity positions as a function of cluster size. The average number of
magnetic ions within the cluster is fixed to N = 10.
hand, the region of one-particle excitations is given by the
imaginary part of the Lindhard function χ0 (shaded region in
Fig. 2). The maximum enhancement of the relaxation rate cor-
responds to maximum overlap of the selection window with
the one-particle spectrum, which happens at low frequency.
For higher ω the window falls outside of the available excita-
tion spectrum, reducing the relaxation rate enhancement.
In Fig. 3 we plot the cluster enhancement factor
ξ =
τ−1n + τ
−1
s
(τRn )
−1 + (τRs )
−1
(16)
as a function of cluster configuration. The enhancement factor
is defined as the ratio of the total (charge plus spin) relaxation
rates for correlated and random impurity distributions. Recall
that the average number of magnetic ions within the cluster
is fixed to N = 10, and the cluster radius Rc is related to
concentration of magnetic ions within the cluster xc through
Eq. (10). The enhancement is strongest (up to a factor of 3) for
low frequency, and is quite sensitive to cluster configuration.
The latter will be sensitive to post-growth annealing, which
is widely used to increase Tc in Ga1−xMnxAs samples. The
possible modification of transport properties described here
should therefore be taken into account along with other effects
of annealing like decrease of the number of interstitial Mn
ions and increase of carrier concentration.
To summarize, using the memory function formalism we
have considered transport in charge and spin disordered media
with potential application for DMSs, with particular emphasis
on non-randomness of impurity positions in Ga1−xMnxAs.
We have shown that positional correlations alone of the mag-
netic impurities do not affect spin scattering: orientational
correlations are also necessary. For charge scattering, im-
purity clustering gives rise to a momentum-dependent impu-
rity structure factor which substantially modifies the transport
properties of the material, typically leading to 100% enhance-
ments of relaxation rates. These results should give valu-
able insights into the effects of annealing on low temperature
grown DMS samples.
Finally, the discussion in this paper was limited to DMS in
the paramagnetic state. However, it is well known that mag-
netic ordering in DMS can have a dramatic influence on trans-
port properties [21]. Our approach should be well suited to
study these effects.
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