A finite graph Γ is said to be (G, 3)-(connected) homogeneous if every isomorphism between any two isomorphic (connected) subgraphs of order at most 3 extends to an automorphism g ∈ G of the graph, where G is a group of automorphisms of the graph. In 1985, Cameron and Macpherson determined all finite (G, 3)-homogeneous graphs. In this paper, we develop a method for characterising (G, 3)-connected homogeneous graphs. It is shown that for a finite (G, 3)-connected homogeneous graph
Introduction
A graph is called homogeneous if any isomorphism between finite induced subgraphs extends to an automorphism of the graph. Homogeneity is the strongest possible symmetry condition that one can impose on a graph. In 1976, Gardiner [21] gave an explicit classification of the finite homogeneous graphs, and later, Lachlan and Woodrow [33] extended this to the infinite countable homogeneous graphs. If we only consider the connected subgraphs, the connected homogeneity, a natural weakening of homogeneity, arises. A graph Γ is connected homogeneous if every isomorphism between connected induced subgraphs extends to an automorphism of Γ . The connected homogeneous graphs lie between homogeneous graphs and distance-transitive graphs. The finite and infinite countable connected homogeneous graphs have also been classified by Gardiner et al. [17, 22, 27] . For more results regarding the (connected) homogeneous graphs, we refer the reader to [20, 26, 28] .
The examples of the (connected) homogeneous graphs are very restricted. It is natural to weaken the condition by considering subgraphs of bounded order or by insisting only that at least one of the isomorphisms between the two subgraphs extends to an automorphism. Definition 1.1 Let k be a positive integer. Let Γ = (V, E) be a connected graph, and let G ≤ Aut Γ .
(1) If each isomorphism between any two isomorphic induced subgraphs of Γ of order at most k extends to an automorphism g of Γ such that g ∈ G, then Γ is called a (G, k)-homogeneous graph.
(2) If any two isomorphic induced subgraphs of Γ of order at most k are equivalent under G, then Γ is called a (G, k)-set-homogeneous graph.
(3) If each isomorphism between any two isomorphic connected induced subgraphs of Γ of order at most k extends to an automorphism g of Γ such that g ∈ G, then Γ is called a (G, k)-connected-homogeneous graph, or simply called a (G, k)-CH graph for short.
(4) If any two isomorphic connected induced subgraphs of Γ of order at most k are equivalent under G, then Γ is called a (G, k)-connected-set-homogeneous graph, or simply called a (G, k)-CSH graph for short.
For k = 1, each of these four types of symmetries is equivalent to the vertex-transitivity. Let k ≥ 2. We first consider the (G, k)-homogeneous graphs. For the case where k = 2, a graph Γ is (G, 2)-homogeneous if and only if Γ and its complement Γ are G-arc-transitive (namely, G is transitive on the arcs of Γ and Γ ). Thus either it is a complete multipartite graph K m [b] , or it is an orbital graph of a primitive permutation group of rank 3. Due to the classification of primitive permutation groups of rank 3 given in [2, 30, 35, 36] , (G, 2)-homogeneous graphs are in some sense known. Notice that, when k ≥ 3, all the (G, k)-homogeneous graphs are explicitly known (see [7, 9, 11] ).
We further observe that Γ is (G, 2)-set-homogeneous if and only if Γ and its complement Γ are both G-vertex-transitive and G-edge-transitive (namely, G is transitive on the vertices and edges of Γ and Γ ). In [34] , the authors gave a classification of (G, 2)-sethomogeneous graphs.
A G-vertex-transitive graph Γ is (G, 2)-CSH if and only if Γ is G-edge-transitive, and Γ is (G, 2)-CH if and only if Γ is G-arc-transitive. It is natural to study k-CSH graphs for k ≥ 3. Moreover, for graphs of girth at least 4, the 3-connected-homogeneity is equivalent to the 2-arc-transitivity. In [26] , the infinite 3-CSH graphs with more than one end were classified. In this paper, we shall study the (G, 3)-CH graphs.
It is well-known and easily shown that a vertex-transitive graph is 2-arc-transitive if and only if it is locally 2-transitive. The following proposition shows that the class of 3-CH graphs, in some sense, corresponds to the locally rank 3 action. Our next result is about the local structure of the (G, k)-CH graphs with k ≥ 3. Theorem 1.3 Let Γ = (V, E) be a (G, k)-CH graph with k ≥ 3. Then one of the following holds:
(i) Γ = K n , and G is k-transitive on V .
(ii) Γ = K m [b] , and G ≤ X ≀ Y , where X is (k − 1)-transitive of degree b and Y is k-transitive of degree m.
(iii) Γ is (G, 2)-arc transitive of girth at least 4. 
Remark 1
The graphs in (v) (1)-(2) of Theorem 1.3 have been determined in [14] .
We would like to propose the following problem.
Problem Classify the graphs in (v) of Theorem 1.3.
One of the basic strategies in the study of symmetry in graphs is to study the normal quotients of graphs. Let Γ be a vertex-transitive graph, and let G ≤ Aut (Γ ) be vertextransitive on Γ . Let N be a non-trivial normal subgroup of G which is intransitive on V (Γ ). The quotient graph Γ N is defined as the graph with vertices being the N-orbits on V (Γ ) such that any two different vertices B, C ∈ V (Γ N ) are adjacent if and only if there exist u ∈ B and v ∈ C which are adjacent in Γ . The original graph Γ is said to be a cover of Γ N if Γ and Γ N have the same valency.
The method of taking normal quotients has been very successful in investigating various families of graphs, for example, s-arc transitive graphs [38, 39] and locally s-arc-transitive graphs [25] , where s ≥ 2. Finite 2-arc-transitive graphs form a subclass of 3-CH graphs, which is closed under taking normal quotients. The following theorem shows that the class of finite 3-CH graphs of girth 3 is also closed under taking normal quotients.
Theorem 1.4
Suppose that Γ is a (G, 3)-CH graph, which is not complete multipartite. Let N be a normal subgroup of G which is intransitive on V (Γ ). Then either Γ N = K 2 and Γ is (G, 2)-arc-transitive, or A transitive permutation group G on a set Ω is said to be quasiprimitive if every nontrivial normal subgroup of G acts transitively on Ω . In Theorem 1.4, if we choose N to be maximal by inclusion subject to being intransitive on V (Γ ), then G/N is quasiprimitive on V (Γ N ) in addition to Γ N being (G/N, 3)-CH. Therefore, it is natural to consider the (G, 3)-CH graphs such that G is quasiprimitive on V (Γ ). The following theorem determines the possibilities for the type of G. Theorem 1.5 Suppose that Γ = (V, E) is a (G, 3)-CH graph which is neither complete nor complete multipartite, and G is quasiprimitive on V . Then G is of type HA, AS, PA, or TW.
Several examples of (G, 3)-CH graphs such that G is quasiprimitive of type HA, AS and PA are given in Section 8. For quasiprimitive type TW in Theorem 1.5 we still do not know if they occur or not.
Preliminaries
All groups considered in this paper are finite, and all graphs are finite, connected, simple and undirected, unless explicitly stated. For the group-theoretic and graph-theoretic terminology not defined here we refer the reader to [4, 43] .
For a positive integer n, the expression Z n denotes the cyclic group of order n, D 2n denotes the dihedral group of order 2n, A n , S n denote the alternating group and symmetric group of degree n, respectively. Let Γ = (V, E) be a graph with vertex set V and edge set E. An arc is an ordered pair of adjacent vertices, and an edge {u, v} corresponds to arcs (u, v) and (v, u). For any subset B of V , the subgraph of Γ induced on B will be denoted by Γ [B], and when no confusion arises, it is simply written as [B] . If u, v ∈ V , then d(u, v) denotes the distance between u and v in Γ . The diameter d of Γ is the maximal distance between two vertices in Γ . We shall assume that d ≥ 1. For a vertex v, we write Γ i (v) = {u | d(u, v) = i} for 1 ≤ i ≤ d; and Γ 1 (v) is simply denoted by Γ (v), which is the neighbourhood of v.
Let G be a permutation group on a finite set Ω . Let ∆ be a subset of Ω . Denote by G ∆ and G (∆) the subgroups of G fixing ∆ setwise and pointwise, respectively. Let G ∆ represent the permutation group on ∆ induced by G. Then
The group G is semiregular on Ω if the only element fixing a point in Ω is the identity element of G. We say that G is regular on Ω if it is both transitive and semiregular on Ω .
Let G be a finite group and let g ∈ G. Let ρ g and σ g be the permutations of G defined by ρ g : x → xg and σ g : x → g −1 xg for x ∈ G. The right regular representation of G is the subgroup of Sym(G) defined by G R := {ρ g | g ∈ G}. The map σ g is called an inner automorphism of G induced by g, and the set of all σ g , denoted by Inn(G), is called the inner automorphism group of G. Denote by Aut (G) the automorphism group of G.
Given a finite group H and a subset S of H which does not contain the identity 1 of H, the Cayley graph Cay (H, S) on H with respect to S is defined to be the graph with vertex set H and edge set {{g, sg} | g ∈ H, s ∈ S}. By the definition, we have the following basic properties, where Γ = Cay (H, S):
(i) Γ is undirected if and only if S is self-inverse, namely, g ∈ S if and only if g −1 ∈ S;
(ii) a Cayley graph Γ is connected if and only if S generates H;
(iii) the right multiplications of elements of H form a subgroup of Aut Γ which is vertextransitive on Γ ; in particular, Cayley graphs are vertex-transitive.
There is a criterion to determine a graph to be a Cayley.
is a Cayley graph of a group H if and only if Aut Γ contains a subgroup which is isomorphic to H and regular on V .
For a Cayley graph Γ = Cay (H, S), let
It is easily shown that each element of Aut (H, S) induces an automorphism of Γ , and normalises H R . Moreover, we have the following lemma due to Godsil.
Let G be a group acting transitively on a finite set Ω . A nonempty subset ∆ of Ω is called a block for G if for each g ∈ G, either ∆ g = ∆ or ∆ g ∩ ∆ = ∅. We call {∆ g | g ∈ G} a block system for G. Then G is said to be primitive if the only blocks for G are the singleton subsets or the whole of Ω . It is well-known that the orbits of a normal subgroup of G form block system for G. If each nontrivial normal subgroup of G is transitive on Ω , then G is said to be quasiprimitive.
We now introduce a characterisation of primitivity. Consider the natural action of G on the cartesian product Ω × Ω . The orbits of G on this set are called the orbitals of G on Ω . The orbital ∆ 1 = {(u, u) | u ∈ Ω } is called the diagonal orbital and all other orbitals are said to be non-trivial. For each orbital ∆, there is an orbital, denoted by ∆ * , so that (u, v) ∈ ∆ * if and only if (v, u) ∈ ∆. An orbital is self-paired if ∆ * = ∆. For each orbital ∆ of G, the digraph Graph(∆) is a digraph with vertex set Ω and edge set ∆. It is easy to see that ∆ is self-paired if and only if Graph(∆) is a graph. By [16, Theorem 3 .2A], G is primitive on Ω if and only if Graph(∆) is connected for each non-trivial orbital ∆. For each orbital ∆ of G and each u ∈ Ω , define ∆(u) = {v ∈ Ω | (u, v) ∈ ∆}. Then the mapping ∆ → ∆(u) is a bijection from the set of orbitals of G onto the set of orbits of G u . In particular, the number of orbitals of G is equal to the number of orbits of G u ; this number is called the rank of G. An orbit of G u for any u ∈ Ω is called a suborbit of G, and if ∆ and ∆ * are paired orbitals, then ∆(u) and ∆ * (u) are called paired suborbits. Praeger [39] generalised the O'Nan-Scott theorem for primitive groups to quasiprimitive groups and showed that a finite quasiprimitive group is one of the following eight types. We shall describe these eight types along the lines of that in [40] .
Let G be a quasiprimitive permutation group on a finite set Ω . The socle of G, denoted by soc(G), is the product of all minimal normal subgroups of G. Then G has at most two minimal normal subgroups, and soc(G)
HA (holomorph affine): soc(G) is an abelian minimal normal subgroup, and T = Z p for some prime p, and 
There are four possibilities for N α . Accordingly, there are four different types of primitive permutation groups.
PA (product action): N = soc(G) has no normal subgroup which is regular on Ω .
TW (twisted wreath product): N = soc(G) is minimal normal in G and regular on Ω , and
SD (simple diagonal): N = soc(G) is not regular on Ω and has a normal subgroup which is regular on Ω , and N α ∼ = T . This type can be described as follows (we shall use this in Lemma 7.3): Let
, and let
The action of W on Ω is defined by
A quasiprimitive group G of type SD is a subgroup of W such that N = soc(W ) ≤ G and G acts transitively by conjugation on the simple director factors of N.
. This type can be described as follows (we shall use this in Lemma 7.2): Let H be a quasiprimitive group of type SD on the set ∆ with a unique minimal normal subgroup
with the product action of the wreath product. This action is quasiprimitive if and only if G acts transitively by conjugation on the set of simple direct factors of N. If G is quasiprimitive on Ω , then N is the unique minimal normal subgroup of G.
Note that soc(G) = N and
3 Local structure of k-CH graphs
In this section, we study the local structure of k-CH graphs. In particular, we shall prove Proposition 1.2 and Theorem 1.3. The following lemma is equivalent to Proposition 1.2. Proof Take an edge {u, v}. As Γ is of girth 3, we have
is transitive on Γ (v). Let (u 1 , w 1 ) and (u 2 , w 2 ) be two arcs of the subgraph [Γ (v)]. Then (u 1 , v, w 1 ) and (u 2 , v, w 2 ) form two triangles, and there is an isomorphism between them which maps the triple (u 1 , v, w 1 ) to the triple (u 2 , v, w 2 ). Since Γ is (G, 3)-CH, there exists an automor-
Then σ ∈ G v and maps (u 1 , w 1 ) to (u 2 , w 2 ), and so G v is arc-transitive on [Γ (v)]. Assume now that (u 1 , w 1 ) and (u 2 , w 2 ) are two non-adjacent pairs of vertices of the subgraph [Γ (v)]. Then (u 1 , v, w 1 ) and (u 2 , v, w 2 ) form two 2-geodesics, and similarly, G v is transitive on the set of non-adjacent pairs of vertices of [
has exactly two non-trivial suborbits on Γ (v) × Γ (v), and hence G
is transitive on Γ (v) with rank 3. Then Γ is G-arctransitive, and G v is transitive on the set of arcs, and also on the set of non-adjacent pairs of vertices in the subgraph [Γ (v)]. Let Σ 1 and Σ 2 be two induced subgraphs of order 3 which are connected and isomorphic, and let σ be an isomorphism between Σ 1 and Σ 2 .
Then Σ i is a 2-geodesic or a triangle, where i = 1 or 2, and hence Σ i contains a 2-arc
Since G is transitive on the vertices, we may assume that v 1 = v 2 = v. Since Σ 1 ∼ = Σ 2 , the pair u 1 , w 1 are adjacent if and only if the pair u 2 , w 2 are adjacent. There exists an element g ∈ G v such that (u 1 , w 1 ) g = (u 2 , w 2 ) as G v has exactly two non-trivial orbits on Γ (u). So Γ is (G, 3)-CH.
We are ready to prove Theorem 1.3.
Assume that Γ is neither a complete graph nor a complete multipartite graph, and assume further that Γ is of girth 3. Let u ∈ V be a vertex. 
interchanges u 3 and u ′ 2 . Thus, Γ is not 4-CH, a contradiction. Next assume that [Γ (u)] is disconnected. Let C 1 , . . . , C r be the connected components. Suppose that C 1 is not a complete graph. Then there exist two vertices u, v of C 1 which are not adjacent. Let w be a vertex of C 2 . Since G
is of rank 3, (u, v) and (u, w) are equivalent under G u , which is a contradiction. Therefore, C 1 is a complete graph, and so is each C i . Hence [Γ (u)] = rK ℓ , as in part (iv).
Normal quotients
The class of 2-arc-transitive graphs is closed under taking normal quotient by [39] . In this section we prove that the class of 3-CH graphs is closed under taking normal quotient, which proves Theorem 1.4.
Lemma 4.1 Let Γ = (V, E) be a connected (G, 3)-CH graph which is not a complete multipartite graph. Let N ⊳ G have at least three orbits on V . Then (i) N is semiregular on V , and
, where G = G/N, and v is the vertex of Γ N corresponding to v, and
Proof Let V N be the set of N-orbits on V , and let K be the kernel of G acting on
The valency of Γ N is larger than 1. Since Γ is G-arc-transitive, it implies that there is no edge lying inside a block v N , where v ∈ V . Let {u, v} be an edge of Γ . Since the orbit v N is a block of G, the intersection
Since no edge lies in the same orbit of N, the vertices v and w are not adjacent, and (v, u, w) is a 2-geodesic. Since Γ N has valency at least 2, there exist vertices which are in
is a 2-geodesic, and so there is g ∈ G such that (v, u, w)
Hence v, w ′ are adjacent, and so v is adjacent to all vertices of Γ (u) \ v N . It implies that the induced subgraph [Γ (u)] is a complete multipartite graph. It then follows that Γ itself is a complete multipartite graph, which is a contradiction. Therefore, |v N ∩ Γ (u)| = 1, namely, the orbit v N intersects the neighbourhood Γ (u) at the single vertex v. So the quotient graph Γ N and the original graph Γ have the same valency, and hence Γ is a cover of Γ N . In particular, K = N is semiregular on V , and N v = 1.
To complete the proof, we need to prove that Γ N is (G/N, 3)-CH. As mentioned above, the factor group G/N is arc-transitive on the quotient graph Γ N . For convenience, write G = G/N, g = gN ∈ G for any element g ∈ G, Σ = Γ N , and for v ∈ V , the vertex v N of Σ is denoted by v. Then the neighbourhood Σ(v) = {w | w ∈ Γ (v)}, and the stabiliser
Label vertices of Γ (v) as {w 1 , w 2 , . . . , w k }. Then for any w i , w j ∈ Γ (v) and any g ∈ G v , we have
is also of rank 3. Therefore, by Theorem 1.3, Σ is (G, 3)-CH, completing the proof.
Normal Cayley graphs
In this section, we investigate the (G, 3)-CH normal Cayley graphs.
Lemma 5.1 Suppose that Γ = Cay (H, S) is a Cayley graph over a group H such that Γ is (G, 3)-CH and H R G. Let u be the vertex corresponding to the identity of H. Then G u ≤ Aut (H, S) and there exists an integer m such that o(a) = m for each a ∈ S 2 \ (S ∪ {u}). Furthermore, one of the following holds.
(1) S = {s 1 , s (i) [S] ∼ = rK 2 n −1 for some positive integer n, and G u ≤ S 2 n −1 ≀ S r .
(ii) [S] is connected and of girth 3, and G u is primitive on S of rank 3.
Furthermore, if S H = S and S consists of involutions, then either H is a 2-group, or m is odd.
Proof Since Γ is a (G, 3)-CH graph, the stabiliser G u acts transitively on S = Γ (u) and Γ 2 (u). Thus the elements of Γ (u) are of the same order, and so are the elements of Γ 2 (u). Take an element s ∈ S.
Suppose that the induced subgraph
is of rank 3. It implies that the elements of S are involutions, as in part (2) Moreover, for any two elements s, s ′ ∈ S \ {s 1 , s
and hence g ∈ G us 1 and s g = s ′ . In particular, for the 2-transitive permutation group G u on { s 1 , s 2 , . . . , s r }, the stabiliser G us 1 2 ) < o(s 1 s 2 ). Since S H = S, one has s 2 s 1 s 2 ∈ S, and so (
2 ) is less than m = o(s 1 s 2 ), it follows that s 1 (s 2 s 1 s 2 ) ∈ S ∪ {1}. It implies that o(s 1 s 2 ) = 2 or 4, and so the subgroup s 1 , s 2 is of oder 4 or 8, respectively. Recall a result of Baer and Suzuki (see, for example, [24, Theorem 2.66]) which states that if any two elements of a conjugacy class C of a finite group generate a p-group with p prime, then all elements of C are contained in a p-group. We conclude that C i is a 2-group for all i. Since C i H and Γ is connected, one has H = S = k i=1 C i . Therefore, H is a 2-group.
A property of 2-transitive permutation groups
We begin by restating some well-known or easily proven results about the finite 2-transitive permutation groups, the first of which is the Burnside Theorem, see, [8, p.202] Proposition 6.1 A 2-transitive group has a unique minimal normal subgroup, which is elementary abelian or simple.
There are seven infinite families of and ten sporadic examples of finite 2-transitive groups. We list in Table 1 the non-abelian simple groups T which can occur as minimal normal subgroups of 2-transitive groups of degree n ([10, p.8]).
In the remainder of this section, we always suppose that G is an almost simple 2-transitive permutation group on a finite set Ω and its socle is T = soc(G). By [10, 13] , we have the following result. 
The following theorem is the main result of this section.
Theorem 6.3 Take α ∈ Ω , and suppose that G α acts 2-transitively on a finite set ∆ and T α is transitive on ∆. Suppose further that G ∆ α is quasiprimitive and rank 3 and that there exists δ ∈ ∆ such that the stabiliser (T α ) δ centralises a non-identity element t ∈ T . Then t ∈ (T α ) δ and (T, T α , (T α ) δ ) lies in Table 2 .
We shall prove this theorem by the following lemmas. We first fix some notations that will be used in the proof. For a group P , we write P * = P \ {1 P }, where 1 P is the identity element of P , and denote by Z(P ), P ′ and Φ(P ) the centre, the derived subgroup and the Frattini subgroup of P , respectively. Use K to represent the kernel of G α acting on ∆.
We first give two easily proven lemma.
Proof Note that G ≤ T.Out(T ) and
Since T α is transitive on ∆, one has G α = T α G αδ , and so Table 2 :
The next lemma excludes the case where T α is almost simple. Lemma 6.6 T α is not almost simple.
Proof Suppose to the contrary that T α is almost simple. If T α is not faithful on ∆, then by Table 1 , we have T α = GO ± (2d, 2), PSU(3, 5) : Z 2 or M 10 . Then T α ∩ K = soc(T α ), and by Lemma 6.5, we have t ∈ T α . So, t centralises T αδ = soc(T α ). This is impossible. Thus, T α acts faithfully on ∆, and so soc(T α ) ∼ = soc(G α /K). By Corollary 6.2, soc(T α ) is also 2-transitive on ∆. Inspecting the groups in Table 1 If (T, T α ) = (A n , A n−1 )(n ≥ 6), then either T αδ = A n−2 , or (T α , T αδ ) is one of the following:
(A 5 , D 10 ), (A 6 , 3 2 : Z 4 ), (A 7 , PSL(2, 7)), (A 8 , 2 3 : PSL(3, 2)).
It is easy to see in all cases we have C T (T αδ ) = 1, a contradiction. Similarly, for all other pairs (T, T α ), by [12] , we have C T ((soc(T α )) δ ) = 1, forcing t = 1, a contradiction. Now, we consider the case where T α is soluble. Table 2 hold.
Proof By Lemma 6.4, G α is soluble, and so soc(G α /K) ≤ T α K/K and is elementary abelian. By Table 1 , we have the following possible candidates for (T, T α ):
, then the unique minimal normal subgroup of T α is regular on ∆, and hence T αδ ∼ = Z 3 . As T αδ is self-centralising in T , one has t ∈ T αδ , as in No. 1 of Table 2 Table 2 . Let (T, T α ) = (PSL(2, 8), D 18 ). Since T α G α , the unique cyclic subgroup of T α of order 9 is normal in G α . Considering the 2-transitivity of G α on ∆ shows that T α ∩ K = 1. By Lemma 6.5, we have t ∈ T α , and since T α ∼ = D 18 and t centralises T αδ , one has T αδ = T α ∩ K ∼ = Z 9 and t ∈ T αδ , as in No. 3 of Table 2 .
It follows that T α K/K is cyclic and hence regular on ∆. Thus, soc(G α /K) = T α K/K ∼ = Z ℓ for some prime ℓ. By Lemma 6.5, we have t ∈ T α . Since t centralises Z r p and since T α is a Frobenius group, it follows that T αδ = T α ∩ K = Z Table 2 .
, where d = (q + 1, 3) and q = p r for some prime p and integer r. Set P = [q 3 ] and Q = Z (q 2 −1)/d so that T α = P : Q. Then T α has the following properties (see Sec. 1 of [37] ): (1) Z(P ) = P ′ = Φ(P ) has order q; (2) Q acts, by conugation, faithfully and semiregularly on (P/Z(P )) * and irreducibly on P/Z(P ); (3) Let Z = Z(P ). Then C Q (Z) = C Q (z) ∼ = Z (q+1)/d for any 1 = z ∈ Z, and Q/C Q (Z) acts regularly by conugation on Z * . Notice that Z is characteristic in T α and so normal in G α because T α G α . If Z K, then ZK/K is regular on ∆, and so Z is transitive on ∆. Consequently, we have P = ZP δ = P δ since Z = Φ(P ), a contradiction. Thus, Z ≤ K. By Lemma 6.5, we have t ∈ T α . Since t centralises T αδ , it also centralises Z because Z ≤ K ∩ T αδ .
If P K, then since P ′ = Z ≤ K, P K/K is abelian and so regular on ∆. Since Q acts irreducibly on (P/Z) * , one has P ∩ K = Z and so |∆| = q 2 . So, we may assume T αδ = Z : Q. Then t centralises Q, and since C Tα (Q) = Q, one has t ∈ Q. Since t centralises Z, one has t ∈ C Q (Z). This is No. 7 of Table 2 . If P ≤ K, then P ≤ T αδ , and so t centralises P . It follows that t ∈ P , and then t ∈ Z(T αδ ). Furthermore, T α K/K = QP K/K = QK/K. Since Q is cyclic, one has QK/K = soc(G α /K) ∼ = Z ℓ for some prime ℓ. It follows that T α ∩ K = T αδ which is maximal in T α . Since the centre of T α is trivial, one has T αδ = C Tα (t), and so C Q (t) = Q ∩ T αδ = Q ∩ K. By the above property (3), we have
It follows that ℓ = q − 1, and since ℓ is prime, one has q = 2 r . By Lemma 6.4, we have ℓ − 1 | |Out(PSU(3, q))|, namely, 2 r − 2 | 2dr. This implies that T = PSU(3, q) with q = 4, 8, or 32, as in No. 8-10 of Table 2 .
, where q = 2 2n+1 > 2. For convenience, we let T α = P : Q, where P = [q 2 ] and Q ∼ = Z q−1 . Then P has the following properties (see [42] or [18, Lemma 3.2] ): (1) T α is a Frobenius group; (2) Q acts transitively and regularly by conjugation on both Z(P ) * and (P/Z(P )) * ; (3) Z(P ) and P/Z(P ) both are elementary abelian group of order q, and in particular, Φ(P ) ≤ Z(P ).
Clearly, Z(P ) is characteristic in T α . Since T α G α , one has Z(P ) G α . If Z(P ) K, then Z(P )K/K is regular on ∆, and so Z(P ) is transitive on ∆. Consequently, we have P = Z(P )P δ = P δ since Φ(P ) ≤ Z(P ), a contradiction. Thus, Z(P ) ≤ K. By Lemma 6.5, we have t ∈ T α . Then t centralises Z(P ) because Z(P ) ≤ K ∩ T αδ . Since Q acts transitively and regularly by conjugation on Z(P ) * , one has t ∈ P . Since T α is a Frobenius group, one has T αδ ≤ C Tα (t) ≤ P . If P K, then P is transitive on ∆ and so T α = P T αδ = P , a contradiction. Thus, P ≤ K and so
which is cyclic and regular on ∆. So, QK/K is the socle of G α /K, and hence Q ∼ = QK/K ∼ = Z ℓ for some prime ℓ. It follows
, where q = 3 2n+1 > 3. Set T α = P : Q, where P = [q 3 ] and Q ∼ = Z q−1 . Then T α has the following properties (see, for example, [19, Lemma 2.1]): (1) Z(P ) < Φ(P ) = P ′ < P , with P ′ elementary abelian of order q 2 and |Z(P )| = q; (2) Q acts regularly by conjugation on Z(P )
is regular on ∆, and so P ′ is transitive on ∆. Consequently, we have P = P ′ P δ = P δ , a contradiction. Thus, P ′ ≤ K. By Lemma 6.5, we have t ∈ T α . Then t centralises P ′ because P ′ ≤ K ∩ T αδ . Since Q acts regularly by conjugation on Z(P ) * , one has t ∈ P . If P ≤ K, then t centralises P and so t ∈ Z(P ). Since Q is cyclic,
Since t ∈ Z(P ), one has Q ∩ K = 1, and so Q ∼ = QK/K ∼ = Z ℓ . However, q − 1 = 3 2n+1 − 1 is not a prime, a contradiction. Thus, P K, and so P K/K is the socle of G α /K. In particular, we may assume that Q ≤ T αδ . So, t centralises Q. This is impossible because Q is self-centralising in T α and t ∈ P .
At last, we deal with the case where T = PSL(d, q)(d ≥ 3). Table 2 hold.
Proof Let F q be the field of order q, and denote by I k the k × k identity matrix over F q , where 1 ≤ k ≤ d.
Then P is an elementary abelian group of order q d−1 , and H ∼ = GL(d − 1, q). Clearly, P ≤ SL(d, q) and |P ∩ Z (GL(d, q) )| = 1. So, we may assume that P ≤ PSL(d, q). Let Z be the subgroup of GL(d, q) consisting of scalars of determinant 1. Then Z ≤ H and
V is an (n − 1)-dimensional vector space over F q . Define the action of H on V by
It is easy to see that this action is permutation equivalent to the conjugate action of H on P . So, we may identify P with V .
, one has L ∩ Z = 1, and hence L ∼ = LZ/Z. So, we may assume that L ≤ Q.
Suppose that P K. Since L ≤ Q acts irreducibly on P , we have P ∩ K = 1, and so P ∼ = P K/K is regular on ∆. So, T α = P : T αδ and we may assume Q ≤ T αδ . This implies that t centralises Q. Since C T (Q) ≤ Q, one has t ∈ Z(Q). We get No. 5 of Table 2 .
Next, suppose that P ≤ K. By Lemma 6.5, t ∈ T α and t centralises P . A direct calculation shows that every non-identity element in Q does not centralise P . So, t ∈ P . Assume that t = g C for some 0 = C ∈ V . Note that every element in Z(Q) is a scalar of , q) is transitive on the 1-dimensional subspaces of V while Q δ centralises t = g C and so fixes C.
Thus, 7 Proof of Theorem 1.5
Suppose that Γ = (V, E) is a (G, 3)-CH graph of girth 3, and that Γ is neither complete nor complete multipartite. Assume that G is quasiprimitive on V . We shall show that G must be of type HA, AS, PA or TW. Proof Suppose that G is of the quasiprimitive type HS or HC. Then G has a nonabelian minimal normal subgroup, say H, which is regular on V (Γ ), and the stabiliser G u with u being the identity of H is such that Inn(H) ≤ G u ≤ Aut (H). The subgroup H = T k , where k is an integer and T is a non-abelian simple group. We may view Γ as a Cayley graph on the group H. Then the neighbourhood S := Γ (u) is a subset of H, and Inn(H) ⊳ G u ≤ Aut (H, S). In particular, S is a union of full conjugacy classes of elements of H.
Suppose that s is not an involution. By Lemma 5.1,
r }, where r ≥ 2, and G u is 2-transitive on the set B := { s 1 , s 2 , . . . , s r }. Let K be the kernel of G u acting on B. Then K is a 2-group, and G u /K is a 2-transitive permutation group on B. On the other hand, since G is quasiprimitive of type HS or HC, the stabiliser G u has a unique minimal normal subgroup which is isomorphic to H. It implies that K = 1, and G u is a 2-transitive permutation group. Thus H = T is simple, and , there is no non-abelian simple group with such a conjugaucy class S of m-transpositions, and hence G is not of type HS. Moreover, by [1, Theorem] , there is no group which is a product of several isomorphic non-abelian simple groups and has conjugaucy class S of m-transpositions. This excludes the HC type, and completes the proof of Lemma 7.1.
Next, we shall exclude the type SD or CD. We first consider the type CD.
Lemma 7.2 The group G is not of quasiprimitive type CD.
Proof Suppose on the contrary that G is of type CD. Let H = soc(G). Then we have
where all T ij are isomorphic to a non-abelian simple group T . For each 1 ≤ i ≤ k, let D i be the full diagonal subgroup of H i , and set
Then R is regular on V and H = R : H u . So, Γ can be viewed as a Cayley graph on the group R. Let u be the vertex corresponding to the identity element of R. Then Γ (u) is a generating set of R and H u ≤ Aut (R, Γ (u)). This implies that H u acts faithfully on Γ (u) and so (u) ) is normal in G u , H u is transitive on Γ (u) and so Γ (u) = v Hu for some v ∈ Γ (u). This implies that k = 2 and H u ∼ = T 2 is the socle of G u and soc(T 0 ) ∼ = T . So, we may let
2 , where v 1 = (t 11 , . . . , t 1(ℓ−1) , 1) and v 2 = (t 21 , . . . , t 2(ℓ−1) , 1). So, |v
is imprimitive of rank 3 and
, and furthermore, (G u ) Ω i is 2-transitive on Ω i for all i, and the natural action of G u on Σ is also 2-transitive. Since H u ≤ Aut (R, Γ (u)), without loss of generality, we may assume that D 1 acts trivially on Σ and that D 1 acts non-trivially on
), but this is not possible by Corollary 6.2. Now we consider the type SD.
Lemma 7.3
The group G is not of quasiprimitive type SD.
Proof Suppose on the contrary that G is of type SD. Let H = soc(G). Then we have
where all T i 's are isomorphic to a non-abelian simple group T . Let D be the full diagonal subgroup of H, and set
Then R is regular on V and H = R : H u . So, Γ can be viewed as a Cayley graph on the group R. Let u be the vertex corresponding to the identity element of R. Then Γ (u) is a generating set of R and H u ≤ Aut (R, Γ (u)). This implies that H u acts faithfully on Γ (u) and so H u G Γ (u) u . We first prove a claim.
is transitive, then either ℓ > 2 or o(w) > 2 for any w ∈ Γ (u).
Suppose that ℓ = 2 and o(w) = 2. Let B = {(a, a) | a ∈ Aut (T )} and let 1 = σ ∈ S 2 . Then G u ≤ B × σ . Let A = Aut (R, Γ (u)). Then R : A is of HS-type. By Lemma 7.1, Γ is not (R : A, 3)-CH. This implies that G u B. For any g ∈ G u \ B, we have g = (a, a)σ for some a ∈ Aut (T ). Take w = (t 1 , 1) ∈ Γ (u). Since w has order 2, t 1 is an involution, and so w σ = (t 1 , 1) σ = (t −1 1 , 1) = (t 1 , 1) = w. This implies that σ fixes Γ (u) pointwise. Since g ∈ G u , one has w g ∈ Γ (u) and so w (a,a) ∈ Γ (u). By the arbitrariness of w, we have Γ (u) (a,a) = Γ (u), and hence (a, a) ∈ A. It follows that
is a transitive permutation group of rank 3, (A × σ ) Γ (u) is also a transitive permutation group of rank 3. As σ fixes Γ (u) pointwise, A Γ (u) is a transitive permutation group of rank 3, and so by Proposition 1.2, Γ is (R : A, 3)-CH, a contradiction.
Next we divide the proof into the following two cases.
In this case, by Theorem 1.
is primitive with rank 3. Then G
is almost simple (see, for example, [36, p.165] 
Hu , the t i 's are pair-wise distinct and none of them is identity. If D is primitive on Γ (u), then v is an involution, and moreover,
Since D is non-abelian simple, one has D v ∼ = J, and so J is maximal in T . Since v is an involution, by Claim 1, we have ℓ > 2, and so Z(J) contains a subgroup isomorphic to Z 2 × Z 2 . Thus, D v has the following property. Table 2 ], D is primitive on Γ (u) with rank 3, but the centre of the point stabiliser in D cannot contain a subgroup isomorphic to Z 2 × Z 2 , a contradiction. If T is a finite classical group, then G Γ (u) u is one of the groups listed in [32, Theorems 1.1 &1.2]. By [6] and [31] , it is easy to check that D v is maximal in D for all the groups, and the centre of the point stabiliser in D cannot contain a subgroup isomorphic to Z 2 × Z 2 , a contradiction.
, and furthermore, (G u ) Ω i is 2-transitive on Ω i for all i, and the natural action of G u on Σ is also 2-transitive. We first have the following claim. 
In the following, we always let v = (t 1 , . . . , t ℓ−1 , 1) ∈ Ω 1 . Then the triple (D, D Ω 1 , D v ) corresponds to the triple (T, T α , T αδ ) in Theorem 6.3. The following claim is easy.
Claim 3
The t i 's are pair-wise distinct, and none of them is identity, and moreover, t i t j = t j t i for i = j.
and Γ is connected, one has R = Γ (u) , and every t i is non-identity and t i = t j if i = j. It is easy to show that D v ≤ C D (t i ) where t i = (t i , . . . , t i ) for all i. By Theorem 6.3, we have t i t j = t j t i for all i = j.
. The above argument implies that KD = K × D, and so K/L acts semiregularly on Γ (u).
Suppose to the contrary that G
is not quasiprimitive. Then we may assume that
Since NL > L and since (G u ) Ω 1 is 2-transitive on Ω 1 , the normality of NL in G u implies that NL is transitive on Ω 1 . So, K is also transitive on Ω 1 . By Claim 2, D Ω 1 is also transitive on Ω 1 . Since KD = K × D, both K Ω 1 and D
Since D is transitive on Γ (u), one has G u = DG uv and hence
Also, due the transitivity of D on Γ (u), we have G u = DKG uv , and then
Recall that G u /K is a 2-transitive permutation group on Σ whose socle is DK/K ∼ = D ∼ = T . Thus, we have (G u /K)/(DK/K) ≤ Out(T ), and hence
On the other hand, considering that Table 2 
. By Claim 4, we have K fixes Γ (u) point-wise. Then K ≤ G uv , and so G uv /K is transitive on both Ω 1 − {v} and
Claim 6 v is an involution.
Suppose to the contrary that v has order larger than 2. For any g = (a, . . . , a)
where t ℓ = 1. It follows that (t
By Claim 3, t 1 , . . . , t ℓ−1 commute with each other. So, we have t Table 2 may happen. Note that, by Claim 5,
If No. 2 of Table 2 happens, then (D,
2 ) and |Out(T )| = 2. So,
If No. 6 of Table 2 happens, then 
Examples
In this section, we shall show that there are examples of finite (G, 3)-CH graphs such that G is quasiprimitive on the vertices of type HA, AS or PA. Throughout, Γ will be neither complete nor complete multipartite and have girth 3.
We first consider the case where G is of HA-type. From Lemma 5.1 we can obtain the following result.
Lemma 8.1 Suppose that Γ = (V, E) is a (G, 3)-CH graph such that G is quasiprimitive on V of type HA. Then Γ is a Cayley graph, say Cay (H, S), on the socle H of G. Furthermore, one of the following holds. 1ℓ while (a
ij for all i > 1. So, we have 1 = gg α ∈ H 1 − {1 H 1 } ⊆ S. Since Aut (H, S) is transitive on S, one has S ⊆ N. It follows that N = S = H, and so G is primitive on the vertex set V (Γ ) of Γ . It is also easy to see that the subgraph induced by S is isomorphic to rK 2 ℓ −1 . Suppose that there is a subgroup, say N, of H which is normalised by Aut (H, S). Take a non-identity element g in N so that g = a 1 ∈ N. Since Aut (H, S) is transitive on S, all a i 's are in N, and so N = H. Thus, H is a minimal normal subgroup of G, and so G is primitive on the vertex set V (Γ ) of Γ . In is also easy to see that the subgraph induced by S is isomorphic to rK 2 .
Example 8.4 (HA, locally connected)
Let H = a 1 × · · · × a n−1 ∼ = Z n−1 2
and Ω = {a 1 , . . . , a n−1 , a 1 a 2 · · · a n−1 }, where n ≥ 3 is odd. Then the Cayley graph Cay (H, Ω ) is the folded cube, the antipodal quotient of the k-cube graph. Set G = H R ⋊ Aut (H, Ω). By [29] , Aut (H, Ω ) ∼ = S n and G is primitive on V (Cay (H, Ω ) ). Let S be the set of products of (n − 2) elements in Ω . Clearly, S is an orbit of Aut (H, Ω ). In fact, Aut (H, Ω ) acts primitively on S with rank 3 (see [2] ). Define Γ = Cay (H, S). Then Γ is an orbital graph of G on H × H. So, Γ is connected. It is easy to see that Γ has girth 3. By Proposition 3.1, Γ is (G, 3)-CH, and by Theorem 1.3, Γ is locally connected.
We now look at the case where G is of AS-type. First, we provide a family of locally connected graphs.
Example 8.5 (AS, locally connected)
The Johnson graphs J(n, k) have, as vertex set, the set V of k-element subsets of the set {1, 2, . . . , n}, for some k, 1 ≤ k ≤ n − 1, and two k-elements subsets α, β are adjacent if and only if the intersection α ∩ β has size k − 1. The valency of J(n, k) is k(n − k) and Aut (J(n, k)) = S n . (See [5, Section 9.1].)
Let n ≥ 7. Consider the complementary graph J(n, 2) c of J(n, 2) and let G = Aut (J(n, 2)) = S n . Then G is primitive on V with rank 3. (See [2] .) For α = {1, 2} ∈ V , we have G α = S n−2 × S 2 . It is easy to see the neighbourhood N of α in J(n, 2) c is the
