Commonly used general anaesthetics cause a decrease in the spectral entropy of the electroencephalogram as the patient transits from the conscious to the unconscious state. Although the spectral entropy is a configurational entropy, it is plausible that the spectral entropy may be acting as a reliable indicator of real changes in cortical neuronal interactions. Using a mean field theory, the activity of the cerebral cortex may be modelled as fluctuations in mean soma potential around equilibrium states. In the adiabatic limit, the stochastic differential equations take the form of an Ornstein-Uhlenbeck process. It can be shown that spectral entropy is a logarithmic measure of the rate of synaptic interaction. This model predicts that the spectral entropy should decrease abruptly from values ∼1.0 to values of ∼0.7 as the patient becomes unconscious during induction of general anaesthesia, and then not decrease significantly on further deepening of anaesthesia. These predictions were compared with experimental results in which electrocorticograms and brain concentrations of propofol were recorded in seven sheep during induction of anaesthesia with intravenous propofol. The observed changes in spectral entropy agreed with the theoretical predictions. We conclude that spectral entropy may be a sensitive monitor of the consciousness-unconsciousness transition, rather than a progressive indicator of anaesthetic drug effect.
Introduction
In the last ten years there have been a number of publications that have demonstrated that various entropy measures of the electroencephalogram (EEG) are able to quantify reliably the transition of the brain from the awake state to the state of general anaesthesia (Sleigh and Donovan 1999 , Bruhn et al 2002 Gunawardane et al 2002 Muncaster et al 2003 . An EEG monitor that uses the spectral entropy to measure depth-of-anesthesia has recently become commercially available. This paper will attempt to review the neurophysiological reasons for these observations. When anaesthetics induce loss-ofconsciousness, the most obvious change in the EEG pattern is a shift from a complex (white noise-like) awake EEG pattern that contains many component frequencies to a simpler one that is dominated by a few low frequencies (Rampil 1998 , John et al 2001 . This anaestheticinduced shift to a more predictable EEG signal has been quantified by two main families of entropy estimators. The first family consists of the phase-space embedding entropies-typified by the approximate entropy (Pincus et al 1991) . The second approach is to extract information from the amplitude component of the frequency spectrum-typified by the spectral entropy (Inouye et al 1991) . Because spectral methods have a better developed theory, are quicker to calculate and appear to perform equivalently to phase-space methods (Rezek and Roberts 1998) , we will concentrate in this paper exclusively on the spectral entropy. The appendix to this paper contains some discussion about the merits of other entropies.
It is well established that the spectral content of the EEG signal correlates with the level of consciousness (John 2002) . We propose that this change in the brain's output signal (the EEG) is a reliable indicator of changes in level of consciousness because the EEG spectral entropy is acting as a surrogate measure of the entropy of the real inter-neuronal synaptic activity. In analogy to thermodynamic entropy, we tentatively term this an anaesthetic-induced change in 'corticodynamic' entropy (see table 1 ). In simple terms, an active cortex-one that has a high rate of synaptic activity-will have a higher entropy than an inactive cortex (i.e. one with a low, and more regular spike rate). Our line of argument is as follows:
(1) In the therapeutic dose range, general anaesthetic agents have been shown to markedly decrease neuronal spike rate and synaptic activity (Antkowiak 1999) . (2) Our, previously published, theoretical model of cortical function can be formulated as a stochastic Ornstein-Uhlenbeck process (Steyn-Ross et al 2001a) . In this model, spectral entropy can be proved to be a function of the intensity of synaptic input. Originally derived as a mathematical description for the random motion of a 'Brownian particle' (e.g., a pollen grain in water), an Ornstein-Uhlenbeck process can be used to model the time evolution of a system containing many particles whose 'motion' is the sum of two opposing effects: a diffusive or random driving force that perturbs the system, and a frictional damping force that tends to restore the system to its equilibrium state. (3) Therefore, the observed anaesthetic-induced decrease in spectral entropy is a surrogate measure of the anaesthetic-induced decrease in cortical synaptic activity-a sufficient, but not a necessary condition for anaesthesia.
Thermodynamic and information entropies
The word entropy was coined by Rudolf Clausius in the mid 19th century, and since then has been widely misunderstood (Styer 2000) . Therefore, a brief review of the various entropies is necessary. Table 1 . The correspondences between cerebral cortical dynamics and thermodynamics. The (subjective) choice of scale is crucial to any discussion on entropy. We follow Cajal's neuronal hypothesis that the phenomenon of aesthesia is made somehow possible from neuronal interactions. This is a mesoscopic phenomenon, and therefore the appropriate scale of 'corticodynamic' entropy definition would be at the scale of alterations of neural membrane potentials. These neural potentials are themselves only made possible by a massive constant thermodynamic energy influx into the brain (at the molecular scale)-in the form of oxygen and food that are required for the ongoing maintenance of neural function. Brain function has been viewed as a classical example of synergetic formation of patterned activity at mesoscopic scales driven by disordered activity at smaller scales (Haken 1991 
Thermodynamic entropy: a concept that links scales of description
A basic concept in thermodynamics, entropy means literally the transformation of energy. Thermodynamic entropy (S) describes the tendency for energy to be degraded and dispersed, and is given by the formula:
where T is the absolute temperature, dQ is the amount of heat that is added to or removed from the system and dS is the change in entropy. Like pressure and temperature, entropy is something that is measurable at a macroscopic (human-sized) scale-but is actually generated by the physical properties (e.g., velocities) and interactions of innumerable microscopic (molecular-scale) particles. A macrostate may be defined as the observed state of a large-scale system. A microstate is the precise arrangement of the particles that make up the system. It was Gibbs and Boltzmann who clarified the microscopic origins of entropy. From the microscopic viewpoint, entropy was defined as the number of ways (W) that the microscopic particles could be arranged in order to give the same macroscopic quantity. Boltzmann's formula is S = k B ln W, which can be manipulated to the formula:
where k B is Boltzmann's constant and p i is the probability that the particle will be found in bin i. A simple demonstration of these ideas is shown in figure 1 . Entropy is not defined for individual particles, and therefore depends (arbitrarily) on the detail of description. It arises as information is averaged when we include bigger scales of interaction. For example, we could calculate the changes in true thermodynamic entropy at a molecular level, caused by anaesthetic-induced thermodynamic changes in configuration of the lipophilic parts of the proteins that make up the N-methyl-D-aspartate (NMDA) receptor, or The state of each of the constituent cells is a microstate. The overall output of the machine is a macrostate. Suppose we obtain a measurement of 2 V from the machine (i.e. the machine is in a 2 V macrostate). There are three possible different configurations that the individual cells (microstates) could be arranged to give this output (depicted on the left-hand side of the figure). The entropy (S) of this state is k × log(3). In a different experiment, we measure an output of 0 V from the machine (depicted on the right-hand side of the figure). There is only one possible combination of cells that could produce this macrostate. The entropy in this case is therefore zero (as it would be also if the output from the machine was 3 V).
gamma-amino-butyric acid (GABA)/chloride channel (Trudell et al 1998) . At a coarser scale, we would get a different entropy if we calculated the entropy of the membrane potentials of each neuron. We have termed the entropy obtained at the coarser (mesoscopic) scale of description, the 'corticodynamic' entropy. Because we commonly measure cortical activity using the EEG (which can be directly related to local field potentials), the concept of corticodynamic entropy arises naturally from this neurophysiological scale of measurement. However, we must acknowledge that the detailed definition and practical use of corticodynamic entropy is entirely speculative at present, and is not crucial to the other arguments presented in this paper. The entropy of a system at a given macrostate gives a measure of the degree of detail needed for specifying one of the microstates in that macrostate. To take extreme examples, in the macroscopic state of very deep anaesthesia, the cortex is silent, and all the synapses are fully hyperpolarized. The microstates are thus easily specified (e.g., the membrane potentials are all −80 mV); the entropy is very small. In contrast, in the conscious state the membrane potentials of each neuron may take on any value over a wide range, and thus the corticodynamic entropy will be high.
Information or configurational 'entropies'
In the late 1940s Shannon investigated the theoretical basis for the accurate transmission of signals between a transmitter and receiver, and derived an expression describing the constraints in information flow (H). Shannon was going to (perhaps correctly) call H 'uncertainty', but unfortunately was persuaded to call it 'entropy' because it has almost the same formula as Boltzmann's thermodynamic entropy; with the critical difference that the Boltzmann constant is absent. Thus, Shannon's formula describes a statistic of a probability distribution. It has no physical units. A narrow distribution (low entropy) implies less uncertainty, as compared with a wide distribution. An expression explicitly quantifying the strength of the actual physical 'mixing force' is missing from Shannon's formula. (The Boltzmann constant quantifies the dispersion of energy caused by intermolecular collisions-it relates the average kinetic energy of a molecule to its absolute temperature.)
To summarize sections 2.1 and 2.2, when thinking about entropy it is essential to consider three aspects of the problem:
(1) Entropy is only defined if the subject of consideration comprises a sufficient number of smaller interacting systems to produce reliable statistical averages. (2) Part of the entropy quantity is the expression that describes the mathematical distribution of the microstates:
This component has been given many names: the 'Shannon entropy', the 'partial entropy', the 'uncertainty measure' or the 'configurational entropy'. This part of the entropy does not assign any importance to the physical details of the process that actually causes changes in the statistical distribution of the microstates. In Shannon's original article it does not matter if the information channel is a fibre-optic cable, or smoke signals.
(3) The third consideration is to define exactly the real physical or chemical process that causes the individual particles to interact, i.e. the 'temperature' analogue. What is controlling and driving the dispersal of energy within the substance of interest? Is this occurring at the scale of relevance?
Calculation of spectral entropy
The spectral entropy (H(ω)) is a partial entropy (or uncertainty measure), because it does not explicitly include some expression, or constant, that quantifies the amplitude of the interneuronal synaptic interactions. It was introduced by Inouye et al (1991) , and is calculated according to the following expression:
where p i are the spectral amplitudes of frequency bin i (assuming a bin width of one spectral unit), p i = 1, and N = number of frequency bins. The spectral entropy is usually normalized on a scale from 0 to 1 by dividing the expression by ln(N). The actual spectral range is arbitrary, and has a great influence on the values of H obtained. The spectral entropy is a convenient way of quantifying the distribution of spectral power; it measures the flatness of frequency spectrum. A high spectral entropy (H(ω) ∼ 1) implies a flat, uniform spectrum with a broad spectral content, whereas a low spectral entropy (H(ω) ∼ 0) implies a spectrum with all the power condensed into a single frequency bin-a less complex, more predictable signal.
Can spectral entropy be used to describe cortical function?
In this paper, we will assume that the EEG signal is a reasonable measure of the summed activity of the approximately 10 6 -10 8 neurons lying in the vicinity of the recording electrode. We will also assume that an important mechanism of action of most commonly used general anaesthetic agents (ethers, fluorocarbons and propofol) is to enhance cortical inhibitionprobably by increasing GABA receptor/chloride channel opening (Campagna et al 2003) .
Transfer of kinetic energy amongst molecules occurs by virtue of their ceaseless collisions. Analogously, the transfer of electrical energy within the cortex is caused by the fact that neurons transfer packets of electrical charge between themselves using chemical synapses (and gap junctions). The number of cortical neurons sampled by an EEG electrode (∼10 6 ) is sufficient for suitable statistical averaging. We are therefore able to satisfy the constraints of section 2 and can talk validly about the cortex possessing an entropy. At each instant of time, each neuron will have a certain soma potential, and probability of transfer of electrical energy to a neighbouring neuron (the neuronal microstate). Our central simple idea is that general anaesthesia acts to decrease the 'mixing force' (by decreasing the relative balance of the excitatory:inhibitory interactions between neurons), which then decreases cortical activity. This is analogous-in the thermodynamic realm-to decreasing the temperature of a substance. This somewhat loose idea is described in more quantitative detail below.
Theoretical model
Our theoretical model is a mean-field model of cortical electrical field generation. This approach assumes that the neuronal activity is isotropic, and can be represented by parameters that have been averaged over the area of interest. The details have been previously published (Steyn-Ross et al 1999) . In brief, the model consists of a system of eight differential equations that describe the neuronal interactions within a cortical macrocolumn. The macrocolumn is a ∼1 × 3 mm cylinder of neocortex corresponding to the size of the inhibitory neuronal dendritic arbour. It consists of a total of approximately 10 5 interacting neurons-85% excitatory (pyramidal cells) and 15% inhibitory (interneurons). The synaptic dynamics have been modelled according to published physiological parameters assuming fast AMPA and GABA neurotransmissions. The effect of general anaesthesia is modelled as increasing the inhibitory post-synaptic potential decay time constant. The relationship between mean soma potential and spike rate is described by a sigmoid function, and reversal potentials are incorporated in the model. Two equations describe the time course of excitatory (h e ), and inhibitory (h i ) membrane potentials of populations of inhibitory and excitatory neurons. Four equations describe the intracortical synaptic inputs, and the last two equations describe the spatial cortico-cortical connectivity. The model has been formulated so as to have the mean soma potential as the main state variable. This was chosen because h e has been shown to be linearly related to the local field potential and hence to the EEG. Thus the output of the model may be directly (and semi-quantitatively) compared with experimentally obtained results. This model has successfully explained a number of counterintuitive phenomena associated with induction of general anaesthesia (e.g. EEG power surge at the points of loss-or-consciousness and reawakening, and shift to low frequencies in the EEG when unconscious) (Steyn-Ross et al 1999 , 2001a , 2001b .
To simplify the model we apply an adiabatic approximation which asserts that, relative to the time constants of the passive neural membrane, the synaptic inputs are 'fast', and settle rapidly to their steady-state values. The cortical activity-which is assumed to be the result of linearized fluctuations about an equilibrium state-may then be formulated as a set of stochastic (Langevin) differential equations, that is a form of Ornstein-Uhlenbeck process. In our model the rate of change in mean soma voltages of excitatory and inhibitory neuronal populations may be specified by the matrix equation:
where A is the 2 × 2 'drift' matrix, a measure of the frequency of the synaptic interactions, D is the 'diffusion' or noise matrix and the ξ e,i (t) are independent white-noise sources. The four drift-matrix elements are given by 
The four drift terms depend on synaptic input (I jk ) into the dendritic tree, synaptic weighting functions related to reversal potentials (ψ jk ), the passive membrane time constants (τ j,k ) and the sensitivity of inputs to changes in soma potential
. The subscripts (j k) refer to pre-and post-, excitatory (e) or inhibitory (i) synaptic contacts. Thus, the double subscript ee denotes an excitatory synapse onto an excitatory (pyramidal) neuron, whereas ie is an inhibitory synapse (from an inter-neuron) onto an excitatory neuron. The synaptic input (I jk ) is itself a function of the number of synapses (N jk ), the sigmoidal membrane potential to spike-rate transfer function (ς e,i ), synaptic gain (G jk ) and time averaged exogenous neuronal input (ρ jk ). For example, synaptic input between pyramidal cells is given by the expression:
In the high frequency limit (>∼5 Hz), the power spectrum (S(ω)) of the membrane potential fluctuations from this model takes the form of a Lorentzian function:
where κ = A Therefore, because κ is a quadratic function of the elements of the drift matrix, it follows that spectral entropy is a logarithmic measure of the rate of synaptic interaction. If the synaptic interaction rate decreases then the spectral entropy should also decrease.
The second result from the theoretical cortical modelling of the effects of general anaesthetic agents is that the spectral entropy is expected to drop quite abruptly around the point of loss-of-responsiveness (due to the phase transition), but thereafter deeper anaesthesia causes little further change in the spectral entropy. The graph of modelled spectral entropy versus progressively increasing general anaesthetic action is shown in figure 2. It can be seen that once the inhibitory post-synaptic potential decay time constant has increased beyond the value of about 1.4, we expect a decrease in spectral entropy from values near 1 (associated with the conscious state), to values near 0.65 (associated with the unconscious state). This result is in semi-quantitative agreement with previously published work, which suggested that the concentration of anaesthetic agent, sufficient to prolong the inhibitory post-synaptic potential decay time constant beyond the value of about 1.5, causes clinical anaesthesia (Antkowiak and Helfrich-Forster 1998) .
To summarize our theoretical predictions:
(1) the spectral entropy of the EEG should abruptly decrease at the point of loss-ofresponsiveness, during induction of general anaesthesia with a GABAergic agent such as propofol. (2) the spectral entropy should remain relatively constant, or even increase slightly, with further deepening of anaesthesia.
We have tested these predictions in experiment as reported below. 
Experimental methods
The electrocorticogram (ECoG)-rather than with the scalp EEG signal-is probably closer to the output variable of our model (the mean soma potential, h e ), because the signal undergoes some spatial and temporal smearing as it passes through the skull. For this reason we report on a subset of data obtained from ECoGs obtained from sheep during induction and awakening from general anaesthesia. The primary aim of this experiment had been to investigate pharmacokinetic-pharmacodynamic relationships using a variety of different anaesthetic agents (to be reported elsewhere). As we were able to calculate the brain concentrations of propofol, we report on the ECoG changes caused by propofol. Very similar results may be obtained from ECoGs of other anaesthetic agents, and from human scalp EEGs. After approval by the Animal Ethics Committee of the University of Adelaide, the effect of propofol was studied in seven adult sheep. Under halothane anaesthesia the sheep were instrumented as previously described (Ludbrook et al 1999) . In brief, we inserted femoral venous and arterial intravascular cannulae (for drug sampling, blood sampling and blood pressure measurement), a sagittal sinus Doppler flow probe (for cerebral blood flow measurements), a sagittal sinus catheter (for sampling of cerebral effluent blood), and a parasagittal linear array of stainless steel electrodes, 2 mm spaced, and penetrating 1-2 mm into the outer layers of the cortical grey matter. After at least 24 h for the animal to recover and to check the stability of the recording apparatus, the sheep were given propofol anaesthetic for short periods in increasing concentration until burst suppression was noted on the ECoG. The sheep breathed spontaneously on room air. During drug administration, frequent blood samples were taken from the arterial and sagittal sinus catheters, and the Doppler signal and the ECoG signal were continuously recorded. The spectral entropy was calculated using the frequency band 5-127 Hz, in bins of 1Hz, for consecutive 30 s segments of ECoG data. The frequencies below 5 Hz were not included in the calculation of the spectral entropy (to avoid awake artefact), and therefore the spectral entropy values from the sheep, when unconscious, were slightly greater than the spectral entropy values obtained from the theoretical model. Blood was frozen and propofol concentrations were measured at a later date using HPLC and fluorescence detection (Ludbrook et al 1996) . Brain concentrations were calculated from the arterio-sagittal sinus concentration gradient and CBF changes, using mass balance principles (Ludbrook et al 1996) . Figure 3 demonstrates the typical changes in the EEG power spectrum during induction and recovery from anaesthesia in one sheep. The figure shows the loss of high frequency power (associated with the unresponsive anaesthetic state) caused by the general anaesthetic from about 350 s to 850 s. The (mean ± std error) changes in spectral entropy with increasing brain concentrations of propofol, during induction of anaesthesia in all seven sheep, are shown in figure 4. During the transition from the responsive state to the anaesthetized state, the spectral entropy decreased markedly from values of ∼1.00 to ∼0.77. However, the spectral entropy did not significantly decrease further when the brain concentrations of propofol were increased above about 5 mg l −1 . This is in semi-quantitative agreement with the predictions from the theoretical model (see figure 2 ). Although we were not able to directly measure brain concentrations of volatile anaesthetic agents, in another part of this experiment (using a different anaesthetic agent-isoflurane) we obtained results closer to those predicted from the theoretical model. The spectral entropy decreased from a mean ± SD value of 0.90 ± 0.03 in the awake sheep, to 0.69 ± 0.06 just after the point of loss-of-responsiveness, and then increased slightly to 0.74 ± 0.02 at the time of maximum drug effect-as quantified by maximal burst suppression ratio. The data points are mean, error bars (SE), n = 7. The relationship between propofol brain concentrations and responsiveness is taken from previously published data in the same model using an algesimetry technique (Ludbrook et al 1999) .
Results

Discussion
In this paper, we have shown that the anaesthetic-induced decrease in spectral entropy may be plausibly explained by a decrease in cortical synaptic activity. This excitatory dendritic activity is a part of the drift matrix in the theoretical model. We conjecture that this anaesthetic curtailment of the drift term in the model may be quantified as a decrease in 'corticodynamic entropy', analogous to thermodynamic entropy. Further work is required to specify the probability distribution of the microstates of the membrane potentials in our model and thus derive an explicit expression for the corticodynamic entropy.
The spectral entropy of the ECoG (and EEG) shows a marked decrease around the point of loss-of-responsiveness during induction of general anaesthesia. Spectral entropy then changes minimally with further increase in brain concentrations of anaesthetic agent. If our theoretical model-to first approximation-correctly describes cortical changes caused by general anaesthesia, the abrupt change in spectral entropy at the point of loss-of-consciousness is caused by an abrupt decrease in dendritic activity that is associated with a phase transition into unconsciousness, as previously reported (Steyn-Ross et al 1999) .
As the spectral entropy is a partial entropy, it becomes an inaccurate estimator of the dose-response relationship at very high concentrations of GABAergic general anaesthetic agent. In simple terms, when the ECoG is very suppressed-and is effectively a flat line-the spectral entropy (which is formulated to be independent of signal amplitude) will be effectively measuring the signal noise, which usually has a high entropy value. It is of interest to note that the approximate entropy specifies a threshold value of noise, and so may be better than spectral entropy in the quantification of deep anaesthesia (Bruhn et al 2000b , Bruhn et al 2001 .
Because the GABAergic general anaesthetic agents primarily act to decrease cortical activity, spectral entropy is a reliable measure of their effect. In contrast, nitrous oxide ketamine and opioids tend to render the patient unresponsive to nociceptive stimuli without a marked decrease in cortical neuronal activity. The patients have an unconscious, but active cortex-a state analogous to REM sleep. Therefore these agents do not alter the spectral entropy of the EEG in a dose-dependent fashion (Sleigh and Barnard 2004) . These examples illustrate the fact that the spectral entropy does not directly measure consciousness, but instead measures cortical activity. Fortunately most commonly used general anaesthetic agents act to produce unconsciousness by decreasing cortical activity, and therefore spectral entropy is able to measure consciousness reasonably reliably. We await with interest a large-scale clinical comparison of spectral entropy with other EEG measures of depth-of-anaesthesia (such as the bispectral index).
Appendix. The calculation of entropies
These techniques do not measure the shape of the distribution of the EEG voltages per se, but instead describe how the EEG signal changes with time-either in frequency space or phase space. In general there are two main approaches to the calculation of entropy from a time series.
A.1. Spectral entropies
There are various ways of estimating the changes in the amplitude component of the power spectrum of the EEG. These use the amplitude components at each frequency of the power spectrum as the 'probabilities' in the entropy calculations. A wide range of accessed frequencies (a flat spectrum) implies many possible different rates-of-change of summed pyramidal cell membrane potentials. The prototype of this group is the spectral entropy (SEN). The SEN is the Shannon entropy formula suitably normalized and applied to the power spectral density of the EEG signal.
where p i are the spectral amplitudes of frequency bin i. p i = 1, and N = number of frequency bins. In our paper we have used i from 5 to 127, representing a frequency histogram with 1 Hz bins over the range 5-127 Hz inclusive. The SEN can take values from zero (if the spectrum contains purely a single oscillatory peak) to 1 (if the spectrum is that of uncorrelated white noise, i.e. p i =1/N). The SEN can be shown to be a special case (as α → 1) of a series of entropies termed Renyi entropies (R(α)) (Grassberger et al 1991) . Their formula is
Taken together, a spectrum of these Renyi entropies can be used to define a given probability distribution in a manner similar to the conventional use of statistical moments for the same purpose. The dissimilarity between two probability density functions can be quantified using the Kullback-Leibler entropy (K-L) (Quiroga et al 2000 , Qian 2001 ) also sometimes called the 'relative entropy', or 'cross-entropy'. The K-L has been shown to be essentially equivalent to yet another entropy, the 'renormalized entropy'. The normalized SEN can be considered to be the K-L entropy relative to that of a white-noise signal.
A.2. Phase-space or embedding entropies
The second cluster of techniques are those which directly use the EEG time series. The archetypal entropies that incorporate this as part of their calculation are the approximate entropy (ApEn), and the entropy of the singular-value decomposition (SVDen). Information about how the EEG signal fluctuates with time is obtained by comparing the time series with itself, but lagged by a specified time interval. This practice is usually technically termed as embedding the one-dimensional signal in a 'phase space'. Intuitively it seems sensible that, if an EEG signal is irregular, the position of a particular point will not be easily predicted using knowledge of its previous points, whereas in a regular signal the position of the point will be more reliably predicted. The number of previous (lagged) points used in making the prediction is the embedding dimension (m). For a process whose underlying dimension is n (i.e. which can be described uniquely in terms of n parameters), the required embedding dimension is m 2n + 1, and the required minimum data size to extract these n parameters is 10 m . Suppose that the EEG (and by assumption the cortex) was operating under extreme constraints and had a dimension (n) of only 10 (i.e. ten parameters could describe the signal), then the minimum required data length is 10 21 points! This exponential dependence of data length on the complexity of the underlying process is called the 'curse of dimensionality' in nonlinear analysis. It is impractical to properly embed the EEG signal. Thus, in practice, these techniques are NOT able to fulfil their theoretical promise and extract high-dimensional information from the univariate EEG data-stream.
Using these embeddings, the theoretical measure of the rate of 'information' generation by a system is the Kolmogorov-Sinai entropy (Grassberger et al 1991) . However this measure diverges to a value of infinity when the signal is contaminated by the slightest noise! A practical solution to these problems has been put forward using a family of statistics called the ApEn (Pincus et al 1991) , and SampEn (Richman and Moorman 2000) . The ApEn, as applied to EEG signals in patients under general anaesthesia, has been very well described in detail in an article by Bruhn (Bruhn et al 2000a (Bruhn et al 2000b . In short, the ApEn looks at sequences of length m, and then establishes the negative logarithmic probability that these sequences predict a new sequence of m + 1 points to within an error range of 'r', typically set at 0.2 × SD. In a regular signal most sequences will successfully predict the next data points, and the ApEn will be low. In an irregular signal, there will be few successful predictions and the ApEn will be correspondingly high. The exact value of the ApEn will depend on the values chosen for the three parameters of the statistic: N = number of samples, m = embedding dimension, and r = noise threshold. Bruhn suggested that for a data length of N = 1024 points, r = 0.2 × SD and m = 2, the maximum value of the ApEn should be about 1.7. Almost all published papers use low values of m = 2 or 3 in the calculation of the ApEn (Rezek and Roberts 1998) . Because the ApEn (m = 2) statistic is effectively only extrapolating using a couple of previous data points, it may be merely applying a linear prediction. This may not be using any information beyond that more easily obtained from the SEN. It is also possible to calculate an ApEn to estimate the similarity of two different signals, this is, confusingly sometimes called the 'cross-entropy'. It should not be confused with the true Kullback-Liebler cross-entropy.
An alternative method for extracting information from the embedded time series data is to do a singular-value decomposition (Broomhead and King 1986) . It is possible to decompose a non-square matrix (U) into three matrices: a diagonal matrix (Σ), pre-and post-multiplied by unitary matrices (C) and (V)
The 'm' diagonal elements of the diagonal matrix are the 'singular values', and they can be thought of as the 'pseudo-eigenvalues' of the non-square matrix U. Typically, with EEG embeddings (m = 4, lag = 2) the matrix (U) may consist of 640 × 4 elements. If each column vector is independent of each other, then all four singular values will be large. This is the case in the awake state, where we will have as many significant singular values as there are vectors. When the patient becomes anaesthetized the EEG time series vectors-become less independent-because the EEG develops slow oscillations (long-term temporal correlations). Thus the vectors that make up the matrix (U) are more dependent, and there a fewer significant singular values. The SVDen was defined by Sabatini (2000) using the Shannon formula applied to the elements of Σ as follows:
where σ i are normalized diagonal elements as σ i = σ j / σ j .
In essence, similar to the spectral entropy, the SVDen estimates the deviation of the singular values away from a uniform distribution.
