This study introduces exchange coefficients for wind stress (C D ), latent heat flux (C L ), and sensible heat flux (C S ) over the global ocean. They are obtained from the state-of-the-art Coupled Ocean-Atmosphere Response Experiment (COARE) bulk algorithm (version 3.0). Using the exchange coefficients from this bulk scheme, C D , C L , and C S are then expressed as simple polynomial functions of air-sea temperature difference (T a Ϫ T s )-where air temperature (T a ) is at 10 m, wind speed (V a ) is at 10 m, and relative humidity (RH) is at the air-sea interface-to parameterize stability. The advantage of using polynomialbased exchange coefficients is that they do not require any iterations for stability. In addition, they agree with results from the COARE algorithm but at Ϸ5 times lower computation cost, an advantage that is particularly needed for ocean general circulation models (OGCMs) and climate models running at high horizontal resolution and short time steps. The effects of any water vapor flux in calculating the exchange coefficients are taken into account in the polynomial functions, a feature that is especially important at low wind speeds (e.g., V a Ͻ 5 m s Ϫ1 ) because air-sea mixing ratio difference can have a major effect on the stability, particularly in tropical regions. Analyses of exchange coefficients demonstrate the fact that water vapor can have substantial impact on air-sea exchange coefficients at low wind speeds. An example application of the exchange coefficients from the polynomial approach is the recalculation of climatological mean wind stress magnitude from 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) data in the North Pacific Ocean over 1979-2002. Using ECMWF 10-m winds and the authors' methodology provides accurate surface stresses while largely eliminating the orographically induced Gibb's waves found in the original ERA-40 surface wind stresses. These can have a large amplitude near mountainous regions and can extend far into the ocean interior. This study introduces exchange coefficients of air-sea fluxes, which are applicable to the wide range of conditions occurring over the global ocean, including the air-sea stability differences across the Gulf Stream and Kuroshio, regions which have been the subject of many climate model studies. This versatility results because C D , C L , and C S are determined for V a values of 1 to 40 m s Ϫ1 , (T a Ϫ T s ), intervals of Ϫ8°to 7°C, and RH values of 0% to 100%. Exchange coefficients presented here are called the Naval Research Laboratory (NRL) Air-Sea Exchange Coefficients (NASEC) and they are suitable for a wide range of air-sea interaction studies and model applications.
Introduction
Previously, Kara et al. (2000 Kara et al. ( , 2002 introduced polynomial functions for determining the exchange coefficients of wind stress (C D ), latent heat flux (C L ), and sensible heat flux (C S ) used in the bulk formulas. In these algorithms, the stability correction was approximated by a term depending on the sea-air temperature difference (T s Ϫ T a ), where T a is at 10 m, and a secondorder polynomial function of the wind speed at 10 m above the sea surface (V a ) for C D or the inverse wind speed for C L . The algorithms do not require iteration to account for stability; therefore, they are computationally efficient for use in high-resolution coupled atmosphere-ocean circulation models and ocean general circulation models (OGCMs). They are also useful when, every model time step, latent and sensible heat are calculated via the bulk formulas using both ocean model sea surface temperature (SST) and the high-frequency (e.g., 6-hourly or daily) wind speeds. This approach keeps model SST on track without any explicit relaxation to SST data or a climatology (e.g., Wallcraft et al. 2003) .
The algorithms presented in the two studies mentioned above were obtained using tabulated exchange coefficients, which were published by Bunker (1976) and Isemer et al. (1989) . The use of these two datasets resulted in a few limitations in the algorithms. For example, the datasets did not provide realistic exchange coefficients at high and low wind speeds, predominantly to allow for the biases inherent in estimating fluxes from ship observations. Many later studies indicated lower values for the exchange coefficients (e.g., DeCosmo et al. 1996; Yelland et al. 1998 Yelland et al. , 2002 , in general. As a result, the algorithms based on these two sets usually resulted in errors (5%-25%) in estimating the wind stress and latent and sensible heat fluxes in comparison to those obtained from the standard Coupled Ocean-Atmosphere Response Experiment (COARE) version-2.5b (v2.5b) algorithm (Fairall et al. 1996) . The COARE v2.5b algorithm determines the turbulent air-sea fluxes through a recursive solution for the atmospheric dynamic stability. However, this algorithm also has some deficiencies because it was only verified for winds up to 12 m s Ϫ1 . It is also noted that when Kara et al. (2000) was published and Kara et al. (2002) was under review, the COARE v2.5b algorithm was the accepted standard for air-sea flux estimates in the peer-reviewed scientific literature. Fairall et al. (2003) later developed a new version of the COARE algorithm (v2.6 in 2001, renamed as v3.0 in 2003) with the aim of providing more realistic exchange coefficients at higher wind speeds based on the data collected since the release of COARE v2.5b. The new algorithm also takes additional observational data (Yelland et al. 1998; Hare et al. 1999 ) into account, which suggests that a Charnock constant value of 0.011 (Smith 1988) , used in the earlier COARE v2.5b algorithm, is too low for higher wind speeds. Thus, a linear increase in the Charnock parameter is introduced between 10 and 18 m s Ϫ1 and a value of 0.018 is used for Ն18 m s Ϫ1 (Fairall et al. 2003) . This might overestimate the roughness at very high wind speeds where Taylor and Yelland (2001) predict a decrease in the Charnock parameter.
With the availability of the improved COARE algorithm v3.0 (Fairall et al. 2003) , it is now possible to obtain more realistic C D and C L values. This would reduce the uncertainties in the datasets (Ϸ10%-20%) used for deriving the exchange coefficients presented in Kara et al. (2000 Kara et al. ( , 2002 . In addition, the use of the COARE v3.0 has the advantage of providing reliable transfer coefficients at low and high wind speeds. In this paper, we also provide an accurate formulation of airsea fluxes using stability-dependent exchange coefficients, allowing the use of ocean model sea surface temperature (SST) in their calculation for a wide range of atmospheric conditions over the global ocean. This approach can substantially improve the accuracy of an ocean model simulated-SSTs by providing a physically natural tendency toward accurate SSTs without relaxation to any SST data or climatology.
The main purposes of this study are to present (i) exchange coefficients based on the COARE v3.0 (section 2) and (ii) polynomial parameterizations of C D , C L , and C S based on these coefficients (section 3). In particular, the stability correction in these parameterizations is approximated by a term depending on the (T a Ϫ T s ) and a polynomial function of the V a at 10 m using tabulated exchange coefficients as obtained from the COARE algorithm (v3.0). A virtual temperaturebased correction to (T a Ϫ T s ) is later applied to the polynomial functions, thus including the effects of water vapor flux on the exchange coefficients (section 4). Finally, exchange coefficients presented in sections 3 and 4 are used for calculating climatological mean wind stress magnitude in the North Pacific Ocean over 1979-93 (section 5).
The COARE exchange coefficients
The COARE algorithm (v3.0) presented in Fairall et al. (2003) is based on previously published results and 2777 one-hour covariance flux measurements. Fairall et al. (2003) added 4439 new values from field experiments between 1997 and 1999 to test the algorithm. The new observational dataset now dominates the database, especially in the wind speed regime above 10 m s Ϫ1 , where the number of observations increased from 67 to about 800. After applying quality controls, the database was used to evaluate the algorithm. The average (mean and median) model results agreed with the measurements to within about 5% for moisture from 0 to 20 m s Ϫ1 . For stress, the covariance measurements were about 10% higher than the model at wind speeds over 15 m s Ϫ1 while inertial-dissipation measurements agreed closely at all wind speeds. Thus, it should be emphasized that the COARE algorithm (v3.0) is considered to be the state-of-the-art algorithm in this paper.
For the purpose of this paper, the COARE algorithm (v3.0) was modified to produce C D and C L at various (T a Ϫ T s ) and V a intervals over the global ocean. In particular, the algorithm was run using various values of T s , relative humidity (RH) just above the sea surface, T a , and V a . There is no cool skin or warm-layer calculation; thus, a skin sea surface temperature value is used in the algorithm. The use of a bulk value is an approximation, which allows one to perform the calculation without specifying radiative parameters or a time history of the fluxes. The roughness length for temperature is assumed equal to that for humidity in the algorithm; thus, C L is equal to C S in this paper.
In addition to (T a Ϫ T s ) and V a , the effect of any water vapor flux through RH must be taken into account in calculating the exchange coefficients at low winds, a topic which will be discussed in section 4 in detail. In this section the exchange coefficients are obtained for a relatively low T s (10°C) and for humidity close to or at saturation (RH ϭ 100%) to investigate the impact of only (T a ϪT s ) on C D and C L . Note that dividing the mixing ratio (q a ) by the saturation mixing ratio (q sat ) and then multiplying this number by 100 determines the RH (in %). A T s value of 10°C was chosen for consistency with the COARE algorithm testing, and because almost no sensitivity to the choice of T s was found. This is true since the only effect of the temperature in the COARE algorithm enters through the nonlinearity of the saturation vapor pressure for water vapor, which has some effect at 30°C and upward.
Exchange coefficients for C D and C L are first generated using an RH value of 100% for various (T a Ϫ T s ) ranging from Ϫ8°to 7°C: 7°, 6°, 5°, 4°, 3°, 2°, 1°, 0.75°, 0.5°, 0.25°, 0, Ϫ0.098°, Ϫ0.25°, Ϫ0.75°, Ϫ1°, Ϫ2°, Ϫ3°, Ϫ4°, Ϫ6°, Ϫ8°C. These values were chosen to represent a wide variety of (T a Ϫ T s ) intervals over the global ocean. It is noted that a (T a Ϫ T s ) value of ϷϪ0.098°g ives the neutral stability value. The resolution of (T a Ϫ T s ) intervals was increased near the neutral stability value to better examine behavior of exchange coefficients with respect to stability. In addition, the 10-m wind speed values of 1-40 m s Ϫ1 with increments of 1 m s Ϫ1 were used to determine coefficients at both low and high wind speed conditions (e.g., tropical cyclones and hurricanes). Figure 1 shows C D and C L values obtained from the COARE algorithm when RH is set to 100%. Both C D and C L experience large changes with wind speed at 10 m above sea surface, and they are also quite different with respect to (T a Ϫ T s ) values for a given wind speed. In general, C D is always greater than 2.0 ϫ 10 Ϫ3 at V a Ͼ 20 m s Ϫ1 for any given (T a Ϫ T s ) value (Fig. 1a) . On the other hand, C L does not have any significant variability at high wind speeds (Fig. 1b) The impact of stability through (T a Ϫ T s ) on both C D and C L is clearly evident from Fig. 1 . Thus, exchange coefficients reduced to neutral stability, based solely on wind speed at 10 m above the sea surface (e.g., Large and Pond 1981) , with no stability dependence (that is, T a Ϫ T s ϭ 0 and/or at saturated conditions), will not be appropriate when they are used in OGCM simulations. This becomes a critical issue in model simulations, especially when studying the diurnal cycle of upper ocean quantities.
Regarding hurricane-force winds (e.g., V a Ͼ 30 m s Ϫ1 ), there is almost no direct experimental evidence for determining exchange coefficients. There are very few direct observations of exchange coefficients for wind speeds greater than 25 m s Ϫ1 . As to C L and C S , there is the problem of spray (e.g., Andreas and Emanuel 2001; Emanuel 2003) . The COARE algorithm used here includes an option to define roughness length in terms of the sea state. It includes a formula based on wave age (Oost et al. 2002) or one based on significant height and slope of the waves (Taylor and Yelland 2001) . The latter formula predicts significantly lower roughness at high wind speeds compared to the former one as explained by Taylor and Yelland (2003) who evaluated performance of the different formulas in predicting the C D . Based on evidence from laboratory studies (e.g., Keller et al. 1992 ) and comparisons with field experiments (e.g., Janssen 1997; Johnson et al. 1998) , the formula proposed by Taylor and Yelland (2001) , as used in the COARE algorithm, is applicable over most conditions. It also succeeds at high winds and very short fetches in wind-wave flumes when wave age formulas fail.
It should be emphasized that there is very little reason for the exchange coefficients obtained from the algorithm to change geographically. The main change from one area to another would be due to different stability or different temperature levels, but any such changes should be dealt with by the algorithm. The only other possible changes are 1) the change in gravity, which increases by up to 0.5% going from equator to the Pole; and 2) the nominal atmospheric boundary layer depth (600 m) used, which is also realistic in most areas. Another possible effect with geographic variation is the sea state. While the effect of sea state on surface roughness is debatable, it is usually negligible, say for V a Ͼ 10 m s Ϫ1 and in deep water, as mentioned in Taylor and Yelland (2001) .
Polynomial approach for exchange coefficients
The exchange coefficients (C D and C L ) are dependent on both V a and (T a Ϫ T s ) as discussed in section 2 (see Fig. 1 ). The effect of RH on C D and C L will be added to the polynomial functions as a correction term because including the full stability conditions (i.e., both T a Ϫ T s and RH) in polynomial equations is not straightforward (see section 4).
We first investigate whether or not C D and C L can 
for sensible heat flux, and ϭ a C D V 2 a for wind stress. Here, L is the latent heat of vaporization (2.5 ϫ 10 6 J kg Ϫ1 ), a ϭ 100 P a /[R gas (T a ϩ 273.16)] (in kg m Ϫ3 ), where R gas is the gas constant (287.1 J kg Ϫ1 K Ϫ1 ), and P a is the mean sea level pressure.
be expressed as simple polynomial functions of V a and (T a Ϫ T s ) using C D and C L values when humidity is close to or at saturation (i.e., RH ϭ 100%). For this purpose, C D and C L values are plotted against (T a Ϫ T s ) for each V a value. As an example, Fig. 2 shows variation of exchange coefficients with respect to (T a Ϫ T s ) for V a ϭ 1 m s Ϫ1 and V a ϭ 6 m s Ϫ1 , suggesting that we can construct polynomial functions in (T a Ϫ T s ) with coefficients that vary with V a . We split the whole (T a Ϫ T s ) range (from Ϫ8.00°to 7.00°C) into three subranges. The reason for this split was that there was no simple (low order) polynomial fit for C D and C L at low wind speeds when using the whole (T a Ϫ T s ) range.
Various (T a Ϫ T s ) intervals were tested to obtain the best available lowest-order polynomial function for the exchange coefficients. After a few tests, we found three ranges for ( 
Note that the exchange coefficients shown with open circles are obtained from the COARE algorithm.
vals will be referred to as unstable, neutral, and stable cases, respectively. As evident from Fig. 2 , it was possible to represent the neutral case using a linear equation, and the other two ranges (stable and unstable cases) by a quadratic equation for C D and C L . Obviously, a higher polynomial fit would fit better for the neutral case (e.g., Figs. 2a,b) but the use of the linear function is preferred for computational efficiency. The resulting error with respect to the COARE algorithm would also be negligible because a wind speed of 1 m s Ϫ1 entering the bulk formulations of wind stress and latent heat flux is also small for these two distinct cases.
We obtained a single equation for C D and C L that represents all wind speeds from V a values of 1-40 m s Ϫ1 . Given that a quadratic polynomial is suitable for unstable and stable cases, and a linear fit is suitable for the neutral case, we then write a generalized polynomial equation for C D as follows:
͑1͒
The same type of equations are also written for C L as follows:
͑2͒
Unlike Kara et al. (2000 Kara et al. ( , 2002 , there are no limits set on V a in these formulations because we were able to take low and high wind speed values into account in the algorithms by using V a of 1, 2, and 3 m s Ϫ1 as obtained from the COARE algorithm.
The next step is to obtain C D0 , C D1 , and C D2 values (and similarly C L0 , C L1 , and C L2 values) to be used in the generalized equations of (1) and (2). To accomplish this, the example of the curve-fitting process shown in Fig. 2 for V a values of 1 and 6 m s Ϫ1 is repeated for each V a value ranging from 1 to 40 m s Ϫ1 (with 1 m s Ϫ1 increments). Thus, for example, the quadratic fits to C D for the unstable case yielded a total of 40 C D0 , 40 C D1 , and 40 C D2 values. Applying a linear fit would be sufficient for unstable and stable cases when V a Ն 10 m s Ϫ1 , but for consistency a quadratic fit was used for all V a values.
The final step is to express C D0 , C D1 , and C D2 values (similarly for C L0 , C L1 , and C L2 values) as polynomial functions of V a or V Ϫ1 a , representing all V a values from 1 to 40 m s Ϫ1 . However, there was no single low-order polynomial equation for the whole V a range using all 40 of the C D0 , C D1 , and C D2 values. This is not suprising because both C D and C L vary significantly at low wind speeds as shown before (see Figs. 1c,d ). Therefore, we used two V a intervals: 1) V a Յ 5 m s Ϫ1 and 2) V a Ն 5 m s Ϫ1 . Figure 3 shows C D0 and C L0 values for the V a Յ 5 m s Ϫ1 case. While a cubic fit worked best for C D0 , a quadratic fit is sufficient for C L0 . In the unstable case, we can then write C D0 ϭ 1.89100 Ϫ 0.71820
Polynomial coefficients for C D and C L are given in Table 1 for unstable, neutral, and stable cases. Note that the best fit is sometimes obtained when using V Ϫ1 a rather than V a as the dependent variable. Since V Ϫ1 a is being used in some cases, there must be a minimum for V a . Here the minimum V a considered is 1 m s Ϫ1 . It is also important to note that we obtained all polynomial functions such that they match up at V a ϭ 5 m s Ϫ1 , and at (T a Ϫ T s ) values of Ϫ0.75°and 0.75°C, as well.
Relative humidity effects on exchange coefficients
The polynomial functions presented in section 3 were determined using exchange coefficients from the COARE v3.0 algorithm, which was run for various (T a Ϫ T s ) values at RH ϭ 100%, ignoring the impact of RH on the exchange coefficients. This simply implies that in our approximations so far, by far the major effect of water vapor on C D and C L is its temperature-dependent impact on stability, which is very large in the Tropics and decreases with decreasing absolute temperature. Because of the exponential increase of saturation vapor pressure with temperature, in regions such as the Tropics, humidity has a first-order effect on the stability, and since the Tropics tend to be light wind areas, on the fluxes as well.
Here, our purpose is to include full atmospheric sta-bility in the polynomial functions (see section 3) by using water vapor in addition to (T a Ϫ T s ) and V a . The exchange coefficients calculated using these full stability conditions will be correct over a wide range of conditions. For example, our polynomial approach is applicable to conditions where the water vapor (including RH) makes a significant contribution to the buoyancy flux, that is, when the full impact of stability on the air-sea fluxes is included. Similarly, one would not expect any significant error when T a is warmer than T s , but the water vapor results in unstable stratification. The polynomial functions for C D and C L shown in section 3 assume saturated conditions (i.e., RH ϭ 100%). However, water vapor effects can be taken into account via a virtual temperature-based correction to (T a Ϫ T s ). The virtual air temperature (T a ) is calculated from the mixing ratio at 10 m above the sea surface (q a ) using T a ϭ T a [1 ϩ 0.61 q a (T a )] with T a in Kelvins (K). One possible approach would be recast the polynomial functions for C D and C L to be functions of (T a Ϫ T s ) rather than (T a Ϫ T s ). Since we already have polynomial functions for saturated conditions, we instead apply a correction that is zero when RH ϭ 100%:
where q sat is the saturation mixing ratio at T a from a simplified version of the original formulation for saturated vapor-pressure presented by Lowe (1977) , which has a computational advantage over Buck (1981) .
The polynomial functions for C D and C L applied to (T a Ϫ T s ) c are obviously identical to the original approach or saturated conditions and are in good agreement with the COARE algorithm (v3.0) for all relative humidities (not shown). Once the correction is applied to the polynomial functions, exchange coefficients are calculated. It is emphasized that in the polynomial functions one could use very fine increments for (T a Ϫ T s ) rather than those used in the original COARE algorithm (see section 2) to calculate C D and C L because all polynomials are continuous for any given (T a Ϫ T s ), V a , and RH.
Using the tabulated exchange coefficients obtained from the polynomial functions, we now investigate the impact of RH (0%-100%) in calculating C D and C L . It is clear that assuming an RH value of 100% results in significant errors for V a ϭ 1 m s Ϫ1 (Fig. 4) . The impact of RH on C D and C L is clearly seen when the difference between T a and T s is small (e.g., Ϫ2°C Յ ⌻ a Ϫ T s Ͻ 2°C). Such a result clearly demonstrates that atmospheric stability can be predicted incorrectly when ig- noring RH dependence (i.e., assuming humidity close to or at saturation) in calculating C D and C L at low wind speeds. Overall, the direct effect of decreasing RH is to generally increase exchange coefficients as seen from the scatterplots of C D and C L for V a ϭ 1 m s Ϫ1 (Fig. 5) . For example, if RH were 20% and one assumed an RH value of 100%, then C D would be underestimated with Ϸ6 times less than its actual value (0.176 ϫ 10 Ϫ3 instead of 0.762 ϫ 10 Ϫ3 ) for V a ϭ 1 m s Ϫ1 and T a Ϫ T s ϭ 1.0°C (Table 2) . Similarly, the underestimate of C L would be Ϸ7 times less than its actual value (0.220 ϫ 10 Ϫ3 instead of 1.626 ϫ 10 Ϫ3 ) for V a ϭ 1 m s
Ϫ1
and T a Ϫ T s ϭ 0.7°C (Table 2) . On the other hand, it must be noted that the effect of RH on exchange coefficients is relatively small for high wind speeds as can be seen in C D and C L values for V a ϭ 6 m s Ϫ1 (Table 3 ). While the water vapor effect is most important at low wind speed, the reader is cautioned that low wind speed implies small wind stress and small latent and sensible heat fluxes. If the wind stress or latent and sensible heat flux values are small to start with, even an extremely large change in their strength might still mean small values after the RH effect is taken into account. For example, latent heat flux at V a ϭ 1 m s Ϫ1 is Ϸ1.9 W m Ϫ2 (Ϸ11.8 W m
Ϫ2
) when RH ϭ 100% (RH ϭ 20%). In both estimates we use T a Ϫ T s ϭ 2°C, and q a Ϫ q s ϭ 3 g kg Ϫ1 . 
O T E S A N D C O R R E S P O N D E N C E

Wind stress magnitude over the North Pacific Ocean
As an example, results from calculating wind stress magnitude based on the stability dependent C D is demonstrated in the North Pacific Ocean (Fig. 6 ). All analyses are based on 6-hourly meteorological data from an archived product, the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40; Simmons and Gibson 2000) . A climatological mean wind stress magnitude is formed over 1979-93. This time period was chosen to be consistent with ERA-15, which has been extensively used in previous ocean modeling studies (e.g., Hurlburt and Hogan 2000; Kara et al. 2004 ). In addition, all fields shown are interpolated onto the 1/12°Hybrid Coordinate Ocean Model (HYCOM) domain to demonstrate possible problems when using atmospheric variables (e.g., wind stress fields) from coarse-resolution archived products (e.g., 1.125°ERA-40 data) in forcing much finer OGCMs (e.g., 1/12°HYCOM). Basic features and a description of HYCOM are given in Kara et al. (2005) .
We first form a climatological mean total wind stress magnitude field (Fig. 6a) wind stress components that are directly output at 6-hourly time intervals from ERA-40. This field is obtained from the planetary boundary layer model in the ECMWF atmospheric model. There is excessive noise in the wind stress magnitude near the coastal boundaries, such as along the eastern Pacific and in the Sea of Japan. This noise is a major motivation for recalculating the wind stress magnitude rather than using the one output from ERA-40. Thus, our purpose is to eliminate the noise shown in Fig. 6a , so that this field can be suitable as an atmospheric forcing field for an OGCM simulation. We recompute the wind stresses [ ϭ ( x , y )] with a bulk formulation using C D values as derived in sections 3 and 4 as follows: where
, and u () is the zonal (meridional) wind speed component (m s Ϫ1 ). Density of the air at the air-sea interface is obtained using a ϭ 100 P a /[R gas (T a ϩ 273.16)] (in kg m Ϫ3 ), where R gas is the gas constant (287.1 J kg Ϫ1 K Ϫ1 ) and P a is the mean sea level pressure. All parameters needed for calculation of C D , a , and wind stress magnitude (i.e., T a , T s , q a , q sat , u, , P a ) are obtained from ERA-40 as mentioned earlier. Wind stress magnitude is computed at each 6-h interval and averaged over 1979-93.
The unrealistic noise along the coastlines is greatly cleaned up by using the bulk formulation with stabilitydependent C D based solely on T a Ϫ T s (Fig. 6b) . This is also true when calculating C D depending on both T a Ϫ T s and water vapor (Fig. 6c) . The spatial patterns and approximate magnitude of the mean wind stress magnitude from the bulk formulation usually agree with 1979-93 (a) as obtained directly from the ERA-40 output itself, (b) as computed from the bulk formulation using C D ignoring RH effects (see section 3), and (c) as computed from the bulk formulation using C D with the inclusion of RH effects (see section 4). Also shown are (d) wind speed at 10 m above the sea surface calculated from wind stress field shown in (c), (e) the ratio of wind stress magnitude calculated using (c)/(b), and (f) the land-sea mask from ERA-40, and note that a grid point is either land (1) or sea (0), giving values between 0 and 1 for interpolated the land-sea mask. All fields shown are interpolated on the 1/12°Mercator grid used in the Hybrid Coordinate Ocean Model (HYCOM).
those from ERA-40 itself. Basin-averaged mean wind stress magnitudes are 0.058, 0.034, and 0.037 N m Ϫ2 for Fig. 6a, Fig. 6b, and Fig. 6c , respectively. The relatively large basin-averaged mean value of 0.058 N m Ϫ2 in Fig.  6a is almost twice as large as those in Figs. 6b and 6c. This is due generally to the unrealistically large wind stress magnitudes near the land-sea boundaries, resulting from excessive noise in the original ERA-40 product.
The recomputed wind stress magnitude can also be used for determining V a . Thus, excessive noise near the coastal boundaries can be removed from the V a field as well (Fig. 6d) Fig. 6c instead of that in Fig. 6b did not make any significant difference in computing the V a because the ratio of these two fields is close to 1 over the most of North Pacific Ocean (Fig. 6e) , revealing that the impact of water vapor in calculating C D is small on the climatological time scales. However, there are differences when V a is small, and this is consistent with the results shown in section 4. The reader should be cautioned that there could be impacts of water vapor on C D on shorter time scales (e.g., daily or shorter), and this is especially true at low wind speeds and low relative humidities (see section 4).
Finally, Fig. 6f shows the land-sea mask used in the original 1.125°ϫ 1.125°Gaussian grid for ERA-40 interpolated onto the 1/12°HYCOM domain. For example, a contour value of 0.6 implies that the wind stress magnitudes on the model grid are Ϸ60% contaminated by the wind stress magnitude over land. Some grids near the coast are represented as land points in ERA-40 but most of them should be ocean. Such problems in atmospheric forcing fields were also noted other studies (e.g., Metzger and Hurlburt 2001; Kara et al. 2005) . Thus, it is clear that unrealistic wind stress magnitudes near such coastal region errors (see Fig. 6a ) are largely due to the land-sea mask and orographically generated Gibb's waves. Gibb's waves are caused by the spectral truncation of the orography to triangular truncation (P. Kållberg, ECMWF, 2003, personal communication) . When averaging fields originally created in the ERA-40's spectral geometry, traces of the originally minute Gibb's waves become more visible. For example, Metzger (2003) noted such atmospheric forcing problems in an ocean model study of the South China Sea. On the other hand, the atmospheric variables (e.g., T a , u, , etc) in the ERA-40 product are from postprocessed fields where the spectral traces have been removed, allowing one to calculate, for example, wind stress magnitude from these variables as we did in the North Pacific Ocean (Figs. 6b,c) .
Summary and conclusions
Ocean models or coupled atmosphere-ocean models can be directly forced with net surface heat fluxes obtained from archived weather products. However, recalculating air-sea fluxes that are dependent upon the model SST is typically sufficient to keep modelsimulated SSTs on track without any explicit relaxation to SST data or a climatology (although assimilation of SST data can further increase the model SST accuracy). This process requires reliable and efficient parameterizations of stability-dependent exchange coefficients over the global ocean, a topic that is investigated in this study.
We present simple and computationally efficient parameterizations of exchange coefficients for wind stress (C D ) and latent heat flux (C L ), which are of particular value not only for high-resolution global OGCM applications but also for various ocean mixed-layer and airsea interaction studies. The polynomial functions for exchange coefficients are determined after running the COARE v3.0 algorithm for wind speed magnitudes at 10 m above the sea surface ranging from 1 to 40 m s Ϫ1 . The stability dependence in the exchange coefficients was accomplished by using air-sea temperature difference and air-sea mixing ratio difference through RH for a given wind speed at 10 m above the sea surface. It is shown that ignoring water vapor effects in the calculation of exchange coefficients can result in serious errors at low wind speeds, generally a serious underestimation of the exchange coefficients for V a Ͻ 5 m s Ϫ1 . As an application of our methodology, climatological mean wind stress magnitude is calculated using 6-hourly meteorological variables from ERA-40 in the North Pacific Ocean over 1979-93. Such an analysis can identify possible problems existing in atmospheric forcing parameters (e.g., wind stress magnitude), which are directly output from coarse-resolution archived weather products (e.g., ERA-40) and demonstrates how these problems can be reduced using our methodology. The use of exchange coefficients from the polynomial functions in the wind stress bulk formulation not only reproduces wind stress magnitudes approximately comparable to the original ERA-40 field in the interior of the North Pacific Ocean, but also eliminates unrealistic and excessive noise near the land-sea boundaries that exist in the original ERA-40 field.
Finally, the motivation for this paper was to present sufficiently accurate transfer coefficients for air-sea fluxes that were also computationally efficient enough to be used for climate model applications. Although the earlier COARE algorithm (v2.5b) required Ϸ20 iterations, the latest version (v3.0) iterates 3 times or less. However, even having three iterations at each time step would result in significant computational inefficiency for a fine resolution global OGCM that runs many years (e.g., decadal to interdecadal time scales). Exchange coefficients based on our derived polynomial functions can be calculated at Ϸ5 times lower computational cost than the more involved computations of COARE algorithm (v3.0) with three iterations for atmospheric stability. We also note here that the sensible heat flux coefficient C S is assumed to be equal to C L in this paper because, for simplicity, the roughness length for temperature is assumed equal to that for humidity in the algorithm. Further investigation concerning variable roughness lengths is beyond the scope of this study.
The exchange coefficients for air-sea fluxes presented in this paper are called the Naval Research Laboratory (NRL) Air-Sea Exchange Coefficients (NASEC). Two simple FORTRAN programs (one for C D and one for C L ) along with the tabulated exchange coefficients based on various wind speed, relative humidity and air-sea temperature difference intervals can be downloaded from the Web site (available online at http://www7320.nrlssc.navy.mil/nasec/nasec.html).
