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Abstract
Digitalization of everyday lives has tremendously
increased the amount of digital (trace) data of people’s
behaviour available for researchers. However,
traditional qualitative research methods struggle with
the width and breadth of the data. This paper reviewed
61 recent studies that had utilized qualitative big data
for the practical challenges they had encountered and
how they were addressed. While quantitative and
qualitative big data share many common issues, the
review points at that lack of qualitative methods and
dataset reduction required by algorithms in big data
research decreases the richness of the qualitative data.
Locating relevant data and reducing noise are further
challenges. Currently, these challenges can be only
partially addressed with a combination of human and
computer pattern recognition and crowdsourcing. The
review describes many “tricks of the trade” but
abduction research and pragmatist philosophy seem
promising starting places for a more pervasive
framework.

1. Introduction
The amount of data in the world doubles every two
years [1]. 80% or so of companies’ data is qualitative
or unstructured i.e. text (emails, web pages, social
media, blogs, documents), video, audio and images [23]. This has led to a situation where there is more data
available than traditional qualitative tools can cope
with [4-6]. In big data research (BDR), sample sizes
might be measured in millions and a system could
produce petabytes worth of data in a matter of hours.
Data is often user-generated rather than explicitly
created, collected and stored for research purposes. In
2018, 16% of papers in top IS journals could be
classified as big data research [7].
Like any other line of inquiry, big data has its
limitations. Many of which are shared by quantitative
and qualitative data alike. For quantitative research, big
data caused the need to address the “deflated p-value”
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issue. Many statistical means were developed for
smaller samples and with very large samples “the
immense volume of data means that almost everything
is significant” meaning that with big data, the p-value
alone is not sufficient to determine if the results are
significant [8-9]. Since the issues common to
quantitative and qualitative big data have been
extensively described elsewhere (more on this in the
next section), this review focuses on the question:
“What issues researchers have encountered with
qualitative big data and how these issues can be
addressed?”
Rather than engaging in gap spotting, the review’s
purpose is to act as an organizing review describing
and synthesizing challenges encountered with
qualitative big data [10]. This review tries to
distinguish between challenges encountered in
qualitative research in general such as difficulties in
generalizing results from one setting to another or the
need for domain knowledge, and challenges unique to
qualitative big data.
So far, the majority of ISS research has been built
on small data. However, big data can uniquely advance
the development of theory by revealing anomalies,
alternative conceptualizations of constructs and new
field experiments. [7]. Interviews and surveys are
artificial situations, but discussion forums and other
digital sources contain records with candour and the
source is also updated and the topics evolve [36].
Large scale interview and survey studies can also be
slow and prohibitively costly. Studies into asthma risk
factors usually involve one or two triggers, but Zhang
and Ram [37] could compare 270 risk factors
simultaneously, while determining their relative
importance, capturing rarely studied environmental
factors. Many researchers agree [9, 13, 14] that big
data and small data are not mutually exclusive but
complementary. Sampling big data is only partly
satisfactory. Often it is not clear beforehand which part
of the dataset contains the most interesting data and a
small sample size may cause the researcher to miss
temporal shifts and other aggregates. To study social
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patterning or collective expression of the phenomenon,
limits set by manual coding must be overcome. [15].
The paper proceeds as follows. First, big and small
data are defined, followed by a short description of
issues common to qualitative and quantitative big data.
The next section presents how the literature review was
conducted regarding the selection of articles and
coding. Then, identified issues and their mitigation
strategies are examined followed by a discussion on
the review’s results, implications, limitations and
further studies.

1.1. Big and small data
The nature of big data and what constitutes it is still
discussed today [16], but often it is described with the
four Vs of volume, velocity, variety and veracity [1718]. The volume stands for an enormous quantity of
data by the disciplines’ standards. Velocity means the
dataset is not static but collected in real-time or at least
updated regularly. Big data is often collected from
multiple sources or the dataset contains structured and
unstructured data simultaneously introducing variety
and richness. Finally, big data is often “noisy”
requiring preparation before analysis or there could be
other forms of uncertainty in the data, for example
regarding how the data was collected or stored. For
their study, Kitchin and McArdle [19] amended the
four Vs with exhaustivity (n=all), resolution (finegrained), indexicality (identification), relationality
(common fields that allow conjoining with other data),
extensionality (it is easy to add or change the fields)
and scalability (expanding rapidly in size). After the
study of 26 datasets from seven different domains, they
determined that velocity and exhaustivity were the key
attributes in determining whether the dataset is big data
or not.
Closely linked to big data are digital trace data,
records of activity in information systems. Whether
digital or analog, the trace data are by-products of
actions i.e. not especially produced for research
purposes but are “found”. They are event-based and
since these events occur over time, they are
longitudinal. These properties make them different, for
example, from survey or interview data. Archival data
might be trace data as long as it is not summary data.
[20-21]. “Trace data are created, not given” and are
often semi-structured [22]. For example, a post in
Facebook’s Timeline contains a timestamp, user-ID,
possibly location data together with unstructured text
and/or picture/video.
For this paper, we define big data as a dataset so
large, its manipulation and analysis by manual means
is not feasible. For the small data, we adopt a definition
by Kitchin and McArdle as “data that have been

produced in tightly controlled ways using sampling
techniques that limit their scope, temporality and size,
and are quite inflexible in their administration and
generation”, [19].

1.2. Common challenges with big data
Earlier research has identified many issues
regarding big data. A researcher might think big data is
automatically better than small data regardless of the
research question due to “Big data hubris” [23]. Big
Data’s representativeness is called into question asking
if it really represents people in general or just people
with access to the internet and smartphones [21, 24,
25]. Use of a proxy is often necessary but big data can
also become a convenience sample collected not
because it was the best approach but because it was
easier, faster and cheaper to collect [4, 5, 21, 26].
Because the way datasets are collected and presented is
not uniform, combining datasets is difficult [12, 16].
With a dataset big enough almost every relationship
will become statistically significant causing spurious
correlations [7, 18, 27]. Big data research tends to
focus on the “tactical” issues at the expense of “why”
settling for correlations [7]. In general, big data is
better suited to providing the “what”, the “where” and
the “when” but not the “why” or the “how” [14, 18].
Blindly collecting data or using a dataset collected
by someone else might lead to the loss of context and
circumstances the data was created in [5, 11, 16, 19,
24, 25, 28]. Most of the big data is created, collected
and owned by corporations leading to the “big data
divide” i.e. different access to big data between
researchers and researchers operating with “data
fumes” [7, 28, 29]. The research infrastructure or
apparatus required to create, collect, store and analyse
big data is influenced by sociotechnical aspects
meaning that the big data is not as objective as initially
thought [20, 22, 25, 30]. The black-box nature of APIs
also threatens the replicability of studies and the
reproduction of datasets [16, 23, 31]. Researchers also
tend to work under the “Ideal User Assumption”
assuming all the users are operating in good faith and
not trying to game the system or engaging in any
opportunistic behaviour [21, 23]. Big data research
must also address ethical questions regarding informed
consent, minimization of harm, anonymization, privacy
and searchability of participants [11, 20, 32]. As shown
by Daries et al. [33], anonymization causes distortions
in the data. All these issues are not specific to big data
studies, but because of the size of datasets in big data
research, they are more pronounced and their
consequences potentially more severe than with
traditional “small data” studies [25].
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2. Literature review
An organizing review [10] was conducted to
identify the practical challenges researchers have had
with qualitative big data and how the challenges were
addressed. The review’s steps include a manual staged
review with articles from the AIS Senior Scholars’
Basket of eight journals (European Journal of
Information Systems, Information Systems Journal,
Information Systems Research, Journal of AIS, Journal
of Information Technology, Journal of MIS, Journal of
Strategic Information Systems and MIS Quarterly) and
six journals with explicit big data focus (Big Data &
Society, Big Data and Information Analytics, Big Data
Research, Frontiers in Big Data, IEEE Transactions of
Big Data, Journal of Big Data), followed by a selection
of articles, their review and finally a synthesis of the
findings.

2.1. Search and selection of articles
Qualitative big data and its issues are a universal
phenomenon but to narrow the breadth, this review
focuses on the issue from the ISS point of view. The
search term “big data” produced 9 552 results in the
AIS’s electronic library and many more in other
databases that include other disciplines as well. 77 774
results in EBSCOhost (across all databases), 81 653 in
Scopus and 110 352 in Web of Science (across all
databases) respectively. Guided knowledge discovery
in the form of keywords requires prior knowledge (or a
hunch) of suitable search terms. This approach was
initially attempted but terms such as “CAQDAS”
(Computer Assisted Qualitative Data Analysis),
“qualitative big data” and “qualitative” AND “big
data” proved out to be not accurate enough resulting
either in no results at all or in a very disparate
collection of articles.
For the lack of search terms, a staged review of
titles and abstracts was carried out by hand. In
uncertain cases, the data collection section was studied
to decide if the article should be included. Articles
published between 2017 and 2020 in the journals
belonging to the AIS’s Senior Scholars’ Basket of
Journals and six big data journals acted as an initial
dataset of 1876 publications. The review focused on
journal papers as the longer format allows authors
more room to give more details and minutia of their
research.
To be included in the review, the article had to be
empirical and to utilize qualitative big data. Text,
videos, pictures and audio in themselves instead of
aggregates or metadata such as number of posts,
ratings, string length, retweets, likes, votes, follower

count or similar measures. The review began with AIS
Basket and there the biggest completely hand-coded
sample the review came across was 23 000 tweets [34].
To ensure an adequate difference between big and
small data studies and buffer to [34] while
simultaneously not being too high to exclude big data
studies from the smaller end of the scale, the threshold
for observations was set at 30 000.
Since sources and types of data are not equal in
how laborious or demanding their study is, an
exception was made for the [44] which contains an
analysis of 19 873 YouTube videos. For example,
evaluating whether a discussion forum data constitutes
big data by post count alone is difficult as posts’
wordcount can vary from one to over a thousand words
as in [35].
Finally, when working with qualitative big data,
researchers are bound to turn to quantitative methods
to analyse it. Thus, the emphasis was that the data was
qualitative, not the methods. Of the 1876 articles
published in the selected journals between 2017 and
2020, 61 were included in the review. However, due to
space constraints, only the articles seen as the most
versatile and illustrative [36-65] are discussed here.
The complete list of articles is available upon request
from the author.

2.2. Review and coding of articles
A coding scheme captured each article’s keywords
and phrases, data source(s), initial sample size (because
finding relevant data among big data is one of its
challenges), perceived issues and possible mitigation
strategies. Among the 345 keywords “big data”
occurred 11 times (3,2%) and “qualitative” only twice.
Data sources were captured to examine the diversity of
sources – 15 studies collected all of their data from
Twitter and 5 used Twitter data among other sources.
Sample sizes help to ascertain that the study can be
described as big data research. Shorter texts numbered
from hundreds of thousands to millions while longer
texts such as loan applications, petitions and news
articles numbered from 30 000 to 50 000. Perceived
challenges and their counters are vital for the review’s
objective. The challenge might be based on the
research question, stated in the text or be inferred.
Finally, challenges and their solutions were categorized
under common themes.

3. Identified challenges and their counters
It is not customary that articles contain reports on
hardships with data analysis. Thus, identifying issues
often required “reading between the lines” and
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interpreting why certain methods were chosen and
actions taken. For example, when using several
keyword searches and aligning discussion forum data
with other events and by utilizing both automatic textmining tool Leximancer and manually operated NVivo,
McKenna [36] was reducing the dataset to a more
manageable size expressing simultaneously the issue
and its counter.
As per our definition of big data, many of the issues
stem from the fact that datasets are so large, they
cannot be manipulated or analysed manually. Articles
in this review address this either by “making big data
small” by zooming on relevant data or by scaling-up
their qualitative research i.e. annotated ground truth,
with the help of machine learning. Though humans can
account for many issues shown below almost on a
subconscious level, the machine must be explicitly told
how to address each issue. A summary of identified
issues and their counters can be seen in table 1 within
section 3.4.

3.1. Lack of qualitative tools
Large unstructured corpora must be (at least
partially) transformed into structured before
(quantitative) analysis. However, this tends to be
labour intensive (expensive) meaning that the
annotated training data are small compared to the rest
of the data [37]. This is especially true with highly
domain-specific medical information requiring several
expert annotators [59].
Theories guiding the research might also be from
“pre-online times” as observed by [36] with social
movement theories. As noted in [38], there is a need
for future research to “develop new theories for
capturing linguistic and other patterns in the rich,
abundant content generated by ICT communication”.
They also note that a further study combining
quantitative and qualitative analysis is needed of the
factors influencing petition success and recommend
focusing on videos and pictures related to the petitions.
Thus, implying that a qualitative study is needed to
gain more in-depth knowledge. Chen et al. [39] also
call for more field studies, experimental designs and
netnographic studies.
As will be shown in section 3.3., crowdsourcing
has been used with success to annotate data. However,
this seems to be the only qualitative technique used in
these studies in addition to researchers manually
coding training sets themselves. Before new qualitative
tools and theories are developed, a mixed-methods
approach combining both qualitative and quantitative
worldviews could either act as a stopgap solution or as
a foundation on which new approaches can be built. It
is noteworthy, that none of the selected studies

incorporated surveys, interviews or similar measures to
supplement the study.

3.2. Tool induced lack of depth
Qualitative data and research are denoted by “rich
descriptions”, but quantification of qualitative data
reduces this richness. For example, a petition might be
unreasonable to begin with and this is something the
algorithms cannot account for [38]. The unsupervised
tools often focus on term frequencies and might miss
less frequent terms meaning that the result is not
representative of the whole content but a picture of
what is popular [41, 62]. This was solved in [41] by
categorizing content according to its similarities and
then sampling it. Supervised methods, on the other
hand, are limited by the requirement of predefined
number of topics, which is why interesting, hidden
topics could be missed [40]. However, the number of
topics can be tuned to triangulate and address this.
Sentiment analysis is limited to classifying text into
positive, neutral and negative. For example, 43 550
product ideas’ feedback valences were categorized into
positive and negative [42]. What was lost, or at least
left outside of the article, was more detailed
information on the nature and common denominators
of positive or negative feedback. This can be alleviated
(to a degree) by using aspect-based sentiment analysis
to connect the sentiment to a particular aspect [43, 63]
or by using the Apriori algorithm to establish
association rules between sentiments and different
issues [65].

3.3. Noisy data
Although there is noise in both quantitative and
qualitative big data, it can be argued that qualitative
noise can be harder to address. Quantitative methods
have tools to address missing values, outliers and
similar issues. While strongly connected to finding
relevant information, annotating can also be thought of
as a form of noise reduction. Without annotated
“ground truth” or “golden standard” data, many
algorithms lose a lot of their utility. With big data
volumes, even relevant data becomes noise unless it
can be identified.
Informal language, abbreviations, misspellings,
punctuation errors, non-dictionary slang, wordplay,
comparative sentences, negation, transferred negation,
double negation, sarcasm, unwanted languages, spam
and emoticons constitute noise in texts [37, 43, 44].
Words related to the topic could be used in ways that
didn’t necessitate their inclusion adding noise such as:
“I will call you asthma, because you take my breath
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away” [37]. Because the language is continuously
evolving, lexicon- or knowledge-based methods cannot
keep up with it [44].
This noise is often addressed in pre-processing by
reducing messages’ features [45]. Still, uppercase and
extended words (i.e. FUNNYYY, looool) can be used to
decipher sentiment instead of just being removed as
noise [61]. To spot informal language in [64], the data
was verified against a dictionary of 1 million distinct
words to spot the out-of-vocabulary words for further
examination.
Several different conversations might be taking
place within a single thread [46] or the case of
“dynamic truth” where a claim is updated over time
[60] can be difficult for algorithms to identify and
address. When faced with multiple conversations
within discussion forum threads, Abbasi et al. [46]
converted 5 million posts into 26 million sentences
with more focus and consistency. A similar approach
was adopted in [48] when documents were analysed at
a paragraph level to better identify relevant parts.
People use different words to describe the same
topic, meaning that dictionaries might include multiple
synonyms and polysemes which in turn increase
computation requirements. Zhou et al. [47] addressed
this by reducing keyword dimensions from 41 101 to 8
435 with SVD-technique making processing more
efficient. A word might have different sentiment values
depending on the sentence and/or context it occurs, but
some approaches do not consider the order of words.
[48, 63, 64]. Accuracy can be increased by joint
analysis of local (word’s syntactic features) and global
(document, paragraph) contexts [58, 63].
Often some thousands of observations are
annotated by researchers, junior faculty or workforce
recruited from the student population [37, 39, 44, 45,
49, 50]. However, this might not be enough or there is
a need to verify labels [44, 45]. It is also possible to
crowdsource more labels for the training data based on
a small initial dataset coded by the researcher or to
produce a human coded dataset that the algorithm’s
results are compared to. However, crowdsourcing
annotation has challenges regarding label noise,
intercoder reliability and allocation [51, 57].

3.4. Finding relevant data
Big data is voluminous, but again, it can be argued
that challenges with qualitative data are unique
compared to quantitative data which is usually
structured, and it is known what it’s depicting. For
example, for their 10 gigabytes of relevant plain text
data, [52] also collected “a nontrivial amount of
irrelevant data”. Another study [49] managed to
narrow the 1,25 million results for one keyword to 131

759 blog posts for all keywords by using a specialized
search engine. When key terms do not occur
simultaneously, arranging terms under topics can help
to find relevant documents [56, 62]. Although a lot of
research on online health communities (OHC) has used
a manual content analysis approach, the approach
becomes quickly unfeasible when the volume
increases. [39] manually coded 3 086 replies from
OHC’s forum, used them as training data for the
support vector machine, and finally used a trained
classifier to code the remaining replies. Still, a machine
learning approach is not immune to misclassifications
[43].
Liu et al. [44] wanted to study videos uploaded to
YouTube to assess, on a scale, whether they contained
a high or low degree of diabetes-related information.
At the time of the study, YouTube had over 100
million videos. Making use of the videos’ metadata, 19
873 videos of interest were identified using 200
keywords derived from the discussions on OHC. They
also made use of videos’ captions, but those were
available for only 11% of videos in the sample.
Another approach is to align the search with events of
interest. A study of hacker platforms had to locate
relevant content among 2 960 893 posts in 355 222
threads and found posts relevant for the study by
looking for posts with mentions of the same port
numbers listed by threat databases [53]. A similar
approach was adopted by [36] when a search was
centred around game patches.
The use of readymade dictionaries and the creation
of data specific dictionaries are ways to analyse the
contents and to generate keywords. To filter customer
complaints from compliments and messages seeking or
sharing information [50] adopted a lexicon approach
with 326 complaint n-grams and 354 compliment ngrams. Still, general-purpose lexicons might perform
badly in capturing nuances in domain-specific
contexts. Medical dictionaries were needed for
breaking unstructured questions and answers into
entities [59] and mapping health-related terms in
messages against professional health terminologies
[39]. Noting that constructing a dictionary manually
might miss colloquial and informal terms and
necessitate dimension reduction or focusing on a
smaller sample, the Naïve Bayes classifier was used to
create a dictionary based on Yelp reviews [54]. This
way, words such as “pungency” and “wiping nose” that
authors would not have realized to include in the
dictionary, were included.
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Table 1. Identified issues and their counters by theme

Lack of

Finding relevant data

Noisy data

Tool induced lack of depth

qualitative tools

Challenge

Counter

There is no viable way to analyse a large
qualitative corpus without turning it into
quantitative data first.

Use crowdsourcing [45, 50] and mixed-method
approach as a stopgap solution before the
development of new theories and techniques.

When content is classified into three sentiments
(for example) some of the “rich description” is
inevitably lost.

Looking beyond the usual tools [38], generating
dictionaries from the data to supplement readymade
dictionaries [54], using aspect-based sentiment
analysis [43,63] or establishing association rules
between sentiments and issues [65].

Extracting a representative sample, not what is
popular.

Categorizing content based on their similarities
between each other and then taking a sample [41].

Informal language, abbreviations, misspellings,
punctuation errors, non-dictionary slang,
wordplay, emoticons, URLs.

Natural language processing, machine learning and
domain adaptation [37], data pre-processing [45]. Use
a dictionary to check for out-of-vocabulary words [64]

There could be several discussions within one
thread.

Break posts into sentences [46], break the document
into segments to analyse at paragraph level [48].

Consumers may have different search intent and
the keywords they use in their search activities
may reflect this intent.

Focus on the search goal and use a dictionary relevant
to it [40].

Issues relating to <phenomenon> may be
presented in various forms as it is highly likely
that people will use different terms when
referring to the same topic.

Construct the dictionary directly from the text with
Naïve Bayes classifiers and apply SVD [47].

Depending on the context, the words’ sentiment
may change.

Combine sentence-level features (SLF) with domain
sensitive features (DSF) [63].

Manual coding and analysis of data is
unfeasible.

Manually code a small sample and use it to train a
classifier [39] or verify the annotated sample by
crowdsourcing [45]. Use a readymade [50] or custom
dictionary [39, 44, 54, 55] and apply it to the remaining
data.

Relevant search terms do not occur
simultaneously in documents.

Arrange terms under topics and use the topics to find
relevant documents [56, 59, 62].

Identifying posts of interest among millions of
posts on message boards.

Connecting data to other events or sources [36,53].
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A similar approach was adopted in a study on how
information accumulated while helping others affects
the quality of solutions by creating an information
network where individuals were connected based on
115 topics generated from 2 million messages [55].
However, unless the dictionary contains more than
single words (phrases up to two or three words), there
is a risk of oversimplifying the language [54].

4. Discussion
In-line with the general characteristics of big data,
challenges with qualitative big data stem from volume,
variety and veracity. Velocity was not an issue as
studies were mostly backward-looking, collecting data
at certain points rather than continuously. Finding
relevant data and addressing noise can be viewed as
two sides of the same coin. Reducing noise helps to
find relevant data and vice versa. However, the biggest
challenge working with qualitative big data is likely
preserving the richness of data to enable answering the
“why” and the “how” questions.
Due to the nature and aim of this review, the
challenges and their counters presented are mostly very
practical in nature. Still, these challenges and how
researchers choose to address them carry wider
implications for BDR as a whole. What the researcher
keeps as noise and how it is removed is not trivial and
neither is the influence of context. The use of aspectbased sentiment analysis instead of regular sentiment
analysis might preserve more of the data and enable
richer analysis.
Certain methods such as LDA, LSA and SVM
repeatedly show up in the articles. When many studies
use a few selected methods, BDR might risk pipe
vision and research that can only answer certain kinds
of questions and deliver certain kinds of insights. A
mixed-methods approach could be supplemented with
abductive research iterating between discovery and
justification and pragmatist philosophy as suggested by
Lindberg [6] to help maintain the richness of
qualitative data. Abduction would also allow BDRresearcher to address the “why” behind patterns [7].
Abbasi et al. noted that pragmatism (not what people
say, but what they do with language) and languageaction perspective could advance sensemaking in the
social media context [66].
In their paper, Grover et al. [7] raised the issues of
fishing for interesting relationships (r-hacking) and
creating hypotheses after the results are known
(HARKing) as threatening generalizability and value
of results. However, in BDR, the first step might well
be looking at the big picture and then focusing on
interesting relationships. As portrayed in [6], large-

scale patterns and structures are typically analysed with
machine pattern recognition whereas human pattern
recognition is used when zooming in human dynamics.
It is noted in [7] that algorithms can be used to uncover
novel patterns in data to offer initial structural frames
for deeper theory-building via the study of small
samples. Many of the reviewed studies combine human
and machine pattern recognition but do not reflect on
what the findings mean for the theory nor use theories
to guide the annotation process and creation of “ground
truth”. Overall, as expressed in [7], the reviewed
articles focus on “tactical” issues and do not have
strong theoretical underpinnings.

5. Conclusion
The absence of qualitative methods is noticeable in
qualitative big data research. Due to volume and lack
of qualitative tools, unstructured data must be
transformed into structured, reducing the data and rich
descriptions qualitative data is known for. This also
decreases the ability to answer “why” and “how”
questions. There are several sources and forms of noise
and finding relevant data can be difficult.
The usual approach to working with qualitative big
data combines both human and machine pattern
recognition in the form of a hand-coded sample, which
is often verified and/or expanded by a crowdsourced
workforce and used to train a classifier to label
remaining data. Topic modelling, tailored dictionaries
and connecting data to other events help to zoom-in on
interesting phenomena. In addition to these broad lines,
this review describes many “tricks of the trade”
researchers have used to address specific challenges.
The amount of data in the form of texts, videos,
audio and pictures is likely to increase in the future
[67] and the research community must answer this
development. Not necessarily by adapting existing
tools and theories but by creating new ones. Studies
included in this review combine economics, machine
learning, statistical methods, linguistics and many
other fields using method after method and creating
hybrids to address challenges, so it is to be expected
that the new methods to be as complex as well. In the
future, the division between qualitative and
quantitative research might become increasingly
tenuous as posited in [6]. A more sensible division – if
one must be made – might be distinguishing between
small and big data parts for the sake of iteration and
abduction.
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6. Further studies and limitations
After examination of keywords, it becomes
apparent that instead of the type of terms initially tried,
the proper search terms for systematic qualitative big
data review would be sources associated with
qualitative big data (Twitter, Facebook, Youtube,
Amazon, Wikipedia, discussion boards), methods used
to analyse it (text- or opinion-mining, word
embedding, topic modelling, crowdsourcing) or topics
related to consumers and users (e-commerce,
crowdsourcing, reviews, MOOCs) as opposed to
business or professional organizations.
The review is (knowingly) bounded within the ISS
and big data journals. Still, due to the universal nature
of qualitative big data and its challenges, the review
should be expanded to other disciplines such as digital
humanities. Interviewing or surveying researchers
could also yield practical challenges not caught by the
review such as possible lack of necessary skills or
network to engage in big data research or not seeing
the value in it.
We acknowledge several limitations in this paper.
Despite the high initial number of articles, the final
sample was very small. A staged review focusing on
headlines and abstracts has likely missed articles that
should have been included or the 30 000-observation
threshold could have been too high. Many articles were
excluded because the amount of data they used could
not be ascertained. Most of the studies in the review
use texts as their source while video or images are used
by some, but audio is used by none. This might simply
represent the current state of qualitative big data usage
or it might be a result of sampling.
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