Using the finite Zak transform (FZT) periodic polyphase sequences satisfying the ideal cyclic autocorrelation property and sequence pairs satisfying the optimum cyclic cross correlation property are constructed. The Zak space correlation formula plays a major role in the design of signals having special correlation properties. Sequences defined by permutation matrices in Zak space always satisfy the ideal cyclic autocorrelation property. A necessary and sufficient condition on pairs of permutation matrices in Zak space such that the corresponding pairs of sequences satisfy the optimum cyclic correlation property is derived. This condition is given in terms of a collection of permutations, called * -permutations. The development is restricted to the case N = L 2 , L an odd integer. An algorithm for constructing * -permutations is provided.
Introduction
In this work we use the finite Zak transform (FZT) to construct periodic polyphase sequences satisfying the ideal cyclic autocorrelation property and sequence pairs satisfying the optimum cyclic cross correlation property. In communication theory these sequences are called Z q -sequences. Their correlation properties have been extensively studied in [1, 2, 3, 5, 8] . A detailed treatment of Z qsequences and their application to spread spectrum can be found in [4] . The approach in these works has the merit that it is direct.
The approach in this work is based on designing periodic sequences in Zak space (ZS). The ZS correlation formula plays a major role in the design of signals having special correlation properties.
Sequences defined by permutation matrices in ZS always satisfy the ideal cyclic autocorrelation property. The analogous result proved directly in communication theory can be found in [2, 3] . We will derive a necessary and sufficient condition on pairs of permutation matrices in ZS such that the corresponding pairs of sequences satisfy the optimum cyclic correlation property. This condition is given in terms of a collection of permutations, called * -permutations. The development is restricted to the case N = L 2 , L an odd integer. We will show examples and provide an algorithm for constructing * -permutations. We believe this concept to be new. The main consequence is that we can construct significantly larger collections of sequence pairs satisfying the optimal correlation property than those constructed in [5] .
The following notation and elementary results will be used throughout this work. A vector x ∈ C N is written
We will also denote vectors in C N by capitals such as X and Y . The inner product of two vectors x and y in C N is
where * denotes complex conjugation. e 
F is the N -point Fourier transform matrix
The N × N time reversal matrix R N is defined by
F and R N are related by
We also have R 2 N = I N , the identity matrix, and
As a result
S N is the N × N cyclic shift matrix defined by
D N is the diagonal matrix defined by
N .
An important result is
Linear combinations of vectors and matrices will be used. For example
1 N is the vector in C N all of whose components are 1. E(L, K) is the L × K matrix of all ones. P erm(N ) is the group of permutations of the set
where X n , 0 ≤ n < N is the n-th column vector of X, and for π ∈ P erm(N ) we define
Cyclic Correlation
We identify C N with the space of periodic complex sequences of period N .
x • x is called the cyclic autocorrelation of x, while if x and y are distinct, x • y is called the cyclic cross correlation of x and y.
A vector x ∈ C N satisfies the ideal cyclic autocorrelation property if
where ||x|| is the norm of x. Set v = x • y. If x and y satisfy the ideal cyclic autocorrelation property, then we must have [6]
A pair of vectors x, y ∈ C N satisfying the ideal cyclic autocorrelation property satisfies the optimum cross correlation property if
In this case we say that the pair (x, y) satisfies the ideal cyclic correlation property.
Zak space correlation formula
The finite Zak transform (FZT) of a vector determines a two-dimensional time-frequency representation of the vector called the Zak space representation. In this section we define the FZT and derive the ZS correlation formula.
We called the vectors
No computations are involved. It is simply a data rearrangement. For the remainder of this work, F is the L-point Fourier transform matrix. Define
Example 1 N = 9 and L = K = 3.
Permutation Waveforms
In this section we use the ZS correlation formula to derive correlation properties of signals whose ZS representations are permutation matrices. Set N = L 2 , E = I L and
we have V k = 0, 1 ≤ k < L, proving the following result.
and e π satisfies the ideal cyclic autocorrelation property.
* -Permutations
In this section we determine a necessary and sufficient algebraic condition on a permutation pair (π, σ) such that (e π , e σ ) satisfies the ideal cyclic correlation property. This condition is given in terms of a collection of permutations, the * -permutations. For an odd integer L the collection of * -permutations is nonempty. Details are given in the next section. For even L it is likely, but not proved, that the collection of * -permutations is the empty set. Suppose γ ∈ P erm(L), and define the subsets
where m − k is taken modulo L. Setting
Proof By linearity of T r
is the L × L matrix of all ones. The theorem follows from
The following corollary will be useful in describing the sets ∆ k (γ), 0 ≤ k < L, when γ is a * -permutation.
γ 1 + γ 2 is a mapping from Z/L into itself, but is not necessarily a permutation. Denote the identity permutation in P erm(L) by π 0 . γ is called a * -permutation if π 0 − γ is a permutation. Since
γ is a * -permutation if and only if γ −1 is a * -permutation. For odd L, there always exist * -permutations. The mapping
For the rest of this section γ is a * -permutation. Since γ −1 is a * -permutation
and π m is a * -permutation. This means
which by Theorem 3 implies the following result.
Theorem 4 If γ is a * -permutation, then
The converse of Theorem 4 is also true. Suppose σ ∈ P erm(L) and
This implies that
and we can form the permutation
is a permutation, σ −1 and σ are * -permutations, proving the converse.
Theorem 5 Suppose π, σ ∈ P erm(L) and γ = π −1 σ. The sequence pair (e π , e σ ) satisfies the ideal correlation property if and only if γ is a * -permutation.
Set Λ L equal to the set of * -permutations in P erm(L). For σ ∈ Λ L the set of pairs of permutations
determines a set of pairs of sequences {(e π , e πσ ) : π ∈ P erm(L)} satisfying the ideal cyclic correlation property.
Suppose
where E π is the L×L permutation matrix corresponding to π ∈ P erm(L) and D is a K ×K diagonal matrix whose diagonal entries have absolute value one. Example 2 π = π 0 , R = 2. The condition in Theorem 6 is
One class of solutions is given by setting
6 Golay pairs
The problem is to determine the collection of all permutation pairs (
1 σ 1 is a * -permutation and
where
Given such a permutation pair (π 1 , σ 1 ), the pair (x, y), where
and
As in Section 5, the sum and difference of permutations is taken modulo L. We will have v = v 1 if the following two conditions are satisfied.
We can have v = v 1 under other conditions, but we will only discuss this case. Given a permutation pair (π, σ) such that γ = π −1 σ is a * -permutation, we say that a permutation pair (π 1 , σ 1 ), such that γ 1 = π −1 1 σ 1 is a * -permutation satisfies condition A with respect to (π, σ) if
This statement is equivalent to condition A above. Algorithm A (π, σ) is a permutation pair such that π −1 σ is a * -permutation. The algorithm computes a permutation pair (π 1 , σ 1 ) such that π • Compute π 1 = ππ m π −1 m 1 .
• Compute σ 1 = π 1 π m 1 (π m 1 − π 0 ) −1 .
Since π m 1 is a * -permutation, σ 1 is a well-defined permutation. 
