ABSTRACT
Introduction
In order to meet ever increasing performance demands modern aircraft are being designed lighter than ever before. This weight efficiency usually leads to more slender structural components. Slender structures are susceptible to instabilities, particularly buckling, which can occur well before strength limits are reached. The nonlinear vibration of buckled structures may also lead to a large variety of chaotic and periodic oscillations. We are primarily interested in the circumstances under which a curved structure is forced to its inverted configuration, as shown in Fig. 1 
(a) and (b).
Snap-through buckling is a particular type of instability where the structure snaps from one state to another (remote) state. Such large deflections pose a hazard since they can exacerbate fatigue [1, 2] . The two primary types of snap-through buckling, post buckled/bifurcated snap-through and limit point snap-through, are shown in parts (c) and (d) of Fig. 1 [3] .
Limit point buckling occurs in structures where the stiffness decreases (with increasing loading) to a vanishing point, i.e., a horizontal tangency in the force-deflection relation (as shown in Fig. 1(c) ). At the limit point the structure jumps to the remaining stable equilibrium. At loads below the limit point the structure may also snap-through under external perturbations. Postbuckled snap-through occurs in axially loaded structures, where a structure snaps between the two (often) symmetric buckled states under some perturbation, for example, from point δ e to δ * e in Fig. 1(d) . Postbuckled snap-through typically occurs after pitchfork buckling; and it often requires that the structure first be loaded to a buckled configuration (as shown in Fig. 1(d) ). Related behavior can also occur in aircraft surface panels that may buckle due to thermal loading, [4] [5] [6] .
When a structure with an underlying snap-through static behavior is subjected to excitation, then highly nonlinear oscillations are possible. In order to gain phenomenological insight into this type of response and enable relatively unambiguous experimental verification we introduce a very simple single degree of freedom (SDOF) discrete structural system (Fig. 2) . This system, for a certain induced pre-stress through the axial spring 2k s , and a(t) = constant (i.e., the actuator is held in a fixed position), possesses two symmetric static equilibria, θ = ±θ e . Furthermore, when the system is subject to 'lateral' excitation a(t), we observe the possibility of complicated behavior involving motion that is heavily influenced by the locations of the underlying equilibria. A key aspect of this form of dynamic buckling is the existence of an unstable equilibrium between the stable states. These unstable equilibria define the basins of attraction for the stable states. Hence, the energies of the stable and unstable states may be useful for distinguishing between trajectories that snap from those that do not. The static equilibria, both stable and unstable, are therefore of great importance in studying the systems' forced dynamics. This system will be scrutinized using classical analysis techniques as well as experimental verification to shed light on the issue of dynamic snap-through in the larger context of aircraft structural components. Later work will focus on the multi-degree-of-freedom system, in which mode shapes, asymmetric behavior, etc. will be important features.
Single degree of freedom systems, particularly ones with Duffing-type potential wells, are well represented in the literature. An excellent review of the behavior of the forced Duffing oscillator is available in [7, 8] . The route to potential well escape (i.e., snap-through for a mechanical system) is studied in [9] using Melnikov theory. Melnikov theory is also used in [10] to give a criterion for the existence of chaos in quasi-periodically forced Duffing oscillator. An SDOF structure with an underlying Duffing potential well was studied in [11] . This paper discusses the use of homoclinic orbits as the bifurcation indicator in an unforced system, and bifurcation to and from chaos with respect to harmonic forcing parameters. A (modified) Duffing oscillator was studied numerically in [12, 13] . In the vicinity of basin boundaries, small changes in initial conditions, parameters, or indeed in the numerical algorithm used, may lead to different attractors. A study of the bifurcations in forcing parameter space, similar to the goal of this research, is done in [14] . This work produced approximate analytical boundaries separating bounded from unbounded motion.
Experimental Setup
Shallow arches typically snap-through in a symmetric mode shape [15] [16] [17] [18] [19] , and thus a SDOF link arch may be used to qualitatively model this behavior. For deeper arches, i.e., arches with a higher rise-to-span ratio, an asymmetric mode of buckling is typically encountered. Figure 3 is a photograph of the experimental SDOF link model tested. The two link arms were both carbon fiber and had a length of 32.4 cm and a mass of 41g. The center joint had a mass of 166g and the slider had a mass of 1260g. Note that the system was set up horizontally on a test bed and hence force due to gravity was out of the plane of the system dynamics.
The two axial springs are an essential component of the structure and result in the underlying multivalued potential energy surface which mimics a shallow arch. As a practical consideration it was decided to use two opposing mutually pretensioned springs (each with k s = 74 N/m) to avoid inducing compressive forces, which would of course buckle the springs. The two transverse springs connected to the center joint provided a transmitted force to the system via the displacement of the opposite end of the active spring, k a . The displacement was provided by a Scotch-yoke mechanism moving with an approximately sinusoidal motion [8] . The second (anchor) spring, k p , ensured a pre-tension in the active spring. The active and anchor springs had stiffnesses of k a = 38 N/m and k p = 23 N/m respectively. The control parameters for the system were the Scotch-yoke amplitude and frequency which equate to the forcing amplitude and forcing frequency of the system.
The most natural generalized coordinate for this system is the angle of the link arm on the non-sliding side of the structure. This angle, θ, was measured using a high speed camera (Prosilica GC640). The arm position, and hence the angle, was obtained by locating a small white target on the link arm (see Fig. 3 ) by its contrast with the background using LabVIEW software. This process was done in real-time for each frame taken by the camera, providing a time series of the arm angle. Experimental results are discussed later in sections 4 and 5.
Modeling
A numerical model was developed to compare with the experimental results. Referring back to Fig. 2 , we model the discrete dynamic system using an energy approach. Here, m b is the mass of the link arms, m c is the mass of the center joint (assumed to be a point mass), m s is the mass of the slider assembly and joint, L is link length, k s are the lateral structural spring stiffnesses, k a is the active spring stiffness, k p is the anchor spring stiffness, and θ is the angle of the link arm on the non-sliding side. The spring masses were considered negligible. The displacement at the end of the active spring a(t) is transmitted as a force through the active spring to provide the system forcing. The angle θ 0 is the unforced equilibrium angle, i.e., the angle of the stable equilibrium with the forcing in the neutral position. Once again the effect of gravity is ignored in the analysis since the experimental system was laying flat. The kinetic and potential energies, along with the energy dissipation of the system are given by T (θ,θ,t) =
where
The masses of the springs were small and their contribution to the kinetic energy was neglected. The slider mechanism was by far the largest contributor to the damping of the experimental system; therefore the dissipation function F was set to be a function ofẋ s only. The angle θ 1 is the angle at which the two lateral structural springs were in equilibrium. This is the angle at which the potential energy of these two springs is at a minimum, i.e., the stable equilibrium of the system if the transverse (forcing) springs were removed. However the equilibrium states observed experimentally are at the stationary points of the total potential energy [20] . The two angles θ 0 and θ 1 are related by the expression
Note that the two forcing springs, k a and k p , were set to be in equilibrium for θ = 0. The potential and kinetic energy equations may be substituted into the Euler-Lagrange equation [21] d dt
to yield the equation of motion of the system:
The damping coefficient β (Kg/s) was determined by fitting a simulated (using fourth-order Runge-Kutta time stepping of Eq. (4) with ∆t = 0.001 s) free decay response with the experimental response. In order to check the numerical stability of the Runge-Kutta routine it was also compared with simulations done using the NDSolve function available in Mathematica, with excellent agreement. Figure 4 (a) shows this comparison between simulated and experimental time series (for θ 0 = 26.0 o and θ 1 = 36.2 o ). We note that the agreement is good, despite the large-amplitude, snap-through characteristic of the free decay. Parts (b) and (c) of this figure show the sensitivity of the simulation error norm (calculated as the average of the absolute difference between simulated and experimental time series up to t = 6 s) as a function of β. Part (b) is for the large amplitude experimental data points shown in part (a). The large jumps in the error occur because as the damping is changed the system will snap-through either too often (damping too low), or not enough (damping too high). The lower error region near β = 0.65 occurs because the system in fact snaps-through an extra two times and therefore returns to the same side as the experimental data so the error is actually lower than for higher values of β where only one extra snap event occurs. This leads to a smaller error norm even though it is less accurate. Note that although the system seems to be very sensitive to the damping coefficient, this plot corresponds to a single experimental time series. Finally part (c) shows a similar sensitivity study done using a small non-snapping free decay, which shows a clear minimum. Parts (a) and (b) hint that an optimal damping is approximately β = 1.2, whereas part (c), for the small amplitude decaying oscillation, has a optimal value closer to β = 1.3. This indicates that the system damping is slightly larger for small oscillations. However, since the results to be shown tended to be dominated by large amplitude oscillations the value β = 1.2 was used throughout. The model could be refined by including the effects of Coulomb damping such as in [22] , where Coulomb friction is shown to induce follower forces on the system. However, due to the overall excellent agreement between the experimental and numerical results shown later, it was decided that the viscous friction used in the model is accurately portraying the system dynamics in general, including energy dissipation.
Equilibria and Stability
The static force-displacement relationship may be obtained by finding the static force (or in this case static displacement a(t) → a e ) and angle θ e for which the potential energy of the system exhibits a stationary point. The force-displacement relationship is given by
According to the theorem of minimum potential energy the stability of the equilibria are given by the sign of the second derivative of the potential energy function [20] . A positive (negative) second derivative implies a minimum (maximum) potential and hence stable (unstable) equilibrium. An equivalent approach is to investigate the local natural frequency of the system for small oscillations about the equilibria under the static load being considered [3, 23] . This method is preferred because unlike potential energy it is easy to directly measure the response frequency of an experimental system. The natural frequency may also be of interest in its own right. The sign of ω 2 determines stability, i.e., if ω 2 > 0 then disturbances do not grow in time. Linearizing the equation of motion about a static equilibrium position θ = θ e under a static load a(t) = a e produces the equation of a simple harmonic oscillator from which the undamped natural frequency is easily determined to be
where the numerator is the second derivative of the potential energy. Given that the denominator of equation (6), i.e., the inertia, is positive definite, this result is clearly in agreement with the theorem of minimum potential energy. Figure 5 shows the relationship between the force (static displacement of the actuator a e ), displacement, and local natural frequency for both the experimental system and the analytical model (for θ 0 = 26.0 o and θ 1 = 36.2 o ). The experimental response frequency is necessarily the damped natural frequency, whereas in the analytical result is the undamped natural frequency. However, because the damping is relatively small these two values are still very close. For the experimental results there are no data points in the unstable region given that these equilibria cannot be observed. However the agreement is excellent in the stable region.
The static equilibria of dynamical systems, and underlying potential energy, give much insight into the dynamic response, i.e., they act as an organizing framework for the nonlinear behavior. If the system is subject to periodic excitation, they also influence large amplitude snap-through oscillations and highly nonlinear global behavior. This will be considered in the next section.
Dynamic Response
The forced dynamic response of the system was simulated by applying a fourth-order Runge-Kutta time stepping scheme on Eq. (4) with a(t) = A sin Ωt. Figure 6 shows some typical periodic responses from the system in Fig. 5 (numerical simulation in parts (a) and (b) and experimental in parts (c) and (d)). Each time series was produced with a forcing amplitude effectively translates to a moving restoring force, but superimposing the phase trajectories in this way gives a clear indication of whether the system is oscillating about, or snapping between, the two sides of the system. It is interesting that there is better agreement between the numerical and experimental results for the large snap-through motion in Fig. 6 (b) and (d) than for the small non snap-through motion in (a) and (c). It is likely that this is due to some nonlinear damping effects that were not included in the model, particularly Coulomb damping (already discussed earlier), which has a more pronounced effect on slower motions. Figure 7 shows several time series from simulation (a-d) and experiment (e-h), this time for a more shallow angle θ 0 = 15.0 o (θ 1 = 29.9 o ) and A = 1.10 cm (compare with A snap ≈ 1.56 cm). The relatively simple 'period-one (P1)', periodic responses shown in parts (a,b,e,f) correspond to a forcing frequency of Ω = 4.9 rad/s, i.e., they co-exist at this set of parameter values, and which attractor occurs depends on the initial conditions. This aspect of the behavior will be revisited a little later.
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The non-simple but still periodic responses shown in parts (c and g) are not quite the same. The numerical result shown in part (c) occurred for Ω = 7.6 rad/s and can be characterized as a 'period-four (P4)' oscillation, i.e., it repeats itself every four forcing cycles. The experimental result shown in part (g) is for a slightly different forcing frequency (Ω = 7.9 rad/s) and is in fact a P5 oscillation. The chaotic behavior for the numerical result (part d) corresponds to Ω = 7.8 rad/s and the experimental result (part h) corresponds to Ω = 8.1 rad/s. These values are very close to those used to generate the time series in parts (c and g), thus suggesting a parameter sensitivity in this range.
The frequency content of these time series (see Fig. 8 for the more interesting time series) can be quite useful in assessing certain qualitative features of the dynamics. They can also assist in determining whether the system is exhibiting snap-through oscillations, since it is typically somewhat difficult to consistently distinguish between trajectories that snap- through from those that do not. The broadband nature of the discrete Fourier transform (DFT) of a time series is of course a well-established signature of chaos. Figure 9 contains a 'bifurcation' diagram of snap-through behavior as a function of forcing frequency with (θ 0 = 15.0 o , A = 1.10 cm). Parts (a) and (b) show the number of snap-through events per forcing cycle from simulation and experimental results, respectively. A snap-through event was considered to be any crossing of the state θ = 0. This definition of snapthrough works relatively well for the system because the unstable equilibria does not change significantly with the forcing. Each data point in part (a) indicates the result of one simulation with the snap-through events per forcing cycle being averaged over 1000 forcing cycles after the transients were given sufficient time to decay. The plot was created by running 10 simulations with random initial conditions for 100 forcing frequencies to capture co-existing attractors. The experimental data points were instead obtained by a performing a moving average of the number snap-through events per forcing cycle on a sweep-up followed by a sweep-down through forcing frequency. The sweep-up and -down primarily differ in the region below Ω = 6.2 rad/s where the sweep-up did not snap-through and the sweep-down did. The responses that snap-through twice per forcing cycle indicate a snap-through in-phase with the forcing, i.e., P1 snap-through (see Fig. 7 (b and f) for example time series). The responses with intermediate occurrences of snap-through indicate responses with occasional, or sporadic, snap-through, which may occur in higher-period periodic behavior (Fig. 7(c and g) ) and chaotic behavior (Fig. 7(d  and h) ). Figure 9 (c) shows the likelihood (via simulation only) of the system response converging to one of the three competing types of behavior seen it parts (a) and (b), where green corresponds to no snap-through, red corresponds to P1 snap-through, and blue is higher-periodic or chaotic (less frequent) snap-through. The likelihood was measured by running 100 simulations at random initial conditions at each frequency. This method may be more difficult to apply to higher dimensional systems as the separatrices are typically more complex and may be more dependent on the system forcing. However, in this relatively simple system it gives a straightforward interpretation of a potentially onerous event (snap-through) and thus useful data to inform practical issues including life-time fatigue predictions.
Another approach might be to observe some kind of energy measure of a given response. For a system to snap-through it is postulated that the external forcing must add a sufficient amount of energy to the system. Figure 10 shows the average kinetic energy over a span of forcing cycles against the forcing frequency for the same parameters as Fig. 9 . The experimental data points were obtained by first sweeping slowly up, then down, through forcing frequency. The agreement between the experimental and numerical results is excellent, with only a slight horizontal shift in the data points.
One anticipates that the average kinetic energy of a system would be much larger for trajectories that traverse across the unstable equilibria than for those that oscillate about a single equilibria; however this detection is made more difficult by responses that only occasionally snap-through. This typically occurs with very high periodic, or more often, chaotic responses, which prevail for much of the right half of the energy plots. This makes the determination of chaos another important aspect of the analysis, especially since it is known that single well chaos is relatively rare [24] .
The standard method of identifying chaos is to determine the Lyapunov spectrum of the system. Lyapunov exponents (LE) are however relatively difficult to determine from experimental data [25] . Figure 11(a) shows the LE obtained from the simulation of equation (4) (using the method in [26] ) against forcing frequency. The data points were produced by running 10 simulations for different random initial conditions at 100 frequencies to make it possible to capture co-existing attractors. When comparing with Fig. 10 it appears that most of the chaotic responses of the system occur for snap-through trajectories.
An alternative approach is introduced in [27] , whereby the number of distinct frequency spikes (peaks on the DFT, above a certain threshold) of a dynamical system are plotted against the parameter used for the simulation/experiment. There is typically a clear dichotomy in the number of peaks for a chaotic response with a broadband spectrum and a non-chaotic response with a finite number of peaks, making identification of chaos possible. Figure 11(b) shows the identification of chaos using this peak count method. In these results 10 simulations with randomly generated initial conditions were run at 100 forcing frequencies. It is confirmed that the chaotic responses are almost entirely within the region of high energy response.
An interesting 'second-order' feature in these plots is an assessment of how chaotic a signal might be. Two sample time series (indicated by the vertical dashed red lines) are also shown in Fig. 11(c) and (d) . Part (d) corresponding to Ω = 7.6 rad/s shows a slightly stronger periodicity than the time series shown in part (c) (Ω = 7.0 rad/s): the second half of the time series appears nearly periodic, this short term periodicity is ubiquitous throughout the time series as the trajectory appears to spend more time oscillating about (rather than between) the underlying static equilibria. When subject to the LE algorithm this periodic signature results in a slightly less positive LE, and there are a few less spectral peaks occurring above the threshold. It is not uncommon for a chaotic trajectory to spend periods of time in a near-periodic state (a typical chaotic attractor has embedded within it many unstable periodic orbits). It was also just mentioned that in certain (relatively small) regimes of forcing frequency co-existing oscillations occur. In order to illuminate this feature, Fig. 11(e) shows the outcome of 100 simulations using randomly generated initial conditions, in which the percentage of numerical simulations that lead to chaos is charted for both the LE (dashed black line) and the peak-count (solid green line) approaches. Clearly, both criteria are effective in distinguishing chaotic from non-chaotic motion. Outside of this range of forcing frequencies the behavior was typically non-chaotic, although co-existing attractors could still exist, and the periodic motion could be either small-amplitude (contained within the vicinity of an equilibrium), or relatively large-amplitude (cross-well) motion.
The same approach was also applied to the experimental system. Figure 12 shows bifurcation diagrams, based on 18 tests, in terms of chaotic vs. non-chaotic behavior. The computation of the largest Lyapunov exponent (λ) is based on a standard algorithm [28] in which a time series is assessed in terms of the exponential rate at which nearest neighbors tend to evolve in time. This can be a sensitive undertaking, for example, part (a), for Ω = 6.518, and (b), for Ω = 8.140 of Fig. 12 show how the approach requires a linear fit. This is by no means straightforward. The red dashed lines in (a) and (b) show an approximately exponential divergence (the y-axis is a log-scale) for short time evolutions. However, the response in part (a) is characterized by a very small slope and corresponds to a periodic oscillation, whereas the case in part (b) is more convincingly positive and corresponds to a chaotic oscillation. Part (c) of this figure summarizes this behavior, and part (d) shows the equivalent results based on the peak count criterion. The red dashed lines in these parts show the specific frequencies at which the snapshots were taken for parts (a) and (b). The peak counts approach appears to be more robust and easier to apply than the conventional LE approach. The agreement with the numerical results is quite good. The bifurcations are slightly shifted, however the progression and even some of the periodic windows are still captured.
Conclusions
Snap-through buckling is investigated on a SDOF system. Some aspects of the underlying force-deflection and free vibration behavior of the system are described. Under the action of periodic excitation, the focus of interest shifts from equilibria to oscillatory behavior. In a broad sense, the behavior of the forced system can be divided into regimes of either small-amplitude or large-amplitude behavior. This latter response can be associated with snap-through behavior -an often highly undesirable behavior in many structural applications. Alternatively, the behavior can be divided into regimes of chaotic and non-chaotic behavior. Chaos is commonly associated with snap-through behavior but they are not necessarily the same thing. A promising method of distinguishing between small-and large-amplitude responses based on average total energy is introduced and applied to the system with good agreement between experimental results and the numerical model. Another method based on distinguishing between chaotic and non-chaotic responses is also proposed. In general, this work provide a useful overview of how snap-through behavior depends on the forcing parameters. 
