Abstract. In this paper we prove an invariant Harnack inequality on Carnot-Carathéodory balls for fractional powers of sub-Laplacians in Carnot groups. The proof relies on an "abstract" formulation of a technique recently introduced by Caffarelli and Silvestre. In addition, we write explicitly the Poisson kernel for a class of degenerate subelliptic equations in product-type Carnot groups.
Introduction
In Euclidean spaces, fractional operators have been studied in connection with different phenomena that can be described as isotropic diffusion with jumps. We mention, for instance, the thin obstacle problem, phase transition problems, and the study of a general class of conformally covariant operators in conformal geometry: see, for instance, [6] , [32] and [9] . Typically, these problems can be reduced, in their simplest form, to the study of the equation (1) (−∆) γ/2 u = f in R n , where 0 < γ < 2. We remind that the fractional Laplacian in (1) is a nonlocal operator (even more: it is a antilocal operator, see [30] ). Nevertheless, solutions of (1) share some properties of the solutions of elliptic equations. More precisely:
• (−∆) γ/2 is the infinitesimal generator of a Feller semigroup {T t } t>0 . This means that, if 0 ≤ f ≤ 1, then 0 ≤ T t f ≤ 1 for t > 0. By a classical result (see P. Lévy [26] , G. A. Hunt [24] , Courrège [10] and Bony-Courrège-Priouret [3] ), this is equivalent to say that (−∆) γ/2 belongs to a larger class of pseudodifferential operators satisfying the so-called positive maximum principle. We refer to [10] and [3] for an exhaustive discussion; here we restrict ourselves to stress that the positive maximum principle is not the usual maximum principle of potential theory.
• recently, L. Caffarelli & L. Silvestre [5] proved that functions u that are positive on all of R n and solve the equation (−∆) γ/2 u = 0 in an open set Ω ⊂ R n satisfy an invariant local Harnack inequality. Their technique relies on an extension (or 'lifting") procedure, showing ultimately that u can be extended to a functionṽ on R n+1 satisfying a (degenerate) elliptic differential equation. We remind also that related results have been proved by different methods by N.S. Landkof [25] and K. Bogdan [1] .
On the other hand,
• Hunt's theorem in [24] applies to a larger class of differential operators in Lie groups; • sub-Laplacians in Carnot groups (i.e. in connected and simply connected stratified nilpotent Lie groups) exhibit strong analogies with classical Laplace operator in the Euclidean space (for instance Harnack inequality, maximum principle, existence and estimates of the fundamental solution).
It is therefore natural to ask whether Caffarelli & Silvestre's approach can be adapted to prove a Harnack inequality for subelliptic fractional equations of the form
where L is a (positive) sublaplacian in a Carnot group G. In fact, an "abstract" extension technique akin to that of CaffarelliSilvestre has been recently developed in a general setting by Stinga & Torrea in [35] , under very mild hypotheses on the operator L. In particular, they obtained the Harnack inequality for the (fractional) harmonic oscillator. In addition, using analogous arguments, Stinga & Zhang [36] proved a Harnack inequality for a larger class of fractional operators, containing, for instance, Ornstein-Uhlenbeck operators. However, we stress that subelliptic operators in Carnot groups, though, as a matter of fact, fitting in the wide class of "degenerate elliptic operators", do not belong to the class of degenerate operators considered in [36] . Indeed, the degeneration considered in [36] is described by means of A 2 -weights that may vanish only on sets of finite Lebesgue measure. On the contrary, subelliptic Laplacians, when considered as degenerate elliptic operators, may in fact degenerate on all the space. In other words, the degeneration induced by weights is a "degeneration of the measure", whereas subelliptic Laplacians could be considered as LaplaceBeltrami operators for a degenerate geometry.
Typically, if we forget the potentials, operators as in [36] have the form
in R n , whereas, the simplest instance of our operators is provided by the fractional sub-Laplacian of the first Heisenberg group H 1
in R 3 . Some comments in this sense can be found already in [16] .
In this paper we further develop the idea of an abstract approach to the problem. However, the setting of Carnot groups, with a natural notion of group convolution, makes possible to recover, starting from the abstract representation in terms of the spectral resolution, another explicit form of the fractional powers (in terms of convolutions with singular kernels), as well as of the lifting operator (in terms of the convolution with a suitable Poisson kernel).
We like also to mention that, in the special case of Heisenberg groups, an explicit representation of the Poisson kernel is given also in [21] through different methods (group Fourier transform).
To state our main result, we need preliminarily to remind that in any Carnot group we can define a left-invariant distance d c (the so-called CarnotCarathéodory distance) that fits the structure of the group. If we denote by B c = B c (x, r) (x ∈ G and r > 0) the metric balls associated with d c and by W s,2 G the Folland-Stein Sobolev space in G (see Section 1 for details), then the Harnack inequality for fractional sub-Laplacians takes an invariant intrinsic form. More precisely, we have:
Then there exist C, b > 0 (independent of u) such that the following invariant Harnack inequality holds:
Let us sketch briefly the main features of our proof. Basically, still following [5] , its core consists in the construction of a L-harmonic "lifting" operator u = u(x) → v = v(x, y) from G to G × R + by means of the spectral resolution of L in L 2 (G) in such a way that u is the trace of the normal derivative of v on y = 0. If, in particular, a = 0, then this operator is nothing but the semigroup generated by −L 1/2 .
Subsequently, as in [5] , we show that, if L 1−a 2 u = 0 in an open set Ω then its lifting v can be continued by parity across y = 0 to a weak solutionṽ of the equationLṽ := −|y| a Lṽ + ∂ y (|y| a ∂ yṽ ) = 0.
In addition we show that the lifting operator can be also written as a convolution operator with a positive kernel P G , that is written explicitly. Thus v ≥ 0 if u ≥ 0 on all G, and therefore our problem reduces to prove Harnack inequality for a weighted sub-elliptic differential operator. The construction of P G not only yields the possibility of replacing the assumption u ∈ W 1−a,2 G (G) by some weaker assumptions on the behavior of u at infinity (in the spirit of some remarks in [5] ), but provides an explicit form for the Poisson kernel P G (·, y) in the half-space G × (0, ∞) forL. More precisely, if we denote by h(t, ·) the heat kernel associated with −L as in [13] , then
where
A similar formula appears in [35] , but, as long as we know, this representation is new for sublaplacians in Carnot groups. The paper is organized as follows: in Section 2 we fix our notations for Carnot groups and for Harnack inequality in this setting; in Section 3 we collect some more or less known results on fractional powers of sub-Laplacian in Carnot groups and we prove different representation theorems. Finally, in Section 4 we prove our main results.
Preliminary results
A connected and simply connected Lie group (G, ·) (in general non-commutative) is said a Carnot group of step κ if its Lie algebra g admits a step κ stratification, i.e. there exist linear subspaces V 1 , ..., V κ such that
where [V 1 , V i ] is the subspace of g generated by the commutators [X, Y ] with X ∈ V 1 and Y ∈ V i . The first layer V 1 , the so-called horizontal layer, plays a key role in the theory, since it generates g by commutation.
For a general introduction to Carnot groups from the point of view of the present paper, we refer, e.g., to [2] , [14] and [34] .
Set m i = dim(V i ), for i = 1, . . . , κ and h i = m 1 + · · · + m i , so that h κ = n. For sake of simplicity, we write also m := m 1 . We denote by Q the homogeneous dimension of G, i.e. we set
If e is the unit element of (G, ·), we remind that the map X → X(e), that associate with a left-invariant vector field X its value at e, is an isomorphism from g to T G e , in turn identified with R n . From now on, we shall use systematically these identications. Thus, the horizontal layer defines, by left translation, a fiber bundle HG over G (the horizontal bundle). Its sections are the horizontal vector fields.
We choose now a basis e 1 , . . . , e n of R n adapted to the stratification of g, i.e. such that e h j−1 +1 , . . . , e h j is a basis of V j for each j = 1, . . . , κ.
Then, we denote by ·, · the scalar product in g making the adapted basis {e 1 , . . . , e n } orthonormal. Moreover, let X = {X 1 , . . . , X n } be the family of left invariant vector fields such that X i (e) = e i , i = 1, . . . , n. Clearly, X is othonormal with respect to ·, · .
A Carnot group G can be always identified, through exponential coordinates, with the Euclidean space (R n , ·), where n is the dimension of g, endowed with a suitable group operation. The explicit expression of the group operation · is determined by the Campbell-Hausdorff formula.
For any x ∈ G, the (left) translation τ x : G → G is defined as
For any λ > 0, the dilation δ λ : G → G, is defined as
where d i ∈ N is called homogeneity of the variable x i in G (see [14] Chapter 1) and is defined as
Through this paper, by G-homogeneity we mean homogeneity with respect to group dilations δ λ (see again [14] Chapter 1).
The Haar measure of G = (R n , ·) is the Lebesgue measure in R n . If A ⊂ G is L-measurable, we write |A| to denote its Lebesgue measure. Moreover, if m ≥ 0, we denote by H m the m-dimensional Hausdorff measure obtained from the Euclidean distance in R n ≃ G.
The following result is contained in [14] , Proposition 1.26.
Proposition 2.1. If j = 1, . . . , m, the vector fields X j have polynomial coefficients and have the form
where the p j,k are G-homogeneous polynomials of degree
Once a basis X 1 , . . . , X m of the horizontal layer is fixed, we define, for any function f : G → R for which the partial derivatives X j f exist, the horizontal gradient of f , denoted by ∇ G f , as the horizontal section
Following [14] , we also adopt the following multi-index notation for higherorder derivatives. If I = (i 1 , . . . , i n ) is a multi-index, we set
n . By the Poincaré-Birkhoff-Witt theorem (see, e.g. [4] , I.2.7), the differential operators X I form a basis for the algebra of left invariant differential operators in G. Furthermore, we set |I| := i 1 + · · · + i n the order of the differential operator X I , and d(I) := d 1 i 1 + · · · + d n i n its degree of G-homogeneity with respect to group dilations. Let X 1 , . . . , X m be a basis of the first layer of g, we denote by L the associated positive sub-Laplacian
It is easy to see that
Following e.g. [14] , we can define a group convolution in G: if, for instance, f ∈ D(G) and g ∈ L 1 loc (G), we set
We remind that, if (say) g is a smooth function and L is a left invariant differential operator, then L(f * g) = f * Lg. We remind also that the convolution is again well defined when f, g ∈ D ′ (G), provided at least one of them has compact support (as customary, we denote by E ′ (G) the class of compactly supported distributions in G identified with R n ).
If E ⊂ G is a mesurable set, a notion of G-perimeter measure |∂E| G has been introduced in [20] . We refer to [20] , [17] , [19] , [18] for a detailed presentation. For our needs, we restrict ourselves to remind that, if E has locally finite G-perimeter (is a G-Caccioppoli set), then |∂E| G is a Radon measure in G, invariant under group translations and G-homogeneous of degree Q − 1. Moreover, the following representation theorem holds (see [8] ). Proposition 2.2. If E is a G-Caccioppoli set with Euclidean C 1 boundary, then there is an explicit representation of the G-perimeter in terms of the
where n = n(x) is the Euclidean unit outward normal to ∂E.
We have also Proposition 2.3. If E is a regular bounded open set with Euclidean C 1 boundary and φ is a horizontal vector field, continuously differentiable on
where n G (x) is the intrinsic horizontal outward normal to ∂E, given by the (normalized) projection of n(x) on the fiber HG x of the horizontal fibre bundle HG.
Remark 2.4. The definition of n G is well done, since HG x is transversal to the tangent space to E at x for |∂E| G -a.e. x ∈ ∂E (see [29] 
and if, in addition,
The set of subunit curves joining x and y is not empty, by Chow's theorem, since by (2), the rank of the Lie algebra generated by X 1 , . . . , X m is n; hence d c is a distance on G inducing the same topology as the standard Euclidean distance. We shall denote B c (x, r) the open balls associated with d c . The cc-distance is well behaved with respect to left translations and dilations, that is
for x, y, z ∈ G and λ > 0.
We have also
Denote by Y the vector field ∂ ∂y inĜ := G × R. The Lie groupĜ is a Carnot group; its Lie algebraĝ admits the stratification
Since the basis {X 1 , . . . , X m } of V 1 has been already fixed once and for all, the associated basis forV 1 will be {X 1 , . . . , X m , Y }.
The following statement follows trivially from the definition of CarnotCarathéodory distance, keeping into account that the coefficients of X 1 , · · · , X m inĜ are independent of y. Lemma 2.6. Denote byB c ((x, y), r) a Carnot-Carathéodory ball inĜ centered at the point (x, y) ∈Ĝ and B c (x, r) the Carnot-Carathéodory ball in G centered at the point x ∈ G. Then
Moreover, if (x, y) ∈ K, where K ⊂ G × R is a compact set, and r ≤ r 0 there exist σ 1 , σ 2 > 0 (independent of r and (x, y)) such that
Definition 2.7 (see [31] , [7] ). A function ω ∈ L 1 loc (G) is said to be a A 2 -weight with respect to the cc-metric of G if
The following remark will be crucial in Section 4.
Remark 2.8. By Lemma 2.6, the function ω(x, y) = |y| a is a A 2 -weight with respect to the cc-metric of G × R if and only if −1 < a < 1.
The following result, that is the counterpart in the sub-elliptic framework of the Euclidean setting (see e.g. [11] and [33] ), can be found in [28] . This idea goes back (at least for the so-called "Grushin type" vector fields) to [15] and [16] . Basically, this is possible thanks to weighted Sobolev-Poincaré inequalities in Carnot groups.
For further results concerning the boundary Harnack principle in Carnot groups we refer to [12] . Theorem 2.9. Let G be a Carnot group, and let Ω ⊂ G be an open set. Let now ω ∈ L 1 loc (G) be a A 2 -weight with respect to the Carnot-Carathéodory Then u is locally Hölder continuous in Ω.
Fractional powers of subelliptic Laplacians
Definition 3.1. Let α ∈ C. We call K α a kernel of type α (according to Folland) a distribution which is smooth away from 0 and G-homogeneus of degree α − Q.
Remark 3.2. Let K α be a positive kernel of type α; then there exist m, M ∈ R, with 0 < m ≤ M < ∞, such that
for any y ∈ G.
Proposition 3.3. Suppose 0 < β < Q. Denote by h = h(t, x) the fundamental solution of L + ∂/∂t (see [13] , Proposition 3.3). Then the integral
converges absolutely for x = 0. In addition, R β is a kernel of type β.
iii) the kernels R α admit the following convolution rule: if α > 0, β > 0 and x = 0, then
Proof. These results are basically contained in [13] . Let us sketch the proof of ii): by [13] , Theorem 3.15, iii), and Proposition 3.18, keeping in mind that D(G) is contained in the domain of all real powers of L, we obtain
defines a smooth function in G \ {0}, since t → h(t, x) vanishes of infinite order as t → 0 if x = 0. In addition, R β is positive and G-homogeneous of degree β − Q. However, unlike R β for 0 < β < Q, R β is not a kernel of type β, since it does not belong to L 1 loc (G). Integrating by parts, it is easy to see also that, if 0 < α < 2, then
Definition 3.5. We set (we remind that R β > 0 for 0 < β < Q)
It is easy to see that ρ is an G-homogeneous norm in G, smooth outside of the origin. In addition, d(x, y) := ρ(y −1 x) is a quasi-distance in G. In turn, d is equivalent to the Carnot-Carathéodory distance on G, as well as to any other G-homogeneous left invariant distance on G. Proposition 3.6. Denote by B ρ = B ρ (x, r) the metric balls given by ρ. We have:
Definition 3.7. We denote by x → w x the "semicheck" map
From now on, we adopt the following notation: w f (x, t) := f ( w x, t) for any function f defined in G × R.
Theorem 3.8. We have:
Proof. The core of the proof relies in the following identity. If p jk are the polynomials defined in Proposition 2.1, then
To prove (13), we remind that p j,k is a G-homogeneous polynomials of degree d k −1. Let now α = (α 1 , . . . , α n ) be a multi-index, and let x α be an arbitrary G-homogeneous monomial of degree d k − 1, i.e. assume (14)
We have but to show that (13) holds for x α . If ℓ = 1, . . . , n, we set I ℓ := {i ; d i = ℓ}. Gathering in (14) the terms with d i = ℓ, identity (14) becomes
and the assertion follows by (15). Let us prove now i). If u is a (say) smooth function, by (13), we have
In order to prove ii), let us show preliminarily that h(t, w x) is still a funda-
Therefore, the function h 0 := h − h w vanishes at t = 0 and solves (∂ t + L)h 0 = 0, being in particular smooth in R × G, by the hypoellipticity of ∂ t + L ( [23] ). By [13] , Corollary 3.5, h 0 (t, x) → 0 as x → ∞ uniformly for t in a bounded interval. Thus we can apply the standard "parabolic" maximum principle to conclude that h 0 ≡ 0, and then ii) follows. The proof of iii) is straightforward. To prove iv), it is enough to show that, if x, y ∈ G and γ is a horizontal curve joining x and y with sub-Riemannian length ℓ(γ), then w γ is still horizontal, ℓ( w γ) = ℓ(γ), and, obviously, joins x and y.
By assumption, we can write
i.e, if for any p ∈ G we write p ℓ for the ℓ-th component of p in exponential coordinates, for ℓ = 1, 2, . . . , n, then
Notice that (16) reads as follows:
Our assertion will follow by showing that
Indeed, by (13),
so that, keeping in mind (17) ,
This proves (18) and achieves the proof of the theorem, since v) is a straightforward consequence of i).
Corollary 3.9. If α > 0 and j = 1, . . . , m, then w (X j R α ) = −X j R α and w (X jR−α ) = −X jR−α .
We follow the guidelines of [13] , Section 3. We have:
The operator L is a positive self-adjoint operator with domain W 2,2
endowed with the graph norm.
Theorem 3.11. If u ∈ S(G), and 0 < α < 2, then L α/2 u ∈ L 2 (G), and
where ω is the characteristic function of the unit ball B ρ (0, 1).
Proof. First of all, we notice that the map
as y → ∞, and
If ε > 0, keeping in mind that both ρ and R −α are check-invariant, we can write
Notice both integral are absolutely convergent, since y → (u(xy)−u(x)) R −α (y) is a smooth function away from the origin and (u(xy) − u(x)) R −α (y) = O(ρ(y) −Q−α ) as y → ∞. On the other hand, the map y → ω(y) ∇ G u(x), y R −α (y) (that belongs to L 1 ({ρ(y) > ε})) has zero integral, since ω(y) R −α (y) is check-invariant, whereas ∇ G u(x), y −1 = ∇ G u(x), y . Therefore, we can write
We want to show now that
as ε → 0. Notice both integrals absolutely converge at infinity.
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Take now R > ε. By Green identity (see e.g. [2] , formula (5.43b)), we have
where ν in the outward unit normal to {ε < ρ(y −1 x) < R}. Obviously, J 1 vanishes as R → ∞. Again, by Remark 3.2, if R is large, we have
by (12) . Thus we can take above the limit as R → ∞ and we get
(notice again both integrals are absolutely convergent). Thus, (19) will follow by showing that I 1 (ε) + I 2 (ε) = o(1) as ε → 0. Consider I 1 (ε). First of all, we notice that
13 for j = 1, . . . , m. Indeed we can write
and (20) follows, since ρ, R 2−α , |∇R 2−α |, and H n−1 are even under the change of variables y → w y, whereas X j R 2−α is odd. Thus, by Proposition 2.2, we can write
Finally, I 2 (ε) can be estimated by similar arguments. We write
and we notice that,
Indeed, keeping again in mind Proposition 2.2, we have
are even with respect to the change of variable y → w w, whereas y ℓ is odd. Therefore, keeping in mind Taylor inequality in G (see, e.g. [14] Theorem 1.37), as well as Remark 3.2 and, again, Proposition 2.2, we can write
This achieves the proof of (19) . Taking the limit as ε → 0 in (19) , and keeping in mind that R 2−α Lu ∈ L 1 (G), we get eventually
by Proposition 3.3. This achieves the proof of the theorem.
Main results
Proposition 4.1 (see also Caffarelli & Silvestre [5] ). If −∞ < α < 1, the boundary value problem
where c α :
, and K 1/2k is the modified Bessel function of second kind (see [37] ). We know that i) 0 < φ < 1. Moreover φ ′ (t) has a finite limit as t → 0 and, recursively, t α+h−2 φ (h) (t) has a finite limit as t → 0
Proof. By iteration, we can reduce ourselves to prove the assertion for h = 1. Since φ is convex, φ ′ (t) → 0 as t → ∞ and we can write
Then the estimate follows by the de l'Hôpital's rule.
Remark 4.2. The exact value of φ ′ (0) can be explicitly computed keeping in mind that
and that the last integral in turn can be explicitly evaluated by [22] , 6.561 (16) .
Notice v is well defined since φ is continuous and bounded in [0, ∞).
Choose now
(Σ + ; y a dx dy) and
Moreover, if
since φ is bounded. On the other hand, if ε ≥ 0,
Recalling that jm j = h the last term can be estimated by a sum of terms of the form
with m ≤ h. If we put y √ λ = τ , the last term is estimated by
Consider now the case k = 1 (and therefore h = m = 1, since the case h = 0 yields the L 2 -estimate we have already proved). Then we can take ε = 0 and the last term becomes
by ii) above. Consider now the case k = 2. In this case, we take ε > 0 and we split the last integral in (24) as
Obviously,
since φ (h) (s) vanishes exponentially as s → ∞. Analogously,
Clearly, the second term in (25) is finite, again since since φ (h) (s) vanishes exponentially as s → ∞. Thus, we are reduced to estimate
by Proposition 4.1, i). If we keep in mind that
2 , to achieve the proof of the proposition we have but to show that
On 
where θ := (1−a) a−1 (we remind that φ is bounded, and therefore v ∈ L 2 (G) for y > 0). We denote by h(t, ·) the heat kernel associated with −L as in [13] , and by P G (·, y) the "Poisson kernel"
.
by [24] , [13] , Theorem 3.1, and
Proof. By identity (8), p. 182 of [37] , if ν > 0 and z > 0, we can write
Then (keeping also in mind the definition of θ) For sake of brevity we set C a := 2 (a−3)/2 c α θ 1/2 (we remind that α depends on a). Thus we can write now
Remark 4.5. Formulas (27) and (26) make possible to give a different and more explicit representation of the lifting v of u. On the other hand, the estimates of h(t, ·) proved in [13] and [14] yield analogous estimates for P G . Indeed, if I is a multi-index, then, if ρ := ρ(x),
By [14] , identity (1.73), we write now
and we notice that, since h(1, ·) ∈ S(G) (by [14] , Proposition 1.74), if N > 0, then
Thus, eventually,
for large ρ. Then the lifting convolution u * P G is well defined as long as u(x) does not grow too fast as x → ∞. We refer to [5] for similar growth conditions in the Euclidean setting.
Moreover, if u is sufficiently smooth,
On the other hand 
Then u η ∈ W 3−a,2 G (G) so that, with the notation of (22), by Proposition 4.3,
(Σ ± ; y a dx dy). Moreover, just performing computations, we see that divĜ |y| a ∇Ĝv η = 0 in Σ ± . Moreover, if ψ ∈ D(Σ ± ), then Σ ε ± ∇Ĝv η , ∇Ĝψ |y| a dx dy = 0.
Step 2. The functionv belongs to both W as η → 0, by dominated convergence theorem. Since the function y → |y| a is smooth away from {y = 0}, thenv η is smooth in Σ ± , by classical Hörmander's theorem ( [23] ). We notice that this argument going through regularization, equation in non-divergence form, integration by parts and variational equation is required by our abstract arguments that hides the divergence structure of the equation.
Step 3. Because of the properties of A 2 -weights,v ∈ W Proof. Let C, b be as in Theorem [11] . By Theorems 4.6, [11] and by Lemma 2.6, we have: sup 
= inf
Bc(x,r)
u.
