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Abstract
Causal inference from observational data often assumes “ignorability,” that all confounders
are observed. This assumption is standard yet untestable. However, many scientific studies in-
volve multiple causes, different variables whose effects are simultaneously of interest. We
propose the deconfounder, an algorithm that combines unsupervised machine learning and
predictive model checking to perform causal inference in multiple-cause settings. The decon-
founder infers a latent variable as a substitute for unobserved confounders and then uses that
substitute to perform causal inference. We develop theory for the deconfounder, and show that
it requires weaker assumptions than classical causal inference. We analyze its performance in
three types of studies: semi-simulated data around smoking and lung cancer, semi-simulated
data around genome-wide association studies, and a real dataset about actors and movie rev-
enue. The deconfounder provides a checkable approach to estimating closer-to-truth causal
effects.
Keywords: Causal inference, strong ignorability, probabilistic models
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1 Introduction
Here is a frivolous, but perhaps lucrative, causal inference problem. Table 1 contains data about
movies. For each movie, the table shows its cast of actors and how much money the movie made.
Consider a movie producer interested in the causal effect of each actor; for example, how much
does revenue increase (or decrease) if Oprah Winfrey is in the movie?
The producer wants to solve this problem with the potential outcomes approach to causality (Im-
bens and Rubin, 2015; Rubin, 1974, 2005). Following the methodology, she associates each movie
to a potential outcome function, yi(a). This function maps each possible cast a to its revenue if
the movie i had that cast. (The cast a is a binary vector with one element per actor; each element
encodes whether the actor is in the movie.) The potential outcome function encodes, for example,
how much money Star Wars would have made if Robert Redford replaced Harrison Ford as Han
Solo. When doing causal inference, the producer’s goal is to estimate something about the popu-
lation distribution of Yi(a). For example, she might consider a particular cast a and estimate the
expected revenue of a movie with that cast, E [Yi(a)].
Classical causal inference from observational data (like Table 1) is a difficult enterprise and re-
quires strong assumptions. The challenge is that the dataset is limited; it contains the revenue of
each movie, but only at its assigned cast. However, what this paper is about is that the producer’s
problem is not a classical causal inference. While causal inference usually considers a single pos-
sible cause, such as whether a subject receives a drug or a control, our producer is considering
a multiple causal inference, where each actor is a possible cause. This paper shows how multi-
ple causal inference can be easier than classical causal inference. Thanks to the multiplicity of
causes, the producer can make valid causal inferences under weaker assumptions than the classical
approach requires.
Let’s discuss the producer’s inference in more detail: how can she calculate E [Yi(a)]? Naively,
she subsets the data in Table 1 to those with cast equal to a, and then computes a Monte Carlo
estimate of the revenue. This procedure is unbiased when E [Yi(a)]= E [Yi(a) |A i = a].
But there is a problem. The data in Table 1 hide confounders, variables that affect both the causes
and the effect. For example, every movie has a genre, such as comedy, action, or romance. This
genre has an effect on both who is in the cast and the revenue. (E.g., action movies cast a certain
set of actors and tend to make more money than comedies.) When left unobserved, the genre of
the movie produces a statistical dependence between whether an actor is in it and its revenue; this
dependence biases the causal estimates, E [Yi(a) |A i = a] 6= E [Yi(a)].
Thus the main activities of classical causal inference are to identify, measure, and control for con-
founders. Suppose the producer measures confounders for each movie wi. Then inference is sim-
ple: use the data (now with confounders) to take Monte Carlo estimates of E [E [Yi(a) |Wi,A i = a]];
this iterated expectation “controls” for the confounders. But the problem is that whether the es-
timate is equal to E [Yi(a)] rests on a big and uncheckable assumption: there are no other con-
founders. For many applied causal inference problems, this assumption is a leap of faith.
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Title Cast Revenue
Avatar {Sam Worthington, Zoe Saldana, Sigourney Weaver, Stephen Lang, . . . } $2788M
Titanic {Kate Winslet, Leonardo DiCaprio, Frances Fisher, Billy Zane, . . . } $1845M
The Avengers {Robert Downey Jr., Chris Evans, Mark Ruffalo, Chris Hemsworth, . . . } $1520M
Jurassic World {Chris Pratt, Bryce Dallas Howard, Irrfan Khan, Vincent D’Onofrio, . . . } $1514M
Furious 7 {Vin Diesel, Paul Walker, Dwayne Johnson, Michelle Rodriguez, . . . } $1506M
...
...
...
Table 1: Top earning movies in the TMDB dataset
We develop the deconfounder, an alternative method for the producer who worries about missing a
confounder. First the producer finds and fits a good latent-variable model to capture the dependence
among actors. It should be a factor model, one that contains a per-movie latent variable that renders
the assigned cast conditionally independent. (Probabilistic principal component analysis (Tipping
and Bishop, 1999) is a simple example, but there are many others.) Given the model, she then
estimates the per-movie variable for each cast in the dataset; this estimated variable is a substitute
for unobserved confounders. Finally, she controls for the substitute confounder and obtains valid
causal inferences.
The deconfounder capitalizes on the dependency structure of the observed casts, using patterns of
how actors tend to appear together in movies as indirect evidence for confounders in the data. Thus
the producer replaces an uncheckable search for possible confounders with the checkable goal of
building a good factor model of observed casts.
All methods for causal inference using observational data are based on assumptions. Here we
make two. First, we assume that the fitted latent-variable model is a good model of the assigned
causes. Happily, this assumption is testable; we will use predictive checks to assess how well
the fitted model captures the data. Second, we assume that there are no unobserved single-cause
confounders, variables that affect one cause (e.g., actor) and the potential outcome function (e.g.,
revenue). While this assumption is not testable, it is weaker than the usual assumption of ignora-
bility, i.e., no unobserved confounders.
Beyond making movies, many causal inference problems, especially from observational data, also
classify as multiple causal inference. Such problems arise in many fields.
• Genome-wide association studies (GWAS). In GWAS, biologists want to know how genes
causally connect to traits (Stephens and Balding, 2009; Visscher et al., 2017). The assigned
causes are alleles on the genome, often encoded as either being common (“major”) or uncommon
(“minor”), and the effect is the trait under study. Confounders, such as shared ancestry among the
population, bias naive estimates of the effect of genes. We study GWAS problems in Section 3.2.
• Computational neuroscience. Neuroscientists want to know how specific neurons or brain
measurements affect behavior and thoughts (Churchland et al., 2012). The possible causes are
multiple measurements about the brain’s activity, e.g., one per neuron, and the effect is a mea-
sured behavior. Confounders, particularly through dependencies among neural activity, bias the
estimated connections between brain activity and behavior.
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• Social science. Sociologists and policy-makers want to know how social programs affect social
outcomes, such as poverty levels and upward mobility (Morgan and Winship, 2015). However,
individuals may enroll in several such programs, blurring information about their possible ef-
fects. In social science, controlled experiments are difficult to engineer; using observational data
for causal inference is typically the only option.
• Medicine. Doctors want to know how medical treatments affect the progression of disease. The
multiple causes are medications and procedures; the outcome is a measurement of a disease
(e.g., a lab test). There are many confounders—such as when and where a patient is treated
or the treatment preferences of the attending doctor—and these variables bias the estimates of
effects. While gold-standard data from clinical trials are expensive to obtain, the abundance of
electronic health records could inform medical practices.
Causal inference in each of these fields can use the deconfounder. Fit a good factor model of the
assigned causes, infer substitute confounders, and use the substitutes in causal inference.
Related work. The deconfounder relates to several threads of research in causal inference.
Probabilistic modeling for causal inference. Mooij et al. (2010) use Gaussian processes to de-
pict causal mechanisms; Zhang and Hyvärinen (2009) study post-nonlinear causal models and
their identifiability; Mckeigue et al. (2010) builds on sparse methods to infer causal structures;
Moghaddass et al. (2016) generalize the self-controlled case series method to multiple causes and
multiple outcomes using factor models. More recently, Louizos et al. (2017) use variational autoen-
coders to infer unobserved confounders, Shah and Meinshausen (2018) develop projection-based
techniques for high-dimensional covariance estimation under latent confounding, and Kaltenpoth
and Vreeken (2019) leverages information theory principles to differentiate causal and confounded
connections.
With a related goal, Tran and Blei (2017) build implicit causal models. Like the GWAS example
in this paper (Section 3.2), they take an explicit causal view of genome-wide association stud-
ies (GWAS), treating the single-nucleotide polymorphisms (SNPs) as the multiple causes. They
connect implicit probabilistic models and nonparametric structural equation models for causal in-
ference (Pearl, 2009), and develop inference algorithms for capturing shared confounding. Heck-
erman (2018) studies the same scenario with multiple linear regression, where observing many
causes makes it possible to account for shared confounders. Multiple causal inference and latent
confounding was also formalized by Ranganath and Perotte (2018), who take an information-
theoretic approach.
Our work complements all of these works. These works rest on Pearl’s causal framework (Pearl,
2009); they hypothesize a causal graph with confounders, causes, and outcomes. We develop the
deconfounder in the context of the potential outcomes framework (Imbens and Rubin, 2015; Rubin,
1974, 2005).
Analyzing GWAS. In GWAS, latent population structure is an important unobserved confounder.
Pritchard et al. (2000b) propose a probabilistic admixture model for unsupervised ancestry infer-
ence. Price et al. (2006) and Astle et al. (2009) estimate the unobserved population structure using
the principal components of the genotype matrix. Yu et al. (2006) and Kang et al. (2010) esti-
mate the population structure via the “kinship matrix” on the genotypes. Song et al. (2015) and
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Hao et al. (2015) rely on factor analysis and admixture models to estimate the population structure.
GTEx Consortium et al. (2017) adopt a similar idea to study the effect of genetic variations on gene
expression levels. These methods can be seen as variants of the deconfounder (see Section 2.5).
The deconfounder gives them a rigorous causal justification, provides principled ways to compare
them, and suggests an array of new approaches. We study GWAS data in Section 3.2.
Assessing the ignorability assumption. Rosenbaum and Rubin (1983) demonstrates that ignorabil-
ity and a good propensity score model are sufficient to perform causal inference with observational
data. Many subsequent efforts assess the plausibility of ignorability. For example, Robins et al.
(2000); Gilbert et al. (2003); Imai and Van Dyk (2004) develop sensitivity analysis in various con-
texts, though focusing on data with a single cause. In contrast, this work uses predictive model
checks to assess unconfoundedness with multiple causes. More recently, Sharma et al. (2016)
leveraged auxillary outcome data to test for confounding in time series data; Janzing and Schölkopf
(2018b,a); Liu and Chan (2018) developed tests for non-confounding in multivariate linear regres-
sion. Here we work without auxiliary data, focus on causal estimation, as opposed to testing, and
move beyond linear models.
The (generalized) propensity score. Schneeweiss et al. (2009); McCaffrey et al. (2004); Lee et al.
(2010) and many others develop and evaluate different models for assigned causes. In particular,
Chernozhukov et al. (2017) introduce a semiparametric assignment model; they propose a prin-
cipled way of correcting for the bias that arises when regularizing or overfitting the assignment
model. This work introduces latent variables into the model. The multiplicity of causes enables us
to infer these latent variables and then use them as substitutes for unobserved confounders.
Classical causal inference with multiple treatments. Lopez et al. (2017); McCaffrey et al. (2013);
Zanutto et al. (2005); Rassen et al. (2011); Lechner (2001); Feng et al. (2012) extend classical
matching, subclassification, and weighting to multiple treatments, always assuming ignorability.
This work relaxes that assumption.
This paper. Section 2 reviews classical causal inference, sets up multiple causal inference,
presents the deconfounder, and describes its identification strategy and assumptions. Section 3
presents three empirical studies, two semi-synthetic and one real. Section 4 further develops the-
ory around the deconfounder and establishes causal identification. Finally, Section 5 concludes the
paper with a discussion.
2 Multiple causal inference with the deconfounder
2.1 A classical approach to multiple causal inference
We first describe multiple causal inference. There are m possible causes, encoded in a vector
a = (a1, . . . ,am). We can consider a variety of types: real-valued causes, binary causes, integer
causes, and so on. In the actor example, the causes are binary: a j encodes whether actor j is in the
movie.
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For each individual i (movie) there is a potential outcome function that maps configurations of
causes to the outcome (revenue). We focus on real-valued outcomes. For the ith movie, the
potential outcome function maps each possible cast to the log of its revenue, yi(a) : {0,1}m→ R.
Note yi(a) is a function. It maps every possible cast of actors to the movie’s revenue for that
cast.
The goal of causal inference is to characterize the sampling distribution of the potential outcomes
Yi(a) for each configuration of the causes a. This distribution provides causal inferences, such as
the expected outcome for a particular array of causes (a particular cast of actors) µ(a)= E [Yi(a)] or
the average effect of individual causes (how much a particular actor contributes to revenue).
To help make causal inferences, we draw data from the sampling distribution of assigned causes ai
(the cast of movie i) and realized outcomes yi(ai) (its revenue).1 The data is D = {(ai, yi(ai)} i =
1, . . . ,n. Note we only observe the outcome for the assigned causes yi(ai), which is just one of
the values of the potential outcome function. But we want to use such data to characterize the full
distribution of Yi(a) for any a; this is the “fundamental problem of causal inference” (Holland,
1986).
To estimate µ(a), consider using the data to calculate conditional Monte Carlo approximations of
E [Yi(a) |A i = a]. These estimates are simply averages of the outcomes for each configuration of
the causes. But this approach may not be accurate. There might be unobserved confounders—
hidden variables that affect both the assigned causes A i and the potential outcome function Yi(a).
When there are unobserved confounders, the assigned causes are correlated with the observed
outcome. Consequently, Monte Carlo estimates of µ(a) are biased,
E [Yi(a) |A i = a] 6= E [Yi(a)] . (1)
We can estimate E [Yi(a) |A i = a] with the dataset; but the goal is to estimate E [Yi(a)]. 2
Suppose we measure covariates xi and append to each data point, D = {(ai,xi, yi(ai)} i = 1, . . . ,n.
If these covariates contain all confounders then
E [E [Yi(a) |X i,A i = a]]= E [Yi(a)] . (2)
Using the augmented dataset, we can estimate the left side with Monte Carlo; thus we can estimate
E [Yi(a)].
1We use the term assigned causes for the vector of what some might call the “assigned treatments.” Because
some variables may not exhibit a causal effect, a more precise term would be “assigned potential causes” (but it is too
cumbersome).
2Here is the notation. Capital letters denote a random variable. For example, the random variable A i is a randomly
chosen vector of assigned causes from the population. The random variable Yi(A i) is a a randomly chosen potential
outcome from the population, evaluated at its assigned causes. A lowercase letter is a realization. For example, ai
is in the dataset—it is the vector of assigned causes of individual i. The left side of Equation (1) is an expectation
with respect to the random variables; it conditions on the random vector of assigned causes to be equal to a certain
realization A i = a. The right side is an expectation over the same population of the potential outcome functions, but
always evaluated at the realization a.
6
Equation (2) is true when X capture all confounders. More precisely, it is true under the assumption
of (weak) ignorability3 (Rosenbaum and Rubin, 1983; Imai and Van Dyk, 2004): conditional on
observed X , the assigned causes are independent of the potential outcomes,
A i ⊥ Yi(a) |X i ∀a. (3)
The nuance is that Equation (3) needs to hold for all possible a’s, not only for the value of Yi(a)
at the assigned causes. Ignorability implies no unobserved confounders.4
Equation (2) underlies the practice of causal inference: find and measure the confounders, estimate
conditional expectations, and average. In the introduction, for example, we pointed out that the
genre of the movie is a confounder to causal inference of movie revenues. The genre affects both
which cast is selected and the potential earnings of the film. But the assumption that there are
no unobserved confounders is significant. One of the central challenges around causal inference
from observational data is that ignorability is untestable—it fundamentally depends on the entire
potential outcome function, of which we only observe one value (Holland, 1986).
2.2 The deconfounder: Multiple causal inference without ignorability
We now develop the deconfounder, an algorithm that exploits the multiplicity of causes to sidestep
the search for confounders. There are three steps. First, find a good latent variable model of the
assignment mechanism p(z,a1, . . . ,am), where z is a local factor. Second, use the model to infer
the latent variable for each individual p(zi |ai1, . . . ,aim). Finally, use the inferred variable as a
substitute for unobserved confounders and form causal inferences. The deconfounder replaces an
uncheckable search for possible confounders with the checkable goal of building a good model of
assigned causes.
We first explain the method in more detail. Then we explain why and when it provides unbiased
causal inferences.
In the first step of the deconfounder, define and fit a probabilistic factor model to capture the joint
distribution of causes p(a1, . . . ,am). A factor model posits per-individual latent variables Zi, which
we call local factors, and uses them to model the assigned causes. The model is
Zi ∼ p(· |α) i = 1, . . . ,n,
A i j |Zi ∼ p(· | zi,θ j) j = 1, . . . ,m,
(4)
where α parameterizes the distribution of Zi and θ j parameterizes the per-cause distribution of
A i j. Notice that Zi can be multi-dimensional. Factor models encompass many methods from
Bayesian statistics and probabilistic machine learning. Examples include matrix factorization
(Tipping and Bishop, 1999), mixture models (McLachlan and Basford, 1988), mixed-membership
3Here we describe the weak version of the ignorability assumption, which requires individual potential outcomes
Yi(a) be marginally independent of the causes A i, i.e. A i ⊥ Yi(a) |X i for all a. Imbens (2000) and Hirano and Imbens
(2004) call this assumption weak unconfoundedness. In contrast, strong ignorability says A i ⊥ (Yi(a))a∈A |X i, which
requires all possible potential outcomes (Yi(a))a∈A be jointly independent of the causes A i.
4We also assume stable unit treatment value assumption (SUTVA) (Rubin, 1980, 1990) and overlap (Imai and
Van Dyk, 2004), roughly that any vector of assigned causes has positive probability. These three assumptions together
identify the potential outcome function (Imbens, 2000; Hirano and Imbens, 2004; Imai and Van Dyk, 2004).
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models (Pritchard et al., 2000b; Blei et al., 2003; Airoldi et al., 2008; Erosheva, 2003), and deep
generative models (Neal, 1990; Ranganath et al., 2015, 2016; Tran et al., 2017; Rezende and Mo-
hamed, 2015; Mohamed and Lakshminarayanan, 2016; Kingma and Welling, 2013). One can
fit using any appropriate method, such as maximum likelihood estimation or Bayesian inference.
And exact fitting is not required; one can use approximate methods like the EM algorithm, Markov
chain Monte Carlo, and variational inference. What the deconfounder requires is that the fitted
factor model provides an accurate approximation of the population distribution of p(A).
In the next step, use the fitted factor model to calculate the conditional expectation of each indi-
vidual’s local factor weights zˆi = EM [Zi |A i = ai]. We emphasize that this expectation is from
the fitted model M (not the population distribution). Again, one can use approximate expecta-
tions.
In the final step, condition on zˆi as a substitute confounder and proceed with causal inference.
For example, we can estimate E
[
E
[
Yi(a) | Zˆi,A i = a
]]
. The main idea is this: if the factor model
captures the distribution of assigned causes—a testable proposition—then we can safely use zˆi as
a variable that contains the confounders.
Why is this strategy sensible? Assume the fitted factor model captures the (unconditional) distri-
bution of assigned causes p(ai1, . . . ,aim). This means that all causes are conditionally independent
given the local latent factors,
p(ai1, . . . ,aim | zi)=
m∏
j=1
p(ai j | zi). (5)
Now make an additional assumption: there are no single-cause confounders, a variable that affects
just one of the assigned causes and on the potential outcome function. (More precisely, we need to
have observed all the single-cause confounders.) With this assumption, the independence statement
of Equation (5) implies ignorability, A i ⊥ Yi(a) |Zi. Ignorability justifies causal inference.
The graphical model in Figure 1 justifies the deconfounder and reveals its assumptions.5 Suppose
we observe a Zi such that the conditional independence in Equation (5) holds. Further suppose
there exists an unobserved multi-cause confounder Ui (illustrated in red), which connects to mul-
tiple assigned causes and the outcome. If such a Ui exists then the causes would be dependent,
even conditional on Zi. (This fact comes from d-separation.) But such dependence leads to a
contradiction, that Equation (5) does not hold. Thus Ui cannot exist.
There is a nuance. The conditional independence in Equation (5) cannot rule out the existence of
an unobserved single-cause confounder, denoted Si in Figure 1. Even if such a confounder exists,
the conditional independence still holds.
5Figure 1 uses a graphical model to represent and reason about conditional dependencies in the population distri-
bution. It is not a causal graphical model or a structural equation model.
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<latexit sha1_base64="H9GVGVVxxxNrt3ybvKhOLH+pvH4=">AAACLnicbVDL SgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZlRacttEPJpJk2NJkZkjtCGfoJbvU3/BrBhbj1M0zbWdjHgcDh3Me5OUEihQHH+cKFjc2t7Z3ibmlv/+DwqFw5bpo41Yx7LJa xbgfUcCki7oEAyduJ5lQFkreC0f203nrh2og4eoZxwn1FB5EIBaNgpSevJ3rlqlNzZiCrxM1JFeVo9Cr4tNuPWap4BExSYzquk4CfUQ2CST4pdVPDE8pGdMA7lkZUce Nns1sn5MIqfRLG2r4IyEz9P5FRZcxYBbZTURia5dpUXFfrpBDe+pmIkhR4xOZGYSoJxGT6cdIXmjOQY0so08LeStiQasrAxrPgEtpwBdd2yVrzZRGGalKysEG6y7Gtk uZVzXVq7uN1tX6XR1pEZ+gcXSIX3aA6ekAN5CGGBugVvaF3/IE/8Tf+mbcWcD5zghaAf/8AQDuoDw==</latexit><latexit sha1_base64="H9GVGVVxxxNrt3ybvKhOLH+pvH4=">AAACLnicbVDL SgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZlRacttEPJpJk2NJkZkjtCGfoJbvU3/BrBhbj1M0zbWdjHgcDh3Me5OUEihQHH+cKFjc2t7Z3ibmlv/+DwqFw5bpo41Yx7LJa xbgfUcCki7oEAyduJ5lQFkreC0f203nrh2og4eoZxwn1FB5EIBaNgpSevJ3rlqlNzZiCrxM1JFeVo9Cr4tNuPWap4BExSYzquk4CfUQ2CST4pdVPDE8pGdMA7lkZUce Nns1sn5MIqfRLG2r4IyEz9P5FRZcxYBbZTURia5dpUXFfrpBDe+pmIkhR4xOZGYSoJxGT6cdIXmjOQY0so08LeStiQasrAxrPgEtpwBdd2yVrzZRGGalKysEG6y7Gtk uZVzXVq7uN1tX6XR1pEZ+gcXSIX3aA6ekAN5CGGBugVvaF3/IE/8Tf+mbcWcD5zghaAf/8AQDuoDw==</latexit><latexit sha1_base64="H9GVGVVxxxNrt3ybvKhOLH+pvH4=">AAACLnicbVDL SgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZlRacttEPJpJk2NJkZkjtCGfoJbvU3/BrBhbj1M0zbWdjHgcDh3Me5OUEihQHH+cKFjc2t7Z3ibmlv/+DwqFw5bpo41Yx7LJa xbgfUcCki7oEAyduJ5lQFkreC0f203nrh2og4eoZxwn1FB5EIBaNgpSevJ3rlqlNzZiCrxM1JFeVo9Cr4tNuPWap4BExSYzquk4CfUQ2CST4pdVPDE8pGdMA7lkZUce Nns1sn5MIqfRLG2r4IyEz9P5FRZcxYBbZTURia5dpUXFfrpBDe+pmIkhR4xOZGYSoJxGT6cdIXmjOQY0so08LeStiQasrAxrPgEtpwBdd2yVrzZRGGalKysEG6y7Gtk uZVzXVq7uN1tX6XR1pEZ+gcXSIX3aA6ekAN5CGGBugVvaF3/IE/8Tf+mbcWcD5zghaAf/8AQDuoDw==</latexit><latexit sha1_base64="H9GVGVVxxxNrt3ybvKhOLH+pvH4=">AAACLnicbVDL SgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZlRacttEPJpJk2NJkZkjtCGfoJbvU3/BrBhbj1M0zbWdjHgcDh3Me5OUEihQHH+cKFjc2t7Z3ibmlv/+DwqFw5bpo41Yx7LJa xbgfUcCki7oEAyduJ5lQFkreC0f203nrh2og4eoZxwn1FB5EIBaNgpSevJ3rlqlNzZiCrxM1JFeVo9Cr4tNuPWap4BExSYzquk4CfUQ2CST4pdVPDE8pGdMA7lkZUce Nns1sn5MIqfRLG2r4IyEz9P5FRZcxYBbZTURia5dpUXFfrpBDe+pmIkhR4xOZGYSoJxGT6cdIXmjOQY0so08LeStiQasrAxrPgEtpwBdd2yVrzZRGGalKysEG6y7Gtk uZVzXVq7uN1tX6XR1pEZ+gcXSIX3aA6ekAN5CGGBugVvaF3/IE/8Tf+mbcWcD5zghaAf/8AQDuoDw==</latexit>
Zi
<latexit sha1_base64="zaeaauPq3q rxAjGxqyrXkZWflgM=">AAACLnicbVDLSgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZl RVuLbSmZ9E4bmmSGJCOUoZ/gVn/DrxFciFs/w7SdhX0cCBzOfZybE8SCG+t5Xzi 3tr6xuZXfLuzs7u0fFEuHDRMlmkGdRSLSzYAaEFxB3XIroBlroDIQ8BQMbyf1pxf Qhkfq0Y5i6EjaVzzkjFonPTx3ebdY9ireFGSZ+Bkpowy1bgkft3sRSyQoywQ1puV 7se2kVFvOBIwL7cRATNmQ9qHlqKISTCed3jomZ07pkTDS7ilLpur/iZRKY0YycJ 2S2oFZrE3EVbVWYsPrTspVnFhQbGYUJoLYiEw+TnpcA7Ni5AhlmrtbCRtQTZl18c y5hC5cDtotWWm+KNqBHBccXJD+YmzLpHFR8b2Kf39Zrt5kkebRCTpF58hHV6iK7 lAN1RFDffSK3tA7/sCf+Bv/zFpzOJs5QnPAv39JLagU</latexit><latexit sha1_base64="zaeaauPq3q rxAjGxqyrXkZWflgM=">AAACLnicbVDLSgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZl RVuLbSmZ9E4bmmSGJCOUoZ/gVn/DrxFciFs/w7SdhX0cCBzOfZybE8SCG+t5Xzi 3tr6xuZXfLuzs7u0fFEuHDRMlmkGdRSLSzYAaEFxB3XIroBlroDIQ8BQMbyf1pxf Qhkfq0Y5i6EjaVzzkjFonPTx3ebdY9ireFGSZ+Bkpowy1bgkft3sRSyQoywQ1puV 7se2kVFvOBIwL7cRATNmQ9qHlqKISTCed3jomZ07pkTDS7ilLpur/iZRKY0YycJ 2S2oFZrE3EVbVWYsPrTspVnFhQbGYUJoLYiEw+TnpcA7Ni5AhlmrtbCRtQTZl18c y5hC5cDtotWWm+KNqBHBccXJD+YmzLpHFR8b2Kf39Zrt5kkebRCTpF58hHV6iK7 lAN1RFDffSK3tA7/sCf+Bv/zFpzOJs5QnPAv39JLagU</latexit><latexit sha1_base64="zaeaauPq3q rxAjGxqyrXkZWflgM=">AAACLnicbVDLSgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZl RVuLbSmZ9E4bmmSGJCOUoZ/gVn/DrxFciFs/w7SdhX0cCBzOfZybE8SCG+t5Xzi 3tr6xuZXfLuzs7u0fFEuHDRMlmkGdRSLSzYAaEFxB3XIroBlroDIQ8BQMbyf1pxf Qhkfq0Y5i6EjaVzzkjFonPTx3ebdY9ireFGSZ+Bkpowy1bgkft3sRSyQoywQ1puV 7se2kVFvOBIwL7cRATNmQ9qHlqKISTCed3jomZ07pkTDS7ilLpur/iZRKY0YycJ 2S2oFZrE3EVbVWYsPrTspVnFhQbGYUJoLYiEw+TnpcA7Ni5AhlmrtbCRtQTZl18c y5hC5cDtotWWm+KNqBHBccXJD+YmzLpHFR8b2Kf39Zrt5kkebRCTpF58hHV6iK7 lAN1RFDffSK3tA7/sCf+Bv/zFpzOJs5QnPAv39JLagU</latexit><latexit sha1_base64="zaeaauPq3q rxAjGxqyrXkZWflgM=">AAACLnicbVDLSgMxFE3qq9ZXq7hyEyyCqzIjgq6k4MZl RVuLbSmZ9E4bmmSGJCOUoZ/gVn/DrxFciFs/w7SdhX0cCBzOfZybE8SCG+t5Xzi 3tr6xuZXfLuzs7u0fFEuHDRMlmkGdRSLSzYAaEFxB3XIroBlroDIQ8BQMbyf1pxf Qhkfq0Y5i6EjaVzzkjFonPTx3ebdY9ireFGSZ+Bkpowy1bgkft3sRSyQoywQ1puV 7se2kVFvOBIwL7cRATNmQ9qHlqKISTCed3jomZ07pkTDS7ilLpur/iZRKY0YycJ 2S2oFZrE3EVbVWYsPrTspVnFhQbGYUJoLYiEw+TnpcA7Ni5AhlmrtbCRtQTZl18c y5hC5cDtotWWm+KNqBHBccXJD+YmzLpHFR8b2Kf39Zrt5kkebRCTpF58hHV6iK7 lAN1RFDffSK3tA7/sCf+Bv/zFpzOJs5QnPAv39JLagU</latexit>
Ai1
<latexit sha1_base64="V8s7XwV ZZUAc9LP6Cpl9ZIicInA=">AAACMXicbVDLSgMxFL1TX7W+WsWVm2ARX JUZEXQlFTcuK9gHtEPJpJk2NskMSUYow/yDW/0Nv6Y7cetPmLazsLUHAo dzH+fmBDFn2rju1ClsbG5t7xR3S3v7B4dH5cpxS0eJIrRJIh6pToA15U zSpmGG006sKBYBp+1g/DCrt1+p0iySz2YSU1/goWQhI9hYqXXfT5mX9ct Vt+bOgf4TLydVyNHoV5zT3iAiiaDSEI617npubPwUK8MIp1mpl2gaYzL GQ9q1VGJBtZ/Oz83QhVUGKIyUfdKgufp3IsVC64kIbKfAZqRXazNxXa2b mPDWT5mME0MlWRiFCUcmQrO/owFTlBg+sQQTxeytiIywwsTYhJZcQpsv o8ouWWu+KpqRyEoWNkhvNbb/pHVV89ya93Rdrd/lkRbhDM7hEjy4gTo8Q gOaQOAF3uAdPpxPZ+p8Od+L1oKTz5zAEpyfX6F3qUI=</latexit><latexit sha1_base64="V8s7XwV ZZUAc9LP6Cpl9ZIicInA=">AAACMXicbVDLSgMxFL1TX7W+WsWVm2ARX JUZEXQlFTcuK9gHtEPJpJk2NskMSUYow/yDW/0Nv6Y7cetPmLazsLUHAo dzH+fmBDFn2rju1ClsbG5t7xR3S3v7B4dH5cpxS0eJIrRJIh6pToA15U zSpmGG006sKBYBp+1g/DCrt1+p0iySz2YSU1/goWQhI9hYqXXfT5mX9ct Vt+bOgf4TLydVyNHoV5zT3iAiiaDSEI617npubPwUK8MIp1mpl2gaYzL GQ9q1VGJBtZ/Oz83QhVUGKIyUfdKgufp3IsVC64kIbKfAZqRXazNxXa2b mPDWT5mME0MlWRiFCUcmQrO/owFTlBg+sQQTxeytiIywwsTYhJZcQpsv o8ouWWu+KpqRyEoWNkhvNbb/pHVV89ya93Rdrd/lkRbhDM7hEjy4gTo8Q gOaQOAF3uAdPpxPZ+p8Od+L1oKTz5zAEpyfX6F3qUI=</latexit><latexit sha1_base64="V8s7XwV ZZUAc9LP6Cpl9ZIicInA=">AAACMXicbVDLSgMxFL1TX7W+WsWVm2ARX JUZEXQlFTcuK9gHtEPJpJk2NskMSUYow/yDW/0Nv6Y7cetPmLazsLUHAo dzH+fmBDFn2rju1ClsbG5t7xR3S3v7B4dH5cpxS0eJIrRJIh6pToA15U zSpmGG006sKBYBp+1g/DCrt1+p0iySz2YSU1/goWQhI9hYqXXfT5mX9ct Vt+bOgf4TLydVyNHoV5zT3iAiiaDSEI617npubPwUK8MIp1mpl2gaYzL GQ9q1VGJBtZ/Oz83QhVUGKIyUfdKgufp3IsVC64kIbKfAZqRXazNxXa2b mPDWT5mME0MlWRiFCUcmQrO/owFTlBg+sQQTxeytiIywwsTYhJZcQpsv o8ouWWu+KpqRyEoWNkhvNbb/pHVV89ya93Rdrd/lkRbhDM7hEjy4gTo8Q gOaQOAF3uAdPpxPZ+p8Od+L1oKTz5zAEpyfX6F3qUI=</latexit><latexit sha1_base64="V8s7XwV ZZUAc9LP6Cpl9ZIicInA=">AAACMXicbVDLSgMxFL1TX7W+WsWVm2ARX JUZEXQlFTcuK9gHtEPJpJk2NskMSUYow/yDW/0Nv6Y7cetPmLazsLUHAo dzH+fmBDFn2rju1ClsbG5t7xR3S3v7B4dH5cpxS0eJIrRJIh6pToA15U zSpmGG006sKBYBp+1g/DCrt1+p0iySz2YSU1/goWQhI9hYqXXfT5mX9ct Vt+bOgf4TLydVyNHoV5zT3iAiiaDSEI617npubPwUK8MIp1mpl2gaYzL GQ9q1VGJBtZ/Oz83QhVUGKIyUfdKgufp3IsVC64kIbKfAZqRXazNxXa2b mPDWT5mME0MlWRiFCUcmQrO/owFTlBg+sQQTxeytiIywwsTYhJZcQpsv o8ouWWu+KpqRyEoWNkhvNbb/pHVV89ya93Rdrd/lkRbhDM7hEjy4gTo8Q gOaQOAF3uAdPpxPZ+p8Od+L1oKTz5zAEpyfX6F3qUI=</latexit>
Ai2
<latexit sha1_base64="4pRGXK4 lnmNMxMPcZ4I3p6pMjjo=">AAACMXicbVDLSgMxFE3qq9ZXq7hyEyyCq zJTBF1JxY3LCvYB7VAyaaaNzWSG5I5Qhv6DW/0Nv6Y7cetPmLazsI8Dgc O5j3Nz/FgKA44zxbmt7Z3dvfx+4eDw6PikWDptmijRjDdYJCPd9qnhUi jeAAGSt2PNaehL3vJHj7N6641rIyL1AuOYeyEdKBEIRsFKzYdeKqqTXrH sVJw5yDpxM1JGGeq9Ej7v9iOWhFwBk9SYjuvE4KVUg2CSTwrdxPCYshE d8I6liobceOn83Am5skqfBJG2TwGZq/8nUhoaMw592xlSGJrV2kzcVOsk ENx5qVBxAlyxhVGQSAIRmf2d9IXmDOTYEsq0sLcSNqSaMrAJLbkENl/B tV2y0XxVhGE4KVjYIN3V2NZJs1pxnYr7fFOu3WeR5tEFukTXyEW3qIaeU B01EEOv6B19oE/8haf4G/8sWnM4mzlDS8C/f6NAqUM=</latexit><latexit sha1_base64="4pRGXK4 lnmNMxMPcZ4I3p6pMjjo=">AAACMXicbVDLSgMxFE3qq9ZXq7hyEyyCq zJTBF1JxY3LCvYB7VAyaaaNzWSG5I5Qhv6DW/0Nv6Y7cetPmLazsI8Dgc O5j3Nz/FgKA44zxbmt7Z3dvfx+4eDw6PikWDptmijRjDdYJCPd9qnhUi jeAAGSt2PNaehL3vJHj7N6641rIyL1AuOYeyEdKBEIRsFKzYdeKqqTXrH sVJw5yDpxM1JGGeq9Ej7v9iOWhFwBk9SYjuvE4KVUg2CSTwrdxPCYshE d8I6liobceOn83Am5skqfBJG2TwGZq/8nUhoaMw592xlSGJrV2kzcVOsk ENx5qVBxAlyxhVGQSAIRmf2d9IXmDOTYEsq0sLcSNqSaMrAJLbkENl/B tV2y0XxVhGE4KVjYIN3V2NZJs1pxnYr7fFOu3WeR5tEFukTXyEW3qIaeU B01EEOv6B19oE/8haf4G/8sWnM4mzlDS8C/f6NAqUM=</latexit><latexit sha1_base64="4pRGXK4 lnmNMxMPcZ4I3p6pMjjo=">AAACMXicbVDLSgMxFE3qq9ZXq7hyEyyCq zJTBF1JxY3LCvYB7VAyaaaNzWSG5I5Qhv6DW/0Nv6Y7cetPmLazsI8Dgc O5j3Nz/FgKA44zxbmt7Z3dvfx+4eDw6PikWDptmijRjDdYJCPd9qnhUi jeAAGSt2PNaehL3vJHj7N6641rIyL1AuOYeyEdKBEIRsFKzYdeKqqTXrH sVJw5yDpxM1JGGeq9Ej7v9iOWhFwBk9SYjuvE4KVUg2CSTwrdxPCYshE d8I6liobceOn83Am5skqfBJG2TwGZq/8nUhoaMw592xlSGJrV2kzcVOsk ENx5qVBxAlyxhVGQSAIRmf2d9IXmDOTYEsq0sLcSNqSaMrAJLbkENl/B tV2y0XxVhGE4KVjYIN3V2NZJs1pxnYr7fFOu3WeR5tEFukTXyEW3qIaeU B01EEOv6B19oE/8haf4G/8sWnM4mzlDS8C/f6NAqUM=</latexit><latexit sha1_base64="4pRGXK4 lnmNMxMPcZ4I3p6pMjjo=">AAACMXicbVDLSgMxFE3qq9ZXq7hyEyyCq zJTBF1JxY3LCvYB7VAyaaaNzWSG5I5Qhv6DW/0Nv6Y7cetPmLazsI8Dgc O5j3Nz/FgKA44zxbmt7Z3dvfx+4eDw6PikWDptmijRjDdYJCPd9qnhUi jeAAGSt2PNaehL3vJHj7N6641rIyL1AuOYeyEdKBEIRsFKzYdeKqqTXrH sVJw5yDpxM1JGGeq9Ej7v9iOWhFwBk9SYjuvE4KVUg2CSTwrdxPCYshE d8I6liobceOn83Am5skqfBJG2TwGZq/8nUhoaMw592xlSGJrV2kzcVOsk ENx5qVBxAlyxhVGQSAIRmf2d9IXmDOTYEsq0sLcSNqSaMrAJLbkENl/B tV2y0XxVhGE4KVjYIN3V2NZJs1pxnYr7fFOu3WeR5tEFukTXyEW3qIaeU B01EEOv6B19oE/8haf4G/8sWnM4mzlDS8C/f6NAqUM=</latexit>
Aim
<latexit sha1_base64="sUJdG0YY6d/VJYaY1CWpNr0RY3U=">AAACM XicbVDLSgMxFM3UV62vVnHlJlgEV2VGBF1JxY3LCvYB7VAyaaaNTTJDckcow/yDW/0Nv6Y7cetPmLazsLUHAodzH+fmBLHgBlx36hQ2Nre2d4q7pb 39g8OjcuW4ZaJEU9akkYh0JyCGCa5YEzgI1ok1IzIQrB2MH2b19ivThkfqGSYx8yUZKh5ySsBKrft+ymXWL1fdmjsH/k+8nFRRjka/4pz2BhFNJFN ABTGm67kx+CnRwKlgWamXGBYTOiZD1rVUEcmMn87PzfCFVQY4jLR9CvBc/TuREmnMRAa2UxIYmdXaTFxX6yYQ3vopV3ECTNGFUZgIDBGe/R0PuGYU xMQSQjW3t2I6IppQsAktuYQ2X860XbLWfFWEkcxKFjZIbzW2/6R1VfPcmvd0Xa3f5ZEW0Rk6R5fIQzeojh5RAzURRS/oDb2jD+fTmTpfzveiteDkM ydoCc7PLwyiqX4=</latexit><latexit sha1_base64="sUJdG0YY6d/VJYaY1CWpNr0RY3U=">AAACM XicbVDLSgMxFM3UV62vVnHlJlgEV2VGBF1JxY3LCvYB7VAyaaaNTTJDckcow/yDW/0Nv6Y7cetPmLazsLUHAodzH+fmBLHgBlx36hQ2Nre2d4q7pb 39g8OjcuW4ZaJEU9akkYh0JyCGCa5YEzgI1ok1IzIQrB2MH2b19ivThkfqGSYx8yUZKh5ySsBKrft+ymXWL1fdmjsH/k+8nFRRjka/4pz2BhFNJFN ABTGm67kx+CnRwKlgWamXGBYTOiZD1rVUEcmMn87PzfCFVQY4jLR9CvBc/TuREmnMRAa2UxIYmdXaTFxX6yYQ3vopV3ECTNGFUZgIDBGe/R0PuGYU xMQSQjW3t2I6IppQsAktuYQ2X860XbLWfFWEkcxKFjZIbzW2/6R1VfPcmvd0Xa3f5ZEW0Rk6R5fIQzeojh5RAzURRS/oDb2jD+fTmTpfzveiteDkM ydoCc7PLwyiqX4=</latexit><latexit sha1_base64="sUJdG0YY6d/VJYaY1CWpNr0RY3U=">AAACM XicbVDLSgMxFM3UV62vVnHlJlgEV2VGBF1JxY3LCvYB7VAyaaaNTTJDckcow/yDW/0Nv6Y7cetPmLazsLUHAodzH+fmBLHgBlx36hQ2Nre2d4q7pb 39g8OjcuW4ZaJEU9akkYh0JyCGCa5YEzgI1ok1IzIQrB2MH2b19ivThkfqGSYx8yUZKh5ySsBKrft+ymXWL1fdmjsH/k+8nFRRjka/4pz2BhFNJFN ABTGm67kx+CnRwKlgWamXGBYTOiZD1rVUEcmMn87PzfCFVQY4jLR9CvBc/TuREmnMRAa2UxIYmdXaTFxX6yYQ3vopV3ECTNGFUZgIDBGe/R0PuGYU xMQSQjW3t2I6IppQsAktuYQ2X860XbLWfFWEkcxKFjZIbzW2/6R1VfPcmvd0Xa3f5ZEW0Rk6R5fIQzeojh5RAzURRS/oDb2jD+fTmTpfzveiteDkM ydoCc7PLwyiqX4=</latexit><latexit sha1_base64="sUJdG0YY6d/VJYaY1CWpNr0RY3U=">AAACM XicbVDLSgMxFM3UV62vVnHlJlgEV2VGBF1JxY3LCvYB7VAyaaaNTTJDckcow/yDW/0Nv6Y7cetPmLazsLUHAodzH+fmBLHgBlx36hQ2Nre2d4q7pb 39g8OjcuW4ZaJEU9akkYh0JyCGCa5YEzgI1ok1IzIQrB2MH2b19ivThkfqGSYx8yUZKh5ySsBKrft+ymXWL1fdmjsH/k+8nFRRjka/4pz2BhFNJFN ABTGm67kx+CnRwKlgWamXGBYTOiZD1rVUEcmMn87PzfCFVQY4jLR9CvBc/TuREmnMRAa2UxIYmdXaTFxX6yYQ3vopV3ECTNGFUZgIDBGe/R0PuGYU xMQSQjW3t2I6IppQsAktuYQ2X860XbLWfFWEkcxKFjZIbzW2/6R1VfPcmvd0Xa3f5ZEW0Rk6R5fIQzeojh5RAzURRS/oDb2jD+fTmTpfzveiteDkM ydoCc7PLwyiqX4=</latexit>
Yi(a)
<latexit sha1_base64="uJRbquy0RsOyuJxy6nBHHtYPE9w=">AAACP HicbVDLSgMxFE181vpoq7hyEyxC3ZQZEXQlBTcuK9iHtMOQSTNtaJIZkoxQhvkSt/ob/od7d+LWtWk7C/s4EDice2/O4QQxZ9o4zifc2Nza3tkt7B X3Dw6PSuXKcVtHiSK0RSIeqW6ANeVM0pZhhtNurCgWAaedYHw/nXdeqNIskk9mElNP4KFkISPYWMkvl559VusLbEZBmOLs0i9XnbozA1olbk6qIEf Tr8DT/iAiiaDSEI617rlObLwUK8MIp1mxn2gaYzLGQ9qzVGJBtZfOkmfowioDFEbKPmnQTP1/kWKh9UQEdnOaUS/PpuK6WS8x4a2XMhknhkoyNwoT jkyEpjWgAVOUGD6xBBPFbFZERlhhYmxZCy6hrZpRZT9Za74smpHIiha2SHe5tlXSvqq7Tt19vK427vJKC+AMnIMacMENaIAH0AQtQEACXsEbeIcf8 At+w5/56gbMb07AAuDvH6HFrTQ=</latexit><latexit sha1_base64="uJRbquy0RsOyuJxy6nBHHtYPE9w=">AAACP HicbVDLSgMxFE181vpoq7hyEyxC3ZQZEXQlBTcuK9iHtMOQSTNtaJIZkoxQhvkSt/ob/od7d+LWtWk7C/s4EDice2/O4QQxZ9o4zifc2Nza3tkt7B X3Dw6PSuXKcVtHiSK0RSIeqW6ANeVM0pZhhtNurCgWAaedYHw/nXdeqNIskk9mElNP4KFkISPYWMkvl559VusLbEZBmOLs0i9XnbozA1olbk6qIEf Tr8DT/iAiiaDSEI617rlObLwUK8MIp1mxn2gaYzLGQ9qzVGJBtZfOkmfowioDFEbKPmnQTP1/kWKh9UQEdnOaUS/PpuK6WS8x4a2XMhknhkoyNwoT jkyEpjWgAVOUGD6xBBPFbFZERlhhYmxZCy6hrZpRZT9Za74smpHIiha2SHe5tlXSvqq7Tt19vK427vJKC+AMnIMacMENaIAH0AQtQEACXsEbeIcf8 At+w5/56gbMb07AAuDvH6HFrTQ=</latexit><latexit sha1_base64="uJRbquy0RsOyuJxy6nBHHtYPE9w=">AAACP HicbVDLSgMxFE181vpoq7hyEyxC3ZQZEXQlBTcuK9iHtMOQSTNtaJIZkoxQhvkSt/ob/od7d+LWtWk7C/s4EDice2/O4QQxZ9o4zifc2Nza3tkt7B X3Dw6PSuXKcVtHiSK0RSIeqW6ANeVM0pZhhtNurCgWAaedYHw/nXdeqNIskk9mElNP4KFkISPYWMkvl559VusLbEZBmOLs0i9XnbozA1olbk6qIEf Tr8DT/iAiiaDSEI617rlObLwUK8MIp1mxn2gaYzLGQ9qzVGJBtZfOkmfowioDFEbKPmnQTP1/kWKh9UQEdnOaUS/PpuK6WS8x4a2XMhknhkoyNwoT jkyEpjWgAVOUGD6xBBPFbFZERlhhYmxZCy6hrZpRZT9Za74smpHIiha2SHe5tlXSvqq7Tt19vK427vJKC+AMnIMacMENaIAH0AQtQEACXsEbeIcf8 At+w5/56gbMb07AAuDvH6HFrTQ=</latexit><latexit sha1_base64="uJRbquy0RsOyuJxy6nBHHtYPE9w=">AAACP HicbVDLSgMxFE181vpoq7hyEyxC3ZQZEXQlBTcuK9iHtMOQSTNtaJIZkoxQhvkSt/ob/od7d+LWtWk7C/s4EDice2/O4QQxZ9o4zifc2Nza3tkt7B X3Dw6PSuXKcVtHiSK0RSIeqW6ANeVM0pZhhtNurCgWAaedYHw/nXdeqNIskk9mElNP4KFkISPYWMkvl559VusLbEZBmOLs0i9XnbozA1olbk6qIEf Tr8DT/iAiiaDSEI617rlObLwUK8MIp1mxn2gaYzLGQ9qzVGJBtZfOkmfowioDFEbKPmnQTP1/kWKh9UQEdnOaUS/PpuK6WS8x4a2XMhknhkoyNwoT jkyEpjWgAVOUGD6xBBPFbFZERlhhYmxZCy6hrZpRZT9Za74smpHIiha2SHe5tlXSvqq7Tt19vK427vJKC+AMnIMacMENaIAH0AQtQEACXsEbeIcf8 At+w5/56gbMb07AAuDvH6HFrTQ=</latexit>
. . .
<latexit sha1_base64="masm 5z4qAzrb3+Rk0gZpKKLVCDs=">AAAB7XicbVBNS8NAEJ3Ur1q/q h69LBbBU0lE0JMUvHisYD+gDWWz2bRrN9mwOxFK6H/w4kERr/4f b/4bt20O2vpg4PHeDDPzglQKg6777ZTW1jc2t8rblZ3dvf2D6u FR26hMM95iSirdDajhUiS8hQIl76aa0ziQvBOMb2d+54lrI1Tyg JOU+zEdJiISjKKV2n0ZKjSDas2tu3OQVeIVpAYFmoPqVz9ULIt5 gkxSY3qem6KfU42CST6t9DPDU8rGdMh7liY05sbP59dOyZlVQhI pbStBMld/T+Q0NmYSB7Yzpjgyy95M/M/rZRhd+7lI0gx5whaLok wSVGT2OgmF5gzlxBLKtLC3EjaimjK0AVVsCN7yy6ukfVH33Lp3f 1lr3BRxlOEETuEcPLiCBtxBE1rA4BGe4RXeHOW8OO/Ox6K15BQz x/AHzucPuuuPNA==</latexit><latexit sha1_base64="masm 5z4qAzrb3+Rk0gZpKKLVCDs=">AAAB7XicbVBNS8NAEJ3Ur1q/q h69LBbBU0lE0JMUvHisYD+gDWWz2bRrN9mwOxFK6H/w4kERr/4f b/4bt20O2vpg4PHeDDPzglQKg6777ZTW1jc2t8rblZ3dvf2D6u FR26hMM95iSirdDajhUiS8hQIl76aa0ziQvBOMb2d+54lrI1Tyg JOU+zEdJiISjKKV2n0ZKjSDas2tu3OQVeIVpAYFmoPqVz9ULIt5 gkxSY3qem6KfU42CST6t9DPDU8rGdMh7liY05sbP59dOyZlVQhI pbStBMld/T+Q0NmYSB7Yzpjgyy95M/M/rZRhd+7lI0gx5whaLok wSVGT2OgmF5gzlxBLKtLC3EjaimjK0AVVsCN7yy6ukfVH33Lp3f 1lr3BRxlOEETuEcPLiCBtxBE1rA4BGe4RXeHOW8OO/Ox6K15BQz x/AHzucPuuuPNA==</latexit><latexit sha1_base64="masm 5z4qAzrb3+Rk0gZpKKLVCDs=">AAAB7XicbVBNS8NAEJ3Ur1q/q h69LBbBU0lE0JMUvHisYD+gDWWz2bRrN9mwOxFK6H/w4kERr/4f b/4bt20O2vpg4PHeDDPzglQKg6777ZTW1jc2t8rblZ3dvf2D6u FR26hMM95iSirdDajhUiS8hQIl76aa0ziQvBOMb2d+54lrI1Tyg JOU+zEdJiISjKKV2n0ZKjSDas2tu3OQVeIVpAYFmoPqVz9ULIt5 gkxSY3qem6KfU42CST6t9DPDU8rGdMh7liY05sbP59dOyZlVQhI pbStBMld/T+Q0NmYSB7Yzpjgyy95M/M/rZRhd+7lI0gx5whaLok wSVGT2OgmF5gzlxBLKtLC3EjaimjK0AVVsCN7yy6ukfVH33Lp3f 1lr3BRxlOEETuEcPLiCBtxBE1rA4BGe4RXeHOW8OO/Ox6K15BQz x/AHzucPuuuPNA==</latexit><latexit sha1_base64="masm 5z4qAzrb3+Rk0gZpKKLVCDs=">AAAB7XicbVBNS8NAEJ3Ur1q/q h69LBbBU0lE0JMUvHisYD+gDWWz2bRrN9mwOxFK6H/w4kERr/4f b/4bt20O2vpg4PHeDDPzglQKg6777ZTW1jc2t8rblZ3dvf2D6u FR26hMM95iSirdDajhUiS8hQIl76aa0ziQvBOMb2d+54lrI1Tyg JOU+zEdJiISjKKV2n0ZKjSDas2tu3OQVeIVpAYFmoPqVz9ULIt5 gkxSY3qem6KfU42CST6t9DPDU8rGdMh7liY05sbP59dOyZlVQhI pbStBMld/T+Q0NmYSB7Yzpjgyy95M/M/rZRhd+7lI0gx5whaLok wSVGT2OgmF5gzlxBLKtLC3EjaimjK0AVVsCN7yy6ukfVH33Lp3f 1lr3BRxlOEETuEcPLiCBtxBE1rA4BGe4RXeHOW8OO/Ox6K15BQz x/AHzucPuuuPNA==</latexit>
assigned causes single-causeconfounder
multi-cause
confounder
substitute
confounder
potential 
outcome 
function
Figure 1: A graphical model argument for the deconfounder. The punchline is that if Zi renders
the A i j’s conditionally independent then there cannot be a multi-cause confounder. The proof is by
contradiction. Assume conditional independence holds, p(ai1, . . . ,aim | zi)=∏ j p(ai j | zi); if there
exists a multi-cause confounder Ui (red) then, by d-separation, conditional independence cannot
hold (Pearl, 1988). Note we cannot rule out the single-cause confounder Si (blue).
Here is the punchline. If we find a factor model that captures the population distribution of assigned
causes then we have essentially discovered a variable that captures all multiple-cause confounders.
The reason is that multiple-cause confounders induce dependence among the assigned causes,
regardless of how they connect to the potential outcome function. Modeling their dependence, for
which we have observations, provides a way to estimate variables that capture those confounders.
This is the blessing of multiple causes.
2.3 The identification strategy of the deconfounder
How does the deconfounder identify potential outcomes? The classical strategy for causal identi-
fication is that ignorability, together with stable unit treatment value assumption (SUTVA) and
overlap, identifies the potential outcomes (Imbens, 2000; Hirano and Imbens, 2004; Imai and
Van Dyk, 2004). The deconfounder continues to assume SUTVA and overlap, but it weakens
the ignorability assumption.
Roughly, ignorability requires that there are no unobserved confounders. To weaken this assump-
tion, the deconfounder constructs a substitute confounder that captures all multiple-cause con-
founders. (The proof is in Section 4.) Uncovering multi-cause confounders from data weakens the
ignorability assumption to one of no unobserved single-cause confounders.
Thus the deconfounder relies on three assumptions: (1) SUTVA (Rubin, 1980, 1990); (2) no
unobserved single-cause confounders; (3) overlap (Imai and Van Dyk, 2004).
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Stable unit treatment value assumption (SUTVA). The SUTVA requires that the potential out-
comes of one individual are independent of the assigned causes of another individual. It assumes
that there is no interference between individuals and there is only a single version of each assigned
cause. See Rubin (1980, 1990) and Imbens and Rubin (2015) for discussion.
No unobserved single-cause confounders. Denote X i as the observed covariates. (Observed co-
variates are not necessarily confounders.) “No unobserved single-cause confounders” requires
A i j ⊥ Yi(a) |X i, j = 1, . . . ,m. (6)
We call this assumption “single ignorability.” Single ignorability differs from classical ignora-
bility by only requiring marginal independence between individual causes A i j and the potential
outcome Yi(a). In contrast, classical ignorability requires (A i1, . . . ,A im)⊥ Yi(a) |X i, i.e., the joint
independence between the causes (A i1, . . . ,A im) and the potential outcome function Yi(a).
Roughly, single ignorability implies that we observe any confounders that affect only one of the
causes; see Figure 1. This assumption is weaker than classical ignorability; we no longer need to
observe all confounders. That said, whether the assumption is plausible depends on the particulars
of the problem. Note that single ignorability reduces to the classical ignorability assumption when
there is only one cause; both requires A i ⊥ Yi(a) |X i, where A i and a are one-dimensional.
When might single ignorability be plausible? Consider the movie-actor example. One possible
confounder is the reputation of the director. Famous directors have access to a circle of capable
actors; they also tend to make good movies with large revenues. If the dataset contains many
actors, it is likely that several are in the circle of capable actors; the director’s reputation is a multi-
cause confounder. (If only one actor in the dataset is capable then the director’s reputation is a
single-cause confounder.)
Or consider the GWAS problem. If a confounder affects SNPs—and we observe 100,000 SNPs per
individual—then the confounder may be unlikely to have an effect on only one. The same reason-
ing can apply to other settings—medications in medical informatics data, neurons in neuroscience
recordings, and vocabulary terms in text data.
By the same token, single ignorability may not be satisfied when there are very few assigned
causes. Consider the neuroscience problem of inferring the relationship between brain activity and
animal behavior, but where the scientist only records the activity of a small number of neurons.
While unlikely that a confounder affects only one neuron in the brain, it may be more possible that
a confounder affects only one of the observed neurons.
In domains where single ignorability is likely not satisfied, we suggest performing sensitivity anal-
ysis (Robins et al., 2000; Gilbert et al., 2003; Imai and Van Dyk, 2004) on the deconfounder
estimates. It assesses the robustness of the estimate against unobserved single-cause confounding.
In the context of GWAS, Section 3.2 will illustrate the effect of violating single ignorability.
Overlap. The final assumption of the deconfounder is that the substitute confounder Zi satisfies
the overlap condition6
p(A i j ∈A |Zi)> 0 for all sets A with positive measure, i.e. p(A )> 0. (7)
6We also require the observed covariates X i satisfy the overlap condition if they are single-cause confounders, i.e.
p(A i j ∈A |X i)> 0 for all sets A with positive measure, i.e. p(A )> 0.
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Overlap asserts that, given the substitute confounder, the conditional probability of any vector of
assigned causes is positive. This assumption is sometimes stated as the second half of ignorability
(Imai and Van Dyk, 2004).
The potential outcome Yi(a) is not identifiable if the substitute confounder does not satisfy overlap.
When the overlap is limited, i.e. p(A i j ∈A |Zi) is small for all values of Zi, then the deconfounder
estimates of the potential outcome Yi(a) will have high variance.
For many probabilistic factor models, the overlap condition is satisfied. For example, probabilistic
PCA assumes A i j |Zi ∼ N (Z>i θ j,σ2). The normal distribution has support over the real line,
which ensures P(A i j ∈A |Zi)> 0 for allA with positive measure. That said, as the dimensionality
of Zi increases, overlap often becomes increasingly limited (D’Amour et al., 2017). For example,
probabilistic PCA returns increasingly small σ2, which signals P(A i j ∈A |Zi) is small.
We can enforce overlap by constraining the allowable family of factor models. With continuous
causes, we restrict to models with continuous densities on R. (We assume the causes are full-rank,
i.e., that no two causes are measurable with each other; if such a pair exists, merge them into a
single cause.) With discrete causes, we restrict to factor models with support on the whole A and
a Zi lower-dimensional than the causes.
Alternatively, we can merge highly correlated causes as a preprocessing step. For example, con-
sider two causes—paracetamol and ibuprofen–that are always assigned the same value. We can
merge them into one cause: we only estimate the potential outcome of either taking both drugs or
taking neither. This merging step prevents the deconfounder from extrapolating for the assigned
causes which the data carries little evidence. We can also resort to classical strategies of causal in-
ference under limited overlap, for example subsampling the population (Crump et al., 2009).
How can we assess the overlap with respect to the substitute confounder? With a fitted factor
model, we can analyze the conditional distribution of the assigned causes given the substitute
confounder P(A i j |Zi) for all individual i’s. A conditional with low variance or low entropy signals
limited overlap and the possibility of high-variance causal estimates.
We have described the main assumptions of the deconfounder. With SUTVA, overlap, and single
ignorability, the deconfounder estimate is unbiased.
The deconfounder (informal version of Theorem 6). Assume SUTVA, single ignorability
(Equation (6)), and overlap (Equation (7)). Then the deconfounder provides an unbiased estimate
of the average causal effect:
EY [Yi(a1, . . . ,am)]−EY
[
Yi(a′1, . . . ,a
′
m)
]
(8)
=EX ,Z [EY [Yi |A i1 = a1, . . . ,A im = am,X i,Zi]]
−EX ,Z
[
EY
[
Yi |A i1 = a′1, . . . ,A im = a′m,X i,Zi
]]
, (9)
where Zi denotes the substitute confounder constructed from the factor model.
The theorem relies on two properties of the substitute confounder: (1) it captures all multi-cause
confounders; (2) it does not capture mediators. By its construction from probabilistic factor mod-
els, the substitute confounder captures all multi-cause confounders; again, see the graphical model
argument in Figure 1. Moreover, the substitute confounder is constructed with only the observed
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causes; no outcome information is used and so it cannot pick up any mediators. Thus, along with
single ignorability and overlap, the substitute confounder provides full ignorability. With ignor-
ability in hand, treat the substitute confounder as if it were observed covariates and Equation (9)
follows from a classical conditional independence argument (Rosenbaum and Rubin, 1983). Sec-
tion 4 discusses and proves this theorem (Theorem 6).
2.4 Practical details of the deconfounder
We next attend to some of the practical details of the deconfounder. The ingredients of the
deconfounder are (1) a factor model of assigned causes, (2) a way to check that the factor
model captures their population distribution, and (3) a way to estimate the conditional expecta-
tion E
[
Yi(a) | Zˆi,A i = a
]
for performing causal inference. We discuss each ingredient below (Sec-
tion 2.4.1 and Section 2.4.2) and then describe the full deconfounder algorithm (Section 2.4.3). We
connect the deconfounder to existing methods in the research literature (Section 2.5) and answer
questions that may come up for the reader (Section 2.6).
2.4.1 Using the assignment model to infer a substitute confounder
The first ingredient is a factor model of the assigned causes, as defined in Equation (4), which
we call the assignment model. Many models fall into this category, such as mixture models,
mixed-membership models, and deep generative models. Each of these models can be written
as Equation (4); they each involve a per-datapoint latent variable Zi and a per-cause parameter θ j.
Fitting the factor model gives an estimate of the parameters θ j, j = 1, . . . ,m. When the fitted factor
model captures the population distribution of the assigned causes then inferences about Zi can be
used as substitute confounders in a downstream causal inference.
Example factor models. The deconfounder requires that the investigator find an adequate factor
model of the assigned causes and then use the factor model to estimate the posterior p(zi |ai).
In the simulations and studies of Section 3, we will explore several classes of factor models; we
describe some of them here.
One of the most common factor models is principal component analysis (PCA). PCA is appropri-
ate when the assigned causes are real-valued. In its probabilistic form (Tipping and Bishop, 1999),
both zi and the per-cause parameters θ j are real-valued K-vectors. The model is
Zik ∼N (0,λ2), k= 1, . . . ,K ,
A i j |Zi ∼N
(
z>i θ j,σ
2) , j = 1, . . . ,m. (10)
We can fit probabilistic PCA with maximum likelihood (or Bayesian methods) and use standard
conditional probability to calculate p(zi |ai). Exponential family extensions of PCA are also factor
models (Collins et al., 2002; Mohamed et al., 2009) as are some deep generative models (Tran et al.,
2017), which can be interpreted as a nonlinear probabilistic PCA.
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When the assigned causes are counts then Poisson factorization (PF) is an appropriate factor model
(Schmidt et al., 2009; Cemgil, 2009; Gopalan et al., 2015). PF is a probabilistic form of nonnega-
tive matrix factorization (Lee and Seung, 1999, 2001), where zi and θ j are positive K-vectors. The
model is
Zik ∼Gamma(α0,α1), k= 1, . . . ,K ,
A i j |Zi ∼ Poisson(z>i θ j), j = 1, . . . ,m.
(11)
PF can be fit to large datasets with efficient variational methods (Gopalan et al., 2015). In gen-
eral, the deconfounder can use variational methods, or other forms of approximate inference, to
estimate p(zi |ai).
A final example of a factor model is the deep exponential family (DEF) (Ranganath et al., 2015).
A DEF is a probabilistic deep neural network. It uses exponential families to generalize classical
models like the sigmoid belief network (Neal, 1990) and deep Gaussian models (Rezende et al.,
2014). For example, a two-layer DEF models each observation as
Z2,il ∼Exp-Fam2(α), l = 1, . . . ,L,
Z1,ik |Z2,i ∼Exp-Fam1(g1(z>2,iθ1,k)), k= 1, . . . ,K ,
A i j |Z1,i ∼Exp-Fam0(g0(z>1,iθ0, j)), j = 1, . . . ,m.
(12)
Here Exp-Fam is an exponential family distribution, θ∗ are parameters, and g∗(·) are link func-
tions. Each layer of the DEF is a generalized linear model (McCullagh, 2018; McCullagh and
Nelder, 1989). The DEF inherits the flexibility of deep neural networks, but uses exponential fam-
ilies to capture different types of layered representations and data. For example, if the assigned
causes are counts then Expfam0 can be Poisson; if they are reals then it can be Gaussian. Approx-
imate inference in DEF can be performed with black box variational methods (Ranganath et al.,
2014).
Predictive checks for the assignment model. The deconfounder requires that its factor model
captures the population distribution of the assigned causes. To assess the fidelity of the chosen
model, we use predictive checks. A predictive check compares the observed assignments with the
assignments that would have been observed under the model.
First hold out a subset of assigned causes for each individual ai`, where ` indexes some held-out
causes. The heldout assignments are written ai,held and note we hold out randomly selected causes
for each individual. The observed assignments are written ai,obs.
Next fit the factor model to the remaining assignment data D = {ai,obs}ni=1. This results in a fitted
assignment model p(z,θ |a). For each individual i, calculate the local posterior distribution of
p(zi |ai,obs).
Here is the predictive check. First sample values for the held-out causes from their predictive
distribution,
p(arepi,held |ai,obs)=
∫
p(ai,held | zi)p(zi |ai,obs)dzi. (13)
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Figure 2: Predictive checks for the assignment model. The vertical dashed line shows t(ai,held).
The blue curve shows the kernel density estimate (KDE) of t(arepi,held). The predictive score is
the area under the blue curve to the left of the vertical dashed line. The predictive score of this
assignment model is larger than 0.1; we consider it satisfactory.
This distribution integrates out the local posterior p(zi |ai,obs). (An approximate posterior also
suffices; we discuss why in Section 2.6.5.)
Then compare the replicated data to the held-out data. To compare, calculate the expected log
probability
t(ai,held)= EZ
[
log p(ai,held |Z) |ai,obs
]
, (14)
which relates to their marginal log likelihood. In the nomenclature of posterior predictive checks,
this is the “discrepancy function” that we use; one can use others.
Finally calculate the predictive score,
predictive score= p
(
t(arepi,held)< t(ai,held)
)
. (15)
Here the randomness stems from arepi,held coming from the predictive distribution in Equation (13),
and we approximate the predictive score with Monte Carlo.
How to interpret the predictive score? A good model will produce values of the held-out causes
that give similar log likelihoods to their real values—the predictive score will not be extreme. A
mismatched model will produce an extremely small predictive score, often where the replicated
data has much higher log likelihood than the real data. An ideal predictive score is around 0.5.
We consider predictive scores with predictive scores larger than 0.1 to be satisfactory; we do not
have enough evidence to conclude significant mismatch of the assignment model. Note that the
threshold of 0.1 is a subjective design choice. We find such assignment models that pass this
threshold often yield satisfactory causal estimates in practice. Figure 2 illustrates a predictive
check of a good assignment model. Section 3 shows predictive checks in action.
Predictive checks blend a circle of related ideas around posterior predictive checks (PPCs) (Rubin,
1984), PPCs with realized discrepancies (Gelman et al., 1996), PPCs with held-out data (Gelfand
et al., 1992), and stage-wise checking of hierarchical models (Dey et al., 1998; Bayarri and Castel-
lanos, 2007). They also relate to Bayesian causal model criticism (Tran et al., 2016b) and PPCs
in genome-wide association studies (GWAS) (Mimno et al., 2015). Finding, fitting, and checking
the factor model also relates to the Box’s loop in Bayesian data analysis (Blei, 2014; Gelman et al.,
2013).
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2.4.2 The outcome model
We described how to fit and check a factor model of multiple assigned causes. We now discuss
how to fold in the observed outcomes and to use the fitted factor model to correct for unobserved
confounders.
Suppose p(zi |ai,D) concentrates around a point zˆi. Then we can use zˆi as a confounder. Fol-
low Section 2.1 to calculate the iterated expectation on the left side of Equation (2). How-
ever, replace the observed confounders with the substitute confounder; the goal is to calculate
E [E [Yi(a) |A i = a,Zi]]. First, approximate the outside expectation with Monte Carlo,
E [E [Yi(a) |A i = a,Zi]]≈ 1n
n∑
i=1
EY [Yi(A i) |A i = a,Zi = zˆi] . (16)
This approximation uses the substitute confounder zˆi, integrating over its population distribution.
It uses the model to infer the substitute confounder from each data point and then integrates the
distribution of that inferred variable induced by the population distribution of data.
Turn now to the inner expectation of Equation (16). We fit a function to estimate this quan-
tity,
E [Yi(A i) |A i = a,Zi = z]= f (a, z). (17)
The function f (a, z) is called the outcome model and can be fit from the augmented observed data
{ai, zˆi, yi(ai)}. For example, we can minimize their discrepancy via some loss function `:
fˆ = argmin
f
n∑
i=1
`(yi(ai)− f (ai, zˆi)).
Like the factor model, we can check the outcome model—it is fit to observed data and should be
predictive of held-out observed data (Tran et al., 2016b).
One outcome model we consider is a simple linear function,
f (a, z)=β>a+γ>z. (18)
Another outcome model we consider is where f (·) is linear in the assigned causes a and the “re-
constructed assigned causes” aˆ(z) = EM [A | z], an expectation from the fitted factor model. This
class of functions is
f (a, z)=β>a+γ>aˆ(z). (19)
This outcome model relates to the generalized propensity score (Imbens, 2000; Hirano and Imbens,
2004). Equation (19) can be seen as using aˆ(z) as a proxy for the propensity score, a substitution
that is used in Bayesian statistics (Laird and Louis, 1982; Tierney and Kadane, 1986; Geisser et al.,
1990); this substitution is justified when higher moments of the assignment are similar across
individuals. In both models, the coefficient β represents the average causal effect of raising each
cause by one individual.
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Algorithm 1: The Deconfounder
Input: a dataset of assigned causes and outcomes {(ai, yi)}, i = 1, . . . ,n
Output: the average potential outcome E [Y (a)] for any causes a
repeat
choose an assignment model from the class in Equation (4)
fit the model to the assigned causes {ai}, i = 1, . . . ,n
check the fitted model Mˆ
until the assignment check is satisfactory
foreach datapoint i do
calculate zˆi = EMˆ [Zi |ai].
end
repeat
choose an outcome model from Equation (17)
fit the outcome model to the augmented dataset {(ai, yi, zˆi)}, i = 1, . . . ,n
check the fitted outcome model
until the outcome check is satisfactory
estimate the average causal effect E [Y (a)]−E [Y (a′)] by Equation (16)
But we are not restricted to linear models. Other outcome models like random forests (Wager and
Athey, 2017) and Bayesian additive regression trees (Hill, 2011) all apply here.
Note that devising an outcome model is just one approach to approximating the inner expectation
of Equation (16). Another approach is again to use Monte Carlo. There are several possibilities. In
one, group the confounder zˆi into bins and approximate the expectation within each bin. In another,
bin by the propensity score p(ai | zˆi) and approximate the inner expectation within each propensity-
score bin (Rosenbaum and Rubin, 1983; Lunceford and Davidian, 2004). A third possibility—if
the assigned causes are discrete and the number of causes is small—is to use the propensity score
with inverse propensity weighting (Horvitz and Thompson, 1952; Rosenbaum and Rubin, 1983;
Heckman et al., 1998; Dehejia and Wahba, 2002).
2.4.3 The full algorithm, and an example
We described each component of the deconfounder. Algorithm 1 gives the full algorithm, a pro-
cedure for estimating Equation (16). The steps are: (1) find, fit, and check a factor model to the
dataset of assigned causes; (2) estimate zˆi for each datapoint; (3) find and fit a outcome model; (4)
use the outcome model and estimated zˆi to do causal inference.
Example. Consider a causal inference problem in genome-wide association studies (GWAS)
(Stephens and Balding, 2009; Visscher et al., 2017): how do human genes causally affect height?
Here we give a brief account of how to use the deconfounder, omitting many of the details. We
analyze GWAS problems extensively in Section 3.2.
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Consider a dataset of n = 5,000 individuals; for each individual, we measure height and geno-
type, specifically the alleles at m= 100,000 locations, called the single-nucleotide polymorphisms
(SNPs). Each SNP is represented by a count of 0, 1, or 2; it encodes how many of the individual’s
two nucleotides differ from the most common pair of nucleotides at the location. Table 2 illustrates
a snippet of the data (10 individuals).
ID (i) SNP_1
(ai,1)
SNP_2
(ai,2)
SNP_3
(ai,3)
SNP_4
(ai,4)
SNP_5
(ai,5)
SNP_6
(ai,6)
SNP_7
(ai,7)
SNP_8
(ai,8)
SNP_9
(ai,9)
· · · SNP_100K
(ai,100K )
Height (feet)
(yi)
1 1 0 0 1 0 0 1 2 0 · · · 0 5.73
2 1 2 2 1 2 1 1 0 1 · · · 2 5.26
3 2 0 1 1 0 1 0 1 1 · · · 2 6.24
4 0 0 0 1 1 0 1 2 0 · · · 0 5.78
5 1 2 1 1 1 0 1 0 0 · · · 1 5.09
...
...
...
Table 2: How do SNPs causally affect height? This table shows a portion of a dataset: simulated
SNPs as the multiple causes and height as the outcome.
We simulate such a dataset of genotypes and height. We generate each individual’s genotypes
by simulating heterogeneous mixing of populations (Pritchard et al., 2000b). We then generate the
height from a linear model of the SNPs (i.e. the assigned causes) and some simulated confounders.
(The confounders are only used to simulate data; when running the deconfounder, the confounders
are unobserved.) In this simulated data, the coefficients of the SNPs are the true causal effects; we
denote them β∗ = (β∗1 , . . . ,β∗m). See Section 3.2 for more details of the simulation.
The goal is to infer how the SNPs causally affect human height, even in the presence of un-
observed confounders. The m-dimensional SNP vector ai = (ai1,ai2, ...,aim) is the vector of
assigned causes for individual i; the height yi is the outcome. We want to estimate the potential
outcome: what would the (average) height be if we set a person’s SNP to be a = (a1,a2, ...,am)?
Mathematically, this is the average potential outcome function: E[Yi(a)], where the vector of as-
signed causes a takes values in {0,1,2}m.
We apply the deconfounder: model the assigned causes, infer a substitute confounder, and perform
causal inference. To infer a substitute confounder, we fit a factor model of the assigned causes.
Here we fit a 50-factor PF model, as in Equation (11). This fit results in estimates of non-negative
factors θˆ j for each assigned cause (a K-vector) and non-negative weights zˆi for each individual
(also a K-vector).
If the predictive check greenlights this fit, then we take the posterior predictive mean of the as-
signed causes as the reconstructed assignments, aˆ j(zi) = zˆ>i θˆ j. For brevity, we do not report the
predictive check here. (The model passes.) We demonstrate predictive checks for GWAS in the
empirical studies of Section 3.2.
Using the reconstructed assigned causes, we estimate the average potential outcome function. Here
we fit a linear outcome model to the height yi against both of the assigned causes ai and recon-
structed assignment aˆ(zi),
yi ∼N
(
β0+β>ai+γ>aˆ(zi),σ2
)
. (20)
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w/o deconfounder w/ deconfounder
RMSE×10−2 49.6 41.2
Table 3: Root mean squred error (RMSE) of the causal coefficients βˆ with and without the decon-
founder in a GWAS simulation study. We treat this RMSE as a metric of how close the estimated
potential outcome function is to the truth. In this toy problem, the deconfounder produces closer-
to-truth causal estimates.
This regression is high dimensional (m > n); for regularization, we use an L2-penalty on β and
γ (equivalently, normal priors). Fitting the outcome model gives an estimate of regression coeffi-
cients {βˆ0, βˆ, γˆ}. Because we use a linear outcome model, the regression coefficients βˆ estimate the
true causal effect β∗.
Table 3 evaluates the causal estimates obtained with and without the deconfounder. We focus on
the root mean squred error (RMSE) of βˆ to β∗. (“Causal estimation without the deconfounder”
means fitting a linear model of the height yi against the assigned causes ai.) The deconfounder
produces closer-to-truth causal estimates.
2.5 Connections to genome-wide association studies
Many methods from the research literature, especially around genome-wide association studies,
can be reinterpreted as instances of the deconfounder algorithm. Each can be seen as posit-
ing a factor model of assigned causes (Section 2.4.1) and a conditional outcome model (Sec-
tion 2.4.2).
The deconfounder justifies each of these methods as forms of multiple causal inference and, though
predictive checks, points to how a researcher can usefully compare and assess them. Most of
these methods were motivated by imagining true unobserved confounding structure. However, the
theory around the deconfounder shows that a well-fitted factor model will capture confounders
independent of a researcher imagining what they may be; see the question in Section 2.6.5.
Below we describe many methods from the GWAS literature and show how they can be viewed
as deconfounder algorithms. The GWAS problem is described in Section 2.4.3.
Linear mixed models. The linear mixed model (LMM) is one the most popular classes of meth-
ods for analyzing GWAS (Yu et al., 2006; Kang et al., 2008; Yang et al., 2014; Lippert et al., 2011;
Loh et al., 2015; Darnell et al., 2017). Seen through the lens of the deconfounder, an LMM posits
a linear outcome model that depends on both the SNPs and a scalar latent factor Zi.
In the LMM literature, Zi is not explicitly drawn from a factor model; rather, Z1:n are from a
multivariate Gaussian whose covariance matrix, called the “kinship matrix,” is calculated from the
observed SNPs a1:n. However, this is mathematically equivalent to posterior latent factors from
a one-dimensional PCA model. Subject to its capturing the distribution of SNPs, the LMM is
performing multiple causal inference with a deconfounder.
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Principal component analysis. A related approach is to first perform (multi-dimensional) PCA
on the SNP matrix and then to estimate an outcome model from the corresponding residuals (Price
et al., 2006). This too is an instance of the deconfounder. As a factor model, PCA is described
in Equation (10). Fitting an outcome model to its residuals is equivalent to conditioning on the
reconstructed assignments, Equation (19).
Logistic factor analysis. Closely related to PCA is logistic factor analysis (LFA) (Song et al.,
2015; Hao et al., 2015). LFA can be seen as the following factor model,
Zi ∼N (0, I)
pii j |Zi ∼N (z>i θ j,σ2), j = 1, . . . ,m,
A i j |pii j ∼Binomial(2, logit−1(pii j)), j = 1, . . . ,m.
If it captures the SNP matrix well, then Zi can be viewed as a substitute confounder.
With LFA in hand, Song et al. (2015) use inverse regression to perform association tests. Their ap-
proach is equivalent to assuming an outcome model conditional on the reconstructed assignments
a(zˆi), again Equation (19), and subsequently testing for non-zero coefficients.
In a variant of LFA, Tran and Blei (2017) use a neural-network based model of the unobserved
confounder, connecting this model to a causal inference with a nonparametric structural equation
model (Pearl, 2009). They take an explicitly causal view of the testing problem.
Mixed-membership models. Finally, many statistical geneticists use mixed-membership mod-
els (Airoldi et al., 2014) to capture the latent population structure of SNPs, and then condition on
that structure in downstream analyses (Pritchard et al., 2000a,b; Falush et al., 2003, 2007). In ge-
netics, a mixed-membership model is a factor model that captures latent ancestral populations. The
latent variable Zi is on the K −1 simplex; it represents how much individual i reflects each ances-
tral population. The observed SNP A i j comes from a mixture of Binomials, where Zi determines
its mixture proportions.
Using these models, researchers use a linear outcome model conditional on zi and devise tests
for significant associations (Pritchard et al., 2000b; Song et al., 2015; Tran and Blei, 2017). The
deconfounder justifies this practice from a causal perspective, and underlines the importance of
finding a model of population structure that captures the per-individual distribution of SNPs.
2.6 A conversation with the reader
In this section, we answer some questions a reader might have.
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2.6.1 Why do I need multiple causes?
The deconfounder uses latent variables to capture dependence among the assigned causes. The
theory in Section 4 says that a latent variable which captures this dependence will contain all valid
multi-cause confounders. But estimating this latent variable requires evidence for the dependence,
and evidence for dependence cannot exist with just one assigned cause. Thus the deconfounder
requires multiple causes.
2.6.2 Is the deconfounder free lunch?
The deconfounder is not free lunch—it trades confounding bias for estimation variance. Take an
information point of view: the deconfounder uses a portion of information in the data to estimate a
substitute confounder; then it uses the rest to estimate causal effects. By contrast, classical causal
inference uses all the information to estimate causal effects, but it must assume ignorability. Put
differently, while the deconfounder assumes the weaker assumption of single ignorability, it pays
for this flexibility in the information it has available for causal estimation. Hence the deconfounder
estimate often has higher variance.
Suppose full ignorability is satisfied. Then both classical causal inference and the deconfounder
provide unbiased causal estimates, though the deconfounder will be less confident; it has higher
variance. Now suppose only single ignorability is satisfied. The deconfounder still provides unbi-
ased causal estimates, but classical causal inference is biased.
2.6.3 Why does the deconfounder have two stages?
Algorithm 1 first fits a factor model to the assigned causes and then fits the potential outcome
function. This is a two stage procedure. Why? Can we fit these two models jointly?
One reason is convenience. Good models of assigned causes may be known in the research lit-
erature, such as for genetic studies. Moreover, separately fitting the assignment model allows the
investigator to fit models to any available data of assigned causes, including datasets where the
outcome is not measured.
Another reason for two stages is to ensure that Zi does not contain mediators, variables along
the causal path between the assigned causes and the outcome. Intuitively, excluding the outcome
ensures that the substitute confounders are “pre-treatment” variables; we cannot identify a medi-
ator by looking only at the assigned causes. More formally, excluding the outcome ensures that
the model satisfies p(zi |ai, yi(ai)) = p(zi |ai); this equality cannot hold if Zi contains a media-
tor.
2.6.4 How does the deconfounder relate to the generalized propensity score? What about
instrumental variables?
The deconfounder relates to both.
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The deconfounder can be interpreted as a generalized propensity score approach, except where
the propensity score model involves latent variables. If we treat the substitute confounder Zi as
observed covariates, then the factor model P(A i |Zi) is precisely the propensity score of the causes
A i. With this view, the innovation of the deconfounder is in Zi being latent. Moreover, it is the
multiplicity of the causes A i1, . . . ,A im that makes a latent Zi feasible; we can construct Zi by
finding a random variable that renders all the causes conditionally independent.
The deconfounder can also be interpreted as a way of constructing instruments using latent factor
models. Think of a factor model of the causes with linearly separable noises: A i j
a.s.= f (Zi)+
²i j. Given the substitute confounder, consider the residual of the causes ²i j. Assuming single
ignorability, the variable ²i j is an instrumental variable for the jth cause A i j. For example, with
probabilistic PCA the residual is ²i j = A i j−Z>i θ j ∼N (0,σ2).
The residual ²i j satisfies the requirements of being an instrument for A i j: (1) The residual ²i j cor-
relates with the cause A i j. (2) The residual ²i j affects the outcome only through the cause A i j; this
fact is true because the substitute confounder Zi is constructed without using any outcome infor-
mation. (3) The residual ²i j cannot be correlated with a confounder; this is true because Zi ⊥ ²i j
by construction from the factor model, where P(Zi) and P(A i j |Zi) are specified separately.
However, the deconfounder differs from classical instrumental variables approaches because it uses
latent variable models to construct instruments, rather than requiring that instruments be observed.
The latent variable construction is feasible because the multiplicity of the causes allows us to
construct Zi and ²i j from the conditional independence requirement.
2.6.5 Does the factor model of the assigned causes need to be the true assignment model?
Which factor model should I choose if multiple factor models return good predictive
scores?
Finding a good factor model is not the same as finding the “true” model of the assigned causes.
We do not assume the inferred variable Zi reflects a real-world unobserved variable.
Rather, the deconfounder requires the factor model to capture the population distribution of the
assigned causes and, more particularly, their dependence structure. This requirement is why pre-
dictive checking is important. If the deconfounder captures the population distribution—if the
predictive check returns high predictive scores—then we can use the inferred local variables Zi as
substitute confounders.
For the same reason, the deconfounder can rely on approximate inference methods to infer the
substitute confounder. The predictive check evaluates whether Zi provides a good predictive dis-
tribution, regardless of how it was inferred. As long as the model and (approximate) inference
method together give a good predictive distribution—one close to the population distribution of
the assigned causes—then the downstream causal inference is valid. We use approximate infer-
ence for most of the factor models we study in Section 3.
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Suppose multiple factor models give similarly good predictive scores in the predictive check. In
this case, we recommend choosing the factor model with the lowest capacity. Factor models with
similar predictive scores often result in causal estimates with similarly little bias. But the variance
of these estimates can differ. Factor models with high capacity can compromise overlap and lead to
high-variance estimates; factor models with low capacities tend to produce lower variance causal
estimates. The empirical study in Section 3.1 demonstrates this phenomenon.
2.6.6 Can the causes be causally dependent among themselves?
When the causes are causally dependent, the deconfounder can still provide unbiased estimates of
the potential outcomes. Its success relies on a valid substitute confounder.
Note there are cases where a valid substitute confounder cannot exist. For example, consider a
cause A1 that causally affects A2 according to A1 ∼N (0,1),A2 = A1+²,²∼N (0,1). In this case,
a substitute confounder Z must satisfy Z a.s.= A1 or Z a.s.= A2, because it needs to render the two
causes conditionally independent. But such a Z does not satisfy overlap.
On the other hand, causal dependence among the causes does not necessarily imply the nonexis-
tence of a valid substitute confounder. Consider a different mechanism for the causal relationship
between A1 and A2,
A1 ∼N (0,1),
A2 = |A1|+², ²∼N (0,1).
Here Z a.s= |A1| is a valid substitute confounder; it satisfies overlap and renders A1 conditionally
independent of A2.
Empirically, it is hard to detect the nonexistence of a valid substitute confounder without knowing
the functional form of how the causes are structurally dependent. Insisting on using the decon-
founder in this case results in limited overlap and high variance causal estimates downstream. We
will illustrate this phenomenon in Section 3.1.
Finally, we recommend applying the deconfounder to non-causally dependent causes. A valid
substitute confounder is guaranteed to exist in this case; it will both satisfy overlap and render the
causes conditionally independent of each other.
2.6.7 Should I condition on known confounders and covariates?
Suppose we also observe known confounders and other covariates X i. The deconfounder maintains
its theoretical properties when we condition on observed covariates X i as well as infer a substitute
confounder Zi. In particular, if X i is “pre-treatment” —it does not include any mediators—then
the causal estimate will be unbiased (Imai and Van Dyk, 2004) (also see Theorem 6 below). In
general, it is good to condition on observed confounders, especially if they may contain single-
cause confounders.
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That said, we do not need to condition on observed confounders that affect more than one of the
causes; it suffices to condition only on the substitute confounder Zi. And there is a trade off.
Conditioning on covariates X i maintains unbiasedness but it hurts efficiency. If the true causal
effect size is small then large confidence or credible intervals will conclude these small effects as
insignificant—inefficient causal estimates can bury the real causal effects. The empirical study in
Section 3.1 explores this phenomenon.
2.6.8 How can I assess the uncertainty of the deconfounder?
The uncertainty in the deconfounder comes from two sources, the factor model and the outcome
model. The deconfounder first fits (and checks) the factor model; it gives a substitute confounder
Zi ∼ p(zi |ai). It then uses the mean of the substitute confounder zˆi = EMˆ [Zi |ai] to fit an outcome
model p(yi |ai, zˆi) and compute the potential outcome estimate E [Yi(a)].
To assess the uncertainty of the deconfounder, we consider the uncertainty from both sources. We
first draw s samples {z(1)i , . . . , z
(s)
i } of the substitute confounder: z
(l)
i
iid∼ p(zi |ai), l = 1, . . . , s. For
each sample z(l)i , we fit an outcome model and compute a point estimate of the potential outcome.
(If the outcome model is probabilistic, we compute the posterior distribution of its parameters; this
leads to a posterior of the potential outcome.) We aggregate the estimates of the potential outcome
(or its distributions) from the s samples {z(1)i , . . . , z
(s)
i }; the aggregated estimate is a collection of
point estimates of the potential outcome (or a mixture of its posterior distributions). The variance
of this aggregated estimate describes the uncertainty of the deconfounder; it reflects how the finite
data informs the estimation of the potential outcome. In a two-cause smoking study, Section 3.1
illustrates this strategy for calculating the uncertainty of the deconfounder.
3 Empirical studies
We study the deconfounder in three empirical studies. Two studies involve simulations of realis-
tic scenarios; these help assess how well the deconfounder performs relative to ground truth. In
Section 3.1 we study semi-synthetic data about smoking; the causes are a real dataset about smok-
ing and the effect (medical expenses) is simulated. In Section 3.2 we study semi-synthetic data
about genetics. Finally, in Section 3.3 we study real data about actors and movie revenue; there
is no simulation. All three of these studies demonstrate the benefits of the deconfounder. They
show how predictive checks reveal potential issues with downstream causal inference and how the
deconfounder can provide closer-to-truth causal estimates.
Each stage of the deconfounder requires computation: to fit the factor model, to check the fac-
tor model, to calculate the substitute deconfounder, and to fit the outcome model. In all these
stages, we use black box variational inference (BBVI) (Ranganath et al., 2014) as implemented
in Edward, a probabilistic programming system (Tran et al., 2017, 2016a). (This was a choice;
the deconfounder can be used with other methods for calculating the posterior and fitting models.
For example, we can also use Stan (Carpenter et al., 2017), which is a probabilistic programming
language available in R (Team, 2013).)
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Figure 3: Predictive checks for the substitute confounder z obtained from a linear factor model
(a) and a quadratic factor model (b). The blue line is the kernel density estimate (KDE) of the
test-statistic based on the predictive distribution. The dashed vertical line shows the value of the
test-statistic on the observed dataset. The figure shows that the linear model mismatches the data—
the observed statistic falls in a low probability region of the KDE. The quadratic factor model is a
better fit to the data.
3.1 Two causes: How smoking affects medical expenses
We first study the deconfounder with semi-synthetic data about smoking. The 1987 National Med-
ical Expenditures Survey (NMES) collected data about smoking habits and medical expenses in a
representative sample of the U.S. population (Imai and Van Dyk, 2004; US Department of Health
and Human Services Public Health service, 1987). The dataset contains 9,708 people and 8 vari-
ables about each. For each person, we focus on the current marital status (amar), the cumulative ex-
posure to smoking (aexp), and the last age of smoking (aage). (We standardize all variables.)
A true outcome model and causal inference problem. We use the assigned causes from the
survey to simulate a dataset of medical expenses, which we will consider as the outcome variable.
Our true model is linear,
yi =βmaramar,i+βexpaexp,i+βageaage,i+εi, (21)
where εi ∼N (0,1). We generate the true causal coefficients from
βmar ∼N (0,1) βexp ∼N (0,1) βage ∼N (0,1). (22)
and from these coefficients we generate the outcome for each individual. The result is a semi-
synthetic dataset of 9,708 tuples (amar,i,aexp,i,aage,i, yi). The assigned causes are from the real
world, but we know the true outcome model. Note that the last smoking age is a multi-cause
confounder—it affects both marital status and exposure and is one of the causes of the ex-
penses.
We are interested in the causal effects of marital status and smoking exposure on medical expenses.
But suppose we do not observe age; it is an unobserved confounder. We can use the deconfounder
to solve the problem.
Modeling the assigned causes. We begin by finding a good factor model of the assigned causes
(amar,i,aexp,i). Because there are two observed assigned causes, we consider models with a sin-
gle scalar latent variable for overlap considerations. (See Section 2.3.) We consider two factor
models.
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The first is a linear factor model,
zline,i ∼N (0,σ2) (23)
amar,i = η(1)mar zline,i+η(0)mar+²i,mar (24)
aexp,i = η(1)exp zline,i+η(0)exp+εi,exp, (25)
where all errors are standard normal. We fit this model with variational Bayes (Blei et al., 2017),
which gives us posterior estimates of the substitute confounders zline,i. Then we use the predictive
check to evaluate it: following Section 2.4.1, we hold out a subset of the assigned causes and
using the expected log probability as the test statistic. The resulting predictive score is 0.03, which
signals a model mismatch. See Figure 3 (a).
We next consider a quadratic factor model,
zquad,i ∼N (0,σ2) (26)
amar,i = η(1)mar zquad,i+η(2)mar z2quad,i+η(0)mar+εi,mar (27)
aexp,i = η(1)exp zquad,i+η(2)exp z2quad,i+η(0)exp+εi,exp, (28)
where all errors are standard normal. We again fit this model with variational Bayes and used a
predictive check. The resulting predictive score is 0.12, Figure 3 (b). This value gives the green
light. We use the model’s posterior estimates zˆi ∼ pquad(Z |A = ai) to form a substitute confounder
in a causal inference.
Deconfounded causal inference. Using a factor model to estimate substitute confounders, we
proceed with causal inference. We set the outcome model of E
[
Y (Amar,Aexp) |A,Z
]
to be linear
in amar and aexp. In one form, the linear model conditions on zˆ directly. In another it conditions
on the reconstructed causes, e.g. for the quadratic model and for age,
amar,i(zˆi)= Equad [Amar |Z = zˆi] . (29)
See Equation (19).
We use predictive checks to evaluate the outcome models. Conditioning on zˆ gives a predictive
score of 0.05; conditioning on a(zˆ) gives a predictive score of 0.18. The model with reconstructed
causes is better.
If the outcome model is good and if the substitute confounder captures the true confounders then
the estimated coefficients for age and exposure will be close to the true βmar and βexp of Equa-
tion (21). We emphasize that Equation (21) is the true mechanism of the simulated world, which
the deconfounder does not have access to. The linear model we posit for E
[
Y (Amar,Aexp) |A,Z
]
is
a functional form for the expectation we are trying to estimate.
Performance. We compare all combinations of factor model (linear, quadratic) and outcome-
expectation model (conditional on zˆi or a(zˆi)). Table 4 gives the results, reporting the total bias
and variance of the estimated causal coefficients βmar and βexp. We compute the variance by
drawing posterior samples of the substitute confounder and the resulting posterior samples of the
causal coefficients.
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Table 4 also reports the estimates if we had observed the age confounder (oracle), and the esti-
mates if we neglect causal inference altogether and fit a regression to the confounded data. Ne-
glecting causal inference gives biased causal estimates; observing the confounder corrects the
problem.
How does the deconfounder fare? Using the deconfounder with a linear factor model yields biased
causal estimates, but we predicted this peril with a predictive check. Using the deconfounder with
the quadratic assignment model, which passed its predictive check, produces less biased causal es-
timates. (The estimate with one-dimensional zquad was still biased, but the outcome check revealed
this issue.)
We also use this simulation study to illustrate a few questions discussed in Section 2.6:
• What if multiple factor models pass the check? (Section 2.6.5) We fit to the causes one-
dimensional, two-dimensional, and three-dimensional quadratic factor models. All three
models pass the check. Table 4 shows that they yield estimates with similar bias. However,
factor models with higher capacity in general lead to higher variance. The one-dimensional
factor model, which is the smallest factor model that passes the check achieve the best mean
squared error.
• Should we additionally condition on the observed covariates? (Section 2.6.7) Table 4
shows that using the deconfounder, along with covariates, preserves the unbiasedness of the
causal estimates, but it inflates the variance. (The covariates include gender, race, seat belt
usage, education level, and the age of starting to smoke.)
• What if some causes are causally dependent among themselves? (Section 2.6.6) We
repeat the above experiments with the same confounder aage but three causes: amar,aexp and
an additional cause amar+. We assume amar+ causally depend on amar, where
amar+ = amar+εi,mar+, εi,mar+ ∼N (0,1). (30)
We simulate the outcome from
yi =βmaramar,i+βexpaexp,i+βageaage,i+βmar+amar+,i+εi, (31)
where εi ∼N (0,1). We generate the true causal coefficients from
βmar ∼N (0,1) βexp ∼N (0,1) βage ∼N (0,1) βmar+ ∼N (0,1). (32)
Equation (30) implies that theoretically there exists no substitute confounders that can both
satisfy overlap and render the causes conditionally independent; see discussion in Sec-
tion 2.6.6.
Nevertheless, we apply the deconfounder to this data. We model the three causes with one-
dimensional linear and quadratic factor model; both pass the predictive check, with a predic-
tive score of 0.28 and 0.20. Table 5 shows the bias and variance of the deconfounder estimate
of βmar and βexp. With causally dependent causes (Table 5), the deconfounder estimates have
much larger variance than usual (Table 4); it signals that the substitute confounder we con-
structed is close to breaking overlap. That said, the deconfounder is still able to correct for a
substantial portion of confounding bias.
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Check Bias2×10−2 Variance ×10−2 MSE ×10−2
No control – 24.19 0.28 24.48
Control for age (oracle) – 5.06 0.07 5.14
Deconfounder
Control for 1-dim zline 7 21.51 4.48 25.99
Control for 1-dim a(zline) 7 20.02 4.77 24.80
Control for 1-dim zquad 3 17.77 5.59 23.36
Control for 1-dim a(zquad) 3 11.55 5.95 17.51
Control for 2-dim zquad 3 15.08 7.49 22.58
Control for 2-dim a(zquad) 3 12.47 6.95 19.42
Control for 3-dim zquad 3 16.24 7.74 23.99
Control for 3-dim a(zquad) 3 13.62 8.91 22.53
Deconfounder with covariates
Control for 1-dim zquad,x 3 16.15 6.22 22.38
Control for 1-dim a(zquad),x 3 14.47 7.55 22.03
Table 4: Total bias and variance of the estimated causal coefficients βexp and βmar. (“Control for
xxx” means we include xxx as a covariate in the linear outcome model. The 3 symbol indicates
the factor model gives a predictive score larger than 0.1; the 7 symbol indicates otherwise.) Not
controlling for confounders yields biased causal estimates. So does using deconfounder with a
poor Z-model that fails model checking. Deconfounder with a good Z-model and a good outcome
model significantly reduces the bias in causal estimates; controlling for the “reconstructed causes”
aˆ yields less biased estimates than the substitute confounder Z. Models that pass the check usually
yield estimates with similar bias, but their variance grows as the capacity of the model grows. Us-
ing deconfounder along with covariates preserves the reduction in bias; yet, it inflates the variance.
This study provides two takeaway messages: (1) It is crucial to check both the assignment model
and the outcome model; (2) Unless a single-cause confounder believably exists, we do not need to
accompany the deconfounder with other observed covariates; (3) Use the deconfounder.
3.2 Many causes: Genome-wide association studies
Analyzing gene-wide association studies (GWAS) is an important problem in modern genetics
(Stephens and Balding, 2009; Visscher et al., 2017). The GWAS problem involves large datasets of
human genotypes and a trait of interest; the goal is to determine how genetic variation is causally
connected to the trait. GWAS is a problem of multiple causal inference: for each individual,
the data contains a trait and hundreds of thousands of single-nucleotide polymorphisms (SNPs),
measurements on various locations on the genome.
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Check Bias2×10−2 Variance ×10−2 MSE ×10−2
No control – 41.89 0.01 41.90
Control for age (oracle) – 22.57 0.01 22.57
Control for 1-dim zline 3 29.98 16.97 46.96
Control for 1-dim a(zline) 3 28.01 18.49 46.50
Control for 1-dim zquad 3 25.10 16.70 41.80
Control for 1-dim a(zquad) 3 27.46 15.77 43.23
Table 5: Total bias and variance of the estimated causal coefficients βexp and βmar when there is a
third cause dependent on amar. The nonlinear factor model outperforms linear factor model. The
deconfounder estimate has much higher variance than usual (Table 4) when two of the causes are
dependent.
One benefit of GWAS is that biology guarantees that genes are (typically) cast in advance; they are
potential causes of the trait, and not the other way around. However there are many confounders.
In particular, any correlation between the SNPs could induce confounding. Suppose the value
of SNP i is correlated with the value of SNP j, and SNP j is causal for the outcome. Then a
naive analysis will find a connection between gene i and the outcome. There can be many sources
of correlation; common sources include population structure, i.e., how the genetic codes of an
individuals exhibits their ancestral populations, and lifestyle variables. We study how to use the
deconfounder to analyze GWAS data. (Many existing methods to analyze GWAS data can be seen
as versions of the deconfounder; see Section 2.5.)
Simulated GWAS data and the causal inference problem. We put the GWAS problem into our
notation. The data are tuples (ai, yi), where yi is a real-valued trait and ai j ∈ {0,1,2} is the value of
SNP j in individual i. (The coding denotes “unphased data,” where ai j codes the number of minor
alleles—deviations from the norm—at location j of the genome.) As usual, our goal is to estimate
aspects of the distribution of yi(a), the trait of interest as a function of a specific genotype.
We generate synthetic GWAS data. Following Song et al. (2015), we simulate genotypes a1:n
from an array of realistic models. These include models generated from real-world fits, models
that simulate heterogeneous mixing of populations, and models that simulate a smooth spatial
mixing of populations. For each model, we produce datasets of genotypes with 100,000 SNPs and
1000-5000 individuals. Appendix K details the configurations of the simulation.
With the individuals in hand, we next generate their traits. Still following Song et al. (2015), we
generate the outcome (i.e., the trait) from a linear model,
yi =
∑
j
β jai j+λci +εi. (33)
To introduce further confounding effects, we group the individuals by their SNPs; the ith individual
is in group ci. (Appendix K describes how individuals are grouped.) Each group is associated with
a per-group intercept term λc and a per-group error variance σc, where the noise εi ∼N (0,σ2c). In
our empirical study, the group indicator of each individual is an unobserved confounder.
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In Equation (34), SNP j is associated with a true causal coefficient β j. We draw this coefficient
from N (0,0.52) and truncate so that 99% of the coefficients are set to zero (i.e., no causal effect).
Such truncation mimics the sparse causal effects that are found in the real world. Further, we
impose a low signal-to-noise ratio setting; we design the intercept and random effects such that
the SNPs
∑
jβ jai j contributes 10% of the variance, the per-group intercept λci contributes 20%
, and the error εi contributes 70%. We also study a high signal-to-noise ratio setting where the
SNPs signal contributes 40%, the per-group intercept contributes 40% and the error contributes
20%.
In a separate set of studies, we generate binary outcomes. They come from a generalized linear
model,
yi ∼Bernoulli
(
1
1+exp(∑ jβ jai j+λci +εi)
)
. (34)
We will study the deconfounder for both binary or real-valued outcomes.
For each true assignment model of ai, we simulate 100 datasets of genotypes ai, causal coefficients
β j, and outcomes yi (real and binary). For each, the causal inference problem is to infer the causal
coefficients β j from tuples (ai, yi). The unobserved confounding lies in the correlation structure
of the SNPs and the unobserved groups. We correct it with the deconfounder.
Deconfounding GWAS. We apply the deconfounder with five assignment models discussed in
Section 2.2: probabilistic principal component analysis (PPCA), Poisson factorization (PF), Gaus-
sian mixture models (GMMs), the three-layer deep exponential family (DEF), and logistic factor
analysis (LFA); none of these models is the true assignment model. (We use 50 latent dimensions
so that most pass the predictive check; for the DEF we use the structure [100,30,15].) We fit
each model to the observed SNPs and check them with the per-individual predictive checks from
Section 2.4.1.
With the fitted assignment model, we estimate the causal effects of the SNPs. For real-valued
traits, we use a linear model conditional on the SNPs and the reconstructed causes a(zˆ); see Equa-
tion (19). Each assignment model gives a different form of a(zˆ). For the binary traits, we use a
logistic regression, again conditional on the SNPs and reconstructed causes. We emphasize that
these are not the true model of the outcome, but rather models of the random potential outcome
function.
Performance. We study the deconfounder for GWAS. Tables 6 to 15 present the full results across
the 11 different configurations and both high and low signal-to-noise ratio (SNR) settings. Each
table is attached to a true assignment model and reports results across different factor models of
the SNPs. For each factor model, the tables report the results of the predictive check and the root
mean squred error (RMSE) of the estimated causal coefficients (for real-valued and binary-valued
outcomes). Tables 6 to 15 also report the error if we had observed the confounder and if we neglect
causal inference by fitting a regression to the confounded data.
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Figure 4: The RMSE ratio between the deconfounder with DEF and “No control” across simu-
lations when only a subset of causes are unobserved. (Lower ratios means more correction.) As
the percentage of observed causes decreases, the single strong ignorability is compromised; the
deconfounder can no longer correct for all latent confounders.
On both real and binary outcomes, the deconfounder gives good causal estimates with PPCA,
PF, LFA, linear mixed models (LMMs), and DEFs: they produce lower RMSEs than blindly
fitting regressions to the confounded data. (The linear mixed model does not explicitly posit an
assignment model so we omit the predictive check. It can be interpreted as the deconfounder
though; see Section 2.5.) Notably, the deconfounder often outperforms the regression where we
include the (unobserved) confounder as a covariate under the low SNR setting; see Tables 11
to 14.
In general, predictive checks of the factor models reveal downstream issues with causal inference:
better factor models of the assigned causes, as checked with the predictive checks, give closer-to-
truth causal estimates. For example, the GMM does not perform well as a factor model of the
assignments; it struggles with fitting high-dimensional data and can amplify the causal effects (see
e.g. Table 15). But checking the GMM signals this issue beforehand; the GMM constantly yields
close-to-zero predictive scores in predictive checks.
Among the assignment models, the three-layer DEF almost always produces the best causal esti-
mates. Inspired by deep neural networks, the DEF has layered latent variables; see Section 2.4.1.
The DEF model of SNPs uses Gamma distributions on the latent variables (to induce sparsity) and
a bank of Poisson distributions to model the observations.
The deconfounder is most challenged when the assigned SNPs are generated from a spatial model;
see Tables 10 and 15. The spatial model produces spatially-correlated individuals; its parameter
τ controls the spatial dispersion. (Consider each individual to sit in a unit square; as τ→ 0, the
individuals are placed closer to the corners of the unit square while when τ= 1 they are distributed
uniformly.) The five factor models—PPCA, PF, LFA, GMM, LMM, and DEF—all produce
closer-to-truth causal estimates than when ignoring confounding effects. But they are farther from
the truth than the estimates that use the (unobserved) confounder. Again, the predictive check
hints at this issue. When the true distribution of SNPs is a spatial model, the predictive scores are
generally more extreme (i.e., closer to zero).
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Partially observed causes. Finally, we study the situation where some assigned causes are unob-
served, that is, where some of the SNPs are not measured. Recall that the deconfounder assumes
single strong ignorability, that all single-cause confounders are observed. This assumption may
be plausible when we measure all assigned causes but it may well be compromised when we only
observe a subset—if a confounder affects multiple causes but only one of those causes is observed
then the confounder becomes a single-cause confounder.
Using the simulated GWAS data, we randomly mask a percentage of the causes. We then use the
deconfounder to estimate the causal effects of the remaining causes. To simplify the presentation,
we focus on the DEF factor model. Figure 4 shows the ratio of the RMSE between the decon-
founder and “no control”; a ratio closer to one indicates a more biased causal estimate. Across
simulations, the RMSE ratio increases toward one as the percentage of observed causes decreases.
With fewer observed causes, it becomes more likely for single-strong ignorability to be compro-
mised.
Summary. These studies provide three take-away messages: (1) The deconfounder can produce
closer-to-truth causal estimates, especially when we observe many assigned causes; (2) Predictive
checks reveal downstream issues with causal inference, and better factor models give better causal
estimates; (3) DEFs can be a handy class of factor models in the deconfounder.
3.3 Case study: How do actors boost movie earnings?
We now return to the example from Section 1: How much does an actor boost (or hurt) a movie’s
revenue? We study the deconfounder with the TMDB 5000 Movie Dataset.7 It contains 901 actors
(who appeared in at least five movies) and the revenue for the 2,828 movies they appeared in. The
movies span 18 genres and 58 languages. (More than 60% of the movies are in English.) We focus
on the cast and the log of the revenue. Note that this is a real-world observational data set. We no
longer have ground truth of causal estimates.
The idea here is that actors are potential causes of movie earnings: some actors result in greater
revenue. But confounders abound. Consider the genre of a movie; it will affect both who is in the
cast and its revenue. For example, an action movie tends to cast action actors, and action movies
tend to earn more than family movies. And genre is just one possible confounder: movies in a
series, directors, writers, language, and release season are all possible confounders.
We are interested in estimating the causal effects of individual actors on the revenue. The data
are tuples of (ai, yi), where ai j ∈ {0,1} is an indicator of whether actor j in movie i, and yi is
the revenue. Table 1 shows a snippet of the highest-earning movies in this dataset. The goal is to
estimate the distribution of Yi(a), the (potential) revenue as a function of a movie cast.
Deconfounded causal inference. We apply the deconfounder. We explore four assignment mod-
els: probabilistic principal component analysis (PPCA), Poisson factorization (PF), Gaussian
mixture models (GMMs), and deep exponential familys (DEFs). (Each has 50 latent dimen-
sions; the DEF has structure [50,20,5].) We fit each model to the observed movie casts and check
the models with a predictive check on held-out data; see Section 2.4.1.
7https://www.kaggle.com/tmdb
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The GMM fails its check, yielding a predictive score < 0.01. The other models adequately capture
patterns of actors: the checks return predictive scores of 0.12 (PPCA), 0.14 (PF), and 0.15 (DEF).
These numbers give a green light to estimate how each actor affects movie earnings.
With a fitted and checked assignment model, we estimate the causal effects of individual actors
with a log-normal regression, conditional on the observed casts and “reconstructed casts,” Equa-
tion (19).
Results: Predicting the revenue of uncommon movies. We consider test sets of uncommon
movies, where we simulate an “intervention” on the types of movies that are made. This changes
the distribution of casts to be different from those in the training set.
For such data, a good causal model will provide better predictions than a purely predictive model.
The reason is that predictions from a causal model will work equally well under interventions as
for observational data. In contrast, a non-causal model can produce incorrect predictions if we
intervene on the causes (Peters et al., 2016). This idea of invariance has also been discussed in
Haavelmo (1944); Aldrich (1989); Lanes (1988); Pearl (2009); Schölkopf et al. (2012); Dawid
et al. (2010) under the terms “autonomy,” “modularity,” and “stability.”
In one test set, we hold out 10% of non-English-language movies. (Most of the movies are in
English.) Table 17 compares different models in terms of the average predictive log likelihood. The
deconfounder predicts better than both the purely predictive approach (no control) and a classical
approach, where we condition on the observed (pre-treatment) covariates.
In another test set, we hold out 10% of movies from uncommon genres, i.e., those that are
not comedies, action, or dramas. Table 18 shows similar patterns of performance. The decon-
founder predicts better than purely predictive models and than those that control for available
confounders.
For comparison, we finally analyze a typical test set, one drawn randomly from the data. Here we
expect a purely predictive method to perform well; this is the type of prediction it is designed for.
Table 16 shows the average predictive log likelihood of the deconfounder and the purely predictive
method. The deconfounder predicts slightly worse than the purely predictive method.
Exploratory analysis of actors and movies. We show how to use the deconfounder to explore
the data, understanding the causal value of actors and movies.8
First we examine how the coefficients of individual actors differ between a non-causal model and
a deconfounded model. (In this section, we study the deconfounder with PF as the assignment
model.) We explore actors with n jβ j, their estimated coefficients scaled by the number of movies
they appeared in. This quantity represents how much of the total log revenue is “explained” by
actor j.
8This section illustrates how to use the deconfounder to explore data. It is about these methods and the particular
dataset that we studied, not a comment about the ground-truth quality of the actors involved. The authors of this paper
are statisticians, not film critics.
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Consider the top 25 actors in both the corrected and uncorrected models. In the uncorrected model,
the top actors are movie stars such as Tom Cruise, Tom Hanks, and Will Smith. Some actors,
like Arnold Schwartzenegger, Robert De Niro, and Brad Pitt, appear in the top-25 uncorrected
coefficients but not in the top-25 corrected coefficients. In their place, the top 25 causal actors
include actors that do not appear in as many blockbusters, such as Owen Wilson, Nick Cage, Cate
Blanchett, and Antonio Banderes.
Also consider the actors whose estimated contribution improves the most from the non-causal to
the causal model. The top five “most improved” actors are Stanley Tucci, Willem Dafoe, Susan
Sarandon, Ben Affleck, and Christopher Walken. These (excellent) actors often appear in smaller
movies.
Next we look at how the deconfounder changes the causal estimates of movie casts. We can
calculate the movie casts whose causal estimates are decreased most by the deconfounder. The
“causal estimate of a cast” is the predicted revenue without including the term that involves the
confounder; this is the portion of the predicted log revenue that is attributed to the cast.
At the top of this list are blockbuster series. Among the top 25 include all of the X-Men movies, all
of the Avengers movies, and all of the Ocean’s X movies. Though unmeasured in the data, being
part of a series is a confounder. It affects both the casting and the revenue of the movie: sequels
must contain recurring characters and they are only made when the producers expect to profit. In
capturing the correlations among casts, the deconfounder corrects for this phenomenon.
4 Theory
We develop theoretical results around the deconfounder. (All proofs and proof sketches are in the
appendix.)
We first justify the use of factor models by connecting them to the ignorability assumption. We
show that factor models imply ignorability. We next establish theoretical properties of the sub-
stitute confounder: it captures all multi-cause confounders and it does not capture any mediators.
These results imply that if the factor model captures the distribution of the assigned causes then
the substitute confounder renders the assignment ignorable. Moreover, such a factor model always
exists.
We then discuss a collection of identification results around the deconfounder. Under stable unit
treatment value assumption (SUTVA) and single ignorability, we prove that the deconfounder
identifies the average causal effects and the conditional potential outcomes under different condi-
tions.
4.1 Factor models and the substitute confounder
To study the deconfounder, we first connect ignorability to factor models. Recall the definitions of
ignorability and factor model.
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Ignorability assumes that the assigned causes are conditionally independent of the potential out-
comes (Rosenbaum and Rubin, 1983):
Definition 1. (Ignorability) Assigned causes are ignorable given Zi if
(A i1, . . . ,A im)⊥ Yi(a) |Zi (35)
for all (a1, . . . ,am) ∈A1⊗·· ·⊗Am,, and i = 1, . . . ,n.
Roughly, the assigned causes are ignorable given Zi if all confounders are captured by Zi. More
precisely, the assigned causes are ignorable if all confounders are measurable with respect to the
σ-algebra generated by Zi.
A factor model of assigned causes describes each assigned cause of a individual with a latent
variable specific to this individual and another specific to this cause:
Definition 2. (Factor model of assigned causes) Consider the assigned causes A1:n, a set of latent
variables Z1:n and a set of parameters θ1:m. A factor model of the assigned causes is a latent-
variable model,
p(z1:n,a1:n ; θ1:m)= p(z1:n)
n∏
i=1
m∏
j=1
p(ai j | zi,θ j). (36)
The distribution of assigned causes is the corresponding marginal,
p(a1:n)=
∫
p(z1:n,a1:n ; θ1:m)dz1:n. (37)
In a factor model, each latent variable Zi of individual i renders its assigned causes A i j, j =
1, . . . ,m, conditionally independent. Each cause is accompanied with an unknown parameter θ j.
As we mentioned in Section 2.4.1, many common models from Bayesian statistics and machine
learning can be written as factor models.
To connect ignorability to factor models, consider an intermediate construct, the “Kallenberg con-
struction.” The Kallenberg construction is inspired by the idea of randomization variables, Uni-
form[0,1] variables from which we can construct a random variable with an arbitrary distribution
(Kallenberg, 1997). The Kallenberg construction of assigned causes will bridge the conditional
independence statement in Equation (35) with the factor models of the deconfounder.
Definition 3. (Kallenberg construction of assigned causes) Consider a random variable Zi taking
values in Z . The distribution of assigned causes (A i1, . . . ,A im) admits a Kallenberg construction
if there exists (deterministic) measurable functions, f j : Z × [0,1]→ A j and random variables
Ui j ∈ [0,1] ( j = 1, . . . ,m) such that
A i j
a.s.= f j(Zi,Ui j). (38)
The variables Ui j must marginally follow Uniform[0,1] and jointly satisfy
(Ui1, . . . ,Uim)⊥ (Zi,Yi(a1, . . . ,am)) (39)
for all (a1, . . . ,am) ∈A1⊗·· ·⊗Am.
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Using these definitions, the first lemma relates ignorability to the Kallenberg construction.
Lemma 1. (Kallenberg construction ⇔ strong ignorability) The assigned causes are ignorable
given a random variable Zi if and only if the distribution of the assigned causes (A i1, . . . ,A im)
admits a Kallenberg construction from Zi.
What Lemma 1 says is that if the distribution of the assigned causes has a Kallenberg construction
from a random variable Zi then Zi is a valid substitute confounder: it renders the causes ignorable.
Moreover, a valid substitute confounder must always come from a Kallenberg construction.
We next relate the Kallenberg construction to factor models. We show that factor models admit a
Kallenberg construction. This fact suggests the deconfounder: if we fit a factor model to capture
the distribution of assigned causes then we can use the fitted factor model to construct a substitute
confounder.
Lemma 2. (factor models ⇒ Kallenberg construction) Under weak regularity conditions and sin-
gle ignorability, every factor model of the assigned causes p(θ1:m, z1:n,a1:n) admits a Kallenberg
construction from Zi.
Lemma 1 and Lemma 2 connect ignorability to Kallenberg constructions and then Kallenberg
constructions to factor models. The two lemmas together connect factor models to ignorability.
These connections enable the deconfounder: they explain how the distribution of assigned causes
relates to the substitute confounder Z in a Kallenberg construction. They justify why we can take
a set of assigned causes and do inference on Z via factor models.
Next we establish two properties of the substitute confounder. We assume the substitute con-
founder comes from a factor model that captures the population distribution of the causes.
The first property is that the substitute confounder must capture all multi-cause confounders. It
implies that the inferred substitute confounder, together with all single-cause confounders (if there
is any), deconfounds causal inference.
Lemma 3. Any multi-cause confounder Ci must be measurable with respect to the σ-algebra
generated by the substitute confounder Zi.
A multi-cause confounder is a confounder that confounds two or more causes. (Its technical def-
inition stems from Definition 4 of VanderWeele and Shpitser (2013); see Appendix E.) Figure 1
gives the intuition with a graphical model and Appendix E gives a detailed proof.
Lemma 3 shows that the deconfounder captures unobserved confounders. But might the inferred
substitute confounder pick up a mediator? If the substitute confounder also picks up a mediator
then conditioning on it will yield conservative causal estimates (Baron and Kenny, 1986; Imai
et al., 2010). The next proposition alleviates this concern.
Lemma 4. Any mediator is almost surely not measurable with respect to the σ-algebra generated
by the substitute confounder Zi and the pre-treatment observed covariates X i.
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Lemma 4 implies that the substitute confounder does not pick up mediators, variables along the
path between causes and effects. This property greenlights us for treating the inferred substitute
confounder as a pre-treatment covariate.
Lemma 3 and Lemma 4 qualify the substitute confounder for mimicking confounders. We condi-
tion on the substitute confounder and proceed with causal inference.
These lemmas lead to justifications of the deconfounder algorithm. We first describe their impli-
cations on the substitute confounders and factor models.
Proposition 5. (Substitute confounders and factor models) Under weak regularity conditions,
1. Under single ignorability, the assigned causes are ignorable given the substitute confounder
Zi and the pre-treatment covariates X i if the true distribution p(a1:n) can be written as a
factor model that uses the substitute confounder, p(z1:n,a1:n |θ1:m).
2. There always exists a factor model that captures the distribution of assigned causes.
Proof sketch. The first part follows from Lemmas 1 and 2. The second part follows from the Re-
ichenbach’s common cause principle (Peters et al., 2017; Sober, 1976) and Sklar’s theorem (Sklar,
1959): any multivariate joint distribution can be factorized into the product of univariate marginal
distributions and a copula which describes the dependence structure between the variables. The
full proof is in Appendix D.
Proposition 5 justifies the use of factor models in the deconfounder. The first part of Proposition 5
suggests how to find a valid substitute confounder, one that renders the causes strongly ignorable.
Two conditions suffice: (1) the substitute confounder comes from a factor model; (2) the factor
model captures the population distribution of the assigned causes. The assignment model in the
deconfounder stems from this result: fit a factor model to the assigned causes, check that it captures
their population distribution, and finally use the fitted factor model to infer a substitute confounder.
The first part of the theorem says that the deconfounder does deconfound. The second part ensures
that there is hope to find a deconfounding factor model. There always exists a factor model that
captures the population distribution of the assigned causes.
4.2 Causal identification of the deconfounder
Building on the characterizations of the substitute confounder (Lemmas 1 to 4), we discuss a
collection of causal identification results around the deconfounder. We prove that the deconfounder
can identify three causal quantities under suitable conditions.9 These causal quantities include the
average causal effect of all the causes, the average causal effect of subsets of the causes, and the
conditional potential outcome.
Before stating the identification results, we first describe the notion of a consistent substitute con-
founder; we will rely on this notion for identification.
9Here “identify” means the causal quantity can be written as a function of the observed data. Moreover, the
deconfounder can unbiasedly estimate it.
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Definition 4. (Consistency of substitute confounders) The factor model p(θ, z,a) admits consistent
estimates of the substitute confounder Zi if, for some function fθ,
p(zi |ai,θ)= δ fθ(ai). (40)
Consistency of substitute confounders requires that we can estimate the substitute confounder Zi
from the causes A i with certainty; it is a deterministic function of the causes. Nevertheless, the
substitute confounder need not coincide with the true data-generating Zi; nor does it need to coin-
cide with the true unobserved confounder. We only need to estimate the substitute confounder Zi
up to some deterministic bijective transformations (e.g. scaling and linear transformations).
Many factor models admit consistent substitute confounder estimates when the number of causes
is large. For example, probabilistic PCA and Poisson factorization lead to consistent Zi as (n+
m) ·log(nm)/(nm)→ 0, where n is the number of individuals and m is the number of causes (Chen
et al., 2017). Many studies also involve many causes, e.g. the genome-wide association studies
(GWAS) study in Section 3.2 and the movie-actor study in Section 3.3.
We now describe three identification results under SUTVA, single ignorability, and consistency of
substitute confounders. We first study the average causal effect of all the causes.
Theorem 6. (Identification of the average causal effect of all the causes) Assume SUTVA, single
ignorability, and consistency of substitute confounders. Then, under conditions described below,
the deconfounder non-parametrically identifies the average causal effect of all the causes. The
average causal effect of changing the causes from a= (a1, . . . ,am) to a′ = (a′1, . . . ,a′m) is
EY [Yi(a)]−EY
[
Yi(a′)
]= EZ,X [EY [Yi |A i = a,Zi,X i]]−EZ,X [EY [Yi |A i = a′,Zi,X i]] . (41)
This holds with the following two conditions: (1) The substitute confounder is a piece-wise constant
function of the (continuous) causes: ∇a fθ(a) = 0 up to a set of Lebesgue measure zero; (2) The
outcome is separable,
E [Yi(a) |Zi = z,X i = x]= f1(a,x)+ f2(z),
E [Yi |A i = a,Zi = z,X i = x]= f3(a,x)+ f4(z),
for all (a,x, z) ∈A ×X ×Z and some continuously differentiable10 functions f1, f2, f3, and f4.11
Proof sketch. Theorem 6 rely on two results: (1) Single ignorability and Lemma 3 ensure (Zi,X i)
capture all confounders; (2) The pre-treatment nature of X i and Lemma 4 ensure (Zi,X i) capture
no mediators. These results assert ignorability given the substitute confounder Zi and the observed
covariates X i. They greenlight us for causal inference given consistency of substitute confounder
estimates. Theorem 6 then leverages two additional conditions to identify average causal effects
without assuming overlap. The full proof is in Appendix H.
10For binary causes, we can analogously assume that there exists anew and a′new such that anew−a′new = a−a′
and they lead to the same substitute confounder estimate f (anew)= f (a′new). Further, the outcome model is separable:
E
[
Yi(a)−Yi(a′) |Zi = z,X i = x
]= f1(a−a′,x)+ f2(z).
11The expectation over Zi and X i is taken over P(Zi,X i) in Equation (41): EZi ,X i [EY [Yi |A i = a,Zi,X i]] =∫
EY [Yi |A i = a,Zi,X i]P(Zi,X i)dZi dX i.
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Theorem 6 shows that the deconfounder can unbiasedly estimate the average causal effect of all
the causes. It requires two conditions beyond single ignorability, SUTVA, and consistency of
substitute confounders. The first condition requires that the substitute confounder be a piece-wise
constant function; it is satisfied when the substitute confounder is discrete and the causes are con-
tinuous. The second condition requires that the potential outcome be separable in the substitute
confounder and the causes; the observed data also respects this separability. This condition is satis-
fied when the substitute confounder does not interact with the causes. For example, this condition
is often satisfied in GWAS studies: the effect of SNPs on a trait does not depend on an individual’s
ancestry.
When the separability condition of Theorem 6 does not hold, we can still use the deconfounder to
handle the unobserved multi-cause confounders that do not interact with the causes. As long as
the observed covariates include those that do interact with the causes, the deconfounder produces
unbiased estimates of the average causal effect.
We next discuss the identification of the average causal effect for subsets of the causes.
Theorem 7. (Identification of the average causal effect of subsets of the causes) Assume SUTVA,
single ignorability, and consistency of substitute confounders. Then, under the condition de-
scribed below, the deconfounder non-parametrically identifies the average causal effect of subsets
of causes. The average causal effect of changing the first k (k<m) causes from a1:k = (a1, . . . ,ak)
to a′1:k = (a′1, . . . ,a′k) is
EA(k+1):m
[
EY
[
Yi(a1:k,A i,(k+1):m)
]]−EA(k+1):m [EY [Yi(a′1:k,A i,(k+1):m)]]
=EZ,X
[
EY
[
Yi |Zi,X i,A i,1:k = a1:k
]]−EZ,X [EY [Yi |Zi,X i,A i,1:k = a′1:k]] .
This holds with the following condition: The first k causes A i1, . . . ,A ik satisfy overlap,
P((A i1, . . . ,A ik) ∈A |Zi,X i)> 0 for any set A such that P(A )> 0.12
Proof sketch. Similar to Theorem 6, Theorem 7 uses Lemma 3 and Lemma 4 to greenlight the use
of a substitute confounder. It then relies on overlap to identify the average causal effect; we follow
the classical argument that identifies the average treatment effect (Imbens and Rubin, 2015). The
full proof is in Appendix I.
Theorem 7 shows that the deconfounder can unbiasedly estimate the average causal effect of
subsets of the causes. It lets us answer “how would the movie revenue change, on aver-
age, if we place Meryl Streep and Sean Connery into a movie?” Beyond single ignorability,
SUTVA, and consistency of substitute confounders, Theorem 7 requires overlap. Overlap en-
sures that EY
[
Yi |Zi,X i,A i,1:k = a1:k
]
is estimable from the observed data for all possible values
of (Zi,X i,A i,1:k). The overlap assumption about the causes in Theorem 7 replaces the separability
assumption about the outcome model required by Theorem 6.
12In full notation, EA(k+1):m
[
EY
[
Yi(a1:k,A i,(k+1):m)
]]= EA(k+1):m [EY [Yi(a1, . . . ,ak,A ik+1, . . . ,A im)]].
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We note that the overlap condition and the consistency of substitute confounders are compatible.
Though consistency requires P(Zi |A i) = δ fθ(A i), it is still possible for subsets of the causes to
satisfy overlap; the consistency condition only prevents the complete set of m causes from sat-
isfying overlap. For example, consider a consistent estimate of the substitute confounder that is
one-dimensional, Zi =∑mj=1α jA i j. Any k ≤m−1 causes satisfy overlap, but the complete set of
m causes do not.
Finally, we discuss the identification of the conditional mean potential outcome.
Theorem 8. (Identification of the conditional mean potential outcome) Assume SUTVA, single
ignorability, and consistency of substitute confounders. Then, under the condition described below,
the deconfounder non-parametrically identifies the mean potential outcome of an individual given
its current assigned causes. If an individual is assigned with a = (a1, . . . ,am), then its potential
outcome under a different assignment a′ = (a′1, . . . ,a′m) is
EY
[
Yi(a′) |A i = a
]= EZ,X [EY [Yi |Zi,X i,A i = a]] .
This holds with the following condition: The cause assignment of interest a′ leads to the same
substitute confounder estimate as the observed assigned causes: P(Zi |A i = a)= P(Zi |A i = a′).
Proof sketch. As with Theorem 6 and Theorem 7, Theorem 8 relies on the ignorability given the
substitute confounders Zi and the observed covariates X i due to Lemma 3 and Lemma 4. It then
identifies the potential outcome by focusing on the data points with the same substitute confounder
estimate. We note that this identification result does not require overlap. The full proof is in
Appendix J.
Given consistency of substitute confounders, Theorem 8 nonparametrically identifies the mean
potential outcome of an individual Yi(a′) given its current assigned causes A i = a. The only
requirement is about the configurations of cause assignments we can query, a′; these configurations
should lead to the same substitute confounder estimate as the current assigned causes.
We illustrate this condition with actors causing movie revenue. For simplicity, assume the substi-
tute confounder captures the genre of each movie. Start with one of the James Bond movie; it is
a spy film. We can ask what its revenue would be if we make its cast to be that of “The Bourne
Trilogy” (also a spy film). Alternatively, we can query what if we make its cast to include some
actors from “The Bourne Trilogy” and other actors from “North By Northwest”; both are spy films.
However, we can not query what if we make its cast to be that of “The Shawshank Redemption”
(which is not a spy film).
Theorems 6 to 8 confirm the validity of the deconfounder by providing three sets of nonparametric
identification results. When the assumptions in Theorems 6 to 8 do not hold, we recommend evalu-
ating the uncertainty of the deconfounder estimate. Section 2.6.8 discusses how; Section 3.1 gives
an example. The posterior distribution of the deconfounder estimate reflects how the (finite) ob-
served data informs causal quantities of interest. When the causal quantity is non-identifiable, the
posterior distribution of the deconfounder estimate will reflect this non-identifiability. For exam-
ple, if the causal quantity is non-identifiable overR, the posterior distribution of the deconfounder
estimate will be uniform overR (with non-informative priors).
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We finally remark that the identification results in Theorems 6 to 8 do not contradict the neg-
ative results of D’Amour (2019). D’Amour (2019) explore nonparametric non-identification of
a particular causal quantity, the mean potential outcome E [Yi(a)]. In this paper, Theorems 6
to 8 establish the nonparametric identification of different causal quantities. D’Amour (2019)
do not make the same assumptions as in Theorems 6 to 8. More specifically, under consis-
tency of substitute confounders and other suitable conditions, Theorem 6 shows that the average
causal effect of all the causes E [Yi(a)]−E
[
Yi(a′)
]
is nonparametrically identifiable; Theorem 7
shows that the average causal effect of subsets of the causes EA(k+1):m
[
EY
[
Yi(a1:k,A i,(k+1):m)
]]−
EA(k+1):m
[
EY
[
Yi(a′1:k,A i,(k+1):m)
]]
is nonparametrically identifiable; Theorem 8 shows that the con-
ditional mean potential outcome E
[
Yi(a′) |A i = a
]
is nonparametrically identifiable.
5 Discussion
Classical causal inference studies how a univariate cause affects an outcome. Here we studied
multiple causal inference, where there are multiple causes that contribute to the effect. Multiple
causes might at first appear to be a curse, but we showed that it can be a blessing. Multiple causal
inference liberates us from ignorability, providing causal inference from observational data under
weaker assumptions than the classical approach requires.
We developed the deconfounder: first fit a good factor model of assigned causes; then use the
factor model to infer a substitute confounder; finally perform causal inference. We showed how a
substitute confounder from a good factor model must capture all multi-cause confounders, and we
demonstrated that whether a factor model is satisfactory is a checkable proposition.
There are many directions for future work.
Here we estimate the potential outcomes under all configurations of the causes. Which of these
potential outcomes can be reliably estimated? Can we optimally trade off confounding bias and
estimation variance?
Here we checked factor models for downstream causal unbiasedness. But model checking is
still an imprecise science. Can we develop rigorous model checking algorithms for causal in-
ference?
Here we focused on estimation. Can we develop a testing counterpart? How can we identify
significant causes while still preserving family-wise error rate or false discovery rate?
Here we analyzed univariate outcomes. Can we work with both multiple causes and multiple
outcomes. Can dependence among outcomes further help causal inference?
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Appendix
A Detailed Results of the GWAS Study
In this section, we present tables of results from the GWAS study in Section 3.2.
Tables 6 to 10 contain the result under the high SNR setting.
Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
No control — 49.66 39.39
Control for confounders∗ — 40.27 31.09
(G)LMM — 46.22 37.81
PPCA 0.13 46.05 36.01
PF 0.15 44.58 36.30
LFA 0.14 43.02 36.65
GMM 0.01 47.33 40.24
DEF 0.18 41.05 33.88
Table 6: GWAS high-SNR simulation I: Balding-Nichols Model. (“Control for all confounders”
means including the unobserved confounders as covariates.) The deconfounder outperforms
(G)LMM; DEF performs the best among the five factor models. Predictive checking offers a good
indication of when the deconfounder fails.
Tables 11 to 15 contain the result under the low SNR setting.
B Detailed Results of the Movie Study
In this section, we present tables of results from the movies study in Section 3.3.
C Proof of Lemma 1
Proof sketch. First assume the Kallenberg construction in Equation (38). This form shows that the
assigned causes (A i1, . . . ,A im) are captured by functions of Zi and randomization variables Ui j.
This fact, in turn, implies that the randomness in (A i1, . . . ,A im) |Zi comes from the randomization
variables which are (by definition) independent of Yi(a). Therefore (A i1, . . . ,A im) is conditionally
independent of Yi given Zi, i.e., ignorability holds. Now assume that ignorability holds. We prove
that this assumption implies a Kallenberg construction by building on the randomization variable
construction of conditional distributions (Kallenberg, 1997). The full proof is in Appendix C.
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
No control — 68.78 38.16
Control for confounders∗ — 60.29 32.76
(G)LMM — 65.25 35.41
PPCA 0.15 65.98 36.11
PF 0.17 64.25 34.79
LFA 0.17 64.00 37.08
GMM 0.02 67.23 35.40
DEF 0.20 63.73 33.71
Table 7: GWAS high-SNR simulation II: 1000 Genomes Project (TGP). (“Control for all con-
founders” means including the unobserved confounders as covariates.) The deconfounder outper-
forms (G)LMM; DEF performs the best among the five factor models. Predictive checking offers
a good indication of when the deconfounder fails.
Proof. For notation simplicity, we suppress the i subscript in this proof.
We assume Z is a measurable space and A j, j = 1, . . . ,m are Borel spaces.
We first prove the necessity. Assume that A j = f j(Z,U j), j = 1, . . . ,m, where f j, j = 1, . . . ,m are
measurable and
(U1, . . . ,Um)⊥ (Z,Y (a1, . . . ,am)) (42)
for all (a1, . . . ,am). By Proposition 5.18 in Kallenberg (1997), Equation (42) implies
(U1, . . . ,Um)⊥ ZY (a1, . . . ,am),
and so
(Z,U1, . . . ,Um)⊥ ZY (a1, . . . ,am)
by Corollary 5.7 in Kallenberg (1997). It implies
(A1, . . . ,Am)⊥ ZY (a1, . . . ,am)
for all (a1, . . . ,am) ∈ A1 ⊗ ·· · ⊗Am. The last step is because A j’s are measurable functions of
(Z,U1, . . . ,Um).
Now we prove the sufficiency. Assume that Y (a1, . . . ,am)⊥ Z(A1, . . . ,Am). Marginalizing out all
but one A j gives
Y (a1, . . . ,am)⊥ ZA j, j = 1, . . . ,m.
By Theorem 5.10 in Kallenberg (1997), there exists a measurable function f j : Z × [0,1]→ A j
and a Uniform[0,1] random variable U˜ j satisfying U˜ j ⊥ (Z,Y (a1, . . . ,am)) such that the random
variable A˜ j = f j(Z,U˜ j) satisfies
A˜ j
d= A j and (A˜ j,Z) d= (A j,Z).
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
No control — 77.35 45.93
Control for confounders∗ — 67.53 39.43
(G)LMM — 74.38 42.79
PPCA 0.14 74.45 43.27
PF 0.14 71.40 42.75
LFA 0.13 72.11 42.34
GMM 0.03 76.27 46.88
DEF 0.16 69.86 41.61
Table 8: GWAS high-SNR simulation III: Human Genome Diversity Project (HGDP). (“Control
for confounders” means including the unobserved confounders as covariates.) The deconfounder
outperforms (G)LMM; DEF performs the best among the five factor models. Predictive checking
offers a good indication of when the deconfounder fails.
Moreover, we have
A˜ j ⊥ ZY (a1, . . . ,am)
with the same argument as the above necessity part.
Hence, by Proposition 5.6 in Kallenberg (1997),
P(A˜ j ∈ · | Z,Y (a1, . . . ,am))= P(A˜ j ∈ · | Z)= P(A j ∈ · | Z)= P(A j ∈ · | Z,Y (a1, . . . ,am)),
and so
(A˜ j,Z,Y (a1, . . . ,am))
d= (A j,Z,Y (a1, . . . ,am)).
By Theorem 5.10 in Kallenberg (1997), we may choose some random variable U j such that
U j
d= U˜ j and (A˜ j,Z,Y (a1, . . . ,am),U j) d= (A j,Z,Y (a1, . . . ,am),U˜ j).
In particular, we have
U j ⊥ (Z,Y (a1, . . . ,am))
and
(A j, f j(Z,U j))
d= (A˜ j, f j(Z,U˜ j).
Since
A˜ j = f j(Z,U˜ j)
and the diagonal in S2 is measurable, we have
A j
a.s.= f j(Z,U j).
We then show (U1, . . . ,Um) ⊥ (Z,Y (a1, . . . ,am)). By Theorem 5.10 in Kallenberg (1997), there
exists a measurable function g1 : Y ×Z × [0,1]→ [0,1] and a Uniform[0,1] random variable Uˆ1
satisfying Uˆ1⊥ (Y (a1, . . . ,am),Z) and
(Y (a1, . . . ,am),Z,U1)
d= (Y (a1, . . . ,am),Z, g1(Y (a1, . . . ,am),Z,Uˆ1)).
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Moreover, by
U1⊥ ZY (a1, . . . ,am),
we have
g1(Y (a1, . . . ,am),Z,Uˆ1)⊥ ZY (a1, . . . ,am)
there exists some measurable function g′1 :Z × [0,1]→ [0,1] such that
g1(Y (a1, . . . ,am),Z,Uˆ1)= g′1(Z,Uˆ1)
and
Uˆ1⊥ (Z,Y (a1, . . . ,am)).
In other words, we have
(Y (a1, . . . ,am),Z,U1)
d= (Y (a1, . . . ,am),Z, g′1(Z,Uˆ1)).
Repeating these steps, we again have from Theorem 5.10 in Kallenberg (1997) that there exists a
measurable function g2 :Y ×Z ×[0,1]2→ [0,1] and a Uniform[0,1] random variable Uˆ2 satisfying
(Y (a1, . . . ,am),Z,U1,U2)
d= (Y (a1, . . . ,am),Z, g′1(Z,Uˆ1), g2(Y (a1, . . . ,am),Z,Uˆ1,Uˆ2))
and
Uˆ2⊥ (Z,Y (a1, . . . ,am),Uˆ1).
Again by
U1⊥ ZY (a1, . . . ,am),
we have a measurable function g′2 :Z × [0,1]2→ [0,1] that satisfies
(Y (a1, . . . ,am),Z,U1,U2)
d= (Y (a1, . . . ,am),Z, g′1(Z,Uˆ1), g′2(Z,Uˆ1,Uˆ2)).
Repeating these steps m times, we have
(Y (a1, . . . ,am),Z,U1,U2, . . . ,Um)
d= (Y (a1, . . . ,am),Z, g′1(Z,Uˆ1), g′2(Z,Uˆ1,Uˆ2), . . . , g′m(Z,Uˆ1,Uˆ2, . . . ,Uˆm))
with
Uˆ j ⊥ (Z,Y (a1, . . . ,am),Uˆ1, . . . ,Uˆ j−1), j = 1, . . . ,m.
We notice that the right side of the equation have conditional independence property
(g′1(Z,Uˆ1), g
′
2(Z,Uˆ1,Uˆ2), . . . , g
′
m(Z,Uˆ1,Uˆ2, . . . ,Uˆm))⊥ ZY (a1, . . . ,am).
This implies the same property holds for the left side of the equation, that is
(U1, . . . ,Um)⊥ ZY (a1, . . . ,am).
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D Proof of Lemma 2
Proof sketch. The lemma is an immediate consequence of Lemma 2.22 in Kallenberg (1997), sin-
gle ignorability, and the following observation: θ1:m are point masses, so they are a priori inde-
pendent of the potential outcomes and the other latent variables,
(θ1, . . . ,θm)⊥ (Yi(a),Zi), (43)
for any a ∈A1× . . .×Am. See Appendix D for the full proof.
Proof. For simplicity, we consider continuous random variables A i j,Zi,θ j. Also, we assume there
are no single-cause confounders. The proof can be easily extended to accommodate discrete ran-
dom variables and observed single-cause confounders.
We first state the regularity condition: The domains of the causes, A j, j = 1, . . . ,m are Borel
subsets of compact intervals. Without loss of generality, we could assumeA j = [0,1], j = 1, . . . ,m.
By Lemma 2.22 in Kallenberg (1997), there exists some measurable function f j :Z ×[0,1]→ [0,1]
such that γi j ⊥ Zi and
A i j = f j(Zi,γi j).
Furthermore, there exists some measurable function hi j :Θ× [0,1]→ [0,1] such that
γi j = hi j(θ j,ωi j),
where ωi j ⊥ (Zi,θ j) and ωi j ∼Uniform[0,1]. Lastly, we write
Ui j = F−1i j (γi j)∼Uniform[0,1],
where Fi j is the cumulative distribution function of γi j.
Equation (36) implies that ωi j, i = 1, . . . ,n, j = 1, . . . ,m are jointly independent: if they were not,
then A i j = f j(Zi,hi j(θ j,ωi j)) would not have been conditionally independent given Zi,θ j.
We thus have
A i j = f j(Zi,Ui j),
where Ui j := F−1i j (hi j(θi,ωi j)).
In particular, Ui j satisfies
(Ui1, . . . ,Uim)⊥ (Zi,Yi(a1, . . . ,am)).
It is because θ1:m are point masses; they satisfy (θ1, . . . ,θm)⊥ (Zi,Yi(a1, . . . ,am)).
Moreover, ωi j
iid∼ Uniform[0,1]. We thus have
(ωi1, . . . ,ωim)⊥ Yi(a1, . . . ,am) |Zi.
It is because we assume no single-cause confounders: a single-cause confounder can induce depen-
dence between one of ωi j and Yi(a1, . . . ,am); a multi-cause confounder cannot induce dependence
between (ωi1, . . . ,ωim) and Yi(a1, . . . ,am) because ωi j’s are independent.
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More precisely, no single-cause confounder implies
ωi j ⊥ Yi(a1, . . . ,am), j = 1, . . . ,m.
Because ωi j, j = 1, . . . ,m are jointly independent, we have (ωi1, . . . ,ωim) and Yi(a1, . . . ,am). In
particular, for m= 2, we have
p(Yi(a1, . . . ,am),ωi1,ωi2)
=p(ωi1) · p(Yi(a1, . . . ,am) |ωi1) · p(ωi2 |ωi1,Yi(a1, . . . ,am))
=p(ωi1) · p(Yi(a1, . . . ,am)) · p(ωi2)
This implies
(ωi1, . . . ,ωim)⊥ Yi(a1, . . . ,am).
The last equality is because ωi2 is independent of ωi1 and Yi(a1, . . . ,am). Given Zi is inferred
without any knowledge of Yi(a1, . . . ,am)), we have (ωi1, . . . ,ωim)⊥ Yi(a1, . . . ,am) |Zi.
If all pre-treatment single-cause confounders Wi are observed, we can simply expand Zi; we con-
sider Z′i := (Zi,Wi) in the place of Zi. The same argument applies.
E Proof of Lemma 3
We first define multi-cause confounders. A multi-cause confounder is a confounder that confounds
two or more causes. The following definition formalizes this idea. This definition stems from
Definition 4 of VanderWeele and Shpitser (2013).
Definition 5. (Multi-cause confounder) A pretreatment covariate Ci is a multi-cause confounder
if there exists a set of pre-treatment covariates Vi (possibly empty) and a set J ⊂ {1, . . . ,m} with
|J| ≥ 2 such that (A i j) j∈J ⊥ Yi(ai1, . . . ,aim) |σ(Vi,Ci). Moreover, there is no proper subset Si of
σ(Vi,Ci) and no proper subset J′ of J such that (A i j) j∈J′ ⊥ Yi(ai1, . . . ,aim) |Si.
Proof sketch. This proposition is a consequence of Lemma 1, Lemma 2, and a proof by contradic-
tion. The intuition is that if a confounder affects two or more causes then the substitute confounder
Zi must have captured it. Why? Obtain the substitute confounder Zi from a factor model; Lemma 1
ensures that it satisfies ignorability. Now suppose we omitted a multi-cause confounder Ci. Then
the substitute confounder Zi could not have satisfied ignorability: the omitted confounder Ci ren-
ders the causes and potential outcomes conditionally dependent, even given Zi. Figure 1 gives the
intuition with a graphical model and Appendix E gives a detailed proof.
Proof. Without loss of generality, we work with two-cause confounders. The proof is directly
applicable to general multi-cause confounders.
We prove the proposition by contradiction. Suppose there exists such a multi-cause confounder
Wi,bad that is not measurable with respect to σ(Zi); we show that Zi could not have satisfied the
factor model Equation (37).
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By Lemma 2.22 in Kallenberg (1997), there exist some function f j such that A i j = f j(Zi,Ui j),
where Ui j ⊥ Zi. ( f j is non-constant in Zi.)
Then Wi,bad being a multi-cause confounder has two implications:
1. There exist j1, j2 and nontrivial functions g1, g2 such thatUi j1 = g1(Wi,bad,γi j1) andUi j2 =
g2(Wi,bad,γi j2), where (γi j1 ,γi j2)⊥ Wi,bad;
2. There exists a nontrivial function h such that Yi(ai1, . . . ,aim) = h(Wi,bad,²), where ² ⊥
Wi,bad.
These two statements implies that
(Ui j1 ,Ui j2) 6⊥ Yi(ai1, . . . ,aim) |Zi,
because Wi,bad is not measurable with respect to σ(Zi). This implies
(Ui1, . . . ,Uim) 6⊥ Yi(ai1, . . . ,aim) |Zi.
It contradicts the fact that Zi comes from the factor model (Equation (36)) with (Ui1, . . . ,Uim)⊥
Yi(ai1, . . . ,aim) |Zi. Therefore, there does not exist such a multi-cause confounder.
Corollary 9. Under single ignorability, any confounder must be measurable with respect to the
σ-algebra generated by the substitute confounder Zi and the observed covariates X i.
Proof. Because of single ignorability, a single-cause confounder must be measurable with respect
to the observed covariates X i. Because of Lemma 3, a multi-cause confounder must be measurable
with respect to the substitute confounder Zi. Thus all confounders must be measurable with respect
to the union of the substitute confounders and the observed covariates (Zi,X i).
Corollary 9 shows how the “no unobserved single-cause confounder” assumption is necessary for
the deconfounder; the substitute confounder Zi can only handle multi-cause confounders. We
also note that, technically, the single ignorability assumption A i j ⊥ Yi(a) |X i can be weakened.
Technically, “no unobserved single-cause confounder” only requires that, for j = 1, . . . ,m,
1. There exist some random variable Vi j such that
A i j ⊥Yi(a) |X i,Vi j, (44)
A i j ⊥ A i,− j |Vi j, (45)
where A i,− j = {A i1, . . . ,A im}\A i j is the complete set of m causes excluding the jth cause;
2. There exists no proper subset of the sigma algebra σ(Vi j) satisfies Equation (45).
While this more technical version of single ignorability is weaker, all theoretical results (i.e. identi-
fication results) in this paper still hold. These results can be proved with the exact same arguments
as the current ones developed for the stronger version of single ignorability A i j ⊥Yi(a) |X i.
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F Proof of Lemma 4
Proof sketch. The deconfounder separates inference of the substitute confounder from estimation
of causal effects; see Algorithm 1. This two-stage procedure guarantees that the substitute con-
founder is “pre-treatment” ; it does not contain a mediator. The reason is that a mediator is, by
definition, a post-treatment variable that affects the potential outcome. Thus it (almost surely) can-
not be identified with only the assigned causes and it is not measurable with respect to the observed
(pre-treatment) covariates X i. Appendix F provides a detailed proof.
Proof. We prove the proposition by contradiction.
Consider a mediator M. We denote Mi(a) as the potential value of the mediator M for unit i when
the assigned cause is a. We show that Mi(ai) is almost surely not measurable with respect to Zi.
The deconfounder operating in two stages. Inferring the substitute confounder Zi is separated from
estimating the potential outcome. It implies that the substitute confounder is independent of the
potential outcomes conditional on the causes A i: Zi ⊥ Yi(A i) |A i. The intuition is that, without
looking at Yi(·), the only dependence between Zi and Yi must come from A i.
However, a mediator must satisfy Mi(A i) 6⊥ Yi(A i) |A i; otherwise, it has no mediation effect
(Imai et al., 2010). If a mediator is measurable with Zi, then Zi 6⊥ Yi(A i) |A i. This contradicts the
conditional independence of Zi and Yi(A i) given A i. We ensured this conditional independence
by inferring the substitute confounder Zi based only on the causes A i.
As a consequence of single ignorability, the substitute confounder, together with the observed
covariates, captures all confounders.
G Proof of Proposition 5
The first part is a direct consequence of Lemmas 1 and 2.
We now prove the second part. We provide two constructions.
We start with the first trivial one. For any assigned causes A i, we consider a special case when
A i
a.s.= Zi. We have
p(ai1, . . . ,aim | zi)= δzi =
m∏
j=1
δzi j =
m∏
j=1
p(ai j | zi) (46)
This step is due to point masses are factorizable. Therefore, we can write the distribution of A i in
the form of a factor model; we set θ j
a.s.= 0, j = 1, . . . ,m and Zi a.s.= A i:
p(θ1:m, z1:n,a1:n)= p(θ1:m)p(z1:n |θ1:m)p(a1:n | z1:n,θ1:m) (47)
= p(θ1:m)p(z1:n)p(a1:n | z1:n) (48)
= p(θ1:m)p(z1:n)
n∏
i=1
m∏
j=1
p(ai j | zi) (49)
57
The second equality is due to Zi ⊥ θ1:m and A i ⊥ θ1:m |Zi. They are because θ j’s are point masses.
The third equality is due to the SUTVA assumption and Equation (46).
Choosing Zi
a.s.= A i, that is letting the substitute confounder Zi be the same as the assigned
causes A i, does not help with causal inference; see a related discussion on overlap around Equa-
tion (7).
This result is only meant to exemplify the large capacity of factor models. Finally, this Zi
a.s.= A i
example also illustrates the fact that a factor model capturing p(ai) is not necessarily the true
assignment model.
We now present the second construction. It relies on copulas and the Sklar’s theorem. We follow
the modified distribution function from Rüschendorf (2009). Let X be a real random variable with
distribution function F and let V ∼U(0,1) be uniformly distributed on (0,1) and independent of
X . The modified distribution function F(x,λ) is defined by
F(x,λ) := P(X < x)+λP(X = x). (50)
Then if we construct U variables as
U := F(X ,V ), (51)
then we have
U = F(X−)+V (F(X )−F(X−)), (52)
U d=Uni f orm(0,1), (53)
X a.s.= F−1(U). (54)
Now we set Zi j = F−1i j (A i j), where Fi j is the modified distribution function of A i j. We also set
θ j, j = 1, . . . ,m as point masses. The Sklar’s theorem then implies
p(θ1:m, z1:n,a1:n)= p(θ1:m)p(z1:n |θ1:m)p(a1:n | z1:n,θ1:m) (55)
= p(θ1:m)p(z1:n)p(a1:n | z1:n,θ1:m) (56)
= p(θ1:m)p(z1:n)
n∏
i=1
m∏
j=1
p(ai j | zi,θ j) (57)
The second equality is due to θ1:m being point masses; θ j, j = 1, . . . ,m can be considered as pa-
rameters of the marginal distribution of A i j. The third equality is due to the SUTVA assumption
and the Sklar’s theorem.
This construction aligns more closely with the idea of the deconfounder; it aims to capture multi-
causes confounders that induces the dependence structure, i.e. the copula. However, the decon-
founder is different from directly estimating the copula; the latter is a more general (and harder)
problem.
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H Proof of Theorem 6
Proof sketch. Theorem 6 rely on two results: (1) single ignorability and Lemma 3 ensure (X i,Zi)
capture all confounders; (2) the pre-treatment nature of X i and Lemma 4 ensure (X i,Zi) capture
no mediators. These results assert ignorability given the substitute confounders Zi and the ob-
served covariates X i. They greenlight us for causal inference if the factor model admits consistent
estimates of Zi, i.e. the substitute confounder has a degenerate distribution P(Zi |A i)= δ f (A i).
Given these results, Theorem 6 identifies the average causal effect of all the causes by assuming
∇a f (a1, . . . ,am) = 0 almost everywhere and a separable outcome model. These two assumptions
let us identify the average causal effect without assuming overlap.
More specifically, ∇a f (a1, . . . ,am) = 0 roughly requires that the substitute confounder is a step
function of the all causes. In other words, we can partition all possible values of (a1, . . . ,am) into
countably many regions. In each region, the value of the substitute confounder must be a constant.
But the substitute confounder can take different values in different regions. This condition ensures
that the average causal effect EY [Yi(a)]−EY
[
Yi(a′)
]
is identifiable if a and a′ belong to the same
region.
Further, we assume the outcome model be separable in the substitute confounder and the causes.
It roughly requires that there is no interaction between the substitute confounder and the causes.
This separability condition lets us identify the average causal effect for all values of a and a′. The
full proof is in Appendix H.
Proof. For notational simplicity, denote a= (a1, . . . ,am), a′ = (a′1, . . . ,a′m), and A i = (A i1, . . . ,A im).
We also write fθ(·)= f (·).
We start with rewriting EY [Yi(a)]−EY
[
Yi(a′)
]
using the ignorability assumption and the separa-
bility assumption.
First notice that
EY [Yi(a)]=EZ,X [EY [Yi(a) |X i,Zi]] (58)
=EX [ f1(a,X i)]+EZ [ f2(Zi)] . (59)
The first equality is due to the tower property. The second equality is due to the separability
assumption. The third equality is due to linearity of expectations.
Hence we have
EY [Yi(a)]−EY
[
Yi(a′)
]=EX [ f1(a,X i)]−EX [ f1(a′,X i)] (60)
=
∫
C(a,a′)
∇aEX [ f1(a,X i)]da, (61)
where C(a,a′) is a line where a and a′ are the end points. The second equality is due to the
fundamental theorem of calculus.
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Next we see how the gradient of the potential outcome function ∇aEX [ f1(a,X i)] relates to the
gradient of the outcome model we fit. The key idea here is that the two gradients are equal in
regions {a : f (a)= c} for each c.
We will rely on the consistent substitute confounder assumption. Notice that, for almost all a, we
have
∇aEX [ f1(a)]=∇aEX [ f3(a)] (62)
It is due to two observations. The first observation is that
∇aEX [EY [Yi |Zi = f (a),A i = a,X i]] (63)
=∇aEX [EY [Yi(a) |Zi = f (a),A i = a,X i]] (64)
=∇aEX [EY [Yi(a) |Zi = f (a),X i]] (65)
=∇aEX [ f1(a,X i)]+∇a f2( f (a)) (66)
=∇aEX [ f1(a,X i)]+∇ f (a) f2 ·∇a f (a) (67)
=∇aEX [ f1(a,X i)] (68)
The first equality is due to SUTVA. The second equality is due to is due to Proposition 5.1:
Yi(a)⊥ A i |X i,Zi. The third equality is due to the separability condition. The fourth equality is
due to the chain rule. The fifth equality is due to ∇a f (a)= 0 up to a set of Lebesgue measure zero.
The second observation is that
∇aEX [EY [Yi |Zi = f (a),A i = a,X i]] (69)
=∇aEX [ f3(a,X i)]+∇a f4( f (a)) (70)
=∇aEX [ f3(a,X i)] (71)
Hence Equation (62) is true because f1 and f3 are continuously differentiable.
Therefore, we have
EY [Yi(a)]−EY
[
Yi(a′)
]
(72)
=
∫
C(a,a′)
∇aEX [ f1(a,X i)]da (73)
=
∫
C(a,a′)
∇aEX [ f3(a,X i)]da (74)
=EX [ f3(a,X i)]−EX
[
f3(a′,X i)
]
(75)
=(EX [ f3(a,X i)]+E [ f4(Zi)])− (EX
[
f3(a′,X i)
]+E [ f4(Zi)])) (76)
=
∫
EY
[
Yi |A i = a′,X i,Zi
]
P(Zi,X i)dZi dX i
−
∫
EY [Yi |A i = a,X i,Zi]P(Zi,X i)dZi dX i (77)
=EZ,X [EY [Yi |A i = a,Zi,X i]]−EZ,X
[
EY
[
Yi |A i = a′,Zi,X i
]]
. (78)
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The first equality is due to Equation (61). The second equality is due to Equation (62). The
third equality is due to the fundamental theorem of calculus. The fourth equality is due to simple
algebra. The fifth equality is due to the separability condition.
I Proof of Theorem 7
Proof. Lemma 1 and Lemma 2, together with single ignorability, ensures that the substitute con-
founder Zi and the observed covariate X i satisfies
(A i1, . . . ,A im)⊥ Yi(ai1, . . . ,aim) |Zi,X i. (79)
Therefore, we have
EA(k+1):m
[
EY
[
Yi(a1:k,A i,(k+1):m)
]]
(80)
=EA(k+1):m
[
EY
[
Yi(a1, . . . ,ak,A i,k+1, . . . ,A im)
]]
(81)
=EZ,X
[
EA(k+1):m
[
EY
[
Yi(a1, . . . ,ak,A i,k+1, . . . ,A im) |Zi,X i
]]]
(82)
=EZ,X
[
EA(k+1):m
[
EY
[
Yi(a1, . . . ,ak,A i,k+1, . . . ,A im) |Zi,X i,A i1 = a1, . . . ,A ik = ak
]]]
(83)
=EZ,X
[
EA(k+1):m
[
EY
[
Yi(A i1, . . . ,A ik,A i,k+1, . . . ,A im) |Zi,X i,A i1 = a1, . . . ,A ik = ak
]]]
(84)
=EZ,X
[
EA(k+1):m [EY [Yi |Zi,X i,A i1 = a1, . . . ,A ik = ak]]
]
(85)
=EZ,X [EY [Yi |Zi,X i,A i1 = a1, . . . ,A ik = ak]] (86)
=EZ,X
[
EY
[
Yi |Zi,X i,A i,1:k = a1:k
]]
(87)
The first equality is an expansion of the notations. The second equality is due to the tower property.
The third equality is due to Equation (79). The fourth equality is due to A i1 = a1, . . . ,A ik = ak.
The fifth equality is due to SUTVA. The sixth equality is due to the inner expectation does not
depend on A(k+1):m.
Therefore, we have
EA(k+1):m
[
EY
[
Yi(a1:k,A i,(k+1):m)
]]−EA(k+1):m [EY [Yi(a′1:k,A i,(k+1):m)]]
=EZ,X
[
EY
[
Yi |Zi,X i,A i,1:k = a1:k
]]−EZ,X [EY [Yi |Zi,X i,A i,1:k = a′1:k]]
by the linearity of expectation.
Finally, EZ,X
[
EY
[
Yi |Zi,X i,A i,1:k = a1:k
]]
can be estimated from the observed data because (1)
A i,1:k satisfy overlap with respect to (Zi,X i) and (2) the substitute confounder Z can be consis-
tently estimated.
J Proof of Theorem 8
Proof. As with Theorem 6 and Theorem 7, Theorem 8 relies on the ignorability given the substitute
confounders Zi and the observed covariates X i due to Lemma 3 and Lemma 4.
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Given this ignorability, Theorem 8 identifies the mean potential outcome of an individual given
its current cause assignment A i = (a1, . . . ,am); it only requires that the new cause assignment of
interest (a′1, . . . ,a
′
m) lead to the same substitute confounder estimate: f (a1, . . . ,am)= f (a′1, . . . ,a′m).
To prove identification, we rewrite this conditional mean potential outcome
EY
[
Yi(a′1, . . . ,a
′
m) |A i1 = a1, . . . ,A im = am
]
(88)
=EZ,X
[
EY
[
Yi(a′1, . . . ,a
′
m) |A i1 = a1, . . . ,A im = am,Zi,X i
]]
(89)
=EX
[
EY
[
Yi(a′1, . . . ,a
′
m) |A i1 = a1, . . . ,A im = am,Zi = f (a1, . . . ,am),X i
]]
(90)
=EX
[
EY
[
Yi(a′1, . . . ,a
′
m) |A i1 = a′1, . . . ,A im = a′m,Zi = f (a1, . . . ,am),X i
]]
(91)
=EZ,X
[
EY
[
Yi |A i1 = a′1, . . . ,A im = a′m,Zi,X i
]]
(92)
The first equality is due to the tower property. The second equality is due to the consistency require-
ment on the substitute confounder P(Zi |A i)= δ f (A i). The third equality is due to ignorability given
Zi,X i. The fourth equality is estimable from the data because f (a1, . . . ,am)= f (a′1, . . . ,a′m). Hence
the nonparametric identification of EY
[
Yi(a′1, . . . ,a
′
m) |A i1 = a1, . . . ,A im = am
]
is established. We
note that this identification result does not require overlap.
K Details of Section 3.2
We follow Song et al. (2015) in simulating the allele frequencies. We present the full details
here.
We simulate the n×m matrix of genotypes A from A i j ∼Binomial(2,Fi j), where F is the n×m
matrix of allele frequencies. Let F = ΓS, where Γ is n×d and S is d×m with d ≤m. The d×m
matrix S encodes the genetic population structure. The n× d matrix Γ maps how the structure
affects the allele frequencies of each SNP. Table 19 details how we generate Γ and S for each
simulation setup.
For each simulation scenarios, we generate 100 independent studies. We then simulate a trait; we
consider two types: one continuous and one binary. For each trait, three components contributing
to the trait: causal signals
∑m
j=1β jai j, confounder λi, and random effects ²i.
First, without loss of generality, we set the first 1% of the m SNPs to be the true causal SNPs
(β j 6= 0,β j iid∼ N (0,0.5). We set β j = 0 for the rest of the SNPs.
Notice that the SNPs are affected by some latent population structure. We simulate the confounder
λi and the random effects ²i so that they depend on the latent population structure as well.
For the confounder λi, we first perform K-means clustering on the columns of S with K = 3 using
Euclidean distance. This assigns each individual i to one of three mutually exclusive cluster sets
S1,S2,S3, where Sk ⊂ {1,2, . . . ,n}. Set λ j = k if j ∈Sk,k= 1,2,3.
We then simulate the random effects ²i. Let τ21,τ
2
2,τ
2
3
iid∼ InvGamma(3,1), and set σ2i = τ2k for all
j ∈S i,k= 1,2,3. Draw ²i ∼N (0,σ2i ).
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We control the SNR to mimic the highly noisy nature of GWAS data sets: in the low SNR setting,
we let the causal signals
∑m
j=1β jai j contribute to νgene = 0.1 of the variance, the confounder λi
contribute νconf = 0.2, and the random effects ²i contribute νnoise = 0.7. In the high SNR setting,
we have νgene = 0.4, νconf = 0.4, and νnoise = 0.2.
We set
λi←
[
s.d.{
∑m
j=1β jai j}
n
i=1p
νgene
][ p
νconf
s.d.{λi}ni=1
]
λi, (93)
²i←
[
s.d.{
∑m
j=1β jai j}
n
i=1p
νgene
][ p
νnoise
s.d.{²i}ni=1
]
²i. (94)
We finally generate a real-valued outcome from a linear model and a binary outcome from a logistic
model:
yi,quant =
m∑
j=1
β jai j+λi+²i, (95)
yi,binary ∼Bernoulli
(
1
1+exp(∑mj=1β jai j+λi+²i)
)
. (96)
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
α= 0.01 No control — 40.68 30.37
Control for confounders∗ — 34.35 28.21
(G)LMM — 39.09 28.36
PPCA 0.15 38.14 28.97
PF 0.16 34.77 28.67
LFA 0.16 35.87 28.33
GMM 0.02 38.15 29.69
DEF 0.18 34.84 28.04
α= 0.1 No control — 43.87 36.77
Control for confounders∗ — 37.62 33.89
(G)LMM — 39.97 35.76
PPCA 0.21 39.60 35.61
PF 0.19 38.95 34.28
LFA 0.18 39.28 34.73
GMM 0.00 44.38 36.44
DEF 0.20 38.75 34.85
α= 0.5 No control — 47.38 41.84
Control for confounders∗ — 43.63 39.86
(G)LMM — 47.28 42.91
PPCA 0.14 46.90 41.41
PF 0.16 43.29 40.69
LFA 0.17 43.60 40.77
GMM 0.02 46.95 42.47
DEF 0.18 43.09 40.03
α= 1.0 No control — 53.94 49.32
Control for confounders∗ — 47.12 45.96
(G)LMM — 49.21 48.96
PPCA 0.21 50.57 47.58
PF 0.19 48.07 46.16
LFA 0.17 49.27 46.16
GMM 0.02 52.28 50.31
DEF 0.23 47.82 45.62
Table 9: GWAS high-SNR simulation IV: Pritchard-Stephens-Donnelly (PSD). (“Control for con-
founders” means including the unobserved confounders as covariates.) The deconfounder outper-
forms (G)LMM; DEF often performs the best among the five factor models. Predictive checking
offers a good indication of when the deconfounder fails.
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
τ= 0.1 No control — 47.47 45.16
Control for confounders∗ — 44.22 43.85
(G)LMM — 47.35 44.15
PPCA 0.08 47.61 44.36
PF 0.09 47.13 43.69
LFA 0.09 47.16 43.87
GMM 0.01 47.55 45.95
DEF 0.10 46.95 43.62
τ= 0.25 No control — 44.68 41.10
Control for confounders∗ — 41.23 39.65
(G)LMM — 43.42 40.67
PPCA 0.11 43.26 41.28
PF 0.12 43.30 41.10
LFA 0.13 43.62 41.65
GMM 0.01 44.81 41.02
DEF 0.13 43.35 40.97
τ= 0.5 No control — 45.18 40.92
Control for confounders∗ — 41.33 37.35
(G)LMM — 44.83 40.59
PPCA 0.10 43.78 39.99
PF 0.09 43.65 40.23
LFA 0.10 43.88 40.04
GMM 0.01 46.08 40.76
DEF 0.12 43.57 40.02
τ= 1.0 No control — 56.57 57.70
Control for confounders∗ — 52.98 55.46
(G)LMM — 56.44 56.33
PPCA 0.14 55.18 57.36
PF 0.12 55.29 56.31
LFA 0.13 54.75 56.66
GMM 0.01 57.15 57.55
DEF 0.12 55.07 56.22
Table 10: GWAS high-SNR simulation V: Spatial model. (“Control for confounders” means
including the unobserved confounders as covariates.) The deconfounder often outperforms
(G)LMM. Predictive checking offers a good indication of when the deconfounder fails: GMM
poorly captures the SNPs; it can amplify the error in causal estimates.
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
No control — 6.55 5.75
Control for confounders∗ — 6.54 5.75
(G)LMM — 6.54 5.74
PPCA 0.14 6.52 5.74
PF 0.16 6.53 5.74
LFA 0.14 6.54 5.74
GMM 0.01 6.54 5.74
DEF 0.19 6.47 5.74
Table 11: GWAS low-SNR simulation I: Balding-Nichols Model. (“Control for all confounders”
means including the unobserved confounders as covariates.) The deconfounder outperforms LMM;
DEF performs the best among the five factor models; it also outperforms using the (unobserved)
confounder information. Predictive checking offers a good indication of when the deconfounder
fails.
Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
No control — 8.31 4.85
Control for confounders∗ — 8.28 4.85
(G)LMM — 8.29 4.85
PPCA 0.14 8.29 4.85
PF 0.15 8.29 4.85
LFA 0.17 8.26 4.85
GMM 0.02 8.30 4.85
DEF 0.20 8.11 4.84
Table 12: GWAS low-SNR simulation II: 1000 Genomes Project (TGP). (“Control for all con-
founders” means including the unobserved confounders as covariates.) The deconfounder outper-
forms LMM; DEF performs the best among the five factor models; it also outperforms using the
(unobserved) confounder information. Predictive checking offers a good indication of when the
deconfounder fails.
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
No control — 9.59 5.84
Control for confounders∗ — 9.52 5.84
(G)LMM — 9.57 5.84
PPCA 0.14 9.55 5.84
PF 0.13 9.56 5.84
LFA 0.14 9.54 5.84
GMM 0.03 9.59 5.84
DEF 0.16 9.47 5.83
Table 13: GWAS low-SNR simulation III: Human Genome Diversity Project (HGDP). (“Control
for confounders” means including the unobserved confounders as covariates.) The deconfounder
outperforms LMM; DEF performs the best among the five factor models; it also outperforms using
the (unobserved) confounder information. Predictive checking offers a good indication of when
the deconfounder fails.
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
α= 0.01 No control — 3.73 3.23
Control for confounders∗ — 3.71 3.23
(G)LMM — 3.71 3.23
PPCA 0.13 3.64 3.23
PF 0.16 3.67 3.23
LFA 0.16 3.66 3.23
GMM 0.02 3.72 3.23
DEF 0.18 3.59 3.22
α= 0.1 No control — 4.09 3.84
Control for confounders∗ — 4.09 3.84
(G)LMM — 4.09 3.84
PPCA 0.20 4.08 3.84
PF 0.18 4.08 3.84
LFA 0.18 4.07 3.84
GMM 0.00 4.09 3.84
DEF 0.20 4.05 3.83
α= 0.5 No control — 4.82 4.14
Control for confounders∗ — 4.81 4.14
(G)LMM — 4.82 4.14
PPCA 0.14 4.81 4.13
PF 0.17 4.80 4.13
LFA 0.16 4.81 4.14
GMM 0.03 4.82 4.14
DEF 0.19 4.80 4.13
α= 1.0 No control — 5.43 4.58
Control for confounders∗ — 5.38 4.57
(G)LMM — 5.40 4.58
PPCA 0.21 5.38 4.57
PF 0.16 5.41 4.57
LFA 0.19 5.40 4.57
GMM 0.02 5.43 4.58
DEF 0.24 5.37 4.57
Table 14: GWAS low-SNR simulation IV: Pritchard-Stephens-Donnelly (PSD). (“Control for
confounders” means including the unobserved confounders as covariates.) The deconfounder out-
performs LMM; DEF performs the best among the five factor models; it also outperforms using
the (unobserved) confounder information. Predictive checking offers a good indication of when
the deconfounder fails.
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Real-valued outcome Binary outcome
Pred. check RMSE×10−2 RMSE×10−2
τ= 0.1 No control — 4.66 4.74
Control for confounders∗ — 4.63 4.73
(G)LMM — 4.57 4.73
PPCA 0.09 4.62 4.74
PF 0.08 4.58 4.74
LFA 0.09 4.54 4.73
GMM 0.02 4.70 4.74
DEF 0.10 4.53 4.73
τ= 0.25 No control — 4.30 3.81
Control for confounders∗ — 3.81 3.79
(G)LMM — 4.28 3.80
PPCA 0.10 4.26 3.80
PF 0.12 4.26 3.80
LFA 0.12 4.27 3.80
GMM 0.01 4.30 3.81
DEF 0.13 4.25 3.80
τ= 0.5 No control — 4.30 3.85
Control for confounders∗ — 3.82 3.83
(G)LMM — 4.28 3.83
PPCA 0.11 4.27 3.83
PF 0.09 4.28 3.84
LFA 0.11 4.27 3.84
GMM 0.01 4.29 3.84
DEF 0.13 4.25 3.84
τ= 1.0 No control — 6.71 5.52
Control for confounders∗ — 5.43 5.51
(G)LMM — 6.70 5.52
PPCA 0.14 6.70 5.52
PF 0.12 6.70 5.52
LFA 0.12 6.69 5.52
GMM 0.01 6.72 5.53
DEF 0.13 6.62 5.51
Table 15: GWAS low-SNR simulation V: Spatial model. (“Control for confounders” means in-
cluding the unobserved confounders as covariates.) The deconfounder often outperforms LMM;
DEF often performs the best among the five factor models. Yet, the deconfounder does not out-
perform using the (unobserved) confounder information. Spatially-induced SNPs challenge many
latent variable models to capture its patterns and fully deconfound causal inference. Predictive
checking offers a good indication of when the deconfounder fails: GMM poorly captures the SNPs;
it can amplify the error in causal estimates.
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Control Average predictive log-likelihood
No Control -1.1
Control for X -1.1
Control for aˆPPCA -1.2
Control for aˆPF -1.2
Control for aˆDEF -1.2
Control for (aˆPPCA,X ) -1.3
Control for (aˆPF,X ) -1.2
Control for (aˆDEF,X ) -1.2
Table 16: Average predictive log-likelihood on a holdout set of all movies. (X represents the
observed covariates.) Causal models (the deconfounder) predicts slightly worse than prediction
models.
Control Average predictive log-likelihood
No Control -2.5
Control for X -2.1
Control for aˆPPCA -1.6
Control for aˆPF -1.5
Control for aˆDEF -1.5
Control for (aˆPPCA,X ) -1.7
Control for (aˆPF,X ) -1.5
Control for (aˆDEF,X ) -1.6
Table 17: Average predictive log-likelihood on the holdout set of non-English movies. (X rep-
resents the observed covariates.) On a test set of uncommon movies, causal models with the
deconfounder predict better than prediction models.
Control Average predictive log-likelihood
No Control -2.1
Control for X -1.9
Control for aˆPPCA -1.4
Control for aˆPF -1.2
Control for aˆDEF -1.3
Control for (aˆPPCA,X ) -1.4
Control for (aˆPF,X ) -1.3
Control for (aˆDEF,X ) -1.2
Table 18: Average predictive log-likelihood on the holdout set of non-drama/comedy/action
movies. (X represents the observed covariates.) On a test set of uncommon movies, causal models
with the deconfounder predict better than prediction models.
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Model Simulation details
Balding-Nichols
Model (Balding-
Nichols)
Each row i of Γ has i.i.d. three independent and identically dis-
tributed draws from the Balding- Nichols model: γik
iid∼ BN(pi,Fi),
where k ∈ {1,2,3}. The pairs (pi,Fi) are computed by randomly se-
lecting a SNP in the HapMap data set, calculating its observed al-
lele frequency and estimating its FST value using the Weir & Cock-
erham estimator (Weir and Cockerham, 1984). The columns of S were
Multinomial(60/210,60/210,90/210), which reflect the subpopulation
proportions in the HapMap data set. We simulate n = 100000 SNPs
and m= 5000 individuals.
1000 Genomes
Project (TGP)
The matrix Γ was generated by sampling γik
iid∼ 0.9×Uniform(0,0.5),
for k = 1,2 and setting γi3 = 0.05. In order to generate S, we compute
the first two principal components of the TGP genotype matrix after
mean centering each SNP. We then transformed each principal com-
ponent to be between (0,1) and set the first two rows of S to be the
transformed principal components. The third row of S was set to 1, i.e.
an intercept. We simulate m = 100000 and n = 1500, where m was
determined by the number of individuals in the TGP data set.
Human Genome
Diversity Project
(HGDP)
Same as TGP but generating S with the HGDP genotype matrix.
Pritchard-
Stephens-
Donnelly (PSD)
Each row i of Γ has i.i.d. three independent and identically distributed
draws from the Balding- Nichols model: γik
iid∼ BN(pi,Fi), where
k ∈ {1,2,3}. The pairs (pi,Fi) are computed by randomly selecting a
SNP in the HGPD data set, calculating its observed allele frequency and
estimating its FST value using the Weir & Cockerham estimator (Weir
and Cockerham, 1984). The estimator requires each individual to be as-
signed to a subpopulation, which were made according to the K = 5 sub-
populations from the analysis in Rosenberg et al. (2002). The columns
of S were sampled (s1 j, s2 j, s3 j
iid∼Dirichlet(α,α,α) for j = 1, . . . ,m,α=
0.01,0.1,0.5,1. We simulate m= 100000 and n= 5000.
Spatial The matrix Γ was generated by sampling γik
iid∼ 0.9×Uniform(0,0.5),
for k = 1,2 and setting γi3 = 0.05. The first two rows of S correspond
to coordinates for each individual on the unit square and were set to
be independent and identically distributed samples from Beta(τ,τ),τ =
0.1,0.25,0.5,1, while the third row of S was set to be 1, i.e. an intercept.
As τ→ 0, the individuals are placed closer to the corners of the unit
square, while when τ= 1, the individuals are distributed uniformly. We
simulate m= 100000 and n= 5000.
Table 19: Simulating allele frequencies.
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