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Resumo
Estudamos as equac¸o˜es de Navier-Stokes (NS) em Rm, com m ≥ 3, e
mostramos que ela e´ globalmente bem-colocada em espac¸os de Morrey, para
dados iniciais suficientemente pequenos. A evoluc¸a˜o da soluc¸a˜o e´ analisada
em espac¸os funcionais com normas tipo Kato-Fujita invariantes pelo scaling
de (NS). Quando o dado inicial e´ homogeˆneo de grau −1, as soluc¸o˜es tambe´m
sa˜o invariantes por este scaling, isto e´, elas sa˜o auto-similares. Analisamos
o comportamento assinto´tico das soluc¸o˜es e demonstramos um crite´rio para
que estas sejam assintoticamente auto-similares em certas normas Morrey.
Ale´m disso, estudamos resultados de regularidade e decaimento das soluc¸o˜es.
A base da presente dissertac¸a˜o e´ o artigo de Tosio Kato, Bol. Soc. Bras.
Mat. 22 (1992).
Palavras-chave: Equac¸o˜es de Navier-Stokes, Espac¸os de Morrey, Auto-
similaridade, Comportamento assinto´tico.
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Abstract
We study the Navier-Stokes equations (NS) in Rm (with m ≥ 3), and we
show that they are globally well-posedness in Morrey spaces, for small enough
initial data. The evolution of the solution is analyzed in function spaces with
Kato-Fujita type norms invariant by scaling of (NS). When the initial data
are homogeneous functions of degree −1, the solutions are also invariant by
that scaling, i.e., they are self-similar. We analyze the asymptotic behavior
of the solutions and prove a criterion for they are asymptotically self-similar
in certain Morrey norms. Moreover, we study decay and regularity results
for the solutions. The present master dissertation is based on the paper by
Tosio Kato, Bol. Soc. Bras. Mat. 22 (1992).
Keywords: Navier-Stokes equations, Morrey spaces, Self-similarity, Asymp-
totic behavior.
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Introduc¸a˜o
Nesta dissertac¸a˜o, estudamos o problema de valor inicial para as equac¸o˜es
de Navier-Stokes em Rm, as quais descrevem o movimento de um fluido ho-
mogeˆneo, incompress´ıvel e com viscosidade µ > 0. Consideramos a dimensa˜o
do espac¸o m ≥ 3 e, por simplicidade, que na˜o existem forc¸as externas agindo
no fluido. O conjunto de equac¸o˜es que descreve tal problema e´ dado por
η∂tu− µ∆u+ η(u · ∇)u+∇P = 0 x ∈ Rm, t > 0;
div(u) = 0 x ∈ Rm, t > 0; (NS)
u(0, x) = u0(x) x ∈ Rm,
onde u(t, x) e P (t, x) sa˜o o campo de velocidades e a pressa˜o do fluido, res-
pectivamente, no instante t > 0 e na posic¸a˜o x ∈ Rm.
A primeira equac¸a˜o em (NS) vem da lei de conservac¸a˜o do momento (se-
gunda lei de Newton), na qual o termo ∂tu+ (u · ∇)u representa a derivada
material do campo de velocidades u, isto e´, ele e´ a derivada de u em relac¸a˜o
ao tempo ao longo das trajeto´rias de part´ıculas do fluido. A parcela −∆u
aparece devido a`s forc¸as de atrito entre as camadas do fluido, e a condic¸a˜o
div(u) = 0 surge porque o fluido tem densidade constante η (fluido ho-
mogeˆneo) e por causa da conservac¸a˜o da massa (veja [11]).
O problema de formac¸a˜o de singularidades e de existeˆncia global de
soluc¸o˜es ainda e´ um problema em aberto para as equac¸o˜es de Navier-Stokes
(NS) em dimensa˜o m = 3. Inclusive, este consiste em um dos sete problemas
do mileˆnio estabelecido pelo Instituto de Matema´tica Clay (veja o enderec¸o
http://www.claymath.org/millennium/Navier-Stokes Equations).
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Neste contexto, aparece uma motivac¸a˜o para um estudo de (NS) em
espac¸os que contenham func¸o˜es singulares, mostrando como e´ o compor-
tamento do fluxo da equac¸a˜o neste ambiente. De especial interesse sa˜o os
espac¸os que conteˆm func¸o˜es homogeˆneas, pois permitem obter a existeˆncia
de soluc¸o˜es auto-similares (veja a definic¸a˜o 2.2, pg.43). Estas sa˜o soluc¸o˜es
invariantes pelo scaling de (NS) (veja 2.12, pg.43) e podem ser u´teis na des-
cric¸a˜o do comportamento assinto´tico das soluc¸o˜es e de propriedades qua-
litativas de poss´ıveis singularidades.
Em particular, para obter soluc¸o˜es auto-similares, precisa-se considerar
os espac¸os com os ı´ndices certos para que as suas normas tambe´m sejam
invariantes pelo scaling, os quais sa˜o chamados espac¸os cr´ıticos. De todas as
formas, mesmo quando na˜o procura-se por soluc¸o˜es auto-similares, espac¸os
cr´ıticos sa˜o importantes para a existeˆncia global, desde que as constantes
de estimativas adequadas, em suas correspondentes normas, sejam indepen-
dentes do tempo. Na literatura, pode-se encontrar diversos trabalhos para
(NS) sobre boa-colocac¸a˜o global e comportamento assinto´tico, com dados
iniciais pequenos, em diferentes tipos de espac¸os cr´ıticos, a saber: espac¸o de
Lebesgue Lm(Rn) (veja [12], [18], [21] e [34]), espac¸o Lm-fraco (veja [2], [3],
[8] e [35]), espac¸o de Besov (veja [6] e [9]), espac¸o de pseudo-medidas PMm−1
(veja [7]), espac¸o de Morrey Mp,m−p (veja [22] e [33]), espac¸o de Besov-Morrey
(veja [26] e [27]) e o espac¸o BMO−1 (veja [25]). Para uma boa coletaˆnia e
descric¸a˜o de resultados nesta direc¸a˜o, referimos o leitor ao livro [28].
Na presente dissertac¸a˜o, estudamos resultados de boa-colocac¸a˜o global,
auto-similaridade, decaimento e comportamento assinto´tico, com dado inicial
pequeno no espac¸o de Morrey cr´ıtico Mp,m−p (veja cap. 2, para a definic¸a˜o).
Em geral, espac¸os de Morrey conteˆm medidas, func¸o˜es fortemente singulares e
que podem na˜o convergir a zero quando |x| → ∞. Em particular, eles conteˆm
func¸o˜es homogeˆneas e permitem obter a existeˆncia de soluc¸o˜es auto-similares.
2
Os resultados de boa-colocac¸a˜o e decaimento estudados aqui esta˜o conti-
dos no trabalho de Tosio Kato [22]. Por outro lado, os de auto-similaridade
e comportamento assinto´tico sa˜o adaptac¸o˜es para os espac¸os de Morrey de
resultados encontrados em [8], [7] e [19] e demonstrados em outros espac¸os,
tais como Lm-fraco, PMm−1 ou com a vorticidade inicial ω0 = ∇ × u0 em
certos espac¸os de Morrey contendo medidas, respectivamente. De fato, estes
resultados assinto´ticos no espac¸o de Morrey Mp,m−p foram obtidos em [1]
como um caso particular de resultados para o sistema de Boussinesq. Ale´m
deste u´ltimo sistema, os temas acima tambe´m tem sido estudados para ou-
tros modelos em mecaˆnica dos fluidos, como as equac¸o˜es quase-geostro´ficas
[10] e fluidos micro-polares (veja [14] e [15]).
Mais precisamente, demonstramos aqui que (NS) e´ globalmente bem-
colocada para dados iniciais u0 ∈ Mp,m−p sob certas hipo´teses de pequenez.
O fluxo da equac¸a˜o e´ estudado em espac¸os funcionais do tipo Kato-Fujita,
baseados em certos espac¸os de Morrey, e com normas invariantes pelo sca-
ling de (NS). Este tipo de espac¸o foi originalmente introduzido em [23] e
[24]. Demonstramos que as soluc¸o˜es sa˜o suaves para t > 0, o que mostra
o efeito da regularizac¸a˜o parabo´lica na escala dos espac¸os de Morrey. As-
sumindo que u0 e´ uma func¸a˜o vetorial homogeˆnea de grau −1, obteˆm-se
que as soluc¸o˜es sa˜o auto-similares. Analisando a estabilidade assinto´tica
das soluc¸o˜es, tambe´m demonstramos um crite´rio para que as soluc¸o˜es sejam
assintoticamente auto-similares, isto e´, para que elas convirjam para uma
soluc¸a˜o auto-similar quando t → +∞. Ale´m disso, estudamos um resultado
de decaimento, o qual mostra que soluc¸o˜es decaem a zero com uma taxa
polinomial, caso os correspondentes dados iniciais estejam na intersec¸a˜o de
certos espac¸os de Morrey.
Esta dissertac¸a˜o esta´ organizada em treˆs cap´ıtulos. O primeiro aborda
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propriedades ba´sicas dos espac¸os de Morrey tais como completude, imerso˜es,
desigualdades tipo Ho¨lder e operadores do tipo convoluc¸a˜o e singulares agindo
em tais espac¸os. Ale´m disso, relembramos e demonstramos propriedades de
alguns importantes sub-espac¸os. No segundo cap´ıtulo, enunciamos e demons-
tramos os resultados sobre boa-colocac¸a˜o, auto-similaridade e regularidade
das soluc¸o˜es. Finalmente, o terceiro cap´ıtulo e´ destinado aos resultados de
decaimento, estabilidade assinto´tica das soluc¸o˜es e a propriedade de ser as-
sintoticamente auto-similar.
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Cap´ıtulo 1
Espac¸os de Morrey e algumas
propriedades
Apresentaremos neste cap´ıtulo algumas propriedades ba´sicas dos espac¸os
de Morrey, denotados por Mp,λ, nos quais estudaremos o problema de Cauchy
associado as equac¸o˜es de Navier-Stokes.
Iniciaremos este cap´ıtulo com algumas definic¸o˜es e notac¸o˜es ba´sicas que
usaremos no decorrer do texto. Os principais resultados do mesmo sa˜o parte
do conteu´do das refereˆncias [5], [22] e [29].
1.1 Preliminares, definic¸o˜es e notac¸o˜es
Nesta dissertac¸a˜o, os valores das constantes (usualmente denotadas por
C), podem mudar de linha para linha, ou em uma mesma linha.
Se A ⊆ Rm e´ um aberto e k ∈ N, denotaremos por Ck(A) o espac¸o de
todas as func¸o˜es f : A → Rn, com n ∈ N, com todas as derivadas parciais
cont´ınuas ate´ ordem k, sendo C0(A) o conjunto das func¸o˜es cont´ınuas em A
e C∞(A) =
⋂∞
k=0C
k(A). Denotaremos apenas por Ck o conjunto Ck(Rm),
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onde k ∈ N∪{0,∞}. A notac¸a˜o Ckc (A) sera´ usada para o conjunto das func¸o˜es
em Ck(A) com suporte compacto e Ckc = C
k
c (Rm), para k ∈ N ∪ {0,∞}.
Usaremos uma notac¸a˜o compacta para derivadas parciais. Escreveremos
∂j para indicar
∂
∂xj
, assim como ∂t para indicar
∂
∂t
. Usaremos tambe´m ∂ para
indicar ∂j, quando na˜o quisermos explicitar o valor de j. Para derivadas de
ordem mais alta, usaremos a notac¸a˜o de multi-´ındice, que e´ uma m-upla de
nu´meros inteiros na˜o negativos. Sendo α = (α1, α2, ..., αm) um multi-´ındice,
temos αj ∈ N ∪ {0} e escrevemos
∂α =
(
∂
∂x1
)α1 ( ∂
∂x2
)α2
...
(
∂
∂xm
)αm
.
Um subespac¸o de C∞ de particular importaˆncia e´ o espac¸o de Schwartz
S, o qual consiste de todas as func¸o˜es f tais que f e suas derivadas decaem
no infinito mais ra´pido do que qualquer poteˆncia de |x|. Precisamente, temos
a seguinte definic¸a˜o.
Definic¸a˜o 1.1. O espac¸o de Schwartz S = S(Rm) e´ definido como o conjunto
de todas as func¸o˜es f ∈ C∞, tais que a semi-norma
||f ||(k,α) = sup
x∈Rm
(1 + |x|k)|∂αf(x)|
e´ finita, para todo k ∈ N ∪ {0} e multi-´ındice α.
A seguir, relembramos as desigualdades de Ho¨lder e de Young em espac¸os
Lp, as quais sera˜o u´teis no decorrer do texto. As demonstrac¸o˜es podem ser
encontradas em [17], pg.182 e pg.240-241, respectivamente.
Proposic¸a˜o 1.2 (Desigualdade de Ho¨lder). Sejam p e q tais que 1 < p, q <
∞ e p−1 + q−1 = r−1. Se f e g sa˜o func¸o˜es tais que f ∈ Lp e g ∈ Lq, enta˜o
f g ∈ Lr, e temos a desigualdade
||f g||r ≤ ||f ||p ||g||q.
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Quando r = 1, a igualdade vale se, e somente se α|f |p = β|g|q q.t.p., onde
α e β sa˜o constantes que satisfazem αβ 6= 0.
Proposic¸a˜o 1.3 (Desigualdade de Young). Sejam p, q e r tais que 1 ≤
p, q, r ≤ ∞ e 1 + r−1 = p−1 + q−1. Se f ∈ Lp e g ∈ Lq, enta˜o f ∗ g ∈ Lr,
com a estimativa
||f ∗ g||r ≤ ||f ||p||g||q,
onde o s´ımbolo ∗ denota o operador de convoluc¸a˜o
f ∗ g(x) =
∫
Rm
f(x− y)g(y)dy.
1.2 Espac¸os de Morrey
O espac¸o de Morrey Mp,λ = Mp,λ(Rm), com p ∈ [1,∞) e λ ∈ [0,m), e´
definido como o subespac¸o normado de Lploc = L
p
loc(Rm), dado por{
f : Rm → R :
(∫
K
|f(x)|pdx
) 1
p
<∞, ∀K ⊆ Rm compacto
}
,
com a norma dada por
||f ||p,λ = sup
x0∈Rm,R>0
{
R−
λ
p ||f ||p;x0,R
}
, (1.1)
onde ||f ||p;x0,R denota a norma em Lp(BR(x0)) de f , isto e´
||f ||p;x0,R =
(∫
BR(x0)
|f(x)|pdx
) 1
p
e BR(x0) = {x ∈ Rm : |x− x0| < R}.
Em particular, Mp,0 = L
p para p > 1, e tambe´m, M1,0 e´ o espac¸o de
Banach das medidas finitas, o qual denotaremos apenas por M. Podemos
incluir L∞ = L∞(Rm) = {f : Rm → R : |f | < ∞ q.t.p. em Rm} entre os
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espac¸os de Morrey, tomando p =∞ ou λ = m na notac¸a˜o Mp,λ.
Definimos tambe´m M˙p,λ como sendo o subespac¸o de Mp,λ caracterizado
pela condic¸a˜o f ∈ M˙p,λ, se e somente se
lim
R→0+
[
R−
λ
p sup
x0∈Rm
||f ||p;x0,R
]
= 0. (1.2)
Observac¸a˜o 1.4. Note que (1.2) e´ satisfeito trivialmente se f ∈ L∞.
De fato, se f ∈ L∞ enta˜o existe C > 0 tal que |f(x)| ≤ C q.t.p. em Rm.
Assim,
||f ||p;x0,R =
(∫
BR(x0)
|f(x)|pdx
) 1
p
≤
(∫
BR(x0)
Cpdx
) 1
p
= C
(∫
BR(x0)
1dx
) 1
p
= CR
m
p .
Segue que
sup
x0∈Rm
||f ||p;x0,R ≤ CR
m
p ,
e enta˜o
0 ≤ lim sup
R→0+
[
R−
λ
p sup
x0∈Rm
||f ||p;x0,R
]
= lim sup
R→0+
CR
m−λ
p . (1.3)
Como m > λ, vemos facilmente que o limite superior em (1.3) e´ zero, donde
segue que f ∈ M˙p,λ.
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Definimos outro subespac¸o de Mp,λ, denotado por M¨p,λ, pela seguinte
condic¸a˜o
f ∈ M¨p,λ ⇐⇒ lim
ξ→0
||τξf − f ||p,λ = 0, (1.4)
onde τξ denota a translac¸a˜o τξf(x) = f(x− ξ), para ξ ∈ Rm.
O lema a seguir nos assegura a completude dos espac¸os de Morrey.
Lema 1.5. Se 1 ≤ p < ∞ e 0 ≤ λ < m, enta˜o o espac¸o de Morrey Mp,λ e´
um espac¸o de Banach.
Demonstrac¸a˜o. De fato, e´ facil ver que Mp,λ e´ um espac¸o vetorial normado
com a norma || · ||p,λ. Assim, e´ suficiente provar que toda se´rie absolu-
tamente convergente em Mp,λ e´ convergente. Sejam {fk}k∈N ⊆ Mp,λ uma
sequeˆncia absolutamente convergente e S =
∑∞
k=1 ||fk||p,λ < ∞. Definindo
G =
∑∞
k=1 |fk|, temos
||G||p,λ = sup
x0∈Rm,R>0
R−λp
∣∣∣∣∣
∣∣∣∣∣
∞∑
k=1
|fk|
∣∣∣∣∣
∣∣∣∣∣
p;x0,R

≤ sup
x0∈Rm,R>0
{
R−
λ
p
∞∑
k=1
||fk||p;x0,R
}
≤
∞∑
k=1
sup
x0∈Rm,R>0
{
R−
λ
p ||fk||p;x0,R
}
= S,
e enta˜o, G ∈ Mp,λ. Seja F =
∑∞
k=1 fk. Queremos mostrar que F converge
com a norma || · ||p,λ. Note que |F (x)| ≤ G(x), ∀ x ∈ Rm, donde ||F ||p;x0,R ≤
||G||p;x0,R, e assim ||F ||p,λ ≤ ||G||p,λ ≤ S. Logo F ∈ Mp,λ, isto e´, a se´rie F
converge em Mp,λ, donde segue o resultado.
9
Proposic¸a˜o 1.6. Sejam 1 ≤ p < ∞ e 0 ≤ λ < m. Enta˜o M˙p,λ e M¨p,λ sa˜o
subespac¸os fechados de Mp,λ.
Demonstrac¸a˜o. Para f ∈Mp,λ, temos
||f ||p,λ = sup
x0∈Rm,R>0
{
R−
λ
p ||f ||p;x0,R
}
≥ lim sup
R→0+
[
sup
x0∈Rm
{
R−
λ
p ||f ||p;x0,R
}]
.
Seja {fk}k∈N uma sequeˆncia em M˙p,λ que converge para f na norma || · ||p,λ.
Temos
lim sup
R→0+
[
sup
x0∈Rm
{
R−
λ
p ||f − fk||p;x0,R
}]
≤ ||f − fk||p,λ, (1.5)
e enta˜o o lim supR→0+ em (1.5) tende a zero com k →∞. Como
sup
x0∈Rm
||f ||p;x0,R = sup
x0∈Rm
||f − fk + fk||p;x0,R
≤ sup
x0∈Rm
||f − fk||p;x0,R + sup
x0∈Rm
||fk||p;x0,R,
temos
lim sup
R→0+
[
R−
λ
p sup
x0∈Rm
||f ||p;x0,R
]
= lim sup
R→0+
[
R−
λ
p sup
x0∈Rm
||f − fk + fk||p;x0,R
]
≤ lim sup
R→0+
[
R−
λ
p
(
sup
x0∈Rm
||f − fk||p;x0,R
)]
[(
+ sup
x0∈Rm
||fk||p;x0,R
)]
≤ lim sup
R→0+
[
R−
λ
p sup
x0∈Rm
||f − fk||p;x0,R
]
+ lim sup
R→0+
[
R−
λ
p sup
x0∈Rm
||fk||p;x0,R
]
= 0 + 0 = 0.
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Logo, segue que f ∈ M˙p,λ, e que M˙p,λ e´ fechado.
Agora, para mostrarmos que M¨p,λ e´ fechado, seja {fk}k∈N uma sequeˆncia
em M¨p,λ que converge para f em Mp,λ. Temos
||τξf − f ||p,λ = ||τξ(f − fk) + τξfk − fk + fk − f ||p,λ
≤ ||τξ(f − fk)||p,λ + ||τξfk − fk||p,λ + ||fk − f ||p,λ
= 2||fk − f ||p,λ + ||τξfk − fk||p,λ. (1.6)
Calculando o lim supξ→0 em (1.6), obtemos
lim sup
ξ→0
||τξf − f ||p,λ ≤ 2||fk − f ||p,λ + lim sup
ξ→0
||τξfk − fk||p,λ
= 2||fk − f ||p,λ → 0, quando k → 0,
donde segue que f ∈ M¨p,λ.
Proposic¸a˜o 1.7 (Inclusa˜o). Sejam p, q ∈ [1,∞) e λ, µ ∈ [0,m) tais que
m−λ
p
= m−µ
q
e p ≤ q. Enta˜o vale a seguinte inclusa˜o cont´ınua
Mq,µ ⊆Mp,λ. (1.7)
Demonstrac¸a˜o. Basta mostrarmos que ||f ||p;x0,R ≤ C R
m
p
−m
q ||f ||q;x0,R. Usan-
do a proposic¸a˜o 1.2 e tomando r de forma que p−1 = r−1 + q−1, obtemos
||f ||p;x0,R = ||1 f ||p;x0,R
≤ ||1||r;x0,R ||f ||q;x0,R
=
(∫
BR(x0)
|1|rdx
) 1
r
||f ||q;x0,R
= CR
m
r ||f ||q;x0,R
= CR
m
p
−m
q ||f ||q;x0,R,
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donde
R−
λ
p ||f ||p;x0,R ≤ CR
m−λ
p
−m
q ||f ||q;x0,R
= CR−
µ
q ||f ||q;x0,R. (1.8)
Tomando supx0∈Rm, R>0 em (1.8), segue que ||f ||p,λ ≤ C||f ||q,µ, como dese-
jado.
A relac¸a˜o (1.7) sugere que podemos tomar uma outra notac¸a˜o para os
espac¸os de Morrey Mp,λ, dada a` seguir:
Mp,λ = M(A), onde A =
(
p−1, α
) ∈ 4 e α = m− λ
p
, (1.9)
onde p ∈ [1,∞] e λ ∈ [0,m). Em (1.9), 4 denota o triaˆngulo retaˆngulo de
ve´rtices O = (0, 0), (1, 0) e (1,m), com o lado de baixo (o segmento que liga
os pontos O = (0, 0) e (1, 0)) exclu´ıdo, exceto pelo ponto O = (0, 0), com a
convenc¸a˜o de que M(O) = L∞.
Observac¸a˜o 1.8. A notac¸a˜o (1.9) foi introduzida por Kato em [22], pore´m,
preferimos utilizar a notac¸a˜o Mp,λ dada em (1.1), pg.7, visto que ela e´ mais
comum na literatura sobre espac¸os de Morrey (veja e.g. [29]).
Para A = (p−1, α) ∈ 4, escrevemos x(A) = p−1 e y(A) = α, o qual sera´
chamado de altura de A. Note que y(A) = 0 se e so´ se A = O.
O segmento fechado conectando os pontos A e B sera´ denotado por [A,B],
enquanto o segmento aberto ligando os mesmos pontos sera´ denotado por
]A,B[. O comprimento deste segmento sera´ denotado por [AB].
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Figura 1
Correspondendo a` (1.9), a notac¸a˜o ||f ||p,λ e´ reescrita como ||f ;M(A)||,
ou apenas por ||f ;A||, e ||f ;O|| = ||f ||∞. Assim, temos que
||f ;A|| = sup
x0∈Rm, R>0
{R−mp +α||f ||p;x0,R}. (1.10)
Quando λ = 0, a hipotenusa de 4 corresponde aos espac¸os Lp ou M,
de acordo se p > 1 ou p = 1, respectivamente. Todas estas relac¸o˜es esta˜o
ilustradas na figura 1.
Usaremos tambe´m as notac¸o˜es o´bvias M˙(A) e M¨(A) para M˙p,λ e M¨p,λ,
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respectivamente. Para A = O, definimos o conjunto M˙(O) ⊆ M(O) = L∞
como o conjunto das func¸o˜es cont´ınuas e limitadas, e M¨(O) ⊆ M(O) como
o conjunto das func¸o˜es uniformemente cont´ınuas e limitadas.
Lema 1.9. Se p ∈ [1,∞), λ ∈ [0,m) enta˜o Mp,λ∩L∞ ⊆ M˙p,λ, ou na notac¸a˜o
(1.9), M(A) ∩M(O) ⊆ M˙(A).
Demonstrac¸a˜o. Visto que f ∈ L∞, pela observac¸a˜o 1.4, temos que f verifica
(1.2). Como f ∈Mp,λ, segue o resultado.
Finalmente, escrevemos A ⊆ B se y(A) = y(B) e B esta´ a direita de A
(ou B = A). Com esta notac¸a˜o, (1.7) pode ser escrita como:
– (Inclusa˜o) Se A ⊆ B, enta˜o M(A) ⊆M(B), M˙(A) ⊆ M˙(B) e M¨(A) ⊆
M¨(B).
Observac¸a˜o 1.10. Deve-se notar que relac¸o˜es como M(A) ⊆ M˙(B) na˜o
sa˜o verdadeiras. Veremos um contra-exemplo no fim da presente sec¸a˜o.
A seguir, relembramos duas desigualdades importantes nos espac¸os de
Morrey. Estas podem tambe´m ser expressadas na notac¸a˜o (1.9), tal como
faremos apo´s fazer as demonstrac¸o˜es.
Proposic¸a˜o 1.11 (Desigualdade de Ho¨lder). Sejam p, q, r ∈ [1,∞), λ, µ, τ ∈
[0,m), tais que r−1 = p−1 + q−1 e τ
r
= λ
p
+ µ
q
. Se f ∈Mp,λ e g ∈Mq,µ, enta˜o
f g ∈Mr,τ e vale a desigualdade
||f g||r,τ ≤ ||f ||p,λ ||g||q,µ. (1.11)
Demonstrac¸a˜o. Basta mostrar (1.11), donde segue que f g ∈ Mr,τ . Usando
a desigualdade de Ho¨lder em espac¸os Lp (proposic¸a˜o 1.2), temos
||f g||r,τ = sup
x0∈Rm,R>0
{
R−
τ
r ||f g||r;x0,R
}
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≤ sup
x0∈Rm,R>0
{
R−
λ
p
−µ
q ||f ||p;x0,R ||g||q;x0,R
}
≤
[
sup
x0∈Rm,R>0
{
R−
λ
p ||f ||p;x0,R
}][
sup
x0∈Rm,R>0
{
R−
µ
q ||g||q;x0,R
}]
= ||f ||p,λ||g||q,µ.
Proposic¸a˜o 1.12 (Convexidade). Sejam p, q, r ∈ [1,∞], λ, µ, τ ∈ [0,m) e
k ∈ [0, 1], tais que 1
r
= 1−k
p
+ k
q
e τ
r
= (1 − k)λ
p
+ k µ
q
. Se f ∈ Mp,λ ∩Mq,µ
enta˜o f ∈Mr,τ e temos a desigualdade
||f ||r,τ ≤ (||f ||p,λ)1−k (||f ||q,µ)k . (1.12)
Demonstrac¸a˜o. Como na proposic¸a˜o anterior, e´ suficiente mostrar (1.12).
Para isto, primeiro note que
||fk|| p
k
,λ = (||f ||p,λ)k para k > 0. (1.13)
De fato,
||fk|| p
k
,λ = sup
x0∈Rm, R>0
{
R−
kλ
p ||fk|| p
k
;x0,R
}
= sup
x0∈Rm,R>0

(∫
BR(x0)
|fk(x)| pkdx
Rλ
) k
p

= sup
x0∈Rm,R>0

(∫
BR(x0)
|f(x)|pdx
Rλ
) k
p

=
 sup
x0∈Rm,R>0

(∫
BR(x0)
|f(x)|pdx
Rλ
) 1
p

k
= (||f ||p,λ)k.
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Tomando f = (f 1−k)(fk), temos que f 1−k ∈M p
1−k ,λ
e fk ∈M q
k
,µ. Usando
a proposic¸a˜o 1.11 e a igualdade (1.13), obtemos f ∈ Mr,τ , com ||f ||r,τ ≤
(||f ||p,λ)1−k (||f ||q,µ)k, como quer´ıamos demonstrar.
Usando a notac¸a˜o (1.9), podemos reescrever as proposic¸o˜es 1.11 e 1.12
nas respectivas formas:
– (Desigualdade de Ho¨lder) Se f ∈ M(A) e g ∈ M(B), enta˜o f g ∈
M(A + B) com ||f g;A + B|| ≤ ||f ;A|| ||g;B||, onde A e B sa˜o tais que
A+B ∈ 4.
– (Convexidade) Se f ∈M(A)∩M(B), enta˜o f ∈M(C), para todo C ∈
[A,B], e temos a desigualdade ||f ;C|| ≤ ||f ;A||1−k||f ;B||k, onde k = [AC]
[AB]
(relembre que [AB] denota o comprimento de [A,B]).
Os espac¸os Mp,λ esta˜o inclu´ıdos continuamente em certos espac¸os L
p com
peso com poteˆncia negativa. Este e´ o conteu´do da pro´xima proposic¸a˜o.
Proposic¸a˜o 1.13. O espac¸o de Morrey Mp,λ esta´ continuamente imerso no
seguinte espac¸o Lp com peso
Lp−k/p = < x >
k
p Lp(=< x >kM se p = 1),
para k > λ, onde < x >= (1 + |x|2) 12 , p ∈ [1,∞) e λ ∈ [0,m).
Demonstrac¸a˜o. Veja que
Lp−k/p = (1 + |x|2)
k
2pLp
e tambe´m que
||f ||Lp−k/p =
(∫
Rm
|f(x)|p
< x >k
dx
) 1
p
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=(∫
Rm
φ(|x|)|f(x)|pdx
) 1
p
,
onde φ(r) = (1 + r2)−
k
2 .
Queremos mostrar que ||f ||Lp−k/p ≤ C||f ||p,λ, donde segue o resultado
desejado. Note que∫
Rm
φ(|x|)|f(x)|pdx =
∫ ∞
0
φ(r)dρ(r), (1.14)
onde
ρ(r) =
∫
|x|<r
|f(x)|pdx.
Se f ∈ Mp,λ, enta˜o ρ(r) ≤ (||f ||p,λ)p rλ. Temos 0 ≤ φ ∈ C1 e φ(r) =
o(r−λ), quanto r → +∞, pois k > λ (isto e´, vale que limr→∞ rλφ(r) = 0).
Logo, integrando por partes, obtemos∫
Rm
φ(|x|)|f(x)|pdx =
∫ ∞
0
φ(r)dρ(r)
= φ(r)ρ(r)
∣∣∣∣∞
0
−
∫ ∞
0
φ′(r)ρ(r)dr
≤ (||f ||p,λ)p
∫ ∞
0
|φ′(r)|rλdr. (1.15)
Como
φ′(r) =
d
dr
[(
1 + r2
)− k
2
]
=
−kr
(1 + r2)
k+2
2
,
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enta˜o
|φ′(r)|rλ = k r
λ+1
(1 + r2)
k+2
2
≤ krλ−k−1, (1.16)
donde segue a convergeˆncia da integral em (1.15), visto que |φ′(r)|rλ e´ cont´ınua,
e e´ integra´vel em [1,∞), por (1.16).
Definic¸a˜o 1.14. Dada uma func¸a˜o vetorial f : Rm → Rn, dizemos que
f ∈Mp,λ (ou M˙p,λ ou M¨p,λ), se cada componente f1, f2, ..., fn de f satisfaz
tal propriedade. Mais que isso, definimos ||f ||p,λ := || |f | ||p,λ, onde |f |
denota a norma de f em Rm.
Exemplos 1.15. Aqui temos alguns exemplos de func¸o˜es ou medidas em
espac¸os de Morrey..
a) Se 0 < k < m, enta˜o |x|−k ∈Mp,m−pk, com 1 ≤ p < mk , mas |x|−k /∈ M˙p,λ,
para todo 1 ≤ p ≤ ∞ e 0 ≤ λ < m.
b) Se m¯ < m, f¯ ∈ Mp,λ(Rm¯) e f(x1, x2, ..., xm) = f¯(x1, x2, ..., xm¯), enta˜o
f ∈ Mp,λ(Rm). Vemos assim que a propriedade f ∈ Mp,λ permanece va´lida
quando f e´ “levada” para dimenso˜es maiores.
c) A medida de Dirac δ0 em Rm−1 pertence a` M1,1(Rm).
1.3 O semigrupo do calor
Nesta subsec¸a˜o, estudaremos o semigrupo do calor U(t) = et∆ em Mp,λ.
Temos que U(t) e´ um operador de convoluc¸a˜o com nu´cleo dado por
ht(x) = h¯t(|x|)
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= (2pi)−
m
2 t−
m
2 e−
|x|2
4t , t > 0, (1.17)
isto e´,
U(t)f = ht ∗ f (1.18)
=
∫
Rm
ht(y)f(x− y)dy
= (2pi)−
m
2
∫
Rm
f(x− y)
t
m
2 e
|y|2
4t
dy.
E´ facil ver que U(t)f esta´ bem definido para f ∈ Mp,λ, com p ∈ [1,∞] e
λ ∈ [0,m), e pertence a` C∞, com todas as derivadas limitadas. O pro´ximo
lema nos da´ estimativas para U(t) e suas derivadas em espac¸os de Morrey.
Lema 1.16. Sejam p, q, λ e µ tais que p, q ∈ [1,∞] e λ, µ ∈ [0,m). Se
m−λ
p
≥ m−µ
q
e µ ≥ λ, enta˜o U(t), ∂U(t) e ∂tU(t) sa˜o operadores limitados de
Mp,λ para M¨q,µ ⊆Mq,µ, e dependem continuamente de t. Temos ainda que
t
1
2(
m−λ
p
−m−µ
q )||U(t)f ||q,µ ≤ C||f ||p,λ, (1.19)
t
1
2(1+
m−λ
p
−m−µ
q )||∂U(t)f ||q,µ ≤ C||f ||p,λ, (1.20)
t1+
1
2(
m−λ
p
−m−µ
q )||∂tU(t)f ||q,µ ≤ C||f ||p,λ, (1.21)
para todo f ∈ Mp,λ, onde a constante C nas treˆs desigualdades depende
apenas de p, q, λ, µ e m. Quando (p, λ) = (q, µ) em (1.19), temos C = 1.
Demonstrac¸a˜o. Dividiremos a prova em treˆs partes, conforme cada estima-
tiva, (1.19), (1.20) e (1.21). Ale´m disso, cada parte sera´ dividida em treˆs
casos ba´sicos; a saber, (p, λ) = (q, µ), (q, µ) = (∞, µ) e o caso geral.
Parte (i) (Prova da estimativa (1.19)): Defina ft := U(t)f = ht ∗ f . O
caso λ = 0 admite apenas µ = 0 e sua prova e´ simples, tendo em vista a
desigualdade de Young em Lp e que ht ∈ L1 ∩ L∞, ∀ t > 0.
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Sejam dµ = ht(y)dy e p
′ tal que p−1 + (p′)−1 = 1. Usando que ||ht||1 = 1,
e a proposic¸a˜o 1.2, obtemos
|ft(x)|p =
∣∣∣∣∫
Rm
ht(y)f(x− y)dy
∣∣∣∣p
=
∣∣∣∣∫
Rm
f(x− y)dµ
∣∣∣∣p
≤
∫
Rm
|f(x− y)|pdµ ·
(∫
Rm
dµ
) p
p′
=
∫
Rm
|f(x− y)|pht(y)dy · (||ht||1)
p
p′
=
∫
Rm
|f(x− y)|pht(y)dy (1.22)
= ht ∗ |f |p.
Agora, note que se f ∈Mp,λ, enta˜o∫
BR(x0)
|f(x− y)|pdx ≤ Rλ (||f ||p,λ)p .
Usando novamente que ||ht||1 = 1 e tambe´m (1.22), segue que
(||ft||p;x0,R)p =
∫
BR(x0)
∣∣∣∣∫
Rm
ht(y)f(x− y)dy
∣∣∣∣p dx
≤
∫
BR(x0)
∫
Rm
|f(x− y)|pht(y)dydx
=
∫
Rm
∫
BR(x0)
|f(x− y)|pht(y)dxdy
=
∫
Rm
(∫
BR(x0)
|f(x− y)|pdx
)
ht(y)dy
≤
∫
Rm
(||f ||p,λ)pRλht(y)dy
= (||f ||p,λ)pRλ
∫
Rm
ht(y)dy
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= (||f ||p,λ)pRλ
donde segue que ||ft||p,λ ≤ ||f ||p,λ, o que prova (1.19) para o caso (p, λ) =
(q, µ).
Para o caso (q, µ) = (∞, µ), temos por (1.22) com x = 0 que
|ft(0)|p ≤
∫
Rm
h¯t(|x|)|f(x)|pdx.
Por (1.15), com φ(r) = h¯t(r) = (2pi)
−m
2 t−
m
2 e−
r2
4t , segue que
|ft(0)|p ≤
∫ ∞
0
|h¯′t|(r)(||f ||p,λ)prλdr (1.23)
≤ Ct−1−m2
∫ ∞
0
(||f ||p,λ)pe− r
2
4t rλ+1dr
≤ Ct−m−λ2 (||f ||p,λ)p. (1.24)
De fato, na˜o ha´ nada em especial no ponto x = 0, e a desigualdade (1.24)
vale para todo x ∈ Rm. Logo,
|ft(x)| ≤ Ct−
m−λ
2p (||f ||p,λ) para todo x ∈ Rm, (1.25)
e obtemos (1.19) com (q, µ) = (∞, µ), depois de tomarmos o supremo em
x ∈ Rm em (1.25).
Para o caso geral, tendo em vista a proposic¸a˜o 1.7, podemos assumir que
p < q <∞ e µ = λ. Enta˜o
||ft||q;x0,R =
(∫
BR(x0)
|ft(x)|qdx
) 1
q
=
∫
BR(x0)
|ft(x)|q−p|ft(x)|pdx
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≤ (||ft||∞)
q−p
q
(∫
BR(x0)
|ft(x)|pdx
) 1
q
= (||ft||∞)1−
p
q (||ft||p;x0,R)
p
q
≤ (||ft||∞)1−
p
q (||ft||p,λR−
λ
p )
p
q ,
e como ||ft||p,λ ≤ ||f ||p,λ e λ = µ, segue que
||ft||q,µ = sup
x0∈Rm,R>0
{R−µq ||ft||q;x0,R}
≤ (||ft||∞)1−
p
q (||ft||p,λ)
p
q (1.26)
≤ (Ct−m−λ2p ||f ||p,λ)1−
p
q (||f ||p,λ)
p
q
= Ct−(
m−λ
2p
−m−µ
2q
)||f ||p,λ, (1.27)
o que prova a estimativa (1.19) em sua forma geral.
Parte (ii) (Prova da estimativa (1.20)): Para provarmos (1.20), notemos
que
∂ht
∂xj
(x) = −xj
2t
ht(x) e h2t(x) =
e
|x|2
8t
2
m
2
ht(x).
Logo,
t
1
2 |∂jht(x)|
h2t(x)
= 2
m−2
2 e−
|x|2
8t
|xj|
t
1
2
. (1.28)
Como o lado direito de (1.28) e´ limitado superiormente, temos
t
1
2∂ht(x) ≤ t 12 |∂ht(x)| ≤ Ch2t(x). (1.29)
Segue que
(||t 12∂ht ∗ f ||p;x0,R)p =
∫
BR(x0)
∣∣∣∣∫
Rm
t
1
2∂ht(y)f(x− y)dy
∣∣∣∣p dx
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≤ C
∫
BR(x0)
(∫
Rm
h2t(y)|f(x− y)|dy
)p
dx
= C
∫
BR(x0)
∫
Rm
h2t(y)|f(x− y)|pdydx
= C
∫
Rm
(∫
BR(x0)
|f(x− y)|pdx
)
h2t(y)dy
≤ C
∫
Rm
(||f ||p,λ)pRλh2t(y)dy
≤ C (||f ||p,λ)pRλ
∫
Rm
h2t(y)dy
≤ C (||f ||p,λ)pRλ. (1.30)
Elevando (1.30) a` 1
p
, multiplicando ambos os lados por R
λ
p e tomando o
supremo em x0 ∈ Rm e R > 0, obtemos ||t 12 (∂ht ∗ f)||p,λ ≤ C||f ||p,λ. Agora,
para o caso (q, µ) = (∞, µ), usando (1.29), (1.22) e (1.15) temos que
|t 12 (∂ht ∗ f)(0)|p ≤ (t 12 |∂ht| ∗ |f |)p(0)
≤ (Ch2t ∗ |f |)p(0)
≤ C
∫
Rm
h¯2t(|x|)|f(x)|pdx
≤ Ct−m−λ2 (||f ||p,λ)p.
Como x = 0 na˜o e´ um ponto especial, isto prova (1.20) para o caso (q, µ) =
(∞, µ). Agora, para o caso geral, podemos assumir, tendo em vista o teorema
1.7, que p < q <∞ e µ = λ. Usando mais uma vez (1.29), temos que
||t 12 (∂ht ∗ f)||q;x0,R ≤ C(||f2t||∞)1−
p
q (||f2t||p,λR
λ
p )
p
q . (1.31)
Logo,
||t 12 (∂ht ∗ f)(x)||q,µ ≤ Ct(
m−µ
2q
−m−λ
2p
)||f ||p,λ,
23
donde segue o resultado.
Parte (iii) (Prova da estimativa (1.21)): Agora, para mostrarmos (1.21),
notemos que
∂ht
∂t
(x) =
|x|2
4t
− m
2
t
ht(x) e h2t(x) =
e
|x|2
8t
2
m
2
ht(x).
Logo
t|∂tht(x)|
h2t(x)
= 2
m
2
( |x|2
4t
− m
2
)
e−
|x|2
8t ,
Analogamente a prova da estimativa (1.20), temos que
|t∂tht(x)| ≤ t|∂tht(x)| ≤ Ch2t(x). (1.32)
Assim,
(||t∂tht ∗ f ||p;x0,R)p =
∫
BR(x0)
∣∣∣∣∫
Rm
t∂tht(y)f(x− y)dy
∣∣∣∣p dx
≤ C
∫
BR(x0)
(∫
Rm
|t∂tht(y)||f(x− y)|dy
)p
dx
≤ C
∫
BR(x0)
∫
Rm
|h2t(y)||f(x− y)|pdydx
= C
∫
Rm
(∫
BR(x0)
|f(x− y)|pdx
)
h2t(y)dy
≤ C
∫
Rm
(||f ||p,λ)pRλh2t(y)dy
≤ C (||f ||p,λ)pRλ
∫
Rm
h2t(y)dy
= C (||f ||p,λ)pRλ. (1.33)
Elevando (1.33) a` 1
p
, multiplicando ambos os lados por R
λ
p e tomando o
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supremo em x0 ∈ Rm e R > 0, obtemos ||t(∂tht ∗ f)||p,λ ≤ C||f ||p,λ. Para o
caso (q, µ) = (∞, µ), usando (1.32), (1.22) e (1.15) podemos estimar
t|(∂tht ∗ f)(0)|p ≤ (t|∂tht| ∗ |f |)p(0)
≤ (Ch2t ∗ |f |)p(0)
≤ C
∫
Rm
h¯2t(|x|)|f(x)|pdx
≤ Ct−m−λ2 (||f ||p,λ)p. (1.34)
Novamente e´ facil ver que a desigualdade (1.34) e´ va´lida com x ∈ Rm no
lugar de x = 0. Assim, obtemos (1.21) para o caso (q, µ) = (∞, µ). Para o
caso geral, devido a proposic¸a˜o 1.7 (pg.11), podemos considerar p < q < ∞
e µ = λ. Usando (1.32), temos que
||t(∂tht ∗ f)||q;x0,R ≤ C||f2t||q;x0,R
≤ C(||f2t||∞)1−
p
q (||f2t||p,λR
λ
p )
p
q
donde segue que
||t(∂tht ∗ f)(x)||q,µ ≤ Ct(
m−µ
2q
−m−λ
2p
)||f ||p,λ,
finalizando a demonstrac¸a˜o da desigualdade (1.21).
Finalmente, nos falta mostrar que ft ∈ M¨q,µ. Isto segue de (1.17)-(1.18)
e (1.19), que implicam (1.4).
Acabamos de mostrar que U(t)Mp,λ ⊆ M¨p,λ. O pro´ximo lema nos da´ um
refinamento do lema anterior para o espac¸o M˙p,λ.
Lema 1.17. Sejam p, q, λ e µ tais que p, q ∈ [1,∞], λ, µ ∈ [0,m), m−λ
p
≥
m−µ
q
e µ ≥ λ. Se f ∈ M˙p,λ, enta˜o as expresso˜es nos lados esquerdos de
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(1.19), (1.20) e (1.21) tendem a` zero com t→ 0+. Assim, t(m−λp −m−µq )U(t),
t(
1
2
+m−λ
p
−m−µ
q )∂U(t) e t(1+
m−λ
p
−m−µ
q )∂tU(t) sa˜o fortemente cont´ınuos para t ≥
0 em M¨q,µ, valendo zero em t = 0, sendo que assumimos k 6= 1 para o
operador t(
m−λ
p
−m−µ
q )U(t).
Demonstrac¸a˜o. Lembre que
ρ(r) =
∫
|x|<r
|f(x)|dx
satisfaz
ρ(r) ≤ rλ (||f ||p,λ)p e lim
r→0+
r−λρ(r) = 0,
quando f ∈ M˙p,λ. Logo, dado ε > 0, podemos escolher um δ > 0 de forma
que
|h¯′t(r)|ρ(r) < εCt−1−
m
2 e−
r2
4t rλ+1,
sempre que 0 < r < δ. Assim, em vista de (1.23) (pg. 21), temos
t
m−λ
2 |ft(0)|p ≤ tm−λ2
∫ ∞
0
|h¯′t|(r)ρ(r)dr
≤ Ct−1−λ2
[
ε
∫ δ
0
e−
r2
4t rλ+1dr + (||f ||p,λ)p
∫ ∞
δ
e−
r2
4t rλ+1dr
]
= C
ε ∫ t− 12 δ
0
e−
r2
4 rλ+1dr

[
+ (||f ||p,λ)p
∫ ∞
t−
1
2 δ
e−
r2
4 rλ+1dr
]
, (1.35) (1.35)
onde na u´ltima igualdade, usamos a mudanc¸a de varia´veis r → r√
t
.
Note que na˜o ha´ nada em especial no ponto x = 0, assim, (1.35) vale para
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todo x ∈ Rm, isto e´,
t
m−λ
2p |ft(x)|p ≤ C
ε ∫ t− 12 δ
0
e−
r2
4 rλ+1dr

[
+ (||f ||p,λ)p
∫ ∞
t−
1
2 δ
e−
r2
4 rλ+1dr
]
, (1.36) (1.36)
para todo x ∈ Rm. Portanto, tomando o supremo emx ∈ Rm e depois
lim supt→0+ em (1.36), segue que
lim sup
t→0+
t
m−λ
2p ||ft||∞ ≤ Cε.
Como ε > 0 e´ arbitra´rio, obtemos limt→0+ t
m−λ
2p ||ft||∞ = 0 e o resultado fica
provado para a expressa˜o correspondente a (1.19) com Mq,λ = L
∞.
Agora, usando (1.26) e tambe´m que limt→0+ t
m−λ
2p ||ft||∞ = 0, obtemos
limt→0+ t
m−λ
2q
−m−λ
2p ||ft||q,λ = 0, como desejado. Usamos argumentos similares
para as expresso˜es associadas a (1.20) e a (1.21).
Note que (1.19)-(1.21), com (p, λ) = (q, µ), mostram que a famı´lia {U(t)}t>0
e´ um semigrupo anal´ıtico limitado em Mp,λ. Como veremos a seguir, este e´
um C0-semigrupo em M¨p,λ, mas em geral, na˜o em Mp,λ ou em M˙p,λ (Isto e´
natural, visto que U(t)Mp,λ ⊆ M¨p,λ).
Por outro lado, pela proposic¸a˜o 1.13, f ∈ Mp,λ implica que f ∈ Lp−k/p,
quando 1 < p < ∞ e k > λ. Visto que U(t) e´ um C0-semigrupo em Lp−k/p,
temos que limt→0+ U(t)f = f , na norma de L
p
−k/p. Claramente, isto implica
tambe´m a convergeˆncia de U(t)f para f em Lploc(Rm).
A seguir, mostramos que M¨p,λ e´, de fato, o subespac¸o fechado maximal
no qual U(t) e´ um C0-semigrupo. Esta questa˜o esta diretamente relacionada
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a` continuidade do grupo de translac¸a˜o {τξ : ξ ∈ Rm}, visto que o semigrupo
do calor, como outros semi-grupos de convoluc¸a˜o, e´ subordinado ao grupo de
translac¸a˜o. Note que Mp,λ, M˙p,λ e M¨p,λ sa˜o invariantes por translac¸a˜o.
Lema 1.18. Seja f ∈ Mp,λ, onde λ ∈ [0,m) e p ∈ [1,∞). As seguintes
condic¸o˜es sa˜o equivalentes:
(i) f ∈ M¨p,λ;
(ii) ||τξf − f ||p,λ → 0, com ξ → 0;
(iii) ||U(t)f − f ||p,λ → 0, com t→ 0+.
Corola´rio 1.19. Nas condic¸o˜es do lema 1.18, o subespac¸o M¨p,λ e´ o subespac¸o
maximal de Mp,λ no qual a familia τξ forma um grupo fortemente cont´ınuo
e, ao mesmo tempo, o subespac¸o maximal no qual U(t) e´ um C0-semigrupo.
Demonstrac¸a˜o do lema 1.18. Para cada f ∈ Mp,λ, escrevamos fξ = τξf e
ft = U(t)f . Temos que (i) e (ii) sa˜o equivalentes pela definic¸a˜o de M¨p,λ.
Mostremos que (ii) implica (iii). De fato,
(ft − f)(x) =
∫
Rm
ht(ξ)f(x− ξ)dξ − f(x)
=
∫
Rm
h1(ξ)[f(x− ξ
√
t)− f(x)]dξ
=
∫
Rm
h1(ξ)[fξ
√
t(x)− f(x)]dξ. (1.37)
Calculando || · ||p,λ em (1.37), segue que
||ft − f ||p,λ =
∣∣∣∣∣∣∣∣∫
Rm
h1(ξ)(fξ
√
t − f)dξ
∣∣∣∣∣∣∣∣
p,λ
≤
∫
Rm
||h1(ξ)(fξ√t − f)||p,λdξ
≤
∫
Rm
h1(ξ)||(fξ√t − f)||p,λdξ. (1.38)
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Como ||fξ√t − f ||p,λ e´ limitado por 2||f ||p,λ, e tende a zero com ξ
√
t → 0,
obtemos (iii) depois de aplicar o teorema da convergeˆncia dominada.
Finalmente, (iii) implica (i), pois ft ∈ M¨p,λ (pelo lema 1.16) e o espac¸o
M¨p,λ e´ fechado (pela proposic¸a˜o 1.6).
Corola´rio 1.20. Se p ∈ [1,∞] e λ ∈ [0,m), enta˜o M¨p,λ ⊆ M˙p,λ.
Demonstrac¸a˜o. Pelo lema 1.18, U(t)f → f em Mp,λ quando t → 0+. Mas
U(t)f ∈Mp,λ∩L∞ (pelo lema 1.16), e enta˜o U(t)f ∈ M˙p,λ. Agora, o resultado
segue do fato que M˙p,λ e´ fechado.
Exemplo 1.21. Daremos um exemplo para mostrar que M¨p,λ e´ um subespac¸o
pro´prio de M˙p,λ. Assuma por simplicidade que m = 1 e considere as func¸o˜es
φn(x) =
{
sin(2pinx), se x ∈ (0, 1)
0, se x /∈ (0, 1)
Definindo
f(x) = φ1(x− a1) + φ2(x− a2) + ..., onde an+1 − an > 2,
enta˜o f ∈ L∞, com ||f ||∞ = 1. Isto implica que ||f ||p;x,R = o
(
R
λ
p
)
, quando
R → 0+, para qualquer λ < 1. Ale´m disso, para λ ∈ (0, 1) fi- xado e
tomando an crescendo suficientemente ra´pido, obtemos que f ∈ Mp,λ. Por-
tanto, f ∈ M˙p,λ, para p ≥ 1.
Por outro lado, temos que τ 1
2n
φn ≈ −φn para n grande o suficiente. As-
sim, ∣∣∣∣∣∣τ 1
2n
f − f
∣∣∣∣∣∣
p;an+
1
2
,1
≈ 2,
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com o erro tendendo a zero quando n→∞. Portanto,∣∣∣∣∣∣τ 1
2n
f − f
∣∣∣∣∣∣
p,λ
≥ 1 para n suficientemente grande,
donde segue que f /∈ M¨p,λ.
1.4 Operadores de convoluc¸a˜o
Na presente sec¸a˜o, mostraremos algumas propriedades sobre operadores
de convoluc¸a˜o em espac¸os de Morrey.
Lema 1.22. Seja S : Rm → R tal que
|S(x)| ≤ C|x|δ−m, onde 0 < δ < m. (1.39)
Sejam p, q, λ e µ tais que, p, q ∈ [1,∞], λ, µ ∈ [0,m) e
m− λ
p
− m− µ
q
= δ e
m
p
− m
q
≤ δ (< δ se p = 1). (1.40)
Enta˜o, o operador convoluc¸a˜o S∗ e´ um operador limitado de Mp,λ (M˙p,λ,
M¨p,λ) para Mq,µ (M˙q,µ, M¨q,µ).
Demonstrac¸a˜o. Em vista da propriedade de inclusa˜o (proposic¸a˜o 1.7, pg.11),
podemos assumir que
m
p
− m
q
= δ se p > 1 e
m
p
− m
q
< δ se p = 1. (1.41)
Para cada ρ > 0, seja Sρ dado por
Sρ(x) =
{
S(x), se |x| < ρ
0, se |x| ≥ ρ.
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Seja f ∈Mp,λ. Estimaremos separadamente g′ = Sρ∗f e g′′ = (S−Sρ)∗f .
Primeiro, mostremos que g′′ ∈ L∞. Seja p′ tal que 1
p
+ 1
p′ = 1 e escolhamos
r e s reais positivos tais que
r
p
+
s
p′
= m− δ , r > λ e s > m. (1.42)
Tal escolha e´ poss´ıvel, tendo em vista que
λ
p
+
m
p′
=
λ
p
+m
(
1− 1
p
)
= m− m− λ
p
< m− δ.
Logo, usando a desigualdade de Ho¨lder para espac¸os Lp (proposic¸a˜o 1.2,
pg.6), estimamos g′′ como segue:
|g′′(x)| =
∣∣∣∣∫
Rm
(S − Sρ)(y)f(x− y)dy
∣∣∣∣
≤
∫
Rm
|(S − Sρ)(y)f(x− y)|dy
≤ C
∫
|y|≥ρ
|y|−
(
s
p′+
r
p
)
|f(x− y)|dy
≤ C
(∫
|y|≥ρ
|y|−sdy
) 1
p′
(∫
|y|≥ρ
|y|−r|f(x− y)|pdy
) 1
p
. (1.43)
O primeiro fator da desigualdade acima e´ igual a` Cρ
m−s
p′ . Para o segundo,
podemos usar (1.15), com φ(r) = r−s e majora´-lo por Cρ
λ−r
p ||f ||p,λ. Usando
(1.40) e (1.42), segue que
|g′′(x)| ≤ Cρ
(
m−s
p′ +
λ−r
p
)
||f ||p,λ
= Cρ(m−
m−λ
p
−m+δ)||f ||p,λ
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= Cρ−
m−µ
q ||f ||p,λ, (1.44)
e enta˜o g′′ ∈ L∞. Ale´m disso,
||g′′||q;x0,R ≤ CR
m
q ||g′′||∞. (1.45)
Mostraremos agora que
||g′||q;x0,R ≤ C(R + ρ)
µ
q ||f ||p,λ. (1.46)
Para tal, notemos que os valores de f fora da bola BR+ρ(x0) na˜o contribuem
com o lado esquerdo de (1.46). De fato, temos que
g′(x) =
∫
|y|<ρ
S(y)f(x− y)dy
=
∫
z∈Bρ(x)
S(x− z)f(z)dz.
Definimos f¯(y) pela seguinte condic¸a˜o:
f¯(x) =
{
f(x), se x ∈ BR+ρ(x0),
0, se x /∈ BR+ρ(x0).
Assim, temos que
||g′||q;x0,R = ||Sρ ∗ f¯ ||q;x0,R
≤ ||Sρ ∗ f¯ ||q. (1.47)
Enta˜o ||Sρ ∗ f¯ ||q ≤ C||f¯ ||p, pela desigualdade de Hardy-Littlewood-Sobolev
(veja [20] e [30]), a qual, para p > 1 implica que
||Sρ ∗ f¯ ||q ≤ C||f¯ ||p
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≤ C||f¯ ||p;x0,R+ρ
≤ C(R + ρ)λp ||f ||p,λ, (1.48)
pois
1 < p =
mq
m+ δ
≤ m
m+ δ
<
m
m− δ
e
1
q
=
1
p
− δ
m
,
visto que λ
p
= µ
q
por (1.41). Inserindo (1.48) em (1.47), obtemos (1.46), no
caso p > 1.
Se p = 1, usando a desigualdade de Young (proposic¸a˜o 1.3, pg.7) temos
que o lado direito de (1.47) pode ser majorado por ||Sρ||q ||f¯ ||1, pois
1
q
+
1
1
= 1 +
1
q
, f¯ ∈ L1 e Sρ ∈ Lq.
Por outro lado, um ca´lculo simples mostra que ||Sρ||q ≤ Cρ(δ−m+
m
q ) (note
que δ−m+ m
q
> 0 por (1.40)), enquanto ||f¯ ||1 ≤ (R+ρ)(m−
m−λ
p )||f ||p,λ, pois
p = 1. Agora, por (1.40), δ −m+ m
q
+m− m−λ
p
= µ
q
, obtemos
||g′||q;x0,R ≤ ||Sρ||q||f¯ ||1
≤ C(R + ρ)(δ−m+mq +m−m−λp )||f ||p,λ
≤ (R + ρ)µq ||f ||p,λ,
o que da´ (1.46).
Visto que S ∗ f = g′ + g′′, as estimativas (1.44), (1.45) e (1.46) nos da˜o a
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seguinte desigualdade:
||S ∗ f ||q;x0,R ≤
[
CR
m
q ρ−
m−µ
q + C(R + ρ)
µ
q
]
||f ||p,λ. (1.49)
Dado R > 0, escolhemos ρ = R em (1.49) a fim de obter
||S ∗ f ||q;x0,R ≤ CR
µ
q ||f ||p,λ,
o que implica S ∗ f ∈Mq,µ, com ||S ∗ f ||q,µ ≤ C||f ||p,λ, como desejado.
Assumindo agora que f ∈ M˙p,λ, temos que dado ε ∈ (0, 1), existe Rε > 0
tal que
||f ||p;x,R+ρ ≤ ε
m
m−µ (R + ρ)
λ
p ||f ||p,λ,
para todo x ∈ Rm e R + ρ < 2Rε. Logo
||S ∗ f ||q;x0,R ≤
[
CR
m
q ρ−
m−µ
q + Cε
m
m−µ (R + ρ)
µ
q
]
||f ||p,λ. (1.50)
Tomando agora R ≤ ε qm−µRε ≤ Rε e ρ = Rε−
q
m−µ ≤ Rε, temos que R + ρ ≤
2Rε. Com isso, apo´s uma simplificac¸a˜o, (1.50) nos da´ (1.49). Portanto,
||S ∗ f ||q;x0,R ≤ CεR
µ
q ||f ||p,λ,
se R ≤ ε qm−µRε, o que mostra que S ∗ f ∈ M˙q,µ, como quer´ıamos.
Finalmente, S∗ leva M¨p,λ em M¨q,µ, segue do Lema 1.18 e do fato de que
S∗ comuta com translac¸o˜es.
Lema 1.23. Seja K : Rm\{0} → R um nu´cleo singular do tipo Caldero´n-
Zygmund, isto e´, uma func¸a˜o homogeˆnea e cont´ınua de grau −m com integral
nula em qualquer esfera em volta da origem. Sejam tambe´m p > 1 e 0 ≤
λ < m. O operador K∗ e´ limitado de Mp,λ para Mp,λ, e o mesmo vale se
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trocarmos Mp,λ por M˙p,λ e M¨p,λ.
Demonstrac¸a˜o. Essencialmente, precisamos adaptar a prova do lema 1.22
para o caso (p, λ) = (q, µ). Para cada ρ > 0, defina Kρ por
Kρ(x) =
{
K(x), se |x| < ρ
0, se |x| ≥ ρ.
Se f ∈ Mp,λ, de maneira ana´loga a prova do lema 1.22, estimaremos se-
paradamente g′ = Kρ ∗ f e g′′ = (K −Kρ) ∗ f .
Primeiro, para mostrarmos que g′′ ∈ L∞, seja p′ tal que p−1 + (p′)−1 = 1,
e escolhamos r e s positivos tais que
r
p
+
s
p′
= m , r > λ e s > m. (1.51)
Tal escolha e´ poss´ıvel em vista das relac¸o˜es
λ
p
+
m
p′
=
λ
p
+m− m
p
= m− m− λ
p
< m.
Logo,
|g′′(x)| =
∣∣∣∣∫
Rm
(K −Kρ)(y)f(x− y)dy
∣∣∣∣
≤
∫
Rm
|(K −Kρ)(y)f(x− y)|dy
≤ C
∫
|y|≥ρ
|y|−
(
s
p′+
r
p
)
|f(x− y)|dy
≤ C
(∫
|y|≥ρ
|y|−sdy
) 1
p′
(∫
|y|≥ρ
|y|−r|f(x− y)|pdy
) 1
p
. (1.52)
O primeiro fator em (1.52) e´ igual a` Cρ
m−s
p′ , enquanto o segundo e´ majorado
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por Cρ
λ−r
p · ||f ||p,λ, como em (1.43). Usando (1.51), segue que
|g′′(x)| ≤ Cρ
(
m−s
p′ +
λ−r
p
)
||f ||p,λ
= Cρ(m−
m−λ
p
−m)||f ||p,λ
= Cρ−
m−λ
p ||f ||p,λ
e vemos que g′′ ∈ L∞. Consequentemente,
||g′′||p;x0,R ≤ C||g′′||∞R
m
p ≤ CRmp ρ−m−λp ||f ||p,λ. (1.53)
Agora, trataremos o termo g′. Temos que
||g′||p;x0,R = ||Kρ ∗ f¯ ||p;x0,R
≤ ||Kρ ∗ f¯ ||p,
onde
f¯(x) =
{
f(x), se x ∈ BR+ρ(x0)
0, se x /∈ BR+ρ(x0).
O operado Kρ∗ e´ cont´ınuo em Lp, para 1 < p < ∞ (veja [30], [31] e [32]).
Ale´m disso, a constante de continuidade e´ independente de ρ. De fato,
||g′||p;x0,R = ||Kρ ∗ f¯ ||p;x0,R
≤ ||Kρ ∗ f¯ ||p
≤ C||f¯ ||p
= C||f ||p;x0,R+ρ
≤ C(R + ρ)λp ||f ||p,λ. (1.54)
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Visto que K ∗ f = g′ + g′′, as estimativas (1.53) e (1.54) implicam
||K ∗ f ||p;x0,R ≤
[
CR
m
p ρ−
m−λ
p + C(R + ρ)
λ
p
]
||f ||p,λ.
Dado R > 0, escolhemos ρ = R para obter
||K ∗ f ||p;x0,R ≤ CR
λ
p ||f ||p,λ,
o que implica que K ∗ f ∈Mp,µ com ||K ∗ f ||p,λ ≤ C||f ||p,λ, como desejado.
A prova que K∗ mapeia M˙p,λ e M¨p,λ neles mesmos segue similarmente a`
prova do lema 1.22.
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Cap´ıtulo 2
Boa-colocac¸a˜o em Mp,λ
Ao abordarmos equac¸o˜es diferenciais, um metodo padra˜o e´ procurar solu-
c¸o˜es da equac¸a˜o em um sentido mais fraco, de forma que toda soluc¸a˜o do
problema original seja tambe´m uma soluc¸a˜o no sentido mais fraco, e vice-
versa. Um dos tipos mais utilizados de soluc¸o˜es fracas (o qual usaremos nesta
dissertac¸a˜o) sa˜o as soluc¸o˜es brandas (veja definic¸a˜o 2.1, pg.42).
2.1 Soluc¸o˜es brandas das equac¸o˜es de Navier-
Stokes
Para estudarmos o problema de Cauchy (NS) (ver Introduc¸a˜o, pg.1) va-
mos usar soluc¸o˜es brandas, as quais satisfazem a equac¸a˜o integral advinda
do princ´ıpio de D’uhamel.
O sistema (NS), com as constantes η = µ = 1, tem a forma
∂tu−∆u+ u · ∇u+∇P = 0, x ∈ Rm, t > 0;
div(u) = 0, x ∈ Rm, t > 0;
u(0, x) = u0(x), x ∈ Rm.
(2.1)
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Antes de definirmos a noc¸a˜o de soluc¸a˜o para (2.1), precisaremos estabelecer
algumas notac¸o˜es e definic¸o˜es.
Sejam dois campos u e v que satisfazem div(u) = div(v) = 0. Nestas
condic¸o˜es, podemos escrever
(u · ∇)v = ∇(u⊗ v) =
(
m∑
j=1
∂
∂xj
(ujv1), ...,
m∑
j=1
∂
∂xj
(ujvm)
)
,
onde u⊗ v e´ a matriz dada por
u⊗ v =

u1v1 u1v2 . . . u1vm
u2v1 u2v2 . . . u2vm
...
...
. . .
...
umv1 umv2 . . . umvm

com
u = (u1, u2, . . . , um) e v = (v1, v2, . . . , vm).
Um argumento cla´ssico para encontrar soluc¸o˜es para o sistema (2.1) e´
eliminar a inco´gnita P , obtendo um sistema envolvendo apenas a inco´gnita
u. A inco´gnita P e´ recuperada posteriormente, utilizando a propriedade
div(u) = 0. Para tanto, usamos o projetor de Leray, o qual e´ dado por
Π(u) = u+ (R1σ,R2σ, . . . , Rmσ)
= (u1 +R1σ, u2 +R2σ, . . . , um +Rmσ), (2.2)
onde
σ =
m∑
j=1
Rjuj,
e Rj e´ a j-e´sima transformada de Riesz. O operador Rj e´ definido atrave´s
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da transformada de Fourier, da seguinte forma
(̂Rjf)(ξ) =
iξj
|ξ| fˆ(ξ).
Usando algumas propriedades ba´sicas da transformada de Fourier, pode-
mos escrever
Rjf(x) =
[
(̂Rjf)(ξ)
]∨
=
∂
∂xj
[
1√−∆f(x)
]
.
Por outro lado, veja que
Rkσ =
∂
∂xk
1√−∆
[
m∑
j=1
∂
∂xk
1√−∆uj
]
=
∂
∂xk
1√−∆div
(
1√−∆u
)
=
∂
∂xk
1
(−∆)div (u) ,
e assim, vemos que o projetor Π pode ser escrito da seguinte maneira:
Π(u) = u+∇
[
1
(−∆)div (u)
]
= (u1 + ∂1[(−∆)−1div(u)], u2 + ∂2[(−∆)−1div(u)], . . .
. . . , um + ∂m[(−∆)−1div(u)]). (2.3)
Para maiores detalhes sobre o projetor de Leray, veja [21]. Este projetor tem
a seguinte propriedade
div [Π(u)] = 0 e div(u) = 0⇐⇒ Π(u) = u,
donde segue que
Πk(u) = Π(u), ∀ k ∈ N.
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Aplicando o projetor de Leray Π na primeira equac¸a˜o de (2.1), temos que
Π(∂tu−∆u+ u · ∇u+∇P ) = 0
∂t [Π(u)]−∆ [Π(u)] + Π [u · ∇u] = 0
∂tu−∆u+ Π [u · ∇u] = 0
∂tu−∆u+ Π [∇(u⊗ u)] = 0,
donde obtemos o seguinte sistema envolvendo apenas a velocidade u:
∂tu−∆u+ Π [∇(u⊗ u)] = 0 x ∈ Rm, t > 0;
div(u) = 0 x ∈ Rm, t > 0;
u(0, x) = u0(x) x ∈ Rm.
(2.4)
Agora, seja u uma soluc¸a˜o cla´ssica de (2.4), e defina
Ψ(s) = U(t− s)u(s, x),
onde U(t) e´ o semigrupo do calor. Temos que Ψ e´ diferencia´vel e
∂sΨ = U(t− s)∂su−∆U(t− s)u(s, x)
= U(t− s)(∆u− Π(∇(u⊗ u)(s, x)))−∆U(t− s)u(s, x)
= U(t− s)∆u− U(t− s)∆u− U(t− s)Π(∇(u⊗ u)(s, x))
= −U(t− s)Π(∇(u⊗ u)(s, x)).
Integrando a u´ltima igualdade, temos que
Ψ(t)−Ψ(0) = −
∫ t
0
U(t− s)Π(∇(u⊗ u)(s, x))dx. (2.5)
Como Π comuta com derivadas e U(t) sa˜o operadores do tipo convoluc¸a˜o,
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valem as seguintes igualdades
Ψ(0) = U(t− 0)u(0, x)
= U(t)u0(x) (2.6)
e
Ψ(t) = U(t− t)u(t, x)
= U(0)u(t, x)
= u(t, x). (2.7)
Substituindo (2.6) e (2.7) em (2.5), obtemos uma equac¸a˜o integral para u, a
saber
u(t, x) = U(t)u0(x)−
∫ t
0
U(t− s)Π(∇(u⊗ u)(s, x))dx. (2.8)
Definic¸a˜o 2.1. Soluc¸o˜es que satisfazem (2.8) sa˜o chamadas de soluc¸o˜es
brandas para o problema de Cauchy (2.4).
A fim de simplificarmos a expressa˜o (2.8), denotaremos a parte na˜o linear
de (2.8) por
B(u, v)(t, x) = −
∫ t
0
U(t− s)Π(∇(u⊗ v)(s, x))dx. (2.9)
Assim, (2.8) pode ser reescrita como
u(t, x) = U(t)u0 +B(u, u)(t, x). (2.10)
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2.2 Espac¸os funcionais
Na presente sec¸a˜o, definimos os espac¸os funcionais do tipo Kato-Fujita
nos quais estudaremos a equac¸a˜o integral (2.8). Desde que tambe´m queremos
encontrar soluc¸o˜es auto-similares, devemos escolher os ı´ndices de modo que
suas normas sejam invariantes pelo scaling de (2.4), cuja definic¸a˜o, e´ dada
na sequeˆncia.
2.2.1 Scaling das equac¸o˜es de Navier-Stokes
Seja u = u(t, x) uma soluc¸a˜o suave de (2.4). Definimos o uγ por
uγ(t, x) := γu(γ
2t, γx), ∀ γ > 0. (2.11)
A aplicac¸a˜o
u 7→ uγ (2.12)
e´ chamada de scaling de (2.4). O scaling (2.11) e´ o u´nico entre todos os da
forma γku(γ2t, γx) com a propriedade que uγ e´ soluc¸a˜o de (2.4) sempre que
u tambe´m o for. Assim e´ natural perguntar-se sobre a existeˆncia de soluc¸o˜es
invariantes por scaling (2.12). Isto motiva a seguinte definic¸a˜o:
Definic¸a˜o 2.2. Uma soluc¸a˜o u de (2.4) e´ dita auto-similar se u = uγ, para
todo γ > 0, q.t.p. t > 0 e q.t.p. x ∈ Rm.
Fazendo t→ 0+ em (2.12), note que
u(t, x) 7→ γu(γ2t, γx)
D′ ↓ ↓ D′
u0(x) 7→ γu0(γx).
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Logo, para u ser auto-similar, devemos tomar u0 homogeˆneo de grau −1, isto
e´,
u0(x) = γu0(γx), ∀ x ∈ Rm.
De forma mais precisa, seja u(t, x) uma soluc¸a˜o branda auto-similar com
u(t, x) ⇀ u0 quando t→ 0+. Assim, para φ ∈ C∞c , temos que∫
Rm
uγ(t, x)φ(x)dx =
∫
Rm
γu(γ2t, γx)φ(x)dx
=
∫
Rm
γ1−mu(γ2t, x)φ(γ−1x)dx
→
∫
Rm
γ1−mu0(x)φ(γ−1x)dx
=
∫
Rm
γu0(γx)φ(x)dx,
isto e´, uγ(t, x) ⇀ γu0(γx). Como u(t, x) = uγ(t, x), pela unicidade do li-
mite no espac¸o D′(Rm), temos que γu0(γx) = u0(x), isto e´, o dado inicial e´
homogeˆneo de grau −1.
2.2.2 Espac¸os funcionais do tipo Kato-Fujita
Sejam λ ∈ [0,m − 1), p = m − λ e p < q < ∞. Definimos Eq como o
espac¸o das func¸o˜es vetoriais u : R+ × Rm → Rm, tais que div(u) = 0 e a
norma
||u||Eq = sup
t>0
tα||u(t, ·)||q,λ <∞, (2.13)
onde α e´ escolhido de forma a tornar || · ||Eq invariante pelo scaling (2.12);
isto e´, de forma que
||u||Eq = ||uγ||Eq , ∀ γ > 0.
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Calculemos enta˜o o valor de α. Temos que
||uγ||Eq = sup
t>0
tα||γu(γ2t, γ·)||q,λ
= sup
t>0
γtα||u(γ2t, γ·)||q,λ
= sup
s>0
γ
(
s
γ2
)α
||u(s, γ·)||q,λ
= sup
s>0
γ1−2αsα||u(s, γ·)||q,λ. (2.14)
Por outro lado,
||f(γ·)||q,λ = sup
x0∈Rm, R>0
{
R−
λ
q
(∫
BR(x0)
|f(γx)|qdx
) 1
q
}
= sup
x0∈Rm, R>0

(
γR
γ
)−λ
q
(
γ−m
∫
BγR(γx0)
|f(x)|qdx
) 1
q

= γ
λ−m
q sup
x0∈Rm, R>0
(γR)−λq
(∫
BγR(γx0)
|f(x)|qdx
) 1
q
dx

= γ−
m−λ
q sup
x0∈Rm, γR>0
(γR)−λq
(∫
BγR(γx0)
|f(x)|qdx
) 1
q
dx

= γ−
m−λ
q ||f ||q,λ. (2.15)
Logo, usando (2.14) e (2.15), temos que
||uγ||Eq = γ1−2α−
m−λ
q sup
t>0
tα||u(t, ·)||q,λ = γ1−2α−
m−λ
q ||u||Eq .
Para que valha ||uγ||Eq = ||u||Eq e´ necessa´rio e suficiente que
1− 2α− m− λ
q
= 0⇔ α = 1
2
− m− λ
2q
. (2.16)
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Observe que, se q = p = m− λ, enta˜o a norma em Ep e´ dada por
||f ||Ep = sup
t>0
||f(t, ·)||p,λ.
A seguir, a notac¸a˜o BC ((0,∞), X) representa o conjunto de func¸o˜es
cont´ınuas e limitadas do intervalo (0,∞) para o espac¸o de Banach X. Defi-
nimos os seguintes espac¸os:
• Ep = {u : (0,∞)× Rm → Rm : u ∈ BC((0,∞),Mp,λ), div(u) = 0};
• Eq = {u : (0,∞)× Rm → Rm : tαu ∈ BC((0,∞),Mq,λ), div(u) = 0};
• E = Ep ∩ Eq,
cujas normas sa˜o dadas respectivamente por
||u||Ep := sup
t>0
||u(t, ·)||p,λ; (2.17)
||u||Eq := sup
t>0
tα||u(t, ·)||p,λ; (2.18)
||u||E := ||u||Ep + ||u||Eq . (2.19)
Observac¸a˜o 2.3. Visto que os espac¸os de Morrey sa˜o Banach (ver Lema
1.5, pg.9), os espac¸os Ep, Eq e E sa˜o tambe´m espac¸os de Banach.
2.3 Boa-colocac¸a˜o e regularidade
Os pro´ximos treˆs teoremas sera˜o demonstrados neste cap´ıtulo. Nesta
dissertac¸a˜o, usamos r′ para denotar o expoente conjugado de r, isto e´, (r′)−1+
r−1 = 1
Teorema 2.4. Sejam 1 < q′ < p < q < ∞, 0 ≤ λ < m e λ = m − p, e
assuma que u0 ∈Mp,λ com div(u0) = 0.
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(i) (Existeˆncia e unicidade) Existem ε > 0 e C > 0 tais que se ||u0||p,λ ≤ εC
enta˜o existe uma u´nica soluc¸a˜o branda u em B2ε = {u ∈ E; ||u||E ≤ 2ε}
para (2.4).
(ii) (Dependeˆncia cont´ınua no dado) O mapa dado-soluc¸a˜o u0 → u (de
Aε = {f ∈ Mp,λ; ||f ||p,λ ≤ εC} para E) e´ Lipschitz cont´ınuo. Ale´m
disso,
u(t, x) ⇀ u0(x) em D′(Rm),
quando t→ 0+.
(iii) Seja 1 < q′ < l < q < ∞ e assuma que u0 ∈ Mp,λ ∩Ml,λ. Enta˜o a
soluc¸a˜o dada no item (i) satisfaz
u ∈ BC((0,∞);Mp,λ ∩Ml,λ).
Observac¸a˜o 2.5. No cap´ıtulo 1, vimos que U(t) e´ um C0-semigrupo em
M¨p,λ. Assim, se u0 ∈ M¨p,λ, enta˜o u(t, x)→ u0(x) com t→ 0+ na norma de
Mp,λ, em vez da convergeˆncia em D′(Rm) na parte (ii) do teorema 2.4.
Teorema 2.6. Se u0 e´ uma func¸a˜o vetorial homogeˆnea de grau −1, isto e´,
se para todo γ > 0 vale que
u0(x) = γ
−1u0(γx) para todo x ∈ Rm,
enta˜o a soluc¸a˜o branda global u(t, x) obtida no teorema 2.4 e´ auto-similar.
O pro´ximo teorema ilustra o efeito da regularizac¸a˜o parabo´lica na escala
dos espac¸os de Morrey.
Teorema 2.7 (Regularidade). A soluc¸a˜o branda u obtida no teorema 2.4
satisfaz
∂kt ∂
n
xu(t, x) ∈ C((0,∞),Mp,λ ∩Mq,λ), (2.20)
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para todo k, n ∈ N ∪ {0}. Em (2.20), C((0,∞), X) significa o conjunto das
func¸o˜es cont´ınuas do intervalo (0,∞) para o espac¸o de Banach X.
Como uma consequeˆncia, obtemos que u ∈ C∞((0,∞) × Rm) e u e´ uma
soluc¸a˜o cla´ssica de (2.4) em t > 0.
2.4 Prova dos teoremas 2.4, 2.6 e 2.7
Faremos a demonstrac¸a˜o dos teoremas 2.4 e 2.7 usando argumentos de
ponto fixo. Neste sentido, o seguinte lema sera´ u´til para evitar contas de
contrac¸a˜o extensas e repetitivas.
Lema 2.8 (Lema abstrato). Seja X um espac¸o de Banach com norma || · ||X ,
e B : X × X → X uma aplicac¸a˜o bilinear e cont´ınua, isto e´, existe uma
constante K > 0 tal que
||B(x1, x2)||X ≤ K ||x1||X ||x2||X ,
para todo x1, x2 ∈ X.
(i) (Existeˆncia e unicidade) Sejam 0 < ε < 1
4K
e y ∈ X tal que ||y||X ≤ ε.
Enta˜o existe uma u´nica soluc¸a˜o x ∈ B2ε = {z ∈ X : ||z||X ≤ 2ε} para
a equac¸a˜o
x = y + B(x, x). (2.21)
(ii) (Dependeˆncia cont´ınua no dado) A soluc¸a˜o x para (2.21) depende con-
tinuamente de y no seguinte sentido: se ||y˜||X ≤ ε, x˜ = y˜ + B(x˜, x˜), e
x˜ ∈ B2ε, enta˜o
||x− x˜||X ≤ 1
1− 4Kε ||y − y˜||X . (2.22)
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Demonstrac¸a˜o. Parte (i): Considere B2ε munido com a me´trica
d(a, b) := ||a− b||X .
O par (B2ε, d) e´ um espac¸o me´trico completo, pois X e´ Banach. Agora, seja
F : X → X dada por
F (x) = y + B(x, x).
Primeiramente, mostremos que F (B2ε) ⊂ B2ε. Se x ∈ B2ε enta˜o
||F (x)||X ≤ ||y||X + ||B(x, x)||X
≤ ||y||X +K||x||2X
≤ ε+ 4Kε2
= (1 + 4Kε)ε
< 2ε,
desde que 4Kε < 1. Por outro lado, se x1 e x2 ∈ B2ε enta˜o
||F (x1)− F (x2)||X ≤ ||B(x1 − x2, x1)||X + ||B(x2, x1 − x2)||X
≤ K ||x1 − x2||X ||x1||X +K||x2||X ||x1 − x2||X
≤ 4εK ||x1 − x2||X
< ||x1 − x2||X ,
o que mostra que F restrita a B2ε e´ uma contrac¸a˜o. O resultado segue pelo
teorema do ponto fixo de Banach.
Parte (ii): Se x, y e x˜, y˜ sa˜o como no enunciado, enta˜o
||x− x˜||X ≤ ||y + B(x, x)− y˜ − B(x˜, x˜)||X
= ||y − y˜ + B(x− x˜, x) + B(x˜, x− x˜)||X
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≤ ||y − y˜||X + ||B(x− x˜, x)||X + ||B(x˜, x− x˜)||X
≤ ||y − y˜||X + 4εK||x− x˜||X ,
donde segue (2.22) desde que 4εK < 1.
Observac¸a˜o 2.9. A demostrac¸a˜o do Lema 2.8 diz-nos tambe´m que a soluc¸a˜o
e´ o limite em X da sequencia de Picard {xn}n∈N dada por{
x1 = y
xn+1 = F (xn), n ∈ N.
2.4.1 A func¸a˜o beta e a continuidade de Π em Mr,λ
Para mostrar as estimativas necessa´rias para aplicar o Lema 2.8, fre-
quentemente nos depararemos com a func¸a˜o Beta. A seguir lembramos sua
definic¸a˜o. A func¸a˜o Beta β(x, y) e´ definida pela integral
β(x, y) =
∫ 1
0
tx−1(1− t)y−1dt, para x e y > 0. (2.23)
Temos que β(x, y) e´ sempre finita quando x e y > 0, pois
β(x, y) =
∫ δ
0
tx−1(1− t)y−1dt+
∫ 1
δ
tx−1(1− t)y−1dt
≤ max(1, (1− δ)y−1)
∫ δ
0
tx−1dt+ max(1, δx−1)
∫ 1
δ
(1− t)y−1dt
= max(1, (1− δ)y−1) 1
x
δx + max(1, δx−1)
1
y
(1− δ)y <∞.
Portanto, usando a mudanc¸a de varia´veis z = ts, podemos escrever∫ t
0
sx−1(t− s)y−1ds = tx−1+y−1+1
∫ 1
0
zx−1(1− z)y−1dz
= tx+y−1β(x, y).
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Precisaremos do seguinte lema sobre a continuidade do projetor de Leray
Π em espac¸os de Morrey.
Lema 2.10. Sejam 1 < r < ∞ e 0 ≤ λ < m. Enta˜o Π : Mr,λ → Mr,λ e´
linear e cont´ınuo.
Demonstrac¸a˜o. Em vista da expressa˜o (2.2), o resultado segue do fato das
transformadas Rj’s serem operadores do tipo Caldero´n-Zygmund e do lema
1.23 (pg.34).
A estrutura ba´sica da demonstrac¸a˜o do teorema 2.4 e´ aplicar o lema 2.8
a` equac¸a˜o integral (2.8). Para isto, precisamos demonstrar estimativas do
termo linear U(t)u0 e do termo bilinear B(u, v) da equac¸a˜o integral (2.8).
2.4.2 Estimativas bilineares
Os pro´ximos dois lemas mostram que o operador bilinearB(u, v) e´ cont´ınuo
em E = Ep ∩ Eq.
Lema 2.11. Sejam 1 < q′ < p < q < ∞, 0 ≤ λ < m, p = m − λ e
α = 1
2
− m−λ
2q
. Existe uma constante C > 0 tal que
||B(u, v)||Ep ≤ C||u||Eq ||v||Ep ,
para todo u e v ∈ E.
Demonstrac¸a˜o. Relembre que
B(u, v) = −
∫ t
0
∇U(t− s)Π(u⊗ v)(s, x)ds.
Usando o lema 1.16 (pg.19), podemos estimar
||B(u, v)||p,λ =
∣∣∣∣∣∣∣∣∫ t
0
∇U(t− s)Π(u⊗ v)(s, x)ds
∣∣∣∣∣∣∣∣
p,λ
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≤
∫ t
0
||∇U(t− s)Π(u⊗ v)(s, x)||p,λds
≤ C
∫ t
0
||Π(u⊗ v)(s, x)||r,λ(t− s)−
1
2
−(m−λ2r −m−λ2p )ds,
onde r e´ tomado de forma que r−1 = p−1 + q−1. Agora, a proposic¸a˜o 1.11
(pg.14) implica que
||B(u, v)||p,λ ≤ C
∫ t
0
||u(s, ·)||q,λ||v(s, ·)||p,λ(t− s)−
1
2
−(m−λ2r −m−λ2p )ds
= C
∫ t
0
s
1
2
−m−λ
2q ||u(s, ·)||q,λ||v(s, ·)||p,λ
·s− 12+m−λ2q (t− s)−m−λ2r ds (2.24)
≤ C||u||Eq ||v||Ep
∫ t
0
s−
1
2
+m−λ
2q (t− s)−m−λ2r ds
= C||u||Eq ||v||Ep
∫ 1
0
z−
1
2
+m−λ
2q (1− z)−m−λ2r dz. (2.25)
A integral acima (obtida apo´s a mudanc¸a de varia´veis z = s
t
) converge, visto
que q > p⇒ m−λ
2q
= p
2q
< 1
2
. Assim, tomando o supremo em t > 0 em (2.25),
obtemos
||B(u, v)||Ep ≤ C||u||Eq ||v||Ep ,
como quer´ıamos.
Lema 2.12. Sejam 1 < q′ < p < q < ∞, 0 ≤ λ < m, p = m − λ e
α = 1
2
− m−λ
2q
. Existe uma constante C > 0 tal que
||B(u, v)||Eq ≤ C||u||Eq ||v||Eq , (2.26)
para todo u, v ∈ Eq.
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Demonstrac¸a˜o. Usando o lema 1.16, temos que
||B(u, v)||q,λ =
∣∣∣∣∣∣∣∣∫ t
0
∇U(t− s)Π(u⊗ v)(s, x)ds
∣∣∣∣∣∣∣∣
q,λ
≤
∫ t
0
||∇U(t− s)Π(u⊗ v)(s, x)||q,λds
≤ C
∫ t
0
||Π(u⊗ v)(s, x)||r,λ(t− s)−
1
2
−(m−λ2r −m−λ2q )ds
onde r = q
2
. Agora, pela proposic¸a˜o 1.11, obtemos
||B(u, v)||q,λ ≤ C
∫ t
0
||u(s, ·)||q,λ||v(s, ·)||q,λ(t− s)−
1
2
−(m−λq −m−λ2q )ds
= C
∫ t
0
sα||u(s, ·)||q,λsα||v(s, ·)||q,λs−2α(t− s)−
1
2
−m−λ
2q ds(2.27)
≤ C||u||Eq ||v||Eq
∫ t
0
s−1+
m−λ
q (t− s)− 12−m−λ2q ds
= Ct−α||u||Eq ||v||Eq
∫ 1
0
z−2α(1− z)α−1dz. (2.28)
A integral acima converge, tendo em vista que 0 < α < 1
2
. Logo, multipli-
cando ambos os lados de (2.28) por tα e depois tomando o supremo para
t > 0, obtemos (2.26).
Lema 2.13. Sejam 1 < q′ < l < q <∞, 1 < p < q, 0 ≤ λ < m, p = m− λ
e α = 1
2
− m−λ
2q
. Existe uma constante C > 0, independente de u, v, t e x,
tal que
sup
t>0
||B(u, v)||l,λ ≤ C
(
sup
t>0
||u||l,λ
)
||v||Eq . (2.29)
Demonstrac¸a˜o. Escolha r de forma que r−1 = q−1 + l−1. Aplicando a de-
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sigualdade (1.20) do lema 1.16, podemos estimar
||B(u, v)||l,λ =
∣∣∣∣∣∣∣∣∫ t
0
∇U(t− s)Π(u⊗ v)(s, x)ds
∣∣∣∣∣∣∣∣
l,λ
≤
∫ t
0
||∇U(t− s)Π(u⊗ v)(s, x)||l,λds
≤ C
∫ t
0
||Π(u⊗ v)(s, x)||r,λ(t− s)− 12−(
m−λ
2r
−m−λ
2l )ds.(2.30)
Agora, usando a proposic¸a˜o 1.11 (pg.14) em (2.30), segue que
||B(u, v)||l,λ ≤ C
∫ t
0
||u(s, ·)||l,λ||v(s, ·)||q,λ(t− s)− 12−m−λ2r +m−λ2l ds
= C
∫ t
0
||u(s, ·)||l,λs
1
2
−m−λ
2q ||v(s, ·)||q,λs−
1
2
+m−λ
2q (t− s)− 12−m−λ2q ds
≤ C
(
sup
t>0
||u||l,λ
)
||v||Eq
∫ t
0
s−
1
2
+m−λ
2q (t− s)− 12−m−λ2q ds
= C
(
sup
t>0
||u||l,λ
)
||v||Eq
∫ 1
0
z−1+
m−λ
2q (1− z)− 12−m−λ2q dz. (2.31)
A integral acima converge, pois q > p = m − λ. Calculando o supt>0 em
(2.31), obtemos (2.29).
O lema a seguir sera´ u´til para mostrar que a soluc¸a˜o u converge emD′(Rm)
para o dado inicial u0, quando t → 0+. Na sua demonstrac¸a˜o, utilizaremos
que
C∞c (Rm) ⊆ M¨p,λ, ∀ p ∈ [1,∞), e λ ∈ [0,m). (2.32)
Relembre que
supp(φ) = {x ∈ Rm : φ(x) 6= 0}
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eC∞c (Rm) = {φ : Rm → Rm : φ ∈ C∞(Rm) e supp(φ) e´ compacto}.
Lema 2.14. Sejam u0 ∈Mp,λ e u ∈ E satisfazendo a equac¸a˜o (2.8). Temos
que
B(u(t, ·), u(t, ·)) ⇀ 0 em D′(Rm), quando t→ 0+.
Demonstrac¸a˜o. Dado φ ∈ C∞c (Rm), precisamos mostrar que
< B(u(t, ·), u(t, ·)), φ >→ 0 quando t→ 0+.
Usando a compacidade de supp(φ), tomemos r > 0 tal que Br(0) ⊇ supp(φ).
Pelo teorema de Fubini, temos que
r−λ| < B(u(t, ·), u(t, ·)), φ > | =
∣∣∣∣∫ t
0
r−λ
∫
Rm
∇U(t− s)Π(u⊗ u)(x, s)φ(x)dxds
∣∣∣∣ .
Sejam l = p
η+1
> 1, com 0 < η < p
q
e 1 = l−1 + (l′)−1. Usando que
supp(φ) ⊆ Br(0) e a desigualdade de Ho¨lder para espac¸os Lp (veja proposic¸a˜o
1.2, pg.6), segue que
r−λ| < B(u(t, ·), u(t, ·)), φ > | =
∣∣∣∣∫ t
0
r−µ
∫
Rm
∇U(t− s)Π(u⊗ u)(x, s)φ(x)dxds
∣∣∣∣
≤
∫ t
0
r−λ
∫
Rm
|∇U(t− s)Π(u⊗ u)(x, s)φ(x)|dxds
=
∫ t
0
r−λ
∫
Br(0)
|∇U(t− s)Π(u⊗ u)(x, s)φ(x)|dxds
≤ C
∫ t
0
r−
λ
l ||∇U(t− s)Π(u⊗ u)||Ll(Br(0)) r−
λ
l′ ||φ||l′ds
≤ C
∫ t
0
||∇U(t− s)Π(u⊗ u)||l,λ||φ||l′,λds. (2.33)
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Se d−1 = p−1 + q−1, como η < p
q
, segue que d−1 > 1
p
+ η
p
= l−1, e assim
1 < d < l. Agora, aplicando o lema 1.16 e depois a proposic¸a˜o 1.11, obtemos
||∇U(t− s)Π(u⊗ v)||l,λ ≤ C(t− s)(
m−λ
2l
−m−λ
2d
− 1
2)||u(s, ·)||p,λ||u(s, ·)||q,λ
≤ C(t− s)(m−µ2l −m−λ2d − 12)s(− 12+m−λ2q )
(
sup
0<s<t
||u(s, ·)||p,λ
)
(
· sup
0<s<t
s
1
2
−m−λ
2q ||u(s, ·)||q,λ
)
. (2.34) (2.34)
Substituindo (2.34) em (2.33), temos que
r−λ| < B(u(t, ·), v(t, ·)), φ > | ≤ I(t)||u||Ep||v||Eq ||φ||l′,λ,
onde
I(t) = C
∫ t
0
(t− s)(m−λ2l −m−λ2d − 12)s(− 12+m−λ2q )ds
= Ct(
m−λ
2l
−m−λ
2d
− 1
2
− 1
2
+m−λ
2q
+1)
= Ct(
m−λ
2l
−m−λ
2p ).
Enta˜o
r−λ| < B(u(t, ·), v(t, ·)), φ > | ≤ Ct(m−λ2l −m−λ2p )||u||Ep||v||Eq ||φ||l′,λ. (2.35)
Como m−λ
2l
− m−λ
2p
= η
2
> 0, segue de (2.35) que < B(u(t, ·), v(t, ·)), φ >→ 0
quando t→ 0+, visto que r > 0 esta´ fixado.
2.4.3 Estimativas lineares
Para podermos aplicar o lema 2.8, falta demonstrar as estimativas para
a parte linear de (2.8). Tambe´m precisamos mostrar que ela converge para o
dado inicial u0 (em D′(Rm)) quanto t→ 0+. Este e´ o conteu´do dos pro´ximos
dois lemas.
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Lema 2.15. Assumindo as hipo´teses do teorema 2.4, existe uma constante
C > 0 tal que
||U(t)u0||E ≤ C||u0||p,λ, (2.36)
para todo u0 ∈Mp,λ.
Demonstrac¸a˜o. Duas aplicac¸o˜es da desigualdade (1.19) do lema 1.16 nos
fornecem
||U(t)u0||p,λ ≤ ||u0||p,λ, (2.37)
t
1
2
−m−λ
2q ||U(t)u0||q,λ ≤ C||u0||p,λ. (2.38)
Tomando o supt>0 em (2.37) e (2.38) e depois somando os resultados, obtemos
(2.36).
Lema 2.16. Assumindo as hipo´teses do teorema 2.4, vale que U(t)u0 ⇀ u0
em D′(Rm) quando t→ 0+.
Demonstrac¸a˜o. Seja φ ∈ C∞c (Rm) ⊆ S(Rm). Temos que o operador U(t) e´
cont´ınuo na topologia de S(Rm), e U(t)f → f em S(Rm), quando t→ 0+, e
para f ∈ S(Rm). Por outro lado, se u0 ∈Mp,λ ⊆ S(Rm), enta˜o
< U(t)u0, φ > − < u0, φ > = < u0, U(t)φ > − < u0, φ >
= < u0, U(t)φ− φ > . (2.39)
Como (U(t)φ − φ) → 0 quando t → 0+ em S(Rm) e u0 ∈ S ′(Rm), tomando
limt→0+ em (2.39), segue que
lim
t→0+
< u0, U(t)φ− φ > = 0, (2.40)
para cada φ ∈ S(Rm). Em particular, (2.40) vale para cada φ ∈ C∞c (Rm) ⊂
S(Rm), como quer´ıamos.
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2.4.4 Prova do teorema 2.4
. X
Parte (i): Primeiramente, relembre que
B(u, v) = −
∫ t
0
∇u(t− s)Π(u⊗ v)(s, x)ds.
Note que
div(B(u, v)) = −div
[∫ t
0
∇u(t− s)Π(u⊗ v)(s, x)ds
]
= −
∫ t
0
div [∇u(t− s)] Π(u⊗ v)(s, x)ds
= −
∫ t
0
∇u(t− s) · div [Π(u⊗ v)(s, x)] ds
= −
∫ t
0
∇u(t− s) · 0ds
= −
∫ t
0
0ds
= 0 (2.41)
e
div (U(t)u0) = U(t) [div (u0)] = 0. (2.42)
Usando os lemas 2.11 e 2.12, temos que
||B(u, v)||E = ||B(u, v)||Ep + ||B(u, v)||Eq
≤ C||u||Ep||v||Eq + C||u||Eq ||v||Eq
≤ K||u||E||v||E. (2.43)
Em vista de (2.41) e (2.43), segue queB : E×E → E e´ bilinear e cont´ınua.
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Por outro lado, pela hipo´tese de pequenez no dado u0 e pelo lema 2.15,
segue que U(t)u0 ∈ E e
||U(t)u0||E ≤ C||u0||p,λ ≤ ε.
Portanto, se ε > 0 e´ tal que 4Kε < 1, uma aplicac¸a˜o do lema 2.8 (i)
com X = E mostra que a equac¸a˜o integral (2.8) (em outra forma, a equac¸a˜o
(2.10)) tem uma u´nica soluc¸a˜o na bola B2ε = {u ∈ E; ||u||E ≤ 2ε}.
Parte (ii): Sejam u e v duas soluc¸o˜es com dado inicial u0 e v0, respec-
tivamente, e satisfazendo as hipo´teses da Parte (i). Usando o lema 2.8 (ii),
temos que
||u− v||E ≤ 1
1− 4Kε ||U(t)u0 − U(t)v0||E
=
1
1− 4Kε ||U(t)(u0 − v0)||E
≤ C
1− 4Kε ||u0 − v0||E,
o que mostra a desejada continuidade. A convergeˆncia para o dado u0 em
D′(Rm) e´ consequeˆncia direta dos lemas 2.14 e 2.16.
Parte (iii): A soluc¸a˜o obtida na parte (i) foi obtida via um argumento de
ponto fixo de Banach. De fato, pela prova do lema 2.8, a soluc¸a˜o u e´ o limite
em E da sequeˆncia de Picard (uk)k∈N (ver observac¸a˜o 2.9, pg.50), definida
recursivamente por{
u1(t, x) = U(t)u0(x),
uk+1(t, x) = u1(t, x) +B(uk, uk)(t, x).
Para u0 ∈ Mp,λ ∩Ml,λ, mostraremos que a sequeˆncia uk e´ de Cauchy no
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espac¸o BC((0,∞),Ml,λ). Pelo lema 1.16, temos que
sup
t>0
||u1||l,λ = sup
t>0
||U(t)u0||l,λ ≤ ||u0||l,λ
e tambe´m que
sup
t>0
||uk+1||l,λ ≤ sup
t>0
||u1||l,λ + sup
t>0
||B(uk, uk)||l,λ
≤ ||u0||l,λ + C˜
(
sup
t>0
||uk||l,λ
)
||uk||E,
onde a u´ltima estimativa e´ devida ao lema 2.13. Escolha εl de forma que
0 < εl < ε e 2C˜εl < 1. Pela prova da parte (i) e pelo lema 2.8, se ||u0||p,λ ≤ εlC ,
onde C e´ como na prova da parte (i), enta˜o a sequeˆncia (uk)k∈N esta´ contida
na bola fechada B¯2εl(0), isto e´
||uk||E ≤ 2εl, ∀ k ∈ N.
Assim, podemos estimar
Mk+1 = sup
t>0
||uk+1||l,λ
≤ ||u0||l,λ + 2C˜εl sup
t>0
||uk||l,λ
= M0 + 2C˜εlMk,
onde Mk e´ definido por Mk := supt>0 ||uk||l,λ. Escrevendo r = 2C˜εl < 1,
temos que a sequeˆncia (Mk)k∈N satisfaz
Mk ≤ (1 + r + r2 + ...+ rk)M0
≤ 1
1− rM0.
Agora, usando a bilinearidade de B(·, ·) e definindo wk+1 := uk+1 − uk,
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temos que
wk+1 = uk+1 − uk
= B(uk, uk)−B(uk−1, uk−1)
= B(uk, uk)−B(uk−1, uk−1) +B(uk, uk−1)−B(uk, uk−1)
= B(uk, uk − uk−1) +B(uk − uk−1, uk−1)
= B(uk, wk) +B(wk, uk−1).
Usando o lema 2.13, obtemos
sup
t>0
||wk+1||l,λ = sup
t>0
||B(uk, wk) +B(wk, uk−1)||l,λ
≤ sup
t>0
||B(uk, wk)||l,λ + sup
t>0
||B(wk, uk−1)||l,λ
≤ C˜ sup
t>0
||wk||l,λ (||uk||E + ||uk−1||E)
≤ 4εlC˜ sup
t>0
||wk||l,λ.
Diminuindo o tamanho de εl, de maneira que 4εlC˜ < 1, obtemos que a
sequeˆncia (uk)k∈N e´ contrativa em BC((0,∞);Ml,λ) e enta˜o e´ de Cauchy neste
espac¸o. A convergeˆncia em BC((0,∞);Ml,λ) e em E implicam convergeˆncia
q.t.p. em (0,∞) × Rm, a menos de subsequeˆncias. Logo, se u¯ e´ o limite de
(uk)k∈N em BC((0,∞);Ml,λ), enta˜o u = u¯, como quer´ıamos.
2.4.5 Prova do teorema 2.6
. X
Ja´ vimos que a soluc¸a˜o u dada no teorema 2.4 e´ o limite da seguinte sequeˆncia
de Picard em E:{
u1(t, ·) = U(t)u0(·),
uk+1(t, ·) = u1(t, ·) +B(uk, uk)(t, ·).
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isto e´, o limite de {uk}k∈N em E e´ o ponto fixo da aplicac¸a˜o f(u) = y+B(u, u).
Primeiro, mostremos que u1(t, x) e´ invariante pelo scaling (2.12) (pg.43).
De fato, usando a expressa˜o (1.17) (pg.19) e que u0 e´ homogeˆneo de grau −1,
segue que
u1(γ
2t, γx) = U(γ2t)u0(γx)
= (hγ2t ∗ u0)(γx)
=
∫
Rm
hγ2t(γx− y)u0(y)dy
=
∫
Rm
hγ2t(γ(x− γ−1y))u0(y)dy
=
∫
Rm
γ−mht(x− γ−1y)u0(y)dy
=
∫
Rm
ht(x− z)u0(γz)dz
= γ−1
∫
Rm
ht(x− z)u0(z)dz
= γ−1u1(t, x).
Agora, aplicamos um argumento indutivo. Assuma que uk e´ invariante
pelo scaling (2.12). Fazendo as mudanc¸as de varia´veis s → γ2s e y → γy,
temos que
B(uk, uk)(γ
2t, γx) = −
∫ γ2t
0
∫
Rm
∇U(γ2t− s)Π[uk ⊗ uk](s, y)dyds
= −
∫ γ2t
0
∫
Rm
∇hγ2t−s(γx− y)Π[uk ⊗ uk](s, y)dyds
= −γ2
∫ t
0
∫
Rm
∇hγ2(t−s)(γx− y)Π[uk ⊗ uk](γ2s, y)dyds
= −γ2+m
∫ t
0
∫
Rm
∇hγ2(t−s)(γ(x− y))Π[uk ⊗ uk](γ2s, γy)dyds
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= −γ−1
∫ t
0
∫
Rm
∇ht−s(x− y)Π[γuk ⊗ γuk](γ2s, γy)dyds
= −γ−1
∫ t
0
∫
Rm
∇ht−s(x− y)Π[uk ⊗ uk](s, y)dyds
= γ−1B(uk, uk)(t, x),
donde segue que
uk+1(γ
2t, γx) = u1(γ
2t, γx) +B(uk, uk)(γ
2t, γx)
= γ−1 [u1(t, x) +B(uk, uk)(t, x)]
= γ−1uk+1(t, x).
Visto que a norma || · ||E e´ invariante por (2.12) e uk → u em E, obtemos
||u− uγ||E = ||u− uk + uk − uγ||E
≤ ||u− uk||E + ||uk − uγ||E
= ||u− uk||E + ||(uk)γ − uγ||E
= 2||u− uk||E.
Como ||u−uk||E → 0 quando k →∞, temos que u = uγ, i.e., u e´ auto-similar,
como quer´ıamos demonstrar.
2.4.6 Prova do teorema 2.7
. X
Faremos a prova usando primeiramente uma induc¸a˜o sobre n (a ordem da
derivada espacial) e depois em k (a ordem da derivada temporal).
Seja u a soluc¸a˜o (u´nica) dada pelo teorema 2.4 e a = u(σ, x), σ > 0.
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Considere a equac¸a˜o integral
u(t, x) = U(t− σ)a−
∫ t
σ
∇U(t− s)Π(u⊗ u)(s, x)ds. (2.44)
Formalmente, note que uma soluc¸a˜o suave de (2.44) satisfaz (2.4) em t > σ
e x ∈ Rm e com dado inicial u(σ, x) = a.
Parte (i): Aqui mostraremos (2.20) com k = 0. Ja´ sabemos pelo teo-
rema 2.4 que o resultado vale para n = 0, isto e´, para n = k = 0. Para
fazer uma induc¸a˜o em n, assuma que (2.20) e´ verificada para 0 ≤ i ≤ n− 1.
Considere o espac¸o de Banach V das func¸o˜es vetoriais h : (σ, T )×Rm → Rm,
tais que
∂ixh(t, x) ∈ BC ((σ, T ),Mp,λ ∩Mq,λ) , ∀ i ∈ {0, 1, · · · , n− 1},
(t− σ) 12∂nxh(t, x) ∈ BC ((σ, T ),Mp,λ ∩Mq,λ) ,
com a seguinte norma
||h||V = sup
t∈(σ,T )
(t− σ) 12 ||∂nxh||p,λ + sup
t∈(σ,T )
(t− σ) 12 ||∂nxh||q,λ
+
n−1∑
i=0
[
sup
t∈(σ,T )
||∂ixh||p,λ + sup
t∈(σ,T )
||∂ixh||q,λ
]
.
Queremos mostrar que para T suficientemente pro´ximo de σ, existe uma
soluc¸a˜o φ ∈ V de (2.44), a qual por unicidade sera´ igual a u. Para tanto,
note primeiro que
∂ixU(t− σ)a = U(t− σ)∂ixa ∈Mp,λ ∩Mq,λ, (2.45)
para todo 0 ≤ i ≤ n−1, pois U(t) comuta com derivadas e ∂ixa = ∂ixu(σ, x) ∈
Mp,λ ∩Mq,λ, para 0 ≤ i ≤ n − 1, pela hipo´tese de induc¸a˜o. De fato, pelo
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lema 1.16 (pg.19), segue que
n−1∑
i=0
[
sup
t∈(σ,T )
||∂ixU(t− σ)a||p,λ + sup
t∈(σ,T )
||∂ixU(t− σ)a||q,λ
]
≤ C
n−1∑
i=0
[||∂ixa||p,λ + ||∂ixa||q,λ] .
Por outro lado, para a n-e´sima derivada, temos que
||∂nxU(t− σ)a||p,λ + ||∂nxU(t− σ)a||q,λ
= ||∂xU(t− σ)∂n−1x a||p,λ + ||∂xU(t− σ)∂n−1x a||q,λ
≤ C(t− σ)− 12 (||∂n−1x a||p,λ + ||∂n−1x a||q,λ) . (2.46)
Por (2.45) e (2.46), obtemos que U(t− σ)a ∈ V com a estimativa
||U(t− σ)a||V ≤ C
(
n−1∑
i=0
||∂ixa||p,λ + ||∂ixa||q,λ
)
.
Estimativa bilinear em V
Aqui queremos mostrar que Bσ : V × V → V e´ uma aplicac¸a˜o bilinear e
cont´ınua, onde denotamos por Bσ
Bσ(u, v)(t, x) = −
∫ t
σ
∇U(t− s)Π(u⊗ v)(s, x)ds.
Usando o lema 1.16 e a desigualdade de Ho¨lder (proposic¸a˜o 1.2, pg.6), temos
que
||Bσ(u, v)(t, ·)||q,λ =
∣∣∣∣∣∣∣∣∫ t
σ
∇U(t− s)Π(u⊗ v)(s, ·)ds
∣∣∣∣∣∣∣∣
q,λ
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≤
∫ t
σ
||∇U(t− s)Π(u⊗ v)(s, x)||q,λds
≤ C
∫ t
σ
(t− s)(− 12−m−λ2q )||Π(u⊗ v)(s, ·)|| q
2
,λds
≤ C
∫ t
σ
(t− s)(− 12−m−λ2q )||u(s, ·)||q,λ||v(s, ·)||q,λds
≤ C sup
t∈(σ,T )
||u(s, ·)||q,λ sup
t∈(σ,T )
||v(s, ·)||q,λ∫ t
σ
(t− s)(− 12−m−λ2q )ds
≤ C sup
t∈(σ,T )
||u(s, ·)||q,λ sup
t∈(σ,T )
||v(s, ·)||q,λ
(T − σ)( 12−m−λ2q ). (2.47)
De maneira ana´loga, tomando r−1 = p−1 + q−1, podemos estimar a norma
|| · ||p,λ de Bσ como
||Bσ(u, v)(t, ·)||p,λ =
∣∣∣∣∣∣∣∣∫ t
σ
∇U(t− s)Π(u⊗ v)(s, ·)ds
∣∣∣∣∣∣∣∣
p,λ
≤
∫ t
σ
||∇U(t− s)Π(u⊗ v)(s, x)||p,λds
≤ C
∫ t
σ
(t− s)(− 12−m−λ2q )||Π(u⊗ v)(s, ·)||r,λds
≤ C
∫ t
σ
(t− s)(− 12−m−λ2q )||u(s, ·)||p,λ||v(s, ·)||q,λds
≤ C sup
t∈(σ,T )
||u(s, ·)||p,λ sup
t∈(σ,T )
||v(s, ·)||q,λ∫ t
σ
(t− s)(− 12−m−λ2q )ds
≤ C sup
t∈(σ,T )
||u(s, ·)||p,λ sup
t∈(σ,T )
||v(s, ·)||q,λ
(T − σ)( 12−m−λ2q ). (2.48)
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Devido a bilinearidade de Bσ, podemos escrever
∂ixBσ(u, v)(t, x) =
i∑
k=0
Ci,kBσ(∂
k
xu, ∂
i−k
x v)(t, x), (2.49)
onde convencionamos ∂0xf = f .
Agora, temos por (2.47) e (2.49) que
||∂ixBσ(u, v)||q,λ ≤ C(T − σ)
1
2
−m−λ
2q ||u||V ||v||V , ∀ i ∈ {0, 1, · · · , n− 1}, (2.50)
e por (2.48) e (2.49), temos que
||∂ixBσ(u, v)||p,λ ≤ C(T − σ)
1
2
−m−λ
2q ||u||V ||v||V , ∀ i ∈ {0, 1, · · · , n− 1}. (2.51)
Para i = n, em vista de (2.49), podemos escrever
∂nxBσ(u, v)(t, x) =
∑
i,j 6=0, i+j=n
Ci,jBσ(∂
i
xu, ∂
j
xv)(t, x)
+Bσ(∂
n
xu, v)(t, x) +Bσ(u, ∂
n
xv)(t, x)
:= I1 + I2 + I3.
Usamos o lema 1.16 e a proposic¸a˜o 1.11 (pg.14) para estimar I1 como
||I1||q,λ ≤
∑
i,j 6=0, i+j=n
Ci,j
∫ t
σ
||∇U(t− s)Π(∂ixu⊗ ∂jxv)(s, ·)||q,λds
≤
∑
i,j 6=0, i+j=n
Ci,j
∫ t
σ
(t− s)− 12−m−λ2q ||∂ixu⊗ ∂jxv(s, ·)|| q2 ,λds
≤ C
∑
i,j 6=0, i+j=n
∫ t
σ
(t− s)− 12−m−λ2q ||∂ixu(s, ·)||q,λ||∂jxv(s, ·)||q,λds
≤ C(T − σ) 12−m−λ2q
∑
i,j 6=0, i+j=n
sup
t∈(σ,T )
||∂ixu||q,λ sup
t∈(σ,T )
||∂jxv||q,λ
≤ C(T − σ) 12−m−λ2q ||u||V ||v||V ,
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donde
(T − σ) 12 ||I1||q,λ ≤ C(T − σ)1−
m−λ
2q ||u||V ||v||V . (2.52)
Analogamente, temos que
||I1||p,λ ≤ C
∑
i,j 6=0, i+j=n
∫ t
σ
(t− s)− 12−m−λ2q ||∂ixu(s, ·)||p,λ||∂jxv(s, ·)||q,λds
≤ C(T − σ) 12−m−λ2q ||u||V ||v||V ,
donde
(T − σ) 12 ||I1||p,λ ≤ C(T − σ)1−
m−λ
2q ||u||V ||v||V . (2.53)
Para I2, temos
||I2||q,λ ≤
∫ t
σ
||∇U(t− s)Π(∂nxu⊗ v)(s, ·)||q,λds
≤ C
∫ t
σ
(t− s)− 12−m−λ2q ||∂nxu(s, ·)||q,λ||v(s, ·)||q,λds
≤ C
∫ t
σ
(t− s)− 12−m−λ2q (s− σ)− 12ds sup
s∈(σ,T )
(s− σ) 12 ||∂nxu||q,λ sup
s∈(σ,T )
||v||q,λ
≤ C(t− σ)−m−λ2q ||u||V ||v||V ,
donde
(t− σ) 12 ||I2||q,λ ≤ C(t− σ)
1
2
−m−λ
2q ||u||V ||v||V . (2.54)
Tomando o supt∈(σ,T ) em (2.54), obtemos
sup
t∈(σ,T )
(t− σ) 12 ||I2||q,λ ≤ C(T − σ)
1
2
−m−λ
2q ||u||V ||v||V . (2.55)
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Para a norma || · ||p,λ de I2, repetimos o mesmo argumento para obter
sup
t∈(σ,T )
(t− σ) 12 ||I2||p,λ ≤ C(T − σ)
1
2
−m−λ
2q ||u||V ||v||V . (2.56)
E´ facil ver que (2.55) e (2.56), valem tambe´m para I3, isto e´,
sup
t∈(σ,T )
(t− σ) 12 ||I3||p,λ + sup
t∈(σ,T )
(t− σ) 12 ||I3||q,λ
≤ C(T − σ) 12−m−λ2q ||u||V ||v||V . (2.57)
Agora, visto que 1
2
− m−λ
2q
> 0, podemos tomar T − σ suficientemente
pequeno, e usar o lema 2.8 (pg.48) para obter uma soluc¸a˜o φ ∈ V da equac¸a˜o
(2.8) (pg.42). Por unicidade da soluc¸a˜o em B2ε, temos que u = φ em (σ, T )
e enta˜o, segue que
∂ixu ∈ C((σ, T );Mp,λ ∩Mq,λ),
para todo i ∈ {0, 1, . . . , n} e n ∈ N. Dado t0 ∈ (0,∞), sempre podemos
encontrar σ0 e T0 como acima, de modo que t0 ∈ (σ0, T0). Logo, segue que
∂ixu ∈ C((0,∞);Mp,λ ∩Mq,λ),
para todo multi-´ındice i.
Parte (ii): A induc¸a˜o em t pode ser feita analogamente a parte (i) usando
a regularidade ja´ demonstrada na varia´vel espacial (parte (i)), junto com o
fato de u satisfazer (2.4) no sentido de distribuic¸o˜es.
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Cap´ıtulo 3
Decaimento e estabilidade
assinto´tica
No presente cap´ıtulo, estudaremos decaimento polinomial das soluc¸o˜es
brandas em certos espac¸os de Morrey e analisaremos a estabilidade assinto´tica
delas. Particularmente, os resultados demonstrados fornecem um crite´rio
para que as soluc¸o˜es sejam assintoticamente auto-similares.
3.1 Estimativas de decaimento
Nesta sec¸a˜o, estudaremos como decaem a zero as normas || · ||r,λ das
soluc¸o˜es brandas obtidas no teorema 2.4, quando t→∞, assumindo condic¸o˜es
adicionais no dado inicial. O teorema 2.6 nos diz que (em geral) a norma
|| · ||p,λ das soluc¸o˜es dadas no teorema 2.4 na˜o decaem a zero, quando t→∞,
pois as soluc¸o˜es auto-similares preservam a norma || · ||p,λ, com λ = m − p.
Precisamente, se u e´ auto-similar, temos que
||u(t, ·)||p,λ = γ||u(γ2t, γ·)||p,λ (3.1)
= t−
1
2
+ 1
2 ||u(1, ·)||p,λ
= ||u(1, ·)||p,λ,
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onde em (3.1), usamos (2.15) (pg.45) e tomamos γ = t−
1
2 .
Assim, vemos que a dinaˆmica da soluc¸a˜o auto-similar esta´ confinada na
fronteira da bola de raio ||u(1, ·)||p,λ e enta˜o na˜o pode decair a zero quando
t → ∞. Contudo, veremos que se u0 ∈ Mp,λ ∩Ml,λ||·||p,λ , enta˜o a soluc¸a˜o
decai a zero, o que e´ compat´ıvel com o fato de Mp,λ ∩Ml,λ||·||p,λ na˜o conter
func¸o˜es homogeˆneas.
No pro´ximo teorema, obteˆm-se decaimentos polinomiais para a soluc¸a˜o
em Mr,λ.
Teorema 3.1. Assuma as hipo´teses do teorema 2.4 e sejam 1 < l ≤ r <∞
tais que r−1 + p−1 > l−1 + q−1. Se u0 ∈ Ml,λ ∩Mp,λ, enta˜o a soluc¸a˜o u tem
a propriedade
||u(t, ·)||r,λ ≤ Ct−(
m−λ
2l
−m−λ
2r ), ∀ t > 0.
Observac¸a˜o 3.2. O teorema 3.1 nos diz que a soluc¸a˜o u decai a zero em
Mr,λ com taxa δ =
m−λ
2l
− m−λ
2r
, quando t→∞.
Demonstrac¸a˜o do teorema 3.1. Temos que a soluc¸a˜o u satisfaz a equac¸a˜o
u(t, x) = U(t)u0 −
∫ t
0
∇U(t− s)Π(u⊗ u)(s, x)ds
= U(t)u0 +B(u, u).
Logo, e´ suficiente mostrarmos que
sup
t>0
t(
m−λ
2l
−m−λ
2r )||B(u, u)||r,λ <∞ (3.2)
e que
sup
t>0
t(
m−λ
2l
−m−λ
2r )||U(t)u0||r,λ <∞. (3.3)
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Visto que u0 ∈Ml,λ ∩Mp,λ e u ∈ E, (3.2) e (3.3) sera˜o uma consequeˆncia
imediata das estimativas
sup
t>0
t(
m−λ
2l
−m−λ
2r )||B(u, u)||r,λ ≤ C||u||E sup
t>0
||u(t, ·)||l,λ (3.4)
e
sup
t>0
t(
m−λ
2l
−m−λ
2r )||U(t)u0||r,λ ≤ C||u0||l,λ, (3.5)
respectivamente.
De fato, pelo lema 1.16 (pg.19), temos que
||U(t)u0||r,λ ≤ C||u0||l,λt(
m−λ
2r
−m−λ
2l ),
o que implica (3.5).
Agora, para (3.4), seja 1 < k < ∞ tal que k−1 = q−1 + l−1. Usando o
lema 1.16 e a desigualdade de Ho¨lder (proposic¸a˜o 1.11, pg.14), procedemos
como segue.
||B(u, v)(t, ·)||r,λ =
∣∣∣∣∣∣∣∣∫ t
0
∇U(t− s)Π(u⊗ v)(s, ·)ds
∣∣∣∣∣∣∣∣
r,λ
≤
∫ t
0
||∇U(t− s)Π(u⊗ v)(s, ·)||r,λds
≤ C
∫ t
0
||Π(u⊗ v)(s, ·)||k,λ(t− s)(− 12−
m−λ
2k
+m−λ
2r )ds
≤ C
∫ t
0
||u(s, ·)||q,λ||v(s, ·)||l,λ(t− s)(− 12−
m−λ
2k
+m−λ
2r )ds
= C
∫ t
0
s(
1
2
−m−λ
2q )||u(s, ·)||q,λ||v(s, ·)||l,λ ·
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·(t− s)(− 12−m−λ2k +m−λ2r )s(− 12+m−λ2q )ds
≤ C||u||E sup
t>0
||v(t, ·)||l,λ
∫ t
0
(t− s)(− 12−m−λ2k +m−λ2r )s(− 12+m−λ2q )ds
≤ C||u||E sup
t>0
||v(t, ·)||l,λt(
m−λ
2r
−m−λ
2l ) ·
·
∫ 1
0
(1− s)(− 12−m−λ2k +m−λ2r )s(− 12+m−λ2q )ds, (3.6)
donde obtemos
t(
m−λ
2l
−m−λ
2r )||B(u, v)(t, ·)||r,λ ≤ C||u||E sup
t>0
||v(t, ·)||l,λ,
o que implica (3.4). Note que a integral em (3.6) converge, devido as relac¸o˜es
−1
2
+
m− λ
2q
> −1
e
−1
2
− m− λ
2k
+
m− λ
2r
= −m− λ
2p
− m− λ
2q
− m− λ
2l
+
m− λ
2r
> −m− λ
p
= −1.
Teorema 3.3. Seja 1 < l < p. Assuma as hipo´teses do teorema 2.4 e
que u0 ∈ Mp,λ ∩Ml,λ||·||p,λ com norma em Mp,λ suficientemente pequena. A
soluc¸a˜o u do teorema 2.4 satisfaz
lim
t→∞
||u(t, ·)||p,λ = 0. (3.7)
Observac¸a˜o 3.4. A propriedade (3.7) nos diz que a soluc¸a˜o branda u dada
pelo teorema 2.4 e com dado inicial u0 ∈ Mp,λ ∩Ml,λ||·||p,λ, apresenta um
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comportamento assinto´tico trivial.
Demonstrac¸a˜o do teorema 3.3. Seja enta˜o u0,k ∈ Mp,λ ∩Ml,λ||·||p,λ , k ∈ N,
com norma suficientemente pequena e tal que u0,k → u0 em Mp,λ. Fazendo
r = p no teorema 3.1, obtemos que
||uk(t, ·)||p,λ ≤ Ct−(
m−λ
2l
− 1
2). (3.8)
Portanto, tomando t→∞ em (3.8), vemos que a soluc¸a˜o uk com dado inicial
uk,0 verifica
lim
t→∞
||uk(t, ·)||p,λ = 0. (3.9)
Seja C0((0,∞);Mp,λ) o subespac¸o fechado deBC((0,∞),Mp,λ) das func¸o˜es
que convergem a zero em Mp,λ, quando t → ∞. Pela parte (ii) do teorema
2.4, uk → u em E, em outras palavras, devido a continuidade da soluc¸a˜o em
relac¸a˜o ao dado inicial.
A propriedade (3.9) implica que uk ∈ C0((0,∞),Mp,λ), ∀ k ∈ N. Segue
que
lim
t→∞
||u(t, ·)||p,λ = 0,
pela completude do subespac¸o C0((0,∞);Mp,λ).
3.2 Estabilidade assinto´tica
O objetivo desta sec¸a˜o e´ estudar a estabilidade assinto´tica das soluc¸o˜es
brandas obtidas no teorema 2.4. Como uma consequeˆncia, obteˆm-se um
crite´rio para que soluc¸o˜es sejam assintoticamente auto-similares.
Teorema 3.5. Sejam u e v duas soluc¸o˜es brandas obtidas no teorema 2.4,
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com valores iniciais u0, v0 ∈Mp,λ, respectivamente. Temos que
lim
t→∞
||u(t, ·)− v(t, ·)||p,λ = 0 (3.10)
se, e somente se,
lim
t→∞
||U(t)u0 − U(t)v0||p,λ = 0. (3.11)
Ale´m disso,
lim
t→∞
tα||u(t, ·)− v(t, ·)||q,λ = 0 (3.12)
se, e somente se,
lim
t→∞
tα||U(t)u0 − U(t)v0||q,λ = 0. (3.13)
Demonstrac¸a˜o. A prova do teorema sera´ dividida em quatro partes.
Parte (i): Primeiro, provemos que (3.11) implica (3.10). Visto que u e v
sa˜o soluc¸o˜es brandas, temos
u(t, x) = U(t)u0(x) +B(u, u)(t, x),
v(t, x) = U(t)v0(x) +B(v, v)(t, x).
Denotando por w = u− v a diferenc¸a entre as soluc¸o˜es, podemos escrever
w(t, x) = u(t, x)− v(t, x)
= U(t)(u0 − v0)(x) + [B(u, u)−B(v, v)](t, x)
= U(t)(u0 − v0)(x) + [B(u, u)−B(u, v) +B(u, v)−B(v, v)](t, x)
= U(t)(u0 − v0)(x) + [B(u, u− v) +B(u− v, v)](t, x)
= U(t)(u0 − v0)(x) + [B(u,w) +B(w, v)](t, x). (3.14)
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Pela estimativa (2.24) (pg.52), temos que
||B(w, v)||p,λ ≤ C
∫ t
0
||w(s, ·)||p,λs(
1
2
−m−λ
2q )||v(s, ·)||q,λs(−
1
2
+m−λ
2q )(t− s)(−m−λ2r )ds
≤ C||v||E
∫ t
0
||w(s, ·)||p,λs(−
1
2
+m−λ
2q )(t− s)(−m−λ2r )ds,
e
||B(u,w)||p,λ ≤ C
∫ t
0
s(
1
2
−m−λ
2q )||u(s, ·)||q,λ||w(s, ·)||p,λs(−
1
2
+m−λ
2q )(t− s)(−m−λ2r )ds
≤ C||u||E
∫ t
0
||w(s, ·)||p,λs(−
1
2
+m−λ
2q )(t− s)(−m−λ2r )ds,
onde r e´ tomado de forma que r−1 = p−1 + q−1. Pelo teorema 2.4, sabemos
que ||u||E ≤ 2ε e ||v||E ≤ 2ε, para algum ε > 0. Assim,
||B(w, v) +B(u,w)||p,λ ≤ ||B(w, v)||p,λ + ||B(u,w)||p,λ
≤ C(||u||E + ||v||E)
∫ t
0
||w(s, ·)||p,λ
s(−
1
2
+m−µ
2q )(t− s)(−m−λ2r )ds
≤ 4Cε
∫ t
0
||w(s, ·)||p,λs(−
1
2
+m−µ
2q )(t− s)(−m−λ2r )ds
= 4Cε
∫ 1
0
||w(ts, ·)||p,λ
s(−
1
2
+m−µ
2q )(1− s)(−m−λ2r )ds. (3.15)
Agora, definimos
A := lim sup
t→∞
||w(t, ·)||p,λ
= lim
k∈N,k→∞
sup
t≥k
||w(t, ·)||p,λ.
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Como
sup
t≥k
||w(t, ·)||p,λ ≤ ||u||E + ||v||E ≤ 4ε,
o teorema da convergeˆncia dominada implica que
lim sup
t→∞
∫ 1
0
||w(ts, ·)||p,λs(−
1
2
+m−λ
2q )(1− s)(−m−λ2r )ds
≤ A
∫ 1
0
s(−
1
2
+m−µ
2q )(1− s)(−m−λ2r )ds (3.16)
Observe que a integral em (3.16) e´ finita, pelas mesmas razo˜es que na prova
do lema 2.11 (pg.51). Logo, tomando lim supt→∞ em (3.14) e usando (3.15)
e (3.16), obtemos
A = lim sup
t→∞
||w(t, ·)||p,λ
≤ lim sup
t→∞
||U(t)(u0 − v0)||p,λ + 4CεA
= 0 + 4CεA
= 4CεA, (3.17)
onde usamos a hipo´tese (3.11) em (3.17). Note que a constante C em (3.17)
pode ser tomada igual a constante K em (2.43) (veja pg.58). Portanto,
4Cε < 1 e enta˜o
A = lim sup
t→∞
||w(t, ·)||p,λ = 0,
o que e´ equivalente a` (3.10).
Parte (ii): Provemos agora que (3.10) implica (3.11). Note que podemos
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reescrever (3.14) como
U(t)(u0 − v0)(x) = w(t, x)− [B(u,w) +B(w, v)](t, x),
e enta˜o
||U(t)(u0 − v0)||p,λ = ||w(t, ·)− [B(u,w) +B(w, v)](t, ·)||p,λ
≤ ||w(t, ·)||p,λ + ||[B(u,w) +B(w, v)](t, ·)||p,λ .
Observe que (3.10), (3.15) e (3.16) implicam que
lim sup
t→∞
||[B(u,w) +B(w, v)](t, ·)||p,λ = 0.
Assim, como w(t, x) = u(t, x)− v(t, x), temos que (3.10) implica (3.11).
Parte (iii): Aqui, provamos que (3.13) implica (3.12). Procedendo como
no caso anterior, mas desta vez usando a estimativa (2.27) (pg.53), obtemos
t(
1
2
−m−λ
2q )||B(w, v)||q,λ ≤ Ct(
1
2
−m−λ
2q )
∫ t
0
||w(s, ·)||q,λs(
1
2
−m−λ
2q )||v(s, ·)||q,λ
s(−
1
2
+m−λ
2q )(t− s)− 12−m−λ2q ds
≤ Ct( 12−m−λ2q )||v||E
∫ t
0
||w(s, ·)||q,λs(−
1
2
+m−λ
2q )(t− s)− 12−m−λ2q ds,
e
t(
1
2
−m−λ
2q )||B(u,w)||q,λ ≤ Ct(
1
2
−m−λ
2q )
∫ t
0
s(
1
2
−m−λ
2q )||u(s, ·)||q,λ||w(s, ·)||q,λ
s(−
1
2
+m−λ
2q )(t− s)− 12−m−λ2q ds
≤ Ct( 12−m−λ2q )||u||E
∫ t
0
||w(s, ·)||q,λs(−
1
2
+m−λ
2q )(t− s)− 12−m−λ2q ds.
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Usando que ||u||E ≤ 2ε e ||v|| ≤ 2ε, e relembrando que α = 12−m−λ2q , obtemos
tα||B(w, v) +B(u,w)||q,λ ≤ tα||B(w, v)||q,λ + tα||B(u,w)||q,λ
≤ Ctα(||u||E + ||v||E)
∫ t
0
||w(s, ·)||q,λ
s(−
1
2
+m−λ
2q )(t− s)− 12−m−λ2q ds
≤ 4Cεtα
∫ t
0
||w(s, ·)||q,λs(−
1
2
+m−λ
2q )(t− s)− 12−m−λ2q ds
≤ 4Cε
∫ 1
0
(ts)α||w(ts, ·)||q,λ
s−2α(1− s)− 12−m−λ2q ds. (3.18)
Definindo
A˜ := lim sup
t→∞
tα||w(t, ·)||q,λ
= lim
k∈N,k→∞
sup
t≥k
tα||w(t, ·)||q,λ,
usando ||u||E ≤ 2ε e ||v||E ≤ 2ε, e procedendo como na parte (i), obtemos
lim sup
t→∞
∫ 1
0
(ts)α||w(ts, ·)||q,λs−2α(1− s)−
1
2
−m−λ
2q ds
≤ A˜
∫ 1
0
s−2α(1− s)− 12−m−λ2q ds. (3.19)
Visto que a integral em (3.19) converge, segue que
A˜ = lim sup
t→∞
tα||w(t, ·)||q,λ
≤ lim sup
t→∞
tα||U(t)(u0 − v0)||q,λ + 4CεA˜
= 0 + 4CεA˜, (3.20)
onde em (3.20) usamos a hipo´tese (3.13). Visto que C pode ser tomado
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menor ou igual a` K, onde K e´ como em (2.43) (veja pg.58), e que 4Kε < 1,
obtemos A˜ = 0, o que implica (3.12).
Parte (iv): Mostraremos agora que (3.12) implica (3.13). Assim como
feito na parte (ii) podemos reescrever (3.14) como
U(t)(u0 − v0)(x) = w(t, x)− [B(u,w) +B(w, v)](t, x).
Assim,
||U(t)(u0 − v0)||q,λ = ||w(t, ·)− [B(u,w) +B(w, v)](t, ·)||q,λ
≤ ||w(t, ·)||q,λ + ||[B(u,w) +B(w, v)](t, ·)||q,λ .
Analogamente a parte (iii), usando (3.12), (3.18) e (3.19), temos que
lim sup
t→∞
tα ||[B(u,w) +B(w, v)](t, ·)||q,λ = 0.
Portanto, como w(t, x) = u(t, x)− v(t, x), temos que (3.12) implica (3.13).
Corola´rio 3.6. Seja u0 homogeˆneo de grau −1 e considere v0 = u0 + φ,
com φ ∈ Mp,λ ∩Ml,λ||·||p,λ, onde 1 < l < p. Assuma que u0 e v0 satisfac¸am
as hipo´teses de pequenez do teorema 2.4 e sejam u e v suas correspondentes
soluc¸o˜es. Enta˜o, v converge para u no sentido de (3.10) e (3.12), isto e´, v e´
uma soluc¸a˜o assintoticamente auto-similar.
Demonstrac¸a˜o. A conclusa˜o do corola´rio segue do teorema 3.5, se verificar-
mos que
lim
t→∞
||U(t)(u0 − v0)||p,λ = lim
t→∞
||U(t)φ||p,λ = 0 (3.21)
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elim
t→∞
tα||U(t)(u0 − v0)||q,λ = lim
t→∞
tα||U(t)φ||q,λ = 0. (3.22)
Seja φk → φ em Mp,λ, com φk ∈Mp,λ ∩Ml,λ. Logo,
0 ≤ lim sup
t→∞
(||U(t)φ||p,λ + tα||U(t)φ||q,λ)
≤ lim sup
t→∞
(||U(t)φk||p,λ + tα||U(t)φk||q,λ)
+ lim sup
t→∞
(||U(t)(φ− φk)||p,λ + tα||U(t)(φ− φk)||q,λ)
≤ C lim sup
t→∞
(
t−(
m−λ
2l
− 1
2)||φk||l,λ + tα−(
m−λ
2l
−m−λ
2q )||U(t)φk||l,λ
)
+ 2C||φ− φk||p,λ
= 0 + 2C||φ− φk||p,λ
= 2C||φ− φk||p,λ. (3.23)
Fazendo k →∞ em (3.23), obtemos (3.21) e (3.22).
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