We investigate the effects of asymmetry errors on robust regression estimates. Theoretical and Monte-Carlo results show that slopes are essentially unaffected but that the intercept has a bias and its variance is difficult to assess.
Introduction
The theoretical results and Monte-Carlo studies in the area of robustness have in the main focused on symmetric distributions (Andrews, et al (1972) ) or procedures which are not scale invariance (which effectively eliminates most problems due to asymmetry when the number of dimensions in the problem is fixed). Recently, Huber (1973) and Bickel (1978) have examined situations in which the asymmetry of errors can lead to quite complicated results. In this paper we study the effects of asymmetric errors in regression.
A major difficulty with considering asymmetric errors has been that location (intercept) is not uniquely defined. However, asymmetric data do occur and there are situations where data transformation to achieve symmetry either make no sense or are not possible. In regression, it might be conjectured that asymmetry has different effects on intercept and slope (see Section 3); if so, there will be situations where one might invest much effort in data transformations, when the parameters of interest are not influenced by the asymmetry. Carroll (1978c) considered asymmetric errors in regression and illustrated his results by means of a Monte-Carlo study, using simple linear regression with a uniform design. These results indicate that asymmetry effects robust M-estimates of regression only through the intercept term, which may be biased and have a variance that cannot be consistently estimated by the usual variance estimates. The purpose of this report is to expand Carroll's (1978c) MonteCarlo study to a wide variety of designs. The results are almost staggering in their consistency (and confirm the results of Carroll (1978c) ), especially in view of the fact that the designs we consider range from balanced to unbalanced with a large amount of multicollinearity.
In Section 2, we review the theory of M-estimates as it applies to situat ions where the errors are possibly aSYmmetric. In Section 3, we report the Monte-Carlo results, while in Section 4 we present our conclusions.
M-estimates
In the one sample problem, we have a sample X l ,X 2 , ... ,X n from a distribution function F. Our aim is to estimate the center of the distribution. Huber (1964) defines the center e by e· (2.1) f~(x -e)dF(x) = 0, where~is a skew-sYmmetric (~(x) = -~(-x)) nondecreasing function. If (x) = x, e is the population mean. Huber (1964) 
with the solution denoted by Tn. If~(x) = x, we obtain the sample mean, which is well-known to lack robustness against outliers. One possible choice of to achieve this robustness is
where in our Monte-Carlo study we take k = 2. The estimate obtained hy solving equation (2.2) is not scale equivariant; to achieve this property, Huher (1977) proposes solving the system of equations -e
where the last expectation is taken under the standard normal distribution. If . P P F is symmetric, it can be shown that 1f T~T(F), s~a(F), then n n
where the asymptotic variance is (
This suggests that the variance of T be estimated by n (2.5)
as is suggested by Gross (1976 
(without loss of generality), for W smooth,
This result says that D n will not be a consistent estimate of the vari4It .
ance of nor if F is aSYmmetric. Carroll (1978c) shows by examples that there n exist situations for which
Var(nor n )
and there are presumably distributions where this is worse. The question we want to answer is how aSYmmetry will influence robust regression estimates.
The model we consider is (the use of 0 0 will become clear later)
where the £. are i.i.d. random variables with E~(£l) = 0 and x. = (1 x. l ... X. ).
We consider a version of Huber's Proposal 2 (Huber (1977) , p. 37), which involvess olving the equations (2.8)
While we will assume the x. are constants, the first two conditions of Lemma 2
(to follow) are reasonable and may be justified by quoting results of Maronna and Yohai (1978) . In a subset of their paper, they assume (Yl'~l)' (Y2'~2)"" is a sample from a distribution function P with~, 0 0 solving replaced by n), then n2(~-~) and n 2 (sn -0 0 ) are asymptotically normally distributed.
The proof of our result involves Taylor expansions along the lines of Carroll (1978a Carroll ( , 1978b and is omitted.
Lemma 2. Suppose that Recall that our x. are non-stochastic. 
Similar results hold for the general regression problem.
Lemma 2 says that, at least theoretically for large n when the dimension of the problem remains fixed, the effect of aSYmmetry of errors on robust estimators of regression occurs mainly in the intercept. If P is sYmmetric, Lemma 2 says that since a l = 0,
and it has been suggested (Gross (1977) ) that we estimate this variance by Theoretical Conclusions (i) The effect of asyrnrnetry of errors on robust regression estimates is evidenced only in the intercept, which will tend to be "biased" and have a variance which is larger than expected from the syrnrnetric case.
(ii) D will be a consistent estimate of the variance of the slopes, but n will be generally inconsistent for the variance of the intercept.
(iii) D will be a consistent estimate of the covariance. 
The following designs were considered in our Monte-Carlo experiment. In all cases, the number of iterations is 1200. 
This is a balanced 2x3 design.
In Table 1 where the X i2 are essentially translates of xiI' There are n=20 design points arrayed in a uniform manner with XIX being a diagonal matrix. Hence this design is highly unbalanced with a great deal of multicollinearity (i.e., XiI and X i2 are highly correlated).
XiI

Design #1
The true values are So = 2.50, 13 1 = -.50, 13 2 = -1.00, 13 3 = 0.00 . if the design is highly unbalanced with considerable multicollinearity; the conclusion holds over a wide class of distributions varying from the normal to a heavy tailed, very skewed distribution (EXP(Z)). However, estimating intercept (and especially its variance) is complex if the distributions are heavily skewed. As in Carroll (1978c) , we recommend that if one has an unbalanced design, a heavily skewed error distribution, and wishes to estimate terms involving the intercept, variance could be assessed by using the weighted jackknife of Hinkley (1977) .
