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Abstract The use of hand gestures offers an alternative to
the commonly used human computer interfaces, providing
a more intuitive way of navigating among menus and mul-
timedia applications. This paper presents a system for hand
gesture recognition devoted to control windows applications.
Starting from the images captured by a time-of-flight cam-
era (a camera that produces images with an intensity level
inversely proportional to the depth of the objects observed)
the system performs hand segmentation as well as a low-level
extraction of potentially relevant features which are related
to the morphological representation of the hand silhouette.
Classification based on these features discriminates between
a set of possible static hand postures which results, combined
with the estimated motion pattern of the hand, in the recog-
nition of dynamic hand gestures. The whole system works
in real-time, allowing practical interaction between user and
application.
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1 Introduction
Human–computer interaction (HCI) technology and algo-
rithms are evolving very rapidly. The user experience of
high technological services is not always optimal and HCI
might help bringing these services to the mass market. As
mentioned in [19], in the last years 3D user interfaces (3D
UI) are becoming more important in the console gaming
scenario1,2,3. Besides, in desktop computers interfaces, the
usage of the hand as input device provides natural HCI [23].
Range cameras are an emerging technology which does not
stop increasing its capabilities: more resolution and wider
viewing angle, making more affordable to confront possible
interaction problems.
The ultimate goal of this work is to provide the user with
a natural interaction and a good experience when interact-
ing with vertical surfaces, such as a TV display. We can find
an example of TV remote control by hand gestures in [25]
where TV commands codes are mapped on a collection of
static hand gestures. For the current work, we are focusing on
a set of gestures that have been shown to be both user friendly
and descriptive enough to cover most common HCIs [4]. We
present in this paper a gesture detection technique in a time-
of-flight (TOF) camera scenario. Starting from the range data
we are able to perform precise hand segmentation, to intro-
duce depth information in its low-level description and to
determine the start and end times of the gestures. A new
hand feature characterization scheme based on a geodesic
description of the 3D surface of the hand is proposed. This
characterization feeds two middle-level classification stages:
SHPs and DHGs recognition. First, the SHP detection stage
1 http://wii.com.
2 http://www.xbox.com/kinect/.
3 http://playstation.com/psmove/.
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determines the posture of the hand for each frame with a set of
classification machines, one per posture in the proposed dic-
tionary; then, the probability of presence of at least a positive
for each SHP within a temporal window is calculated. Addi-
tionally, the motion of the hand within the considered tem-
poral window is stored and fitted to a set of possible motion
patterns. Finally, the restrictions introduced by a finite state
machine (FSM) and the estimated motion pattern result in
the final detection of simple, compound- and motion-based
gestures which we call dynamic hand gestures (DHGs).
The remainder of the paper is structured as follows. Firstly,
we present the State Of Art in Sect. 2 for later presenting a
system overview in Sect. 3. In Sect. 4, the extraction and anal-
ysis techniques are described, putting special emphasis on the
available depth information. In Sect. 5, we define the SHP as
a concept, describing the chosen approach to its detection. In
Sect. 6, starting from the intra-frame detection of SHPs, we
introduce the methodology for the recognition of the DHGs
included in our dictionary. In Sect. 7.2 results for the pro-
posed gestures, as well as for the ones described in [27], are
presented for finally pointing out in Sect. 8 conclusions and
future work lines.
2 Related work
In hand gesture applications, the first step is hand segmen-
tation, that is often performed by background subtraction.
Depending on the application, the problem can be simplified
using a zenital camera and an homogeneous background (the
interactive surface) [20]. However, in most applications that
require vertical gestures, the motion of the body of the person
produces artifacts in common background subtraction tech-
niques. Skin color-based segmentation also presents prob-
lems in this context [35], often due to the fact that the face of
the person is also visible and corresponds to the same color
than the hand. Some segmentation techniques rely the use of
a glove to locate the hand [14,15,31].
The use of depth information to improve hand gesture
detection has been recurrent. In the last decade, stereo-vision
based systems such as [8], in which background subtraction
and 3D reconstruction makes possible a proper hand seg-
mentation and gesture detection within seven different static
gestures, or [24], where gestures are defined by the pointing
direction of hands and head and are used in remote robot
control. In [2], where hand poses are detected, and in [28],
where hands are segmented and tracked, a 3D hand model is
adjusted to a single view 2D input images. A recent approach
is to use TOF range cameras that supply real-time depth infor-
mation per pixel [27] at low cost. An example of the use of
this technology can be found in [9] where it is used to improve
people tracking in a smart room. The use of depth informa-
tion results in an enrichment of the communication between
user and machine by means of gestural interfaces. In this line,
in [21] some advantages are remarked: robustness to illumi-
nation changes and easy segmentation even when there is
camera motion. In [3], the depth image captured by a TOF
camera is transformed into a cloud of points to which a 3D
hand model is adjusted. In [16], experiments are performed
over a collection of 12 static hand gestures, showing improve-
ments when using depth information. Soutschek et al. [27]
studies the application of this technology to the navigation
among medical images using hand gestures. Van den Bergh
and Van Gool [32] combines depth information and color to
segment and recognize hand gestures within a collection of
six postures. Another technology for obtaining range data is
the one proposed in [22] where the scene is illuminated with
a colored pattern, captured by a common RGB camera and
later processed to infer depth information.
Regarding the hand gesture detection, in [6], static hand
postures within a dictionary are detected based on 2D gray
images. Another approach to the problem is presented in [28]
where discrimination between hand postures is performed,
mainly focusing on hand features extraction starting from 2D
images. In [1] a complete framework is presented, introduc-
ing the temporal component and detecting gestures defined
by their motion pattern, such as digits drawn to the camera.
The captures are still taken by a 2D camera. In [34], a pro-
jective invariant hand feature vector is proposed and applied
to person identification. In [30], static hand posture detection
is applied to the recognition of some gestures of the Chinese
sign language. In [11,33], American ans Australian Sign Lan-
guages gestures are recognized based on hand shape, place
of articulation, hand orientation, and movement, while [14]
do so only focusing in static postures.
There are several approaches for processing a temporal
sequence of observations: [23] presents the use of FSMs and
hidden markov models (HMMs) for gesture recognition in a
general way, then pointing out different contexts of applica-
tion.
In comparison with the SoA, we propose a segmentation
technique based on range data captured by a TOF camera,
thus performing a non-intrusive hand segmentation (unlikely
to glove dependent approaches: [14,15,31]) robust to low
illumination conditions (not as in color camera based sys-
tems: [6,24,28,30,34]) and face to hand occlusion (differ-
ently than skin color based systems like: [1,2,8,33,35]). We
also propose a new feature characterization scheme based on
a geodesic description of the 3D surface of the hand. Fur-
thermore, regarding the referred range data-based systems
[3,16,22,27], none of them faces the problem of detecting
compound or motion-based gestures.
Summarizing, the key differentiating features of the pro-
posed method from existing work in gesture recognition are
the detection of simple, compound- and motion-based ges-
tures in a unified real-time framework and in a non intrusive
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Fig. 1 System overview
fashion. Besides, an extensive data set has been recorded and
made available to allow future comparisons among systems
for the detection of hand gestures.
3 System overview
The proposed system allows the user to control applications
in a vertical display using hand gestures for the interaction.
A TOF camera (SR4000 developed by Mesa Imaging4) is
placed above a display and the system analyzes the performed
gestures. This camera captures depth images with QCIF res-
olution (176 × 144 pixels) and a depth precision of ±1 cm.
The camera has been configured to capture 30 fps, and to
operate in a 3 m depth range (0.3–3.3 m), in order to remove
background objects. At present, we will name this range the
interaction area.
The recognition system consists of the following mod-
ules (Fig. 1): (i) acquisition of depth images, (ii) hand fea-
tures extraction (Sect. 4), (iii) SHP recognition (Sect. 5), (iv)
DHG recognition (Sect. 6) and (v) communication with the
GUI. The initial stage performs the acquisition of the depth
image with an appropriate post-processing and thresholding
resulting in the segmentation of the hand. The hand is there-
fore assumed to be the nearest scene object. If no object is
clearly detected at this point, it is assumed that it is because
the hand is not in the defined interaction area. This module
informs analysis modules (ii) by means of an activation flag.
If detected, the hand is then modeled by a feature vector in (ii)
allowing the detection of SHP (iii). Gesture recognition (iv)
is performed using the previous SHP detection and a motion
analysis of the hand. The DHG predictions and the 3D hand
coordinates (see Sect. 4.2) are then sent to a GUI (v).
4 Hand features extraction
4.1 Foreground segmentation using a TOF camera
Time-of-flight range cameras supply depth information per
pixel which makes them ideal for binary segmentation as
4 http://www.mesa-imaging.ch/.
Fig. 2 Depth segmentation: the captured depth image of a hand and
its segmentation
depth information can generally separate the object from the
background much better than intensity images, where colors,
lighting, reflection and shadows almost always influence the
performance of segmentation algorithms [9]. Temporal seg-
mentation of a gesture is also a problem when working with
color images. In our approach, a gesture is assumed to start
when the hand is detected in the scene, and the end of the
gesture is declared when the hand is no more detected.
The accurate detection of the hand silhouette, even using
a TOF camera, is not a solved problem. When the gestures
are executed in the central part of the image, a simple thres-
holding provides good segmentation results which do not
depend on the posture of the hand. However, when the ges-
tures are executed far from the central part of the image it is
common to find the forearm as part of the mask. In the left
image of Fig. 2, the forearm is clearly visible becoming a
problem when applying the descriptor extraction detailed in
Sects. 4.2 and 4.3. In order to eliminate the forearm before
the feature extraction, the brightest pixel (the nearest point
to the camera) is identified. A mask is generated including in
it at least 20 gray levels below the brightest one (20 cm from
the nearest point). In this way we get a good segmentation
result, since for most of the cases the forearm is removed
without losing hand pixels. When the gestures are executed
in the outermost area of the screen it is harder to eliminate
the forearm, which results in a problem in the detection of
certain gestures, as it will be explained in Sect. 6.3.3.
4.2 Global hand parameters
Some global parameters that will be used both for extracting
additional silhouette features and for the gesture classifica-
tion are first computed. These parameters are the Geodesic
Center (C) of the hand, the length and orientation of the axes
of the ellipse fitted to the hand silhouette and the minimum
depth point. C is estimated by performing the ultimate ero-
sion [18] up to a point (see Fig. 3). This is an approximation
to the center of gravity of the mask which is guaranteed to be
within the mask. The ultimate erosion is used to reduce the
bias introduced by the finger shapes in the estimation of this
central point. The depth of this Center is directly obtained
from the TOF camera.
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Fig. 3 Computation to Geodesic Center of the hand silhouette
Fig. 4 Description superimposed to the hand mask
The ellipse fitted to the contour (see Fig. 4) provides global
information about the silhouette shape (the hand size and its
orientation). The axis length and orientation of the ellipse are
computed as the eigenvalues and eigenvectors of the covari-
ance matrix of the coordinates of the silhouette.
The minimum depth point corresponds to the nearest point
to the camera, that is, the brightest pixel.
4.3 Contour feature extraction
Once the silhouette mask has been obtained and its global
parameters computed, the shape has to be analyzed to extract
the additional features needed for its classification. Different
features can be use for this aim. For instance, shape descrip-
tors such as Fourier descriptors [17], Zernike [29] or Hu
moments [13]. Another traditional shape analysis technique
consists in modeling the skeleton of the silhouette. We have
chosen to extend the method used in [10] for searching the
crucial points of a 2D human body for pose estimation. One
of the advantages of this approach is the possibility to include
semantic information in the feature extraction process, thus
making the system more robust to noise or spurious detec-
tions (corresponding for instance to the arm). In our case,
the presence of extended fingers must be detected. This can
be achieved analyzing the distance from the Geodesic Center
(C) to the silhouette border. We use a robust method to search
for crucial points based on the extraction of the points of the
silhouette that represent the local geodesic distance maxima
with respect to C . Semantic information is included by select-
ing only those maxima that accomplish certain conditions in
the distance function related to the width and length of the
fingers, as described in Sect. 4.3.2. In Sect. 7.1, the resulting
descriptor is compared with Hu Moments, showing a better
performance in terms of hand gesture classification.
4.3.1 Geodesic distance map
The geodesic distance from C to any point x in the silhouette
S is defined as:
dS (C, x) = n ⇔ x ∈ δnS (C) and x /∈ δn−1S (C) (1)
where δnS(C) is the geodesic dilation of size n of C within
S, which can be expressed as:
δnS (C) =
n times
︷ ︸︸ ︷
δ
(
. . .
(
δ
(
δ (C)
⋂
S
)
⋂
S
)
. . .
)
⋂
S (2)
being δ the morphological dilation of minimal size.
A one-dimensional function f (p) linking each pixel posi-
tion p in the silhouette border with its geodesic distance with
respect to C is then computed. This function f (p) yields the
local maxima associated with the crucial points as well as
other minor local maxima due to segmentation noise. Noise
peaks present lower intensities than peaks associated with
crucial points. Therefore, they are removed by applying a
H-maxima operator [26].
This filtering is obtained by applying an opening by recon-
struction (γrec) to the function f (p) that provides us with a
function g(p):
g (p) = γ recf ( f (p) − H) = δ∞f ( f (p) − H) (3)
where γ rec( f −H) is the unidimensional geodesic dilation
of the function f − H within f iterated until idempotence,
and H is a constant value related to the estimated noise inten-
sities. In this way, local maxima that have a smaller intensity
than H are eliminated. In Fig. 5, the function representing
the geodesic distance evaluated on the silhouette is shown
before ( f (p)) and after (g(p)) the H-maxima. The removed
local maxima are marked by circles and the selected local
maxima are selected by vertical lines.
Although the geodesic distance using (1) has a high com-
putational cost, and due to the fact that we only need the
geodesic distance on the silhouette contour, in a limited com-
putational capacity context a simplified calculation can be
performed, as described in [10].
4.3.2 Feature selection
The parameter H is the factor that will allow trading off
noise removal against local maxima detection sensitivity. It
is estimated and fixed according to the ellipse fitted to the
silhouette.
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Fig. 5 Geodesic distance from Geodesic Center to silhouette border
points before and after applying the H-maxima (the differences can be
observed within the circled areas). Local maxima correspond to promi-
nent hand features (the fingers)
The parameter H is set to a percentage of the minor axis,
so that prominences with intensity lower than that percent-
age will not be considered. It is a parameter that sets the
sensibility of the detection.
Once we find all the local maxima in the geodesic dis-
tance function we extract as well their relative intensities.
These intensities are computed as the smallest distance mea-
sured from each local maxima peak after filtering to each one
of its surrounding minima. Therefore, this value is related to
the perceived length of the finger candidate.
The geodesic distance function provides the information
about the width of the finger candidate. We call this parame-
ter amplitude. It is computed as the average distance between
the pixels that surround the local maximum at a distance of
half its length. Assume f (p) has a local maximum at index j
with an intensity I . Denoting α I as the index correspond-
ing to an intensity α I the amplitude A is going to be:
A( j) = 10.7I − 0.3I + 1
0.7I
∑
i=0.3I
d ( f ( j − i), f ( j + i))
(4)
where d is the Euclidean distance. Note that the scalars
0.3 and 0.7 are used only for identifying the central part of
the prominence. They are not key parameters. Lengths and
amplitudes will help us to assess if the local maxima belong
to a finger or not, because they describe the shape of that
prominence.
So at the end of the search for the maxima we have a list
of candidates that at the time of decision will be reduced to
at most five maxima. The decision process is based on the
length of the finger: a prominence is considered a finger if its
length is over the Euclidean distance between the two sur-
rounding minima. Because we restrict the valid gestures to a
set that when there are extended fingers they are expected to
point up, if any maxima is found below C , it is discarded.
Finally, for EACH accepted maximum the model will con-
sist of intensity, amplitude and angle. The angle is computed
using its coordinates and those of the Geodesic Center C .
In conclusion, we build the model of the silhouette using
the following parameters: Geodesic Center (3D coordinates),
ellipse parameters, Minimum Depth Point, number of max-
ima, and for each maximum: intensity, amplitude and angle.
5 Static hand posture detection
The concept of SHP is introduced as an intermediate level
to achieve the detection of DHGs. We understand a SHP as
a posture of the hand captured in an instant of time. Rela-
tive position to the camera is not significant when separating
SHPs, that is, a SHP can be performed anywhere in the inter-
action area.
5.1 Dictionary of static hand postures
In [4], an experiment with real users was conducted to define
a gestural dictionary allowing a user to interact with a system
in a natural way. The interaction can be done with real/non
real and horizontal/vertical metaphors. Examples of interac-
tions with real metaphors are rotation, grabbing or catching
and with non-real metaphors ‘cancel’. The amount of inter-
action possibilities with the metaphors is very high, but the
experiment identifies the most frequent ones and its associ-
ated hand gesture.
Those gestures and interactions that can improve the user
experience without fatiguing him have been selected for
recognition. Therefore, among the complete set of gestures
obtained from the experiment a subset has been selected to
define the dictionary used in this work, based on a trade-off
between usability and recognition.
The analysis of the gestural dictionary has lead to define
the SHPs and the DHGs. The final set of SHPs associated to
each metaphor has resulted in the set of postures shown in
Fig. 6.
5.2 Data collection
A set of videos have been compiled to train SHPs recognition.
This set includes the SHPs proposed in Sect. 5.1 and, for com-
parison, the record for the gestures that were proposed in [27].
For this purpose, 11 users were asked to perform each SHP in
front of the camera, keeping a static hand posture during 250
frames. Videos from just three of the users (users 1, 2 and 3)
were selected for training purposes, selecting 200 frames per
video. This resulted in 600 positive samples per SHP.
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Fig. 6 Depth captures for the chosen SHPs
5.3 Learning SHPs
The detection of a SHP is performed at frame level using
SVMs [5], which requires 1) a representative data collection
(already described in Sect. 5.2), 2) a selection of an adequate
feature vector, and 3) a design of the training schema.
5.3.1 Feature vector
The feature vector designed to describe each frame is com-
pound of a combination of the global parameters described
in Sect. 4.2 and the contour characteristics of Sect. 4.3. Sum-
marizing, the chosen features are:
• Number of maxima.
• For each maximum: intensity, amplitude and angle.
• A description of the fitted ellipse: major axis angle and
major and minor axis length.
These values constitute the feature vector of intra-hand
characteristics, let us call it, vi , where i indicates that the fea-
ture vector is extracted from a frame with the SHP-i, where
i is the id of the SHP (see Table 1). Considering always five
maxima (if we have less we fill their coordinates with ‘−1’),
we have a vector with 19 coordinates.
5.3.2 Training scheme
A SVM [5] has been trained for each SHP using the samples
of a specific SHP as positives and the samples of the rest of
SHPs as negatives. Each coordinate of the input pattern has
been normalized with mean 0 and standard deviation 1. The
radial basis function (RBF) kernel has been used:
K (xi , x j ) = C × e−γ
∥
∥vi −v j ∥∥2 , (5)
Table 1 Accuracy in intra-frame SHP estimation
SHP Id F-0.5 tp fp tn fn
EnumOne 1 0.983 577 7 4, 793 23
EnumTwo 2 0.989 600 9 4, 791 0
EnumThree 3 0.969 595 25 4, 775 5
EnumFour 4 0.972 566 11 4, 789 34
EnumFive 5 0.993 585 1 4, 799 15
Stop 6 0.984 572 4 4, 796 28
Fist 7 0.960 586 29 4, 771 14
OkLeft 8 0.983 575 6 4, 794 25
OkRight 9 0.995 600 4 4, 796 0
where C and γ are the parameters of the kernel and vi , v j
two feature vectors. In order to identify the optimal configu-
ration of this kernel, it has been evaluated with the following
grid: C = 2−3,−2,...,3, combined with γ = 2−3,−2,...,0. For
this purpose a 5-fold cross-validation has been performed,
optimizing the F score [7] fixing β = 0.5:
Fβ = (1 + β
2) × (precision × recall)
β2 × precision + recall (6)
This value of β weights the precision over the recall. Experi-
mentally, this measure shows a reasonable incidence of posi-
tive detection without deteriorating excessively the precision.
Table 1 compiles the achieved values for F-0.5 as well as the
number of true positives (tp), false positives (fp), true nega-
tives (tn) and false negatives (fn).
As shown in Table 1, the predictions for each SHP indi-
cate different reliabilities (e.g., predictions for EnumOne or
EnumTwo are more reliable than predictions for Fist). In
order to achieve better results, the use of the temporal con-
text of each frame is proposed (see Sect. 6.3.1).
6 Dynamic hand gesture detection
SHPs can be combined with motion in order to obtain a
semantically richer dictionary of gestures, the DHGs. More-
over, this approach allows for a more robust detection of the
performed gesture, assuming that a user cannot change the
gesture frame-to-frame along a gesture execution.
Notice that in SHP detection more than a SVM can return
a positive output at each frame thus, more than a single SHP
might be detected per frame. Some temporal coherence eval-
uation of the SVM output would help to extract the right
sequence of SHPs and, consequently, the performed DHG.
Figure 7 illustrates this situation for a particular DHG. At
each time instant and hand position (the y coordinate corre-
sponds to the center of the ellipse as explained in Sect. 6.3.2),
the SHP detection can yield several results (SHP Ids). From
this information we have to identify the performed gesture,
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Fig. 7 Execution of DHG Fist
performed by training user 3
which corresponds to a hand performing SHP-Fist and mov-
ing slightly down and up (i.e. oscillating y) along 25 frames.
The detection of a DHG should then involve an evaluation
of its corresponding SHP along time and of the hand motion
pattern.
6.1 Dictionary of dynamic hand gestures
Most DHGs can be understood as a sequence of a single
SHP; we denote these as simple DHGs in which the hand
is placed statically or pseudo-statically in front of the cam-
era. Recognizing these gestures entails testing SHP coher-
ence inside the analysis window and hand stillness. In Fig. 8
Fig. 8 Examples of static DHGs: its recognition just relies on SHP
detection and hand stillness
we show some DHGs belonging to this category, which
includes all static gestures. Table 2 shows the dictionary of
these type of simple DHGs, which allow the user to inter-
act with complex applications in an easy and straight way
as explained in [4]. This dictionary could be easily config-
ured for remote controlling a TV menu, in the same line as
in [25].
One of the requirements of the targeted applications is
to allow users interaction with spreading out menus. In this
sense, and also considering the gesture definition studies
developed in [4], we propose two additional simple DHGs
which additionally involve hand motion: MenuOpen and
MenuClose (see Table 3). Figure 9 depicts the hand evolution
for realizations of these two DHGs. SHPs conforming these
Table 2 Simple static DHGs
DHG SHPs Id sequence Motion pattern
EnumerateOne 1 Partial or totally static
EnumerateTwo 2 Partial or totally static
EnumerateThree 3 Partial or totally static
EnumerateFour 4 Partial or totally static
EnumerateFive 5 Partial or totally static
Cancel 6 Partial or totally static
Fist 7 Partial or totally static
MenuRight 8 Partial or totally static
MenuLeft 9 Partial or totally static
Table 3 Simple DHGs with a specific motion pattern
DHG SHPs Id sequence Motion pattern
MenuOpen Any Move up
MenuClose Any Move down
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Fig. 9 Examples of simple DHGs involving motion, which requires
SHP detection and a estimation of the hand motion pattern
Table 4 Compound DHGs
DHG DHGs sequence Motion pattern
Catch EnumerateFive Any
Fist
Release Fist Any
EnumerateFive
Take Catch Any
Release
Click EnumerateOne Any
Fist
DHGs widely change along the execution. Consequently,
SHP coherence is not required to detect these gestures.
In response to the requirement of catching, grasping and
releasing items in an application, we have included the com-
pound DHGs Catch and Release, both defined as combina-
tions of simple DHGs: first the interface item is searched;
when located, it is caught and dragged to desired position;
finally, the item is released. This is modeled with a com-
bination of two DHGs (see Fig. 10): first the user moves
with EnumerateFive until the item to take is found; then the
user closes his/her hand over it executing DHG Fist. At this
point, the item is selected and the Catch is detected. The user
can make any displacement of the item and finally the sys-
tem detects Release when the user returns to EnumerateFive.
The whole process results in an intuitive and natural gesture.
An illustration of this DHG is shown in Fig. 10 (top) and
described in Table 4.
Following the same line, in response to the requirement
of selecting an item, DHG Click was introduced consisting
of two simple DHGs: EnumerateOne and Fist (see Fig. 10
bottom).
Compound DHGs are the most challenging to detect.
Users are allowed to perform any kind of motion and dis-
Fig. 10 Sampled evolution of SHPs for compound DHGs realizations
placement over the interaction area, obviously including
motion patterns like those associated to DHGs MenuOpen
and MenuClose. Furthermore, SHPs conforming these DHGs
are subjected to transitions between postures and are suitable
to be captured as shapes different to those modeled. These
situations are considered and controlled by the system as
explained in Sect. 6.3.
Even though the definition of the DHGs has been applica-
tion driven, it is important to remember that the interpretation
of those DHGs must rely on a higher semantic level of the
system, as clicks and movements of a mouse are translated
to actions by particular applications or operating systems.
6.2 Data collection
The same users mentioned in Sect. 5.2 also recorded five
executions of each of the DHGs described in Sect. 6.1 and,
as well, of the gestures proposed in [27]. The records of the
users no considered in training (i.e. users 4, 5, 6, 7, 8, 9, 10
and 11) were used for the final evaluation (see 7.2) while the
records of training users are used for motion pattern learning
(see Sect. 6.3.2). So, 40 videos per DHG, executed by users
not used in training, are available5.
6.3 Detecting the dynamic hand gestures
In contrast to the learning approach for SHPs (see Sect. 5.3),
no training is performed in the case of DHGs. The detection
is based on three fundamental information sources:
– the SHPs predictions detailed in Sect. 6.3.1.
– the observed motion behaviors in the DHG collection
data, defined in Sect. 6.3.2
5 http://www-vpu.ii.uam.es/~vision/paper/indexpaper.html.
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– the definition of the DHG themselves, with their asso-
ciated restrictions and transitions modeled by the FSM
described in Sect. 6.3.3.
Combining these sources of information we obtain a gesture
recognition at the output of the FSM.
6.3.1 SHP Detection in a temporal window
When a user performs a SHP, it is reasonable to expect
him/her to keep it for some frames. In order to take advantage
of this temporal redundancy, a first approach could consist
on just counting the incidences of each detected SHP within
a temporal window, and decide by majority vote on the per-
formed DHG. However, there are two main limitations in the
intra-frame SHP detection process (see Sect. 5.3) that can be
summarized as follows:
1. Discrimination capabilities of extracted low-level fea-
tures may not be enough to separate among the SHPs
of the dictionary, specially in compound DHGs, as men-
tioned in Sect. 6.1, and in transitions frames.
2. For every single SHP, the variety derived from different
users and scenarios prevents any data collection from
being representative enough to model it.
These two limitations might seriously affect SHPs detection.
However, SHPs have been selected to be as different as pos-
sible among them, and the obtained results (see Sect. 5.3.2)
demonstrate that the indicated limitations can be overcome.
Considering intra-frame statistics compiled in Table 1,
which indicate that there are SVMs more reliable than others,
the probability of having a negative output when introducing
a low level feature vector v j (describing a frame with SHP-j)
into a SVM trained with data describing SHP-i ( i = j) can
be computed as
pi(0/pred = 0) = tn
i
tni + fni (7)
and the probability of wrongly detecting it as positive:
pi(0/pred = 1) = fp
i
tpi + fpi (8)
The values of these probabilities, calculated for the train-
ing data set described in Sect. 5.2, are compiled in Table 5.
Notice that reliability of predictions for a SVM trained
with SHP-i patterns is better for low values of
pi (0/pred = 1) and for high values of pi (0/pred = 0).
In the light of the differences among SHPs probabilities, it
makes sense to treat predictions for each SHP differently.
Let us model the prediction for this SVM-i (SVM trained
with SHP-i patterns) for the frame n as a function named
Table 5 Probabilities of correctly detecting a negative or wrongly
detecting a positive
SHP/id pi(0/pred = 0) pi(0/pred = 1)
EnumOne/1 0.995 0.012
EnumTwo/2 1 0.015
EnumThree/3 0.999 0.040
EnumFour/4 0.993 0.019
EnumFive/5 0.997 0.002
Stop/6 0.994 0.007
Fist/7 0.997 0.047
OkLeft/8 0.995 0.010
OkRight/9 1 0.007
predi (n). The possible values for this function are ‘0’and
‘1’ (i.e. negatives and positives).
We begin considering a temporal window defined by
ΔTn0 ≡ {n : n − n0 < N } (9)
where n0 is the frame number in which the temporal window
begins and N its duration (in our system we experimentally
adopted N = 13)
The probability of occurrence of no positives for within
	Tn0, is:
pi	Tn0(# pos = 0) = pi	Tn0(#neg = |	Tn0|)
=
∏
∇n∈	Tn0/predi (n)=1
pi (0/pred = 1)

∏
∇n∈	Tn0/predi (n)=0
pi (0/pred = 0), (10)
The above expression corresponds to a product with two
differentiated groups of factors: first, the probabilities of
being wrong when having detected positives; second, the
probabilities of being right when having detected negatives.
The whole product, consequently, is the probability of having
all negatives within 	Tn0.
So, the probability of occurrence of, at least, one positive
stands:
pi	Tn0(# pos ≥ 1) = 1 − pi	Tn0(# pos = 0) (11)
In conclusion, starting from the binary predictions of SHP-
i in a temporal window, we are able to estimate the probability
of the incidence of, at least, one positive SHP-i. Computing
probabilities for each of the considered SHPs and compar-
ing them, we can estimate the one with higher probability of
having been performed within the temporal window.
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Fig. 11 Stability of the Y coordinate evolution for each of the characteristic points. Three types of DHGs, performed by training users, are
evaluated: MenuClose (1st row), Simple Static Gestures(2nd row) and MenuOpen (3rd row)
6.3.2 Motion pattern analysis
The trajectory described by the hand at each DHG execu-
tion is the main parameter to characterize the MenuOpen
and MenuClose DHGs. Furthermore, it can be used as a con-
trol parameter to improve the detection of the simple static
DHGs described in Table 2. In any case,we need to define a
process to extract hand’s trajectory and velocity and to define
boundaries among the different trajectories.
Complex processes to extract hand trajectory may result in
unfeasible analysis in a real time environment. Fortunately,
the evolution of the position of the characteristic points (see
Sect. 4) extracted for each DHG execution offers a rough
description of the hand trajectory.
Selection of point to track Figure 11 shows the evolution of
the Y component of three of these points (the Geodesic Cen-
ter of the hand, the Ellipse Center, and the Minimum Depth
Point) for different DHGs executions performed by the train-
ing users. Each row includes fifteen executions (three training
users, five repetitions each).
Although all the points describe correctly the Y motion
pattern, the Ellipse Center seems to be the most stable in terms
of transition softness, as can be observed in Fig. 11. We com-
puted the standard deviation of the first derivative for the Y
evolution of these three points at each DHG execution. Com-
puting the mean of these standard deviations for the training
users and for each of the three groups of DHGs indicated in
Fig. 11, we obtained the following values: 11.9816 (Geode-
sic Center), 10.0692 (Ellipse Center) and 11.6709 (minimum
depth point). In the light of these results, which supported the
observation, we selected the Ellipse Center as the most suit-
able point to characterize the Y evolution of the hand for the
considered DHGs. The same process could be performed to
extract coordinate X’s evolution and coordinate Z’s evolu-
tion.
Motion pattern classification Nevertheless, as DHGs have
been defined, coordinate Y’s evolution is enough to discrim-
inate between MenuUp and MenuClose and between these
and the simple static DHGs (Table 2). Furthermore, coordi-
nate Y’s evolution can also be used to separate non-stationary
parts at the beginning and end of the simple static gestures
executions (see second row of Fig. 11), parts modeled as a
time percentage, ρ, of the gesture length. In order to dis-
criminate motion patterns (see Sect. 6.1), we characterize a
point trajectory by its slope during a temporal window of
length W . Figure 12 shows six slope areas, associated to dif-
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Fig. 12 Y coordinate trajectory characterization
ferent motion patterns. The boundaries for this slope angle
are [0, Π/2) and (−Π/2, 0] radians, where 0 means staticity
and Π/2 and −Π/2 instantaneous hand movements, upwards
and downwards respectively. The β parameter establishes a
margin to categorize a trajectory as static , and the α defines
a margin for an upward trajectory and a downward one. The
area between the boundaries is tagged as unknown and is
destined to some of the unpredictable trajectories of the com-
pound DHGs and to the non-stationary parts of the simple
static gestures.
We have so far identified two couples of parameters which
have to be set: α and W , targeted to control the detection
of upward and downward motion; and β and ρ, targeted to
model the non-stationary parts of simple static DHGs. In
order to set those parameters we have followed different opti-
mization processes for each couple.
First, α and W have been set by optimizing the F score
measure in the detection of MenuOpen and MenuClose when
analyzing trajectories from every training DHG and user
(including compound DHGs). A grid search is performed
with grid parameters α and W uniformly distributed between
the intervals [0, Π/2] and [2, 13] and with parameter steps
Π/120 and 1 respectively. Results are included in Fig. 13 and
show the α and W combination that maximizes both DHGs
F score in detection: α = 1, 388 rad and W = 13 frames.
A similar optimization has been performed to set optimal
values for β and ρ. Our aim is to discriminate between sta-
tionary and non-stationary parts of a simple static gesture
execution. For this, we assume that there is a percentage of
transitory frames at the beginning and the end of each DHG
execution. A grid search is performed with grid parameters
β and ρ uniformly distributed between the intervals [0, Π/2]
and [5%, 20%] and with parameter steps Π/120 and 1%,
respectively. The resulting graph is included in Fig. 14 and
shows its maximum value for β = 0.739 rad and ρ = 8%.
Although the speed of gestures can vary from user to user,
the parameters chosen have proved to be adequate for the
compiled dataset, which contains a wide range of execution
Fig. 13 Grid search of parameters α and W to maximize F score in the detection of DHGs MenuOpen and MenuClose
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Fig. 14 Grid search of parameters β and ρ to maximize F score in the detection of the stationary part of simple static DHGs
speeds, as users were not asked to perform the motion-based
gestures with a certain rhythm.
6.3.3 Gesture recognition by means of a FSM
The decision on the performed SHP over a frame sequence
and the estimated motion pattern are the inputs to the FSM
developed for this system. The FSM establishes priorities
in the DHG detection and also avoids forbidden transitions
(whichever different from the ones described in Sect. 6.1).
As opposed to the FSM used by [12], where it constitutes
the main strategy to recognize hand gestures, the proposed
FSM works as a supervisor module; its specific functions are:
• To control that just one DHG is declared at each gesture
execution.
• To apply restrictions according to the estimated motion
pattern (Sect. 6.3.2).
• To model transitions in the execution of compound
DHGs.
• To discard unconsidered DHGs.
It is important to notice that except for compound DHGs,
just one DHG is returned by the system, immediately after
detection and at each gesture execution. No gesture might be
detected when the system is deactivated, i.e., when the hand
is out of the interaction area. The FSM fulfills this restric-
tion by remaining in a deactivation state. FSM deactivation,
which can occur at any time, forces the system to decide
on a DHG. If the system is unable to detect one, it returns
Unknown.
The detection of the compound DHGs Take and Click is
also a task of the FSM (see Fig. 15), which in this case needs
to keep track of previously detected DHGs. It is important to
remember that the estimated motion of these gestures does
not need to fit any specific pattern.
Let us define a conforming DHG as a DHG that has mean-
ing by itself but it is also part of a compound DHG. For
Fig. 15 FSM transitions and conforming DHGs in the execution of
DHGs Take and Click
instance, DHGs EnumerateFive and EnumerateFour are ges-
tures (see Sect. 6.1) and also conforming DHGs of DHG
Take. The same applies to EnumerateOne, to Fist and to Can-
cel, which are considered as conforming DHGs just if any
of the other conforming DHGs has been detected before. If
any of the aforementioned conforming DHGs is detected, the
system delays its declaration waiting for a subsequent detec-
tion of a compatible conforming DHG. If this occurs, then
the FSM advances in the state and either finally declares the
compound DHG or starts waiting for the next conforming
DHG. Otherwise, the system returns the initial conforming
DHG when one of these situations occurs:
i) A deactivation takes place.
ii) The last detected conforming DHG is repeatedly
detected: we have set a time-out counter in order not to
force the user to deactivate the system to recognize iso-
lated conforming DHGs. We have experimentally set
this counter to a time equivalent to three non-overlap-
ping temporal windows (T O = 3N ), which resulted
to be an adequate time for the users asked to perform
the evaluation.
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Regarding to the estimation of the hand trajectory, if it
is categorized as Unknown Trajectory, no gesture will be
declared; this aims to avoid wrong detections caused by
unconsidered hand movements where SHP may be not mod-
eled. Exceptions to this rule are compound DHGs in which
any motion pattern is valid (see Table 4). If the trajectory is
tagged as Static, the system could return any of the DHGs
compiled in Table 2 but also any of the compound DHGs.
If the angle that describes the trajectory is over α (Upward)
or under −α (Downward) the DHGs MenuOpen and Menu-
Close are declared, independently of the SHP sequence, if
and only if none of the conforming DHGs have been previ-
ously detected (see Sect. 6.3.2). Finally, the FSM configura-
tion forces the system to return Unknown when user executes
forbidden actions as trying to execute a new gesture without
deactivating the system.
6.3.4 FSM additional concerns
FSM transitions for taking and clicking (see Fig. 15) are spe-
cially problematic since the executions of DHGs Take and
Click occur indistinctly in all the screen area. This produces
the loose of the thumb for several cases, producing by exam-
ple the detection of SHP EnumFour instead of EnumFive
(this is due to the fact that the fingers are expected to point
up to be correctly detected, see Sect. 4.3.2) and Stop instead
of Fist (the segmentation process described in Sect. 4.1 does
not completely eliminate the forearm when execution takes
place near the corners of the display, making these two SHPs
more similar). This is the reason for equating the associated
DHGs to the mentioned SHPs: EnumerateFour (as Enumer-
ateFive) and Cancel (as Fist).
7 Results
In this section, we present evaluation results for SHP detec-
tion as well as DHG evaluation. Notice that the used data
set is not the same one as the ones used in the papers with
which we perform the comparisons, new training and eval-
uation video collections6 were recorded analogously to the
ones described in Sects. 5.2 and 6.2.
7.1 Descriptor performance over SHPs collection
Some tests have been run to evaluate the performance of the
proposed descriptor over different collections of SHPs. A
comparative with Hu Moments descriptor [13] is compiled
as well. The evaluation scheme followed is the one described
in [16]: Leave-One-Out for a user independent cross-valida-
tion and Nearest Neighbour as classifier.
6 http://www-vpu.ii.uam.es/~vision/paper/indexpaper.html.
In Table 6 we can find the confusion matrix for gestures
presented in [16], obtaining an accuracy rate of 0.846. It is
important to point out the differences between the system
proposed in [16] and ours:
– the data set proposed in our work consists on records of
200 consecutive frames per user and gesture, rather than
one frame per user and gesture. This implies more vari-
ability within captures of the same gestures.
– The segmentation technique presented in [16] assumes
that the forearm is at the same depth as the hand, hav-
ing this a fixed length. Our system bases its segmentation
in depth information, assuming the hand is nearer to the
camera than the forearm. This characteristic explains the
misclassifications for gestures A, G, J and L. Non con-
sidering these missclassifications the obtained accuracy
rate would be 0.949, comparable to the result obtained in
the original work, 0.946.
The same evaluation has also been performed over the dic-
tionary of gestures described in [27], obtaining the confusion
matrix presented in Table 7, with an accuracy rate of 0.913,
comparable to the one reported in the original work, 0.924.
Using Hu Moments descriptor, the obtained accuracy
results for these SHP collections are 0.602 for [16] and 0.856
for [27], which, in comparison with the results obtained with
the proposed descriptor (see Tables 6 and 7), 0.846 and 0.913,
implies an important improvement in terms of hand gesture
detection.
7.2 DHG detection evaluation
The evaluation results for the DHG data collection described
in Sect. 6.2 are compiled in the confusion matrix of Table 8
where identifiers of the DHGs are listed in rows while final
predictions of the system are included in columns (column
labeled as “U” correspond to Unknown). From the confusion
matrix we can calculate the achieved accuracy rate, 0.900, an
encouraging value taking into account the number of DHGs
separated, 13, the number of evaluation executions com-
piled, 40 per gesture, and the quality of separations described
in some similar works. Considering only static gestures we
obtain an accuracy of 0.939.
From the results compiled in Table 8 there are several
aspects subject to improvement:
1. Some executions of EnumerateThree are wrongly clas-
sified as EnumerateTwo. This is because sometimes the
thumb is not detected as a prominence since the system
expects fingers to point up as explained in Sect. 4.3.2.
2. Sometimes the Static motion pattern is not detected
for DHGs for which it is mandatory. This reverts
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Table 6 User independent
confusion matrix using nearest
neighbour classification for
SHPs proposed in [16]
SHP SHP predictions
A B C D E F G H I J K L
A 1,794 0 0 0 97 0 70 0 2 236 0 1
B 0 2,183 1 16 0 0 0 0 0 0 0 0
C 0 10 2,130 0 0 50 0 0 10 0 0 0
D 0 30 0 2,164 0 0 0 6 0 0 0 0
E 12 0 0 0 2,187 0 0 0 0 0 0 1
F 0 0 6 0 0 2,142 0 0 0 0 0 52
G 157 0 0 0 0 0 1,184 0 0 504 0 355
H 0 0 0 10 0 0 0 1,803 4 0 373 10
I 15 24 1 0 0 0 0 14 2,142 1 3 0
J 458 0 0 0 0 0 413 0 5 1,302 0 22
K 0 0 0 0 0 0 0 369 8 1 1,741 81
L 0 0 0 0 0 28 423 10 4 81 93 1,561
Table 7 User independent confusion matrix using nearest neighbour
classification for the SHPs proposed in [27]
SHP SHP predictions
1 2 3 4 5
Translation (1) 2,058 106 1 27 8
Cursor (2) 150 2,031 9 7 3
Click (3) 0 0 2,200 0 0
Rotation (4) 135 151 0 1,760 154
Reset (5) 8 5 5 190 1,992
in some misclassifications: EnumerateFour detected as
Unknown.
3. The detection of non considered DHGs in some DHG
Take executions (see Sect. 6.3.3) produces various
Unknown detections.
A strict comparison with the State Of Art systems is dif-
ficult, because each system uses a different set of gestures,
and a different database to compute the results, with differ-
ent number of users and executions per gesture. However, for
the sake of completeness, we compile in Table 9 the results
achieved in the literature for some user independent systems.
In [30], the obtained accuracy rate for 30 static gestures is
0.906. In [33], separating 30 different gestures they obtain
an accuracy of 0.891 using 90 repetitions for training and 30
for test. [14] manages to get an accuracy of 0.918 separat-
ing 10 static hand postures without facing the segmentation
problem (i.e. using a color glove or a fixed and static back-
ground). In [22], assuming a scenery similar to ours (referred
as ‘Session B’ in that paper), and separating 9 static gestures,
the best obtained result is 0.872. In [16] 12 gestures are sep-
arated, evaluated with 34 executions per gesture, achieving
an accuracy rate of 0.946; but it is important to point out that
none of the considered gestures are compound or present a
specific motion pattern.
A comparison with non user independent system has
also been performed. Using our whole set of gestures in
non user independent context, we have trained the sys-
tems with the SHPs records of all users and evaluated
with the DHGs executions for all the users, as well.
The obtained accuracy for the proposed gestures raises
from the 0.900 obtained in Table 8 to 0.933. In order
to compare our system with the state of the art, we
have also evaluated our system in a non user indepen-
dent context using the gestures proposed in [27]. The
resulting confusion matrix can be found in Table 10. The
overall accuracy is 0.971, slightly better than the one reported
in [27] for the best set-up: 0.943, obtained in a non user
independent approach. A compilation of the results obtained
for different non user independent systems is provided in
Table 11.
7.3 Computational cost
The computational cost of the different stages of the system
has been measured, resulting in the execution times com-
piled in Table 12, which have been measured on an Intel(R)
Core(TM)2 Duo CPU E7500 @ 2.93Ghz with 2.98GB RAM.
Notice that these processing times allow the system to work
up to 33.9 fps, enabling real-time HCI.
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Table 8 User independent
confusion matrix for proposed
DHGs
DHG DHG predictions
U 1 2 3 4 5 6 7 8 9 10 11 12 13
EnumerateOne (1) 1 39 0 0 0 0 0 0 0 0 0 0 0 0
EnumerateTwo (2) 0 0 35 0 0 0 0 0 1 4 0 0 0 0
EnumerateThree (3) 0 0 4 31 0 3 0 0 0 2 0 0 0 0
EnumerateFour (4) 5 0 0 0 31 2 0 0 1 0 0 0 1 0
EnumerateFive (5) 0 0 0 0 1 37 0 0 0 0 0 0 2 0
Cancel (6) 0 0 0 0 0 0 35 4 0 0 0 1 0 0
Fist (7) 0 0 0 0 0 0 1 38 1 0 0 0 0 0
MenuOpen (8) 0 0 0 0 0 0 0 0 40 0 0 0 0 0
MenuClose (9) 0 0 0 0 0 0 2 1 0 35 1 0 0 1
MenuLeft (10) 0 0 0 0 0 0 0 0 1 0 39 0 0 0
MenuRight (11) 0 0 0 0 0 0 0 0 0 0 0 40 0 0
Take (12) 7 0 0 0 0 0 0 1 0 0 0 0 32 0
Click (13) 0 1 0 0 0 0 0 2 0 0 1 0 0 36
Table 9 User independent gesture detection works comparison
System→ Our Our (static) [30] [33] [14] [22] [16]
Accuracy 0.900 0.939 0.906 0.891 0.918 0.872 0.946
# gestures 13 7 30 30 10 9 12
Table 10 Non User Independent Confusion Matrix for DHGs proposed
in [27]
DHG DHG predictions
U 1 2 3 4 5
Translation (1) 0 49 1 0 5 0
Cursor (2) 0 0 53 1 0 1
Click (3) 0 0 0 55 0 0
Rotation (4) 0 0 0 0 55 0
Reset (5) 0 0 0 0 0 55
8 Conclusions
A non-intrusive system for the detection of hand gestures
based on a TOF camera has been presented in this paper.
It is able to work in realtime as it has been measured (see
Sect. 7.3). Gesture classification is based on the new features
that have been proposed, which are based on extraction of
crucial points of the silhouette using the geodesic distance to
the center of the segmented hand. These features have proven
to be more robust than features based on moments of the
contour. In particular, they have been compared with the Hu
moments, obtaining a significant increase in the recognition
Table 11 Non User independent gesture detection works comparison
System→ Our Our [27] [15]
Accuracy 0.933 0.971 0.943 0.941
Dataset Our [27] [27] [15]
Table 12 Computational Cost (msec) per frame
Segmentation Desc. (Prop. | Hu) Classification
msec 16.114 4.311 0.018 9.054
rate using two different data sets (see Sect. 7.1).Three differ-
ent types of hand gestures are considered: simple, compound
and based on motion pattern. The system has been evalu-
ated with a significant number of users, obtaining user inde-
pendent results that improve the ones reported in the State
Of Art for simple gestures. Our system shows remarkable
performance even when comparing to non user independent
systems. A significant data set, as well as a demonstration
video, have been recorded and made available for academic
purposes. In terms of usability, the system properly works in
real-time with a low response time, allowing the interaction
with application interfaces.
In the light of the results described in Sect. 7.2 we con-
sider three main future work lines: the improvement of the
hand segmentation,which would also be useful for solving
the forearm elimination in the outermost areas of the screen;
the improvement of the hand descriptor, to avoid the need
of having fingers pointing up to obtain a proper description;
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and the integration of a HMM-based solution for making the
system more robust to noisy SHPs detections.
The current work is mainly devoted to improve the robust-
ness of the system targeting a pre-commercial application in
the next future, which not only relies on accuracy figures but
mainly on the improvement of the user experience. In this
sense, the adopted approach intends to be easily adaptable to
user preferences, scalable and able to easily cope with new
gestures.
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