Tamura H, Mori Y, Kaneko H. Organization of local horizontal functional interactions between neurons in the inferior temporal cortex of macaque monkeys.
-Detailed knowledge of neuronal circuitry is necessary for understanding the mechanisms underlying information processing in the brain. We investigated the organization of horizontal functional interactions in the inferior temporal cortex of macaque monkeys, which plays important roles in visual object recognition. Neuronal activity was recorded from the inferior temporal cortex using an array of eight tetrodes, with spatial separation between paired neurons up to 1.4 mm. We evaluated functional interactions on a time scale of milliseconds using cross-correlation analysis of neuronal activity of the paired neurons. Visual response properties of neurons were evaluated using responses to a set of 100 visual stimuli. Adjacent neuron pairs tended to show strong functional interactions compared with more distant neuron pairs, and neurons with similar stimulus preferences tended to show stronger functional interactions than neurons with different stimulus preferences. Thus horizontal functional interactions in the inferior temporal cortex appear to be organized according to both cortical distances and similarity in stimulus preference between neurons. Furthermore, the relationship between strength of functional interactions and similarity in stimulus preference observed in distant neuron pairs was more prominent than in adjacent pairs. The results suggest that functional circuitry is specifically organized, depending on the horizontal distances between neurons. Such specificity endows each circuit with unique functions. object recognition; monkey; tetrode; visual cortex DETAILED KNOWLEDGE OF CORTICAL circuitry is necessary for understanding information-processing mechanisms in the brain. Analyses of the morphological properties of individual neurons, such as the spatial extent of dendrites and axons, provide a wealth of information about the organization of neural networks (Braitenberg and Schüz 1998) . For example, pyramidal neurons in the cerebral cortex have basal dendrites that extend across a 0.4-mm-wide region (Elston 2002) . Consequently, adjacent cortical neurons that are separated by less than 0.4 mm exhibit overlapping dendritic fields and are likely to share inputs. Indeed, in the primary visual cortex (V1), adjacent neurons are functionally connected more often than spatially separated neurons (Das and Gilbert 1999; Hata et al. 1991; Krüger and Aiple 1988; Michalski et al. 1983; Smith and Kohn 2008; Ts'o et al. 1986; Ts'o and Gilbert 1988) . Functional properties such as stimulus preference of individual neurons are also related to neuronal connectivity. For example, neurons in V1 that exhibit similar stimulus preferences to each other tend to be functionally connected (Bosking et al. 1997; Das and Gilbert 1999; Ko et al. 2011; Malach et al. 1993; Smith and Kohn 2008; Tamura et al. 1996; Ts'o et al. 1986; Ts'o and Gilbert 1988) .
Although many studies have examined the organization of neuronal circuitry in V1, knowledge regarding extrastriate cortices remains limited. The inferior temporal (IT) cortex is an extrastriate visual cortical area, which plays important roles in visual object recognition (Gross 1993; Tanaka 1993) . Pyramidal neurons in IT cortex have larger basal dendritic fields and more widely distributed horizontal axons than those in V1 do (Elston 2002; Tanigawa et al. 2005) . Additionally, while sharing of stimulus preferences in adjacent neurons is prominent in V1 (Hubel and Wiesel 1968) , it is much weaker in IT (Sato et al. 2009; Tamura et al. 2005) . Thus IT cortex and V1 differ in terms of the morphological properties of individual neurons, as well as in the organization of functional modules. These differences indicate that the organization of IT neuronal circuitry may differ from that of V1.
Functional interactions between neurons have been assessed by their spike-to-spike correlations on a millisecond scale (Gochin et al. 1991; Perkel et al. 1967; Tamura et al. 2004 ). Here, we investigated functional interactions between adjacent and horizontally separated (up to 1.4 mm) IT neurons using cross-correlation analysis of neuronal activity of the paired neurons. We found that the incidence and strength of functional interactions between neurons depended on the distance and similarity in stimulus preference between them, and that the dependency on similarity was more prominent for horizontally separated neuron pairs than for adjacent ones.
MATERIALS AND METHODS
Neuronal responses were recorded in IT cortex from three hemispheres of two male monkeys (Macaca fuscata and Macaca fascicularis; body weight, 6.0 kg and 2.9 kg, respectively; Fig. 1A ). General experimental procedures were similar to those described previously (Kotake et al. 2009; Tamura et al. 2004) . All experiments were performed in accordance with the guidelines of the National Institutes of Health (1996) and the Japan Neuroscience Society and were approved by the Osaka University Animal Experiment Committee.
Initial preparatory surgery. Monkeys were initially prepared for recordings during an aseptic surgery that implanted a head restraint and covered the lateral part of the skull over the recording region with acrylic resin. Surgery began with an injection of atropine sulfate (Tanabe-Mitsubishi, Osaka, Japan; 0.1 mg/kg) and ketamine hydrochloride (Ketalar, Daiichi-Sankyo, Tokyo, Japan; 12 mg/kg). An electrocardiogram, blood pressure, end-tidal CO 2 , and arterial oxygen saturation were continuously monitored with a patient monitor (Colin BP-608 Evolution, Veterinary version, Omron-Colin, Tokyo, Japan) throughout the surgery, and the heart rate was continuously audiomonitored. Body temperature was maintained at 37-38°C. A vasotropic drug (Adona, Tanabe-Mitsubishi, Osaka, Japan; 1.0 mg/kg im) and an anti-plasmin agent (Transamine, Daiichi-Sankyo, Tokyo, Japan; 17 mg/kg im) were given to minimize bleeding during the surgery. We inserted an intravenous tube into a vein and infused 5% glucose-saline at a speed of 10 ml/h to maintain fluid and electrolyte balance. The surgery was performed under full anesthesia by inhalation of 1-3% isoflurane (Forane, Abbott Japan, Tokyo, Japan) in nitrous oxide (70% N 2 O, 30% O 2 ) through an intratracheal cannula. Spontaneous changes in heart rate, cardiac responses, and body movements were carefully monitored. After topical application of a local anesthetic (2% lidocaine; AstraZeneca, Osaka, Japan), a head restraint was attached with acrylic resin (ADFA, Shofu, Kyoto, Japan) onto the top of the skull. The lateral surface of one side of the skull over IT cortex was then exposed and covered with resin for recordings. In one monkey, the lateral surface on the other side of the skull was also exposed and covered with resin in a separate, additional surgery. An antibiotic (Pentcilin, Toyama Chemical, Tokyo, Japan; 40 mg/kg im) and an anti-inflammatory and analgesic agent (Voltaren, Novartis, Tokyo, Japan; or Ketoprofen, Nissin Pharmaceutical, Yamagata, Japan) were given immediately after the surgery and continued during the first postoperative week.
After 1-2 wk of recovery, the eyes were examined to select appropriate contact lenses that allowed images to be focused on the retina at a distance of 57 cm from the cornea. Photographs of the retinal fundus were taken to determine the position of the fovea.
Preparation of animals for neural recording. Monkeys were sedated using intramuscular injections of atropine sulfate (0.1 mg/kg) and ketamine hydrochloride (12 mg/kg). During surgery, monkeys were anesthetized via inhalation of 1-3% isoflurane in nitrous oxide (70% N 2 O, 30% O 2 ) through an intratracheal cannula. Animals were held in place with the head restraint that had been secured to the skull during the initial surgery. Animals were then infused with the opioid fentanyl citrate (Fentanest, Daiichi-Sankyo, Tokyo, Japan; 0.035 mg·kg Ϫ1 ·h Ϫ1 ) in lactated Ringer solution containing 5% glucose (Solulact-D, Terumo, Tokyo, Japan), atropine sulfate (0.01 mg· kg Ϫ1 ·h Ϫ1 ), the antibiotic piperacillin sodium (0.04 mg·kg Ϫ1 ·h Ϫ1 ), and riboflavin (Bisulase, Toa Eiyo, Tokyo, Japan; 0.8 mg·kg Ϫ1 ·h Ϫ1 ) through an intravenous tube. The infusion flow rate was 5-10 ml/h. Blood pressure, heart rate, arterial oxygen saturation, and end-tidal CO 2 were monitored throughout the experiment. Body temperature was maintained at 37-38°C. We drilled a small hole (ϳ5 mm) in the lateral surface of the resin-covered skull over IT cortex and made a small slit (2 mm) in the dura for electrode insertion.
Monkeys' pupils were then dilated, and the lenses were relaxed using 0.5% tropicamide/0.5% phenylephrine hydrochloride (Mydrin-P, Santen, Osaka, Japan). The corneas were covered with contact lenses of appropriate refractive power and curvature with an artificial pupil (diameter, 3 mm) to focus the eyes on a cathode-ray tube monitor placed at a distance of 57 cm.
Neural recordings. Multiple single-unit recordings were made from IT cortex using an eight-shaft electrode ( Fig. 1B ; A8X1 tetrode-2 mm 200 -312, NeuroNexus). Each shaft had four recording probes at the tip forming a tetrode. The distance between adjacent recording probes was 25 m, and the distance between the centers of adjacent shafts was 0.2 mm. Thus electrodes could record neurons in a 1.4-mm-wide region. For simplicity, we defined the distance between neurons sampled from the same shaft as 0 mm and the distance between neurons from different shafts as the distance between the shafts. We carefully adjusted the shaft tips to parallel the cortical surface and slowly inserted the shafts into the cortex through the slit in the dura. Once we obtained neuronal activity from all shafts, we ended the insertion and started the recording. Consequently, we supposed that neurons were recorded from layers 2 and 3 of IT cortex. Recorded potentials were amplified 10,000 times, band-pass filtered (500 to 3,000 Hz), digitized at 50-s resolution, and stored on a computer for offline analyses. An example of signals recorded from a set of four recording probes on a tetrode is shown in Fig. 1C . For each penetration, the distance from the ear canal to the site of electrode penetration was measured. During the recording sessions, pancuronium bromide (Mioblock, Organon Japan, Osaka, Japan; 0.05 mg·kg Ϫ1 ·h Ϫ1 ) was added to the infusion solution to prevent eye movements.
After recording, the hole used for electrode insertion was refilled with resin. The infusion solution was switched to lactated Ringer solution containing only atropine sulfate. Spontaneous respiration recovered to normal levels within 1 h after terminating infusion of the muscle relaxant. Recovery was aided by an intramuscular injection of neostigmine methylsulfate (Vagostigmin, Shionogi, Osaka, Japan; 0.1 mg/kg). We rinsed the eyes with saline and administered drops of antibiotic (Tarivid Ophthalmic Solution, Santen, Osaka, Japan) and vitamin B 2 (Flavitan Eye Drops, Toa Eiyo, Tokyo, Japan). After analgesics and antibiotics were provided, the monkeys were returned to their home cages. Each recording session lasted up to 7 h, and the next recording session was performed after at least 1 wk of recovery.
After all recording sessions were completed, monkeys were killed using an overdose of pentobarbital sodium (100 mg/kg) and transcardially perfused with 4% paraformaldehyde. Recording sites were reconstructed with the aid of two to four metal pins that were inserted around the recording sites at known distances from the ear canal. We performed one electrode penetration for each of seven experiments: 2 in one monkey and 5 in the other, recording from 59 and 148 neurons, respectively. The recording sites were between 7.2 and 15.8 mm anterior and between 0.5 and 11.1 mm dorsal to the ear canal. These locations correspond to IT cortex, located between the superior temporal sulcus and anterior middle temporal sulcus, and anterior to the posterior middle temporal sulcus (Fig. 1A) . The sizes of the neuronal receptive fields, which were examined when time permitted, were larger than 10°. Thus most of the electrode penetrations were located in cytoarchitectonic area TE of IT cortex (Boussaoud et al. 1991; Tamura and Tanaka 2001; Tanaka et al. 1991) .
Spike isolation and classification. Using an automated offline method, we isolated and classified action potentials (spikes) from signals recorded from the tetrodes (Kaneko et al. 1999 (Kaneko et al. , 2007 Kotake et al. 2009; Tamura et al. 2004) . Recorded signals were crosscorrelated with a 1-V template spike (measured from baseline to the initial negative nadir), and spikes were detected if the correlation coefficient was greater than 0.7. The covariance value between the template spike and detected spikes was then calculated for each of the four recording probes. The four covariance values were vectorized and analyzed by hierarchical clustering using a multidimensional statistical test (Lance and Williams 1967) . Using this method, a cluster of covariance values in four-dimensional space corresponds to spikes from a single neuron, with different neurons yielding different clusters (see Fig. 1E , inset), and each spike being classified uniquely to a single cluster. The following procedures were taken to minimize possible errors in single-unit isolation (Kaneko et al. 1999) . Errors due to partially overlapping spikes were minimized by successively subtracting preceding spikes from the raw signal, thus recovering the shape of subsequent spikes. Clustering errors due to bursts of progressively smaller spikes were avoided by detecting such bursts, and then using only the first spike in each burst for clustering. After assigning the first spike to a particular neuron, the remaining spikes in the burst were assigned to the same neuron. After spike sorting, we carefully checked for over-classification (dividing a cluster from single neuron into multiple clusters) and under-classification (merging clusters from multiple neurons into a single cluster) errors based on cross-correlogram (CCG) and autocorrelogram features (Harris et al. 2000) , and automatically excluded these erroneous clusters (see below for construction and evaluation of CCGs). If a neuron had been recorded simultaneously from two adjacent shafts, the peak magnitude of the CCG would be close to one (i.e., an autocorrelation). Given that the largest CCG peak magnitude we observed for neurons recorded from adjacent shafts was only 0.026, the likelihood that we simultaneously recorded a neuron from adjacent shafts is extremely low.
To quantify the quality of recorded spikes, we calculated signalto-noise ratios (SNR; dB) using the following formula:
where amplitude is the voltage difference between the negative and positive peaks of an averaged spike waveform, and SD is the standard deviation of recorded signals. If amplitude of a spike is 10 times the SD, SNR is 20 dB. The median SNR for isolated neurons was 22.7 dB (19.2-25.5 dB for the 25-75th percentiles, 15.2 dB for the minimum, n ϭ 207; Fig. 1D ). Thus isolated neurons did not include spikes with low SNRs that would have likely resulted in clustering errors (Joshua et al. 2007 ).
To quantify cluster isolation, we calculated the Mahalanobis distance (D 2 ) between isolated spike clusters (i and j) using the following formula:
where i and j are the mean vectors of the spike covariance-value distribution for the ith and jth cluster, respectively. ⌺ is the mean covariance-matrix of the ith (⌺ i ) and jth (⌺ j ) clusters, weighted with their spike counts. Superscript T and Ϫ1 indicate the transpose of the vector and the inverse of the matrix, respectively. Because misclassifying spikes between two clusters affects the estimate of the noisecorrelation measures between neurons derived from the two clusters (Ecker et al. 2010 ), we analyzed cluster pairs with D 2 greater than 10.82. The threshold value of 10.82 corresponds to a 5% misclassification rate between two clusters when assuming a Gaussian distribution and an equal number of spikes per cluster. For the pairs in Fig.  2 , D 2 was 104.8 ( Fig. 1E, inset) . For the large majority of cluster pairs (90%), D 2 was greater than 21.6, corresponding to a less than 1% misclassification rate (Fig. 1E) .
Visual stimuli. The stimulus set consisted of 100 visual images ( Fig. 1F ): monkey faces (n ϭ 13), human faces (n ϭ 9), other animal faces (n ϭ 3), a hand (n ϭ 1), other four-limbed animal bodies (n ϭ 3), human bodies (n ϭ 9), inanimate objects (n ϭ 3), plants (n ϭ 5), foods (n ϭ 3), two-dimensional geometric shapes (n ϭ 37; circles, squares, triangles, bars, and stars), textured patterns (n ϭ 13; gradation patterns and gratings), and a blank image that was the same color (gray) as the background. Twenty-five images were in color. The luminance values of the black and white areas were 0.7 cd/m 2 and 99.2 cd/m 2 , respectively. Most images were about 4°in visual angle.
Each visual stimulus was monocularly presented against a homogeneous gray background (15.7 cd/m 2 ) to the eye contralateral to the recording hemisphere for 0.5 s. Stimuli were always located at the fovea because receptive fields of IT neurons always include the fovea and respond well to the stimuli located there (Gross et al. 1972) . The same homogeneous gray field was presented during the 0.5-s intervals between stimulus presentations. Thirty blocks were repeated during each recording session with the stimuli order of each block pseudorandomized such that each stimulus was presented once.
Data analysis. Functional interaction (the spike-to-spike correlation on a millisecond time scale) between pairs of neurons has been estimated using cross-correlation analysis (Gochin et al. 1991; Perkel et al. 1967; Tamura et al. 2004 ). CCGs were calculated by relating spike trains of two paired neurons with a temporal resolution of 1 ms (see Tamura et al. 2004 ). To construct a raw CCG, we used all spikes from paired neurons collected during the entire recording duration, including both visual stimulation and interstimulus periods. The spike count in each bin was normalized with respect to the geometric mean of the spike counts from each pair of neurons collected during the entire recording duration. Because visual stimulation activated two neurons almost simultaneously, a raw CCG reflects both the correlation due to the stimulus-locked activation (stimulus coordination) and that due to functional connections between the two neurons (neural correlation). To separate these contributions, we calculated a shiftpredicted CCG, which was obtained by shifting the timing of spike trains between the two neurons by one trial (Perkel et al. 1967; Toyama et al. 1981) . We divided a recording session into trials beginning with the 0.5-s stimulus-presentation period and ending after the 0.5-s interstimulus interval. A shift-predicted CCG was calculated by associating spikes of a trial from one neuron with those of the next trial with the same stimulus from the other neuron in the pair (Ghose et al. 1994; Tamura et al. 2004) . Spikes from the last trial of one neuron were associated with those of the first trial with the same stimulus from the other neuron. A peak that was produced by stimulus coordination appears both in the raw CCG and in the shift-predicted CCG, whereas a peak derived from neural interaction alone appears only in the raw CCG. Hence, we can distinguish the two peaks and isolate the neural correlational component by statistically comparing Fig. 1F . Firing rates (spikes/s) are plotted for a 1-s period with a 20-ms bin width. Vertical dotted lines within each PSTH indicate stimulus onset and offset. Each stimulus was presented for 0.5 s. Stars in the PSTHs indicate significant differences between the firing rates during visual stimulation and spontaneous firing rates (P Ͻ 0.01, Wilcoxon signed-rank test). C and D: plots of signal (C) and noise (D) correlation between the neurons. Each point in C corresponds to trial-averaged responses (spikes/s) to a stimulus, and each point in D corresponds to normalized visual responses (z-score) in a single trial. The signal-correlation value and the noise-correlation value are shown in the plots. E: cross-correlogram (CCG) for the two neurons that includes a center peak. In the CCG, spike counts normalized with the geometric mean of the total spike counts for cells 1 and 2 are plotted. The raw CCG (thick line) and shift-predicted CCG (thin line) are shown. The CCG covering Ϯ0.25 s with 1-ms resolution depicts normalized spike counts that occurred in cell 2 before (left side of CCG, cell 2 ¡ cell 1) and after (right side of CCG, cell 1 ¡ cell 2) spikes generated in cell 1 (reference). Number of spikes: 3,352 for cell 1 and 9,299 for cell 2.
spike counts in each 1-ms bin of a raw CCG and those of the corresponding shift-predicted CCG (P Ͻ 0.0001, binomial test). The comparison was performed within a time window of Ϯ10.5 ms to detect significant peaks at or around the 0-ms bin. Because our spike classification method cannot separate spikes that occur within 0.2 ms, spike counts at the 0-ms bin (Ϯ0.5 ms) of raw CCG for neuron pairs from a single tetrode were typically underestimated.
The magnitude of a visually evoked response of a neuron to a given stimulus was computed as the average spike-firing rate across 30 trials during a 0.5-s window from the visual stimulation period. The start of the window was shifted to 80 ms after the onset of stimulus presentation to compensate for response latency. The responsiveness of each neuron was evaluated by comparing the firing rates elicited by the 100 stimuli (P Ͻ 0.01, Kruskal-Wallis test). The statistical significance of a response was determined by comparing the firing rates during visual stimulation with firing rates during the 0.2-s period immediately preceding stimulus (baseline spontaneous firing rate) (P Ͻ 0.01, Wilcoxon signed-rank test).
The stimulus preference of a neuron was evaluated by examining response magnitudes (signals) to the 100 stimuli. The similarity in stimulus preference between two neurons in a pair was assessed using Pearson's correlation coefficient between the two sets of signals (signal correlation). Similarities in trial-to-trial response fluctuations (noise) were assessed using Pearson's correlation coefficient between the two sets of normalized single-trial responses (noise correlation). Normalized responses were calculated for each stimulus by subtracting the trial-averaged response (signal) from single-trial responses, then dividing the result by the standard deviation across trials (Zohary et al. 1994) .
RESULTS
We recorded 207 IT neurons. Among them, 197 were visually responsive (P Ͻ 0.01, Kruskal-Wallis test). From these visually responsive neurons, we constructed 4,191 pairs and analyzed functional interactions between neurons of each pair.
Functional interactions between IT neurons. In some ITneuron pairs recorded from a single tetrode, we observed a clear peak located at, or around, the center (the 0-ms bin) of the CCG. An example CCG of an adjacent neuron pair (distance, 0 mm) recorded from a single shaft is shown in Fig. 2 . The spike-amplitude patterns across the four tetrode probes were different between the two neurons ( Fig. 2A, see Fig. 1E, inset) . Both of the neurons in the pair were maximally activated by an image of a mannequin face ( Fig. 2B; stimulus number, 14) , and signal correlation was high (0.65, P Ͻ 0.001, test for independence based on the t-statistics; Fig. 2C ). The signal correlation was significant even after removing the one extreme data point representing responses to the most effective stimulus (r ϭ 0.29, P ϭ 0.004). Noise correlation was 0.23 (P Ͻ 0.001, test for independence; Fig. 2D ). We also calculated noise correlation with log-transformed firing rates and obtained a similar value (r ϭ 0.22, P Ͻ 0.001). Raw CCGs calculated for the spike trains of these neurons showed a sharp significant peak (P Ͻ 0.0001, binomial test; Fig. 2E , thick line), whereas the shiftpredicted CCG was almost flat (thin line). The peak-CCG magnitude was 0.021 (Fig. 2E) . Unlike the pair in Fig. 2 , another adjacent pair had independent signal correlation (0.10, P ϭ 0.31; Fig. 3A ) and significant but low noise correlation (0.25, P Ͻ 0.001; Fig. 3B ). Noise correlation calculated with log-transformed firing rates was 0.23 (P Ͻ 0.001). These two neurons exhibited a significant CCG peak (P Ͻ 0.0001, binomial test; Fig. 3C ) with a magnitude of 0.011, smaller than that of the pair in Fig. 2 . Thus adjacent IT neuron pairs with significant CCG peaks exhibited a range of signal correlation strengths.
Some of the most separated IT neuron pairs (distance, 1.4 mm) also exhibited a small but significant peak located at or around the center of the CCG. An example of a most-distant neuron pair with a small significant peak in the CCG is shown in Fig. 3, D-F . These neurons were recorded from the first and eighth shafts of the tetrode array. Thus the distance between the two neurons was ϳ1.4 mm. The signal correlation was moderate (0.30, P ϭ 0.002; Fig. 3D ), whereas the noise correlation was low but significant (0.07, P Ͻ 0.001; Fig. 3E ). Noise correlation calculated with log-transformed firing rates was also 0.07 (P Ͻ 0.001). The CCG peak was significant (P Ͻ 0.0001, binomial test), and its magnitude was 0.0048 ( Fig. 3F) , much smaller than those of the pairs mentioned above (see Figs. 2E and 3C ). Thus some of the most distant IT neuron pairs with similar stimulus preferences exhibited significant CCG peaks, albeit their peak magnitudes were relatively small.
As shown in Fig. 2 , some IT neurons showed sharp selectivity to the visual stimuli. Cell 1 responded selectively to a mannequin face, and cell 2 responded the most to the mannequin face and a bit less to other faces. The degree of stimulus selectivity was quantified with the modified sparseness index (Vinje and Gallant 2000) .
where A is activity fraction, f i is the raw firing rate from each period following presentation of the ith stimulus, and n is the number of stimuli. If a neuron responds to only one stimulus, the sparseness index is 1, whereas if it responds to all stimuli with the same firing rate, the sparseness index is 0. The sparseness indexes for the neurons in Fig. 2 were 0.77 (cell 1) and 0.46 (cell 2). The median sparseness index for all 197 visually responsive IT neurons was 0.29 (Fig. 4A) . By subtracting spontaneous firing rates from raw firing rates during the stimulus presentation period, we were also able to calculate sparseness with f i derived from the change in firing rates following presentation of the ith stimulus (Nishio et al. 2012; Rolls and Tovee 1995) . Negative f i was set to zero. The sparseness indexes calculated with baseline-subtracted responses for the neurons in Fig. 2 were 0.92 (cell 1) and 0.85 (cell 2). The median sparseness index calculated with baselinesubtracted responses for all visually responsive IT neurons was 0.74 (Fig. 4B ). Because these two types of sparseness indexes correlated to each other (r ϭ 0.47, P Ͻ 0.001; Fig. 4C ), hereafter we refer only to the sparseness calculated with raw firing rates.
Signal and noise correlations between IT neurons. To examine the stimulus-coding ability of IT neurons, information redundancy was examined by calculating the signal correlation between pairs of neurons, with higher signal correlation indicating increased redundant information. Signal correlation between the two neurons in Fig. 2 was high (0.65), indicating that they carry a relatively large amount of redundant information. Population data show that signal correlation for the 4,191 neuron pairs was slightly positive and significantly different from 0 ( Fig. 5A ; median, r ϭ 0.07; P Ͻ 0.001, Wilcoxon signed-rank test). Among the 4,191 neuron pairs, 803 (19%) and 49 (1%) pairs had significant positive and negative correlation, respectively (P Ͻ 0.01, test for independence; Fig. 5A , filled columns). To examine further the significance of the slightly positive signal-correlation distribution, we calculated signal correlations from a shuffled data set that was obtained by randomizing the stimulus-response relationships in individual neurons. The median signal correlation of a shuffled data set was Ϫ0.007 (Fig. 5B ). More importantly, the signal correlation of real data was significantly different from that of the shuffled data (P Ͻ 0.001, Wilcoxon signed-rank test). We repeated the randomization 1,000 times for each pair and found that the signal correlation of real data was always significantly larger than that of the shuffled data (P Ͻ 0.001).
Because firing rate affects the estimation of correlation (Cohen and Kohn 2011; de la Rocha et al. 2007 ), we examined the relationship between them. We found that signal correlation measures between pairs of neurons were weakly related to the geometric-mean firing rates of the two neurons (r ϭ 0.16, P Ͻ 0.001, test for independence with Fisher transformed r; Fig. 5C ). We also found that the signal correlation measures were weakly correlated with the average sparseness (r ϭ 0.07, P Ͻ 0.001, test for independence with Fisher transformed r; Fig. 5D ), although the correlation coefficient was close to zero. Thus firing rate and sparseness appear to be weakly related to the estimated signal correlation.
The degree of signal correlation was related to the distance between IT neurons. We divided neuron pairs into eight groups according to the distance between the neurons: 0 mm (n ϭ 565), 0.2 mm (n ϭ 962), 0.4 mm (n ϭ 841), 0.6 mm (n ϭ 599), 0.8 mm (n ϭ 550), 1.0 mm (n ϭ 382), 1.2 mm (n ϭ 222), and 1.4 mm (n ϭ 70). Here, a 0-mm distance indicates that neurons were recorded from a single tetrode. We found that adjacent (0-mm distance) pairs showed the largest positive signal correlation (median, r ϭ 0.24; Fig. 5E ) and that this value decreased rapidly as the distance between neurons increased (Fig. 5E) . Neurons separated by 0.2 mm were characterized by signal correlation values greater than 0.1, whereas those separated by at least 0.4 mm produced correlation values less than 0.1. The signal correlation differed significantly among the eight distance groups (P Ͻ 0.001, Kruskal-Wallis test) and was negatively correlated with distance (Spearman rank-correlation ϭ Ϫ0.36, P Ͻ 0.001, test for independence).
We next examined correlations in trial-to-trial response fluctuations (noise correlation) for IT-neuron pairs. Correlated noise may also affect the ability of a neuron population to encode stimuli, although the relationship between stimulusencoding ability and the degree of noise correlation may not be straightforward (Averbeck et al. 2006) . Because the noise correlation calculated with firing rates correlated with that calculated with log-transformed firing rates (r ϭ 0.98, P Ͻ 0.001, n ϭ 4,191, test for independence with Fisher transformed r), we use the former hereafter. As a population, neuron pairs showed slightly positive noise correlation (median r ϭ 0.02, n ϭ 4,191; Fig. 6A ), which was different from 0 (P Ͻ 0.001, Wilcoxon signed-rank test). Among the 4,191 neuron pairs, 1,484 (35%) and 103 (2%) pairs had significant positive and negative correlation, respectively (P Ͻ 0.01, test for independence; Fig. 6A, filled columns) . The noise correlation related weakly to the geometric-mean firing rates of the two neurons (r ϭ 0.19, P Ͻ 0.001, test for independence with Fisher transformed r; Fig. 6B ) and with the average sparseness (r ϭ Ϫ0.13, P Ͻ 0.001, test for independence with Fisher transformed r; Fig. 6C ).
Similar to signal correlation, noise correlation also decreased as the distance between neurons within a pair increased. Adjacent pairs (0-mm distance) showed the largest noise correlation (median, r ϭ 0.09), and neuron pairs separated by at least 0.4 mm were characterized by noise correlation values less than 0.025 (Fig. 6D) . The noise correlation differed significantly among the eight distance groups (P Ͻ 0.001, Kruskal-Wallis test) and was negatively correlated with distance (Spearman rank-correlation ϭ Ϫ0.36, P Ͻ 0.001, test for independence).
Relationship between functional interactions and neuron distance. As exemplified in Figs. 2 and 3 , some IT-neuron pairs showed a CCG peak. At the population level, significant CCG peaks (P Ͻ 0.0001, binomial test) were observed in 17% (732/4,191) of pairs. The median magnitude was 0.0032 across all neuron pairs (4,191 pairs; Fig. 7A ) and was 0.0070 across C: relationship between firing rate and signal correlation. The geometric mean of the maximum firing rate of two neurons in a pair represented the firing rate of the pair. D: relationship between sparseness and signal correlation. The average sparseness calculated from raw firing rates of two neurons in a pair represented the sparseness of the pair. E: relationship between signal correlation and neuron distance. We divided neuron pairs into eight groups according to the distance between the neurons: 0 mm (n ϭ 565), 0.2 mm (n ϭ 962), 0.4 mm (n ϭ 841), 0.6 mm (n ϭ 599), 0.8 mm (n ϭ 550), 1.0 mm (n ϭ 382), 1.2 mm (n ϭ 222), and 1.4 mm (n ϭ 70). Box plot, the center of each box is the median, the top and bottom of the box are the upper and lower quartiles, respectively. Notches indicate the 95% confidence interval of the median. Attached whiskers connect the most extreme values within 150% of the interquartile range from the end of each box.
pairs with significant peaks (732 pairs; Fig. 7B, filled column) . Thus the pairs in Fig. 2 (peak magnitude, 0.021) and Fig. 3 , A-C (peak magnitude, 0.011) had relatively strong correlated activities, while that in Fig. 3 , D-F (peak magnitude, 0.0048) had modest or weak correlated activity.
The probability of significant CCG peaks was related to the distance between IT neurons. Significant peaks (P Ͻ 0.0001, binomial test) was observed in 46% of adjacent neuron pairs (Fig. 7C) , in 24% of pairs separated by 0.2 mm, and in 11% or less of pairs separated by at least 0.4 mm. The probability of significant peaks differed depending on distance group (P Ͻ 0.001, 2 test). Peak magnitudes were also related to the distance between IT neurons. The median CCG-peak magnitude across adjacent neuron pairs was 0.0048, whereas for pairs of neurons separated by at least 0.4 mm it was at most 0.003 (Fig. 7D) . Differences in peak magnitude across distance groups were significant (P Ͻ 0.001, Kruskal-Wallis test) and negatively correlated with distance (Spearman rank-correlation ϭ Ϫ0.31, P Ͻ 0.001, test for independence). We found a similar tendency even when we limited the analysis of CCG peakmagnitude to pairs with significant CCG peaks (P Ͻ 0.0001, binomial test). Among pairs with significant CCG peaks, the median CCG-peak magnitude was 0.0073 across adjacent pairs and was 0.0044 across pairs separated by 1.4 mm. The difference in peak magnitude across distance groups was significant (P ϭ 0.025, Kruskal-Wallis test), and peak magnitude was negatively correlated with distance (Spearman rank-correlation ϭ Ϫ0.10, P ϭ 0.008, test for independence). In summary, relatively strong functional interactions were observed more often for adjacent IT neuron pairs, whereas functional interactions were less frequent and tended to be weaker for horizontally separated neuron pairs.
Relationship between functional interactions and signal correlation. In addition to the dependence of CCG-peak magnitude on the distance between IT neurons, peak magnitude was related to similarity in stimulus preference between paired neurons. The two neurons shown in Fig. 2 with a clear CCG peak exhibited similar stimulus preferences. The neuron pairs in Fig. 3 had weakly correlated stimulus preferences, and their CCG peaks were smaller than that of the pair in Fig. 2 . Population analysis revealed that the CCG-peak magnitude was correlated with the degree of signal correlation (r ϭ 0.31, P Ͻ 0.001, test for independence with Fisher transformed r; Fig. 8A ). We also found that the CCG-peak magnitude was correlated with the degree of noise correlation (r ϭ 0.50, P Ͻ 0.001, test for independence with Fisher transformed r; Fig.  8B ). We note that the latter relation is entirely expected (see Bair et al. 2001 ) and thus confirmatory.
By combining the above results, we found that adjacent IT neurons with similar stimulus preferences were more likely to produce CCGs with significant peaks (P Ͻ 0.0001, binomial test), and that those peaks were higher than those found in the other pairs (Fig. 9, A-C) . Significant peaks were observed in 70% of the adjacent neuron pairs having higher signal correlation (signal correlation, 0.65-0.75; n ϭ 10; Fig. 9A ). The median CCG-peak magnitude was 0.011 across them (n ϭ 10; Fig. 9B ). Furthermore, adjacent neurons sharing trial-to-trial response fluctuations also tended to have a higher probability of containing a CCG peak, and their CCGs exhibited higher peaks than those found in the other pairs (Fig. 9, D-F) . Significant peaks were observed in all of the adjacent neuron pairs having higher noise correlation (noise correlation, 0.25-0.35; n ϭ 18; Fig. 9D ). The median CCG-peak magnitude was 0.016 across them (n ϭ 18; Fig. 9E ). Figure 9 , A and D, plots the probability of observing a significant CCG peak. Figure 9 , B and E, plots the median CCG peak-magnitude across neuron pairs in a bin.
Comparison in functional interactions between adjacent and distant neuron pairs. To elucidate differences in the properties of functional interactions between adjacent and horizontally separated IT neuron pairs, we examined the correlation (r) between CCG-peak magnitudes and signal-correlation values. A: frequency distribution of the noise correlations. Filled column, significant correlation (P Ͻ 0.01, test for independence). Open column, nonsignificant correlation. B: relationship between firing rate and noise correlation. C: relationship between sparseness and noise correlation. D: relationship between noise correlation and neuron distance. We divided neuron pairs into eight groups according to the distance between the neurons: 0 mm (n ϭ 565), 0.2 mm (n ϭ 962), 0.4 mm (n ϭ 841), 0.6 mm (n ϭ 599), 0.8 mm (n ϭ 550), 1.0 mm (n ϭ 382), 1.2 mm (n ϭ 222), and 1.4 mm (n ϭ 70). Other aspects of the figure are as described for Fig. 5 .
There was a significant relationship between peak magnitude and signal-correlation values in each of the eight distance groups (P Ͻ 0.001, test for independence). For example, the correlation coefficient between peak magnitude and signalcorrelation values for the 0-mm distance group was 0.23 ( Fig.  10A) and that for the 1.4-mm distance group was 0.70 (Fig.  10B) . The correlation coefficient between CCG-peak magnitudes and signal correlation for the most distant pairs was stronger than that for the adjacent pairs (P Ͻ 0.001, test for similarity of r-values after Fisher transformation; Fig. 10C ). The strong correlation observed in the most distant pairs was not caused by the rightmost data point in Fig. 10B , because the degree of correlation was high (r ϭ 0.53, P Ͻ 0.001) after its removal. Because the difference in correlation measures between adjacent and distant pairs may derive from differences in the distribution of signal correlations (signal-correlation ranges: adjacent pairs, Ϫ0.25 to 0.85; most distant pairs, Ϫ0.25 to 0.60), we reexamined the correlation between CCG-peak magnitudes and signal-correlation values after removing from the analysis adjacent pairs having signal correlations greater than 0.60. This matched their signal-correlation range to that of the most distant pairs. The resulting correlation coefficient between CCG-peak magnitudes and signal-correlation values was 0.21 and was not different from the correlation obtained with the original data (P ϭ 0.70). More importantly, the resulting correlation coefficient for adjacent pairs after matching the signal-correlation range was significantly smaller than that of the most distant pairs (P Ͻ 0.001). The correlation coefficient between CCG-peak magnitudes and noise correlation for the most distant pairs was also stronger than that of the adjacent pairs (P Ͻ 0.001; adjacent pairs, r ϭ 0.46; most distant pairs, r ϭ 0.81; Fig. 10, D-F) . Thus properties of functional interactions between adjacent neuron pairs are different from those between horizontally separated neuron pairs in IT cortex.
DISCUSSION
Here, we examined the organization of functional interactions (spike-to-spike correlations on a millisecond time scale) in IT neurons horizontally separated by up to 1.4 mm by applying cross-correlation analysis to simultaneously recorded spike trains from paired neurons. The results revealed that 1) the incidence and strength of functional interactions between distant neurons were lower than those between adjacent neurons; 2) the strength of functional interactions was positively correlated with similarity in stimulus preference; and 3) this positive relationship was more prominent in distant neuron pairs than in adjacent ones.
Several factors are known to affect correlations in neuronal activities, including misclassification of spikes, stimulus type, anesthesia, and animal attentional states. When spikes from a neuron are misclassified to another, the degree of noise correlation between the two neurons has been shown to increase (Ecker et al. 2010) . In contrast, incidence of synchronized Fig. 7 . Cross correlation of spikes for 4,191 IT-neuron pairs within 1.4 mm of each other. A and B: frequency distribution of CCG-peak magnitudes for all the pairs (A) and pairs with a significant peak (P Ͻ 0.0001; B). The rightmost column included pairs with peak magnitude Ͼ 0.025. C: relationship between the probability of a significant CCG peak and neuron distance. D: relationship between CCG-peak magnitude and neuron distance. We divided neuron pairs into eight groups according to the distance between the neurons: 0 mm (n ϭ 565), 0.2 mm (n ϭ 962), 0.4 mm (n ϭ 841), 0.6 mm (n ϭ 599), 0.8 mm (n ϭ 550), 1.0 mm (n ϭ 382), 1.2 mm (n ϭ 222), and 1.4 mm (n ϭ 70). Other aspects of the figure are as described for Fig. 5 . spikes, and hence magnitudes of CCG peaks, has been shown to decrease in the presence of spike-sorting errors (Pazienti and Grün 2006) . By using tetrodes, the quality of single-unit recording is better than that of single-probe recording (Gray et al. 1995) . Although we cannot completely suppress errors in spike sorting, we minimized errors through several measures. We limited analysis to spikes with large SNRs and to neuron pairs with large Mahalanobis distances between spike clusters (see MATERIALS AND METHODS) . Even with these measures, the observed correlation of neuron pairs recorded from a single tetrode might include errors, and the estimate of the relation between correlation measures and neuron distance might be affected. Therefore, we reexamined the relationships after excluding neuron pairs recorded from a single tetrode (0-mm distance). Even in this case (distances ranging from 0.2 mm to 1.4 mm), signal, noise and cross-correlation measures were negatively correlated with neuron distance (Spearman rankcorrelation Ͻ Ϫ0.2, P Ͻ 0.001, test for independence). Thus we can rule out errors in spike sorting as a factor that affected the relationships we observed between correlation measures and neuron distance.
Stimulus type, anesthesia, and attentional state may also affect the estimated degree of correlation (Fries et al. 2001; Maldonado et al. 2000; Vinje and Gallant 2000; but see Ecker et al. 2010) . If these factors affected the degree of correlation irrespective of neuron-to-neuron distance, we can conclude that correlation measures are related to the distance between neurons. On the other hand, if these confounding factors affected interaction between neurons separated by a range of distance, the relationships between correlation measures and neuron distances would depend on the factors. In future experiments, it is necessary to clarify the effects of these factors on the relationship.
Here we found that adjacent IT neurons tended to exhibit more functional interactions than distant ones, indicating that most functional interactions in IT cortex are local. This result is consistent with the anatomical organization in IT cortex. Pyramidal neurons in IT cortex have been found to extend basal dendrites across a 0.4-mm-wide region (Elston 2002) . Consequently, adjacent neurons separated by less than 0.4 mm exhibit overlapping dendritic fields. This type of anatomical organization is likely to provide the basis for the high incidence of strong functional interactions between adjacent neurons.
Although the incidence was low and peak magnitude was small, functional interactions between neurons horizontally separated by as much as 1.4 mm were observed in IT cortex. There are well-developed horizontal axons that likely mediate the interactions between neurons separated by a distance larger than the basal dendrite fields. Although we found weak but significant functional interactions at up to 1.4-mm distances, this does not mean that the functional interactions are limited to this range. In V1, horizontal axons mediate spread of activities over a radius of more than 10 mm (Bringuier et al. 1999) . In IT cortex, horizontal axons extend across an 8-mmwide region (Tanigawa et al. 2005) and are likely to be a basis for long-range functional interactions. Previous studies regarding functional interactions in IT cortex have only examined neurons separated by less than 0.5 mm (Gochin et al. 1991; Tamura et al. 2004 ). Here we examined interactions between neurons separated by up to 1.4 mm and found functional interactions. Further studies of longer-range functional interactions should be performed to understand fully the properties of horizontal functional circuitry in IT cortex.
The strength of functional interactions between neurons in IT cortex was also related to similarity in stimulus preference. Consistent with previous studies (Gochin et al. 1991; Tamura et al. 2004) , we found that adjacent neurons with similar stimulus preferences tended to exhibit functional interactions. Here, we extended these analyses to horizontally separated IT neuron pairs and found a significant relationship between strength of functional interactions and similarity in stimulus preferences. Functional interactions in IT cortex appear to be organized according to functional properties, for both adjacent and horizontally separated neuron pairs.
The relationship between functional interactions and functional properties differed among distance groups, being particularly prominent for neuron pairs separated by greater distances. In the cat V1, local functional connections up to 0.8 mm were independent of similarity in preferred orientations (Das and Gilbert 1999) , while longer-range interactions were not (Ts'o et al. 1986) . The difference in the organization of functional interactions among distance groups is consistent with the notion that the function of neuronal circuits differs between adjacent and horizontally separated IT neurons. Local functional interactions between adjacent neurons that have independently or weakly correlated functional properties may reflect a process of feature binding (Hirabayashi and Miyashita 2005) . This type of interaction can also be used for the generation of selective responses to stimulus images that is not explicitly encoded by input signals. For example, a neuron responding to a "ϩ" shape and another neuron responding to a "T" shape may share inputs that convey information about a component shared by both stimulus shapes; i.e., the vertical bar. Thus IT neurons with preferences for different images share inputs with each other during the generation of stimulus preferences to complex images, and these shared inputs can induce correlated activities. On the other hand, functional interactions observed in separated IT neurons that have correlated functional properties can be used for further refining the selective responses to stimulus images by convergence onto a Fig. 9 . Relationships among CCG-peak parameters, neuron distance, and the degree of signal or noise correlation. A and B: relationship among probability of a significant CCG peak (A) or CCG-peak magnitude (B), neuron distance, and degree of signal correlation. C: the number of neurons contributing to each bin for signal correlation analysis. D and E: relationship among probability of a significant CCG peak (D) or CCG-peak magnitude (E), neuron distance, and degree of noise correlation. F: the number of neurons contributing to each bin for noise correlation analysis. Probability of peak (A and D) and peak magnitude (B and E) are plotted with a color scale. CCG-peak magnitude is the median peak magnitude across neuron pairs in a combination of distance and binned correlation values. Distance between neurons is plotted on the horizontal axis, and degree of signal (A and B) or noise (D and E) correlation is plotted on the vertical axis. We divided neuron pairs into eight groups according to the distance between the neurons: 0 mm (n ϭ 565), 0.2 mm (n ϭ 962), 0.4 mm (n ϭ 841), 0.6 mm (n ϭ 599), 0.8 mm (n ϭ 550), 1.0 mm (n ϭ 382), 1.2 mm (n ϭ 222), and 1.4 mm (n ϭ 70). Bin width of signal and noise correlation values is 0.1, and the 0-bin includes correlation values of Ϫ0.05-0.05. If the number of neuron pairs is Ͻ4 in a combination, it is indicated with black color in the plot. In general, a small sample number is accompanied by a large uncertainty. Therefore, we did not include bins with small numbers of pairs. postsynaptic neuron or via positive feedback interactions between paired neurons. Thus the functional interactions between horizontally separated IT neurons may help refine stimulus selectivity.
We also found that the correlation between CCG-peak magnitude and noise correlation for adjacent pairs was weaker than that for the most distant pairs. Because noise correlation has been related to the CCG area that was summated during the full trial duration (Bair et al. 2001) , the degree of correlation we found between CCG-peak magnitude and noise correlation may be related to the shape of the CCG. To quantify this shape, we calculated peak-to-area ratios for the CCGs, with area calculated by summating the area under the raw CCGs for Ϯ 0.25 s. Thus, if the peak-to-area ratio is high, the CCG has a sharp peak. We calculated the mean and standard deviation of peak-to-area ratios across pairs for each distance group and Fig. 10 . Relationships between CCG-peak magnitude and degree of signal or noise correlation for each distance group. A and B: relationships between CCG-peak magnitude and signal correlation for adjacent pairs (distance, 0 mm; A) and for the most distant pairs (distance, 1.4 mm; B). Correlation coefficients (r) between CCG peak magnitude and signal correlation are shown in the plots. C: relationship between neuron distances and correlation coefficients between CCG-peak magnitude and signal correlation. We divided neuron pairs into eight groups according to the distance between the neurons: 0 mm (n ϭ 565), 0.2 mm (n ϭ 962), 0.4 mm (n ϭ 841), 0.6 mm (n ϭ 599), 0.8 mm (n ϭ 550), 1.0 mm (n ϭ 382), 1.2 mm (n ϭ 222), and 1.4 mm (n ϭ 70). Asterisks indicate significant differences between the correlation found in a distance group and that of the 0-distance group (*P Ͻ 0.01; test for similarity in correlation strength, after Fisher transformation of r). D and E: relationships between CCG-peak magnitude and noise correlation for adjacent pairs (D) and for the most distant pairs (E). F: relationship between neuron distances and correlation coefficients between CCG-peak magnitude and noise correlation.
found that they were not related to the coefficients obtained from the correlation between CCG-peak magnitudes and noise correlation (correlation with mean of the ratio, r ϭ 0.13, P ϭ 0.76; correlation with standard deviation of the ratio, r ϭ Ϫ0.20, P ϭ 0.64). Therefore, differences in CCG-shape (measured by the peak-to-area ratio) were not related to the differences in the correlation between CCG-peak magnitudes and noise correlation that were found between the adjacent and the most distant pairs.
This difference in degree of correlation between CCG-peak magnitude and noise correlation that depended on the distance separating the pairs might have resulted from the spike-sorting procedure. Because our spike classification method cannot separate spikes that occur within 0.2 ms of each other, spike counts at the 0-ms bin (Ϯ0.5 ms) of the raw CCG for adjacent neuron pairs from a single tetrode were typically underestimated. We cannot exclude this possibility, and this limitation may have affected the estimation of CCG-peak magnitudes for pairs recorded from a single tetrode. However, because we also found a similar trend in nonadjacent short-distance pairs (e.g., pairs 0.4 mm apart), the finding appears to be real and not specific to adjacent pairs that might have been affected by the limitation of our spike-sorting procedure.
CCG-peak magnitudes that were estimated using small numbers of spikes were more variable than those estimated using larger number of spikes, and this resulted in a lower correlation coefficient between CCG-peak magnitudes and noise correlation. Therefore, if the number of spikes used to estimate CCG-peak magnitude systematically differed by pair distance, it might explain the correlation differences between CCG-peak magnitude and noise correlation that varied by pair distance. However, we found that the number of spikes (geometric mean of spike counts) of adjacent pairs (0 mm distance: median, 5,050 spikes) was not smaller than that of the most distant pairs (1.4 mm distance: median, 4,760 spikes; P ϭ 0.9697, Wilcoxon rank-sum test, one-sided).
Yet another possible cause might be differences in the number of pairs. The small number of most-distant pairs (n ϭ 70) might inflate the correlation between CCG-peak magnitudes and noise correlation. To examine this possibility, we obtained 1,000 random samples of 70 adjacent pairs (from 565 available adjacent pairs) and calculated the correlation coefficient. The mean correlation coefficient across the 1,000 sets of randomly selected 70 adjacent pairs was 0.54 and was significantly smaller than that of the most distant pairs (P ϭ 0.026, bootstrap test). Thus the difference in the number of pairs contributed little to the differences in the correlation coefficient between CCG-peak magnitude and noise correlation that depended on pair distance. These analyses suggest that technical limitations did not greatly affect estimation of the correlation coefficients, and, therefore, we conclude that the difference in the degree of correlation between CCG-peak magnitude and noise correlation that we found between adjacent and distant pairs is likely to derive from differences in underlying neural circuitries. 
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