Orlicz spaces without extreme points  by Foralewski, Paweł et al.
J. Math. Anal. Appl. 361 (2010) 506–519Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Orlicz spaces without extreme points
Paweł Foralewski a, Henryk Hudzik a,∗, Ryszard Płuciennik b
a Faculty of Mathematics and Computer Science, Adam Mickiewicz University, ul. Umultowska 87, 61-614 Poznan´, Poland
b Institute of Mathematics, Poznan´ University of Technology, Piotrowo 3A, 60-965 Poznan´, Poland
a r t i c l e i n f o a b s t r a c t
Article history:
Received 5 September 2008
Available online 28 July 2009
Submitted by Richard M. Aron
Keywords:
Orlicz space
Extreme point
Orlicz norm
Luxemburg norm
Orlicz function and sequence spaces unit balls of which have no extreme points are
completely characterized for both (the Orlicz and the Luxemburg) norms. Their subspaces
of order continuous elements, with the norms induced from the whole Orlicz spaces
without extreme points in their unit balls are also characterized. The well-known spaces
L1 and c0 with unit balls without extreme points are covered by our results. Moreover,
a new example of a Banach space without extreme points in its unit ball is given (see
Example 1). This is the subspace (L1 + L∞)a of order continuous elements of the space
L1+ L∞ equipped with the norm ‖x‖ = a
∫ 1/a
0 x
∗(t)dt whenever 0 < a < ∞ and μ(T ) > 1/a.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and auxiliary results
Let (X,‖ · ‖X ) be a real Banach space and B(X) (S(X)) be the closed unit ball (the unit sphere) of X . Let us denote by N
and R the set of natural numbers and the set of reals, respectively.
Before starting with our results, we need to recall some notions.
A point x ∈ S(X) is said to be an extreme point of B(X) if x cannot be written as the arithmetic mean 12 (y + z) of two
distinct points y, z ∈ S(X). The set of all extreme points of B(X) is denoted by ext B(X).
Stronger points than extreme points of B(X) are exposed points, rotund points, strongly extreme points, strongly exposed
points, denting points and LUR-points (see [5,9,12,14,16,19,22,26]).
A Banach space X is said to be rotund (R for short) if every point of S(X) is an extreme point of B(X).
The notion of extreme point plays an important role in some branches of mathematics. For example, Krein–Milman theo-
rem, Choquet integral representation theorem, Rainwater theorem on convergence in the weak topology, Bessaga–Pełczyn´ski
theorem and Elton test for unconditional convergence use this notion. It is well known that the unit balls of the spaces L1
and c0 have no extreme points as well as that L1 is an Orlicz function space and c0 is the subspace of order continuous
elements in l∞ which is an Orlicz sequence space. Therefore it is natural to give a characterization of all Orlicz spaces and
their subspaces of order continuous elements without any extreme points in their unit balls. This seems to be an important
result because such spaces lack the Krein–Milman property, so they are not isometric to any dual space. As we will see
below, the fact that in our considerations the degenerated Orlicz functions are not excluded is of great interest. Namely, the
classical spaces L1 + L∞ and L1 ∩ L∞ which are important in the harmonic analysis and in the interpolation theory as well
as the spaces Lp ∩ L∞ (1 < p < ∞) become special cases of Orlicz spaces that are investigated in this paper.
Aron and Lohman [1] introduced the λ-property which for inﬁnite dimensional Banach spaces is more important than
the Krein–Milman property, because for Banach spaces with the λ-property we have that co(ext B(X)) = B(X) although
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P. Foralewski et al. / J. Math. Anal. Appl. 361 (2010) 506–519 507B(X) need not be compact. Let us recall that a Banach space X is said to have the λ-property (see [23]) if λ(x) > 0 for any
x ∈ B(X), where
λ(x) = sup{λ ∈ [0,1]: x = λe + (1− λ)y, e ∈ ext B(X), y ∈ B(X)}.
If λ(X) := inf{λ(x): x ∈ B(X)} > 0, then X is said to have the uniform λ-property. Finally, X is said to have the convex
series representation property (C.S.R.P. for short) if for each x ∈ B(X), there is a sequence (ek) of extreme points of B(X)
and a sequence of non-negative real numbers (λk) such that
∑∞
k=1 λk = 1 and x =
∑∞
k=1 λkek (see [2]). It has been shown
in [2] that X has the uniform λ-property if and only if X has a uniform version of the C.S.R.P., that is, there exists a ﬁxed
sequence (λk) of non-negative real numbers with
∑∞
k=1 λk = 1 such that for each x ∈ B(X), there is a sequence (ek) in
B(X) for which x = ∑∞k=1 λkek. It has been also proved in [2] that a Banach space X has the λ-property if and only if
it has the convex series representation property. Orlicz spaces that have the λ-property have been characterized in the
papers [7,8,28]. In [7] Orlicz function spaces equipped with the Luxemburg norm that are generated by ﬁnite valued and
vanishing only at zero Orlicz functions that are N-functions were considered. The λ-property of the dual spaces L∗Φ has also
been characterized. The paper [8] concerns the λ-property of Orlicz sequence spaces generated by Orlicz functions that are
ﬁnitely valued and vanishing only at zero N-functions in the case of both (the Luxemburg and the Orlicz) norms. In [28]
the λ-property of Orlicz spaces generated by ﬁnitely valued Orlicz functions has been studied in the case of the Luxemburg
norm and the space being built over an arbitrary positive measure space. The set of extreme points of a Banach space that
has the λ-property must be quite reach. In this paper we study the opposite situation in the class of Orlicz spaces. Namely,
we characterize all Orlicz spaces without extreme points in their unit balls.
Let (T ,Σ,μ) be a measure space with a σ -ﬁnite and complete measure μ and L0(T ,Σ,μ) be the set of all μ-
equivalence classes of real and Σ-measurable functions deﬁned on T .
By a Köthe space (E,‖·‖E) we mean a subspace of L0(T ,Σ,μ) which is an ideal in L0(T ,Σ,μ), that is, if x ∈ L0(T ,Σ,μ),
y ∈ E and |x(t)| |y(t)| μ -a.e. in T , then x ∈ E and ‖x‖E  ‖y‖E as well as there exists x ∈ E such that x(t) > 0 for any
t ∈ T .
The Köthe dual of E is denoted by E ′ and deﬁned by the formula
E ′ = {y ∈ L0(T ,Σ,μ): x · y ∈ L1 = L1(T ,Σ,μ) for any x ∈ E},
and it is equipped with the norm
‖y‖E ′ = sup
{‖xy‖L1 : ‖x‖E  1}.
A map Φ : R → [0,∞] is said to be an Orlicz function if it is even, convex, left continuous on the whole R+, continuous
at zero, Φ(0) = 0 and Φ is not identically equal to zero. Since Φ is even, without loss of generality we often consider Φ
with the domain restricted to the interval [0,∞). It is an automatic fact that every Orlicz function Φ is non-decreasing
on R+.
For any Orlicz function Φ we let
aΦ := sup
{
u  0: Φ(u) = 0}
and
bΦ := sup
{
u > 0: Φ(u) < ∞}.
Any Orlicz function Φ is strictly increasing on the interval [aΦ,bΦ ]. The left continuity of Φ on R+ is equivalent to the
equality Φ(bΦ) = limu→(bΦ)− Φ(u).
We say an Orlicz function Φ satisﬁes the Δ2-condition for all u ∈ R (at inﬁnity) [at zero] if there are positive constants K
(and u0 with 0 < Φ(u0) < ∞) [and u0 > 0 with Φ(u0) > 0] such that Φ(2u) KΦ(u) holds for all u ∈R (for every |u| u0)
[for every |u|  u0]. We denote these conditions by Φ ∈ Δ2 (Φ ∈ Δ2(∞)) [Φ ∈ Δ2(0)], respectively. Obviously, Φ ∈ Δ2 if
and only if Φ ∈ Δ2(∞) and Φ ∈ Δ2(0).
Denote by p− (resp. p) the left- (resp. the right-) hand side derivative of Φ with the domain restricted to the interval
[0,∞). The function Ψ deﬁned on R by the formula
Ψ (u) = sup{|u|v − Φ(v): v  0}
is called complementary to Φ in the sense of Young. We stand q− (resp. q+) for the left- (resp. the right-) hand side derivative
of Ψ.
In the sequel, we will write L0 instead of L0(T ,Σ,μ) if the measure μ is σ -ﬁnite, non-atomic and complete. In the case
when T = N, Σ = 2N and μ is the counting measure we write l0 instead of L0(N,2N,μ). Obviously, the space l0 consists of
all real sequences.
Given any Orlicz function Φ we deﬁne on L0 (resp. on l0) the modular IΦ by
IΦ(x) =
∫
Φ
(
x(t)
)
dμ
(
resp. IΦ(x) =
∞∑
i=1
Φ(xi)
)
.T
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IΦ(cx) < ∞ for some c > 0. The spaces LΦ and lΦ are equipped with the so-called Luxemburg norm
‖x‖Φ = inf
{
ε > 0: IΦ
(
x
ε
)
 1
}
or with the equivalent norm
‖x‖0Φ = sup
{〈x, y〉: IΨ (y) 1},
called the Orlicz norm, where 〈x, y〉 = ∫T x(t)y(t)dμ if the measure space is non-atomic or 〈x, y〉 =∑∞i=1 xi yi for the count-
ing measure. It is well known (see [18]) that the Orlicz norm can be expressed by the following Amemiya formula
‖x‖0Φ = inf
k>0
1
k
(
1+ IΦ(kx)
)
.
The set of all k > 0 at which the inﬁmum in the Amemiya formula for ‖x‖0Φ is attained (for a ﬁxed x ∈ LΦ ) will be denoted
by K (x). In particular, the set K (x) can be empty if the Orlicz space LΦ is generated by an Orlicz function such that the
function R(u) = A|u| − Φ(u) with A := limu→∞ Φ(u)/u is bounded (see [6]). Moreover, for any x ∈ LΦ \ {0}, we deﬁne
k∗ = k∗(x) = inf{k > 0: IΨ (p ◦ k|x|) 1},
k∗∗ = k∗∗(x) = sup{k > 0: IΨ (p− ◦ k|x|) 1}.
Obviously, k∗(x) k∗∗(x) for any x ∈ LΦ \ {0}. It is well known (see [5] and [29]) that
K (x) =
⎧⎨
⎩
∅ if k∗(x) = ∞,
[k∗(x),k∗∗(x)] if k∗∗(x) < ∞,
[k∗(x),∞) if k∗(x) < ∞ and k∗∗(x) = ∞.
To simplify notations, we put LΦ = (LΦ,‖ · ‖Φ), lΦ = (lΦ,‖ · ‖Φ), L0Φ = (LΦ,‖ · ‖0Φ) and l0Φ = (l0Φ,‖ · ‖0Φ).
For the convenience of reading, we present the following two results that are perhaps published only in Chinese.
Proposition 1. (See [29].) Let x ∈ l0Φ \ {0}. Then K (x) = ∅ if and only if either card(supp x)Ψ (bΨ ) > 1 or (card(supp x)Ψ (bΨ ) = 1
and supi∈supp x
q−(bΨ )
|xi | < ∞).
Proposition 2. (See [4].) Let x ∈ l0Φ \ {0}. If card(supp x)Ψ (bΨ ) 1, then
‖x‖0Φ = bΨ
∑
i∈supp x
|xi |.
By the space of order continuous elements EΦ (resp. hΦ ) we mean the subspace deﬁned by
EΦ =
{
x ∈ L0: IΦ(λx) < ∞ for any λ > 0
}
,
hΦ =
{
x ∈ l0: for any λ > 0 there is iλ ∈ N such that
∞∑
i=iλ
Φ(λxi) < ∞
}
.
The spaces EΦ and hΦ equipped with the inherited topology are closed subspaces of LΦ and lΦ, respectively. Hence EΦ
and hΦ are Banach spaces. It is worth to consider their sets of extreme points because they play an important role in
studying problems concerning the duals of Orlicz spaces. Note that EΦ = {0} provided bΦ < ∞ and hΦ = {0} for any
Orlicz function. Hence there is no sense of considering EΦ when bΦ < ∞. Denote EΦ = (EΦ,‖ · ‖Φ), hΦ = (hΦ,‖ · ‖Φ),
E0Φ = (EΦ,‖ · ‖0Φ) and h0Φ = (hΦ,‖ · ‖0Φ).
We say a point w is a point of strict convexity of Φ (we write then w ∈ SC(Φ)) if
Φ(w) <
1
2
(
Φ(u) + Φ(v))
for every u, v ∈ R such that u = v and w = 12 (u + v).
In this paper we will use the following criteria for extreme points of the unit ball in Orlicz spaces.
Proposition 3. (See [11, Theorem 1].) Let (T ,Σ,μ) be a non-atomic and complete measure space and Φ be an arbitrary Orlicz
function. Then x ∈ S(L0 ) is an extreme point of B(L0 ) if and only if:Φ Φ
P. Foralewski et al. / J. Math. Anal. Appl. 361 (2010) 506–519 509(a) the set K (x) is a singleton in (0,∞),
(b) kx(t) ∈ SC(Φ) for μ-a.e. t ∈ T , where {k} = K (x).
Proposition 4. (See [10, Theorem 2.1].) Let Φ be an arbitrary Orlicz function. Then x ∈ S(l0Φ) is an extreme point of B(l0Φ) if and only
if one of the following three conditions holds:
(a) K (x) = ∅ and card(supp x) = 1, where supp x = {i ∈ N: x(i) = 0},
(b) K (x) = ∅, card(supp x) = 1 and aΦ = 0,
(c) K (x) = ∅, card(supp x) > 1 and kx(i) ∈ SC(Φ) for any k ∈ K (x) and i ∈N.
Proposition 5. (See [13, Theorem 1].) Let (T ,Σ,μ) be an arbitrary σ -ﬁnite and complete measure space and Φ be an arbitrary Orlicz
function. Then:
(i) If Φ is continuous (that is bΦ = ∞) and (T ,Σ,μ) does not contain atoms of inﬁnite measure, then x ∈ S(LΦ) is an extreme point
of B(LΦ) if and only if IΦ(x) = 1 and either
(a) x(t) ∈ SC(Φ) for μ-a.e. t ∈ T , or
(b) there exists an atom A such that x(t) ∈ SC(Φ) for μ-a.e. t ∈ T \ A and x(t) = u0 for t ∈ A, where Φ(u0) = 0.
(ii) If x ∈ S(LΦ), bΦ < ∞ and IΦ(x) = 1, then x is an extreme point of B(LΦ) if and only if (a) or (b) from the case (i) holds.
(iii) If x ∈ S(LΦ), bΦ < ∞ and IΦ(x) < 1, then x is an extreme point of B(LΦ) if and only if |x(t)| = bΦ for μ-a.e. t ∈ T .
For more details on Orlicz spaces we refer to [5,20,24,25,27]. Although methods developed in papers [10,11,13] are
useful in our considerations, in many cases to solve the problems from this paper, developing of some new techniques was
necessary.
2. Results
We will start with the following simple elementary result:
Lemma 1. If f is a non-decreasing (non-increasing) continuous function from [a,b] into R and f (a) = f (b), then there is a point
c ∈ (a,b) of strict monotonicity of the function f , i.e. f (x) < f (c) < f (y) for any x ∈ (a, c) and y ∈ (c,b) ( for any y ∈ (a, c) and
x ∈ (c,b)), respectively.
Proof. We will prove the lemma only for f being non-decreasing. Suppose that the lemma is not true. Then for any
c ∈ (a,b) there is x = c in (a,b) such that f (x) = f (c). By the monotonicity of f , f is a constant function on the interval
[min{x, c},max{x, c}]. Hence f can take at most countably many values. On the other hand, by the Darboux theorem, f takes
all values from [ f (a), f (b)], so f ([a,b]) is an uncountable set. 
Some suﬃcient conditions under which the set ext B(L0Φ) is empty are given in [11]. It is natural to characterize all Orlicz
function spaces L0Φ for which the set ext B(L
0
Φ) is empty. The following theorem works under the convention ∞ · 0 = 0.
Theorem 1. Let u0 = sup{u  aΦ : u ∈ SC(Φ)}. The set ext B(L0Φ) is empty if and only if IΨ (p ◦ u0χT ) 1.
Proof. Necessity. We will prove the transposition, i.e. if μ(T )Ψ (p(u0)) = IΨ (p ◦ u0χT ) > 1, then ext B(L0Φ) = ∅. Notice that
SC(Φ) \ {0} = ∅. Really, otherwise SC(Φ) = {0}. This implies that u0 = 0 and p(u) = a > 0 for any u  0 and some ﬁxed a,
but then aΨ = a and consequently Ψ (p(u0)) = Ψ (aΨ ) = 0. Hence μ(T )Ψ (p(u0)) = ∞ · 0 = 0. We will consider few cases
separately.
Case 1. μ(T ) = ∞.
First, assume that aΦ > 0 and deﬁne x0 = aΦχT . Then
1
k
(
1+ IΦ(kaΦχT )
)= 1
k
(
1+
∫
T
Φ(kaΦ)dμ
)
= ∞
for all k > 1. Moreover,
inf
k∈(0,1]
1
k
(
1+ IΦ(kaΦχT )
)= inf
k∈(0,1]
1
k
= 1.
Hence x0 ∈ S(L0Φ), K (x0) = {1} and x0(t) = aΦ ∈ SC(Φ). Applying Proposition 3, we conclude that x0 is an extreme point
of B(L0 ). Consequently, ext B(L0 ) = ∅.Φ Φ
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p−(v0) < ∞, although p(v0) = ∞ is possible. It is easy to notice that p(v0)  p−(v0) > 0 and Ψ (p(v0)) > 0. Consider
the following two subcases.
Subcase 1.1. p(v0) > p−(v0). The proof presented below works for both p(v0) < ∞ and p(v0) = ∞. Let ζ be a positive
number such that p(v0) > ζ > p−(v0). Then Ψ (ζ ) > 0 and Ψ (p(v0)) > Ψ (ζ ) > Ψ (p−(v0)). Take a set A ∈ Σ such that
μ(A) = 1/Ψ (ζ ). Deﬁne x0 = 1k0 v0χA with k0 = 1+ Φ(v0)μ(A). For any β ∈ (0,1) we have
1 IΨ (p ◦ βk0x0) =
∫
A
Ψ
(
p(βv0)
)
dμ
∫
A
Ψ
(
p−(v0)
)
dμ <
∫
A
Ψ (ζ )dμ = 1
and
IΨ
(
p− ◦ 1
β
k0x0
)
= IΨ
(
p−
(
1
β
v0χA
))

∫
A
Ψ
(
p(v0)
)
dμ
∫
A
Ψ (ζ )dμ = 1.
Hence βk0  k∗(x0)  k∗∗(x0)  1β k0 for any β ∈ (0,1). This implies that k0 = k∗(x0) = k∗∗(x0) and consequently
K (x0) = {k0}. Moreover,
‖x0‖0Φ =
1
k0
(
1+ IΦ(k0x0)
)= 1
k0
[
1+ Φ(v0)μ(A)
]= 1
and k0x0(t) ∈ {0, v0} ⊂ SC(Φ) for μ-a.e. t ∈ T . Applying Proposition 3, we conclude that x0 is an extreme point of B(L0Φ).
Hence ext B(L0Φ) = ∅.
Subcase 1.2. p(v0) = p−(v0). Then p is continuous at v0. We can assume without loss of generality that there is a neighbor-
hood of v0 where p is continuous. Really, if not, then a point of discontinuity v1 of p can be found in every neighborhood
of v0. But, by the monotonicity of p, we have then p(v1) > p−(v1) and consequently v1 ∈ SC(Φ). Therefore, repeating the
same arguments as in Subcase 1.1, we can ﬁnd a set A ∈ Σ such that for k1 = 1 + Φ(v1)μ(A) the element x1 = 1k1 v1χA
is an extreme point of B(L0Φ). Suppose now that δ > 0 is a number such that p is continuous on (v0 − δ, v0 + δ). Since
Ψ (p(v0)) > 0, we can assume without loss of generality that Ψ (p(v0 − δ)) > 0. By the fact that v0 ∈ SC(Φ), we have that
p(v0) > p(v) for any v ∈ (v0 − δ, v0) or p(v0) < p(v) for any v ∈ (v0, v0 + δ). In the ﬁrst case take v1 ∈ (v0 − δ, v0). Then,
by Lemma 1, there is a point w0 ∈ (v1, v0) of strict monotonicity of p. Obviously, w0 ∈ SC(Φ). In the second case we
can similarly ﬁnd a point w0 ∈ (v0, v2) of strict monotonicity of p for any ﬁxed v2 ∈ (v0, v0 + δ). Take A ∈ Σ such that
μ(A) = 1/Ψ (p(w0)), denote k0 = 1+ Φ(w0)μ(A) and deﬁne x0 = 1k0 w0χA . Then we have
IΨ (p ◦ k0x0) =
∫
A
Ψ
(
p(w0)
)
dμ = 1,
whence k∗(x0)  k0  k∗∗(x0). Since w0 is a point of strict monotonicity of p, the inequality Ψ (p(βw0)) < Ψ (p(w0)) <
Ψ (p(w0/β)) holds for any β ∈ (0,1). Analyzing the deﬁnitions of the numbers k∗(x0) and k∗∗(x0), we conclude that k0 =
k∗(x0) = k∗∗(x0), so K (x0) = {k0}. In the same way as above, we can show that ‖x0‖0Φ = 1 and k0x(t) ∈ {0,w0} ⊂ SC(Φ) for
μ-a.e. t ∈ T . Again, by Proposition 3, we get that x0 ∈ ext B(L0Φ) = ∅.
If p(v0) is the only biggest value of p on the interval (v0 − δ, v0] then, by the continuity of p on (v0 − δ, v0), a number
v1 ∈ (v0 − δ, v0) so large that Ψ (p(v1)) > 0 can be found. Since p(v1) < p(v0) and p is continuous, there is a point w0 of
strict monotonicity of p. Obviously, Ψ (p(w0)) > 0. Now the proof goes in the same way as above. This completes the proof
of Subcase 1.2.
Case 2. μ(T ) < ∞. Then the assumption μ(T )Ψ (p(u0)) > 1 implies that Ψ (p(u0)) > 0, whence SC(Φ) \ {0} = ∅. For the
clarity of the proof in this case, let us consider two subcases.
Subcase 2.1. μ(T ) < ∞ and u0 = sup{u  aΦ : u ∈ SC(Φ)} < ∞. Then u0 ∈ SC(Φ). Moreover, p(u) = p(u0) < ∞ for any
u > u0 whenever bΦ = ∞ and p(u) = ∞ for any u > u0 = bΦ if bΦ < ∞.
If bΦ = ∞, then always p−(u0) < ∞. If bΦ < ∞, then u0 = bΦ and either p−(bΦ) < ∞ or p−(bΦ) = ∞. To have a
common proof for both cases, i.e. for bΦ = ∞ and bΦ < ∞, assume additionally that p−(bΦ) < ∞ and p−(u0) < p(u0).
Under our additional assumptions, the last inequality is always true for u0 = bΦ. Obviously, {aΦ,u0} ⊂ SC(Φ). Take a set
A ∈ Σ such that 1/Ψ (p(u0)) < μ(A) < 1/Ψ (p−(u0)), where for u0 = bΦ the number 1/Ψ (p(u0)) is considered as zero.
Denote k0 = 1 + Φ(u0)μ(A) and deﬁne x0 = 1k0 (aΦχT \A + u0χA). We claim that K (x0) = {k0}. Really, for any β ∈ (0,1) we
have
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(
p
(
(βaΦχT\A + βu0χA)
))= ∫
T\A
Ψ
(
p(βaΦ)
)
dμ +
∫
A
Ψ
(
p(βu0)
)
dμ
=
∫
A
Ψ
(
p(βu0)
)
dμ
∫
A
Ψ
(
p−(u0)
)
dμ = μ(A)Ψ (p−(u0))< 1
and
IΨ
(
p− ◦ 1
β
k0x0
)
=
∫
T\A
Ψ
(
p−
(
1
β
aΦ
))
dμ +
∫
A
Ψ
(
p−
(
1
β
u0
))
dμ
∫
A
Ψ
(
p(u0)
)
dμ > 1.
Now, by the same argumentation as in Subcase 1.1, we obtain that K (x0) = {k0} as we claimed. Moreover,
‖x0‖0Φ =
1
k0
(
1+ IΦ(k0x0)
)= 1
k0
[
1+ Φ(aΦ)μ(T \ A) + Φ(u0)μ(A)
]= 1
and k0x0(t) ∈ {aΦ,u0} ⊂ SC(Φ) for μ-a.e. t ∈ T . By Proposition 3, x0 ∈ ext B(L0Φ), so ext B(L0Φ) = ∅.
Now consider the case p−(u0) = p(u0). If bΦ = ∞, then p is continuous at u0. Without loss of generality we can
assume that there is a neighborhood (u0 − δ,u0 + δ) of u0 on which p is continuous because of the same reason as in
the proof of Subcase 1.2. By the fact that u0 ∈ SC(Φ), p(u0) > p(v) for any v ∈ (u0 − δ,u0). Take u1 ∈ (u0 − δ,u0) so
close to u0 that μ(T )Ψ (p(u1)) > 1. Then, by Lemma 1, there is a point v0 ∈ (u1,u0) of strict monotonicity of p. Obviously,
v0 ∈ SC(Φ) and μ(T )Ψ (p(v0)) > 1. If bΦ < ∞, then p−(bΦ) = ∞ and p−(u) < ∞ for any u < bΦ. Let δ > 0 be so small
that μ(T )Ψ (p(bΦ − δ)) > 1. We can assume without loss of generality that p is continuous on (bΦ − δ,bΦ). Really, if not,
then there is a point u1 ∈ (bΦ − δ,bΦ) of discontinuity of p. But then, by the monotonicity of p, we have p(u1) > p−(u1)
and consequently u1 ∈ SC(Φ). Therefore, repeating the same argumentation as in Subcase 1.1, a set A ∈ Σ can be found
such that the element x1 = 1k1 u1χA with k1 = 1 + Φ(u1)μ(A) is an extreme point of B(L0Φ). Taking into account the
continuity of p on (bΦ − δ,bΦ), by Lemma 1, there is a point v0 ∈ (bΦ − δ,bΦ) of strict monotonicity of p. Obviously,
v0 ∈ SC(Φ). Now, joining both subcases bΦ = ∞ and bΦ < ∞ in the case p−(u0) = p(u0), take A ∈ Σ with μ(A) =
1/Ψ (p(v0)), k0 = 1 + Φ(v0)μ(A) and deﬁne x0 = 1k0 (aΦχT \A + v0χA). Since v0 is a point of strict monotonicity of p,
the inequality Ψ (p(βv0)) < Ψ (p(v0)) < Ψ (p( 1β v0)) holds for any β ∈ (0,1). Moreover, Ψ (p(βaΦ)) = 0 for every β ∈ (0,1).
Hence it is easy to see that
IΨ
(
p− ◦ 1
β
k0x0
)
> 1 and IΨ (p ◦ βk0x0) < 1
for any β ∈ (0,1). By the deﬁnitions of the numbers k∗(x0) and k∗∗(x0), we conclude that k0 = k∗(x0) = k∗∗(x0), so
K (x0) = {k0}. Further,
‖x0‖0Φ =
1
k0
[
1+ Φ(aΦ)μ(T \ A) + Φ(v0)μ(A)
]= 1
and k0x(t) ∈ {0, v0} ⊂ SC(Φ) for μ-a.e. t ∈ T . Again, by Proposition 3, we get that x0 is an extreme point of B(L0Φ), whence
ext B(L0Φ) = ∅.
Subcase 2.2. μ(T ) < ∞ and u0 = sup{u  aΦ : u ∈ SC(Φ)} = ∞. Then by p(u0) we mean the number limu→∞ p(u). Choose
an increasing sequence (un) in SC(Φ) such that limn→∞ un = ∞. Since the sequence (p(un)) is non-decreasing, there is
α = limn→∞ p(un). Then either α = ∞ or α < ∞. By the assumption that μ(T )Ψ (p(u0)) > 1, a positive integer n0 so large
that μ(T )Ψ (p(un0 )) > 1 can be found. Since p(un) p−(un+1) for any n ∈N, we can also assume that μ(T )Ψ (p−(un0 )) > 1.
If p(un0 ) > p−(un0 ), taking a number ζ ∈ (p−(un0 ), p(un0 )), a set A ∈ Σ such that μ(A) = 1Ψ (ζ ) can be found. Deﬁning
x0 = 1k0 un0χA with k0 = 1+ Φ(un0 )μ(A) and repeating the same argumentation as in the proof in Subcase 1.1, we get that
x0 is an extreme point of B(L0Φ).
If p(un0 ) = p−(un0 ), then the argumentation from the proof of Subcase 1.2 can be repeated and we get that
ext B(L0Φ) = ∅. This ﬁnishes the proof of the necessity.
Suﬃciency. The suﬃciency of the inequality IΨ (p◦u0χT ) < 1 follows immediately from Corollary 3 in [11]. Suppose that
IΨ (p ◦ u0χT ) = 1. This implies that bΦ = ∞, u0 ∈ (0,∞) and μ(T ) < ∞. Really, if bΦ < ∞, then u0 = bΦ and p(bΦ) = ∞.
Consequently, IΨ (p ◦ bΦχT ) = ∞, a contradiction. Further, if u0 = 0, then Φ(u) = au for u  0, where a > 0. Consequently,
p(u) = a for any u  0 and Ψ (v) = 0 for v ∈ [0,a]. Hence IΨ (p ◦ u0χT ) = 0 independently of μ(T ). This contradiction
shows that u0 > 0. Assume now that u0 = ∞. To have IΨ (p ◦ u0χT ) = 1, the right-hand side derivative p must be bounded
and its range p[[0,∞)] must be an interval of the form [c,d) for some 0  c < d. But then Ψ (d) = ∞, which gives that
IΨ (p ◦ u0χT ) = ∞ for any T of a positive measure, a contradiction. Now, let u0 > 0 and μ(T ) = ∞. Then there are a,b > 0
512 P. Foralewski et al. / J. Math. Anal. Appl. 361 (2010) 506–519such that Φ(u) = au − b for u  u0. Consequently, p(u) = a for any u  u0 and Ψ (a) > 0, so IΨ (p ◦ u0χT ) = ∞, a contra-
diction. Hence bΦ = ∞, μ(T ) < ∞ and u0 > 0 is the largest element of SC(Φ). Therefore, Φ is of the form
Φ(u) =
{
ϕ(u) for u ∈ [0,u0],
au − b for u ∈ (u0,∞),
where a > 0, b ∈ (0,au0), ϕ : [0,u0] → [0,au0 − b] is a convex function such that ϕ(0) = 0, ϕ(u0) = au0 − b and
ϕ′+(u) < a for u ∈ [0,u0). Since Φ(u0) = au0 − b, it is easy to note that ϕ′−(u0)  a − bu0 . Namely, otherwise we have
Φ(u0) < a(a − bu0 ) = au0 − b, a contradiction. Moreover,
p(u) =
{
ϕ′+(u) for u ∈ [0,u0),
a for u ∈ [u0,∞).
Then, by the formula q(v) = sup{u: p(u)  v}, we get that q(v) = u0 for v ∈ [ϕ′−(u0),a) with ϕ′−(u0) < a or
limv→a− q(u) = u0 if ϕ′−(u0) = a. Hence
Ψ (a) =
ϕ′−(u0)∫
0
sup
{
u: ϕ′+(u) v
}
dμ +
a∫
ϕ′−(u0)
u0 dμ
= (u0ϕ′−(u0) − Φ(u0))+ u0(a − ϕ′−(u0))= (u0ϕ′−(u0) − au0 + b)+ u0(a − ϕ′−(u0))= b
for both cases, i.e. ϕ′−(u0) a. Moreover, by our assumptions, we have
1 = IΨ (p ◦ u0χT ) =
∫
T
Ψ
(
p(u0)
)
dμ =
∫
T
b dμ = bμ(T ),
whence μ(T ) = 1b . First, consider the element x0 = χT‖χT ‖0Φ . Obviously, x0 ∈ B(L
0
Φ). We will calculate the norm of the func-
tion χT . Applying the Amemiya formula, we get
‖χT ‖0Φ = inf
k>0
1
k
(
1+ IΦ(kχT )
)= inf
k>0
1
k
(
1+ 1
b
Φ(k)
)
= min
{
inf
0<k<u0
1
k
(
1+ 1
b
ϕ(k)
)
, inf
ku0
1
k
(
1+ 1
b
(ak − b)
)}
= min
{
inf
0<k<u0
1
k
(
1+ 1
b
ϕ(k)
)
,
a
b
}
= min
{
inf
b
ak<u0
1
k
(
1+ 1
b
ϕ(k)
)
,
a
b
}
.
The following two cases are possible.
Case 1. The last minimum is equal to ab . Then ‖χT ‖0Φ = ab and x0 = baχT . Moreover,
IΨ (p− ◦ kx0) =
∫
T
Ψ
(
p−
(
k
b
a
))
dμ = 1
for any k > ab u0 and
IΨ (p ◦ kx0) =
∫
T
Ψ
(
ϕ′+
(
k
b
a
))
dμ < Ψ (a)
1
b
= 1
for any k < ab u0. Hence K (x0) = [ ab u0,∞) and, by Proposition 3, x0 is not an extreme point of B(L0Φ).
Case 2. The inﬁmum in the formula for ‖χT ‖0Φ is strictly smaller than ab . Let us denote it by δ. Then ‖χT ‖0Φ = δ and
consequently, x0 = 1δ χT . Since the function f (k) = 1k (1+ 1bϕ(k)) is continuous on [ ba ,u0] and f ( ba ) > ab , there is a number
k0 ∈ ( ba ,u0) such that
δ = 1
k0
(
1+ 1
b
ϕ(k0)
)
.
We will show that K (x0) = ∅ in this case. Since
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1
δk0
(
1+ IΦ(δk0x0)
)= 1
δk0
[
1+ 1
b
Φ
(
δk0
δ
)]
= 1
δ
· 1
k0
[
1+ 1
b
ϕ(k0)
]
= 1,
we conclude that δk0 ∈ K (x0). If x0 were an extreme point of B(L0Φ), there would be K (x0) = {δk0} and δk0x0(t) = k0 ∈
SC(Φ) for μ-a.e. t ∈ T . Since k0,u0 ∈ SC(Φ) and k0 < u0, it is easy to notice that p(k0) < p(u0). Hence
IΨ (p ◦ δk0x0) = IΨ (p ◦ k0χT ) = 1
b
Ψ
(
p(k0)
)
<
1
b
Ψ
(
p(u0)
)= 1,
which means that δk0 /∈ K (x0), a contradiction. Therefore, also in this case x0 cannot be an extreme point.
Now suppose that ext B(L0Φ) = ∅ and take x ∈ ext B(L0Φ). Then, by Proposition 3, there is k > 0 such that K (x) = {k} and
kx(t) ∈ SC(Φ) for μ-a.e. t ∈ T . Deﬁne
A = {t ∈ T : kx(t) = u0}.
Then μ(T \ A) > 0 and kx(t) < u0 for μ-a.e. t ∈ T \ A. Really, if μ(T \ A) = 0, then x = 1kχT . Since x ∈ S(L0Φ), we have
1 = ‖x‖0Φ =
∥∥∥∥1kχT
∥∥∥∥0
Φ
= 1
k
‖χT ‖0Φ,
that is, k = ‖χT ‖0Φ. Hence x = x0, but it is impossible because we have already proved that x0 /∈ ext B(L0Φ). Further, the
inequality kx(t) < u0 for μ-a.e. t ∈ T \ A is an immediate consequence of the facts that u0 is the largest number of SC(Φ)
and kx(t) ∈ SC(Φ) for μ-a.e. t ∈ T . Hence, we have
IΨ (p ◦ kx) = IΨ
(
p ◦ k(xχA + xχT\A)
)= IΨ (p(u0χA + kxχT\A))
=
∫
A
Ψ
(
p(u0)
)
dμ +
∫
T\A
Ψ
(
p
(
kx(t)
))
dμ < bμ(A) + bμ(T \ A) = 1,
and consequently k /∈ K (x) which contradicts the fact that K (x) = {k}. Therefore ext B(L0Φ) = ∅, which ﬁnishes the proof of
the suﬃciency, and the theorem is proved. 
Remark 1. It is well known that L1 is the Orlicz space (with the equality of the norms) L0Φ generated by the Orlicz function
Φ(u) = |u|. Then u0 = 0 (where u0 is deﬁned in the proof of Theorem 1), p(u) = 1 for any u ∈ [0,∞) and
Ψ (u) =
{
0 for u ∈ [−1,1],
+∞ otherwise.
Hence IΨ (p ◦ u0χT ) = Ψ (1)μ(T ) = 0, so Theorem 1 conﬁrms the well-known result that ext B(L1) = ∅.
Let us deﬁne the Orlicz function Φa(u) = amax{0, |u| − 1}. It is easy to calculate that the Young conjugate of Φa is the
function
Ψa(u) =
{ |u| for u ∈ [−a,a],
+∞ otherwise.
Moreover, it is obvious that u0 = u0(Φa) = 1 and the right-hand side derivative pa of Φa is the function deﬁned by:
pa(u) = 0 for 0 < u < 1 and pa(u) = a for u  1. Therefore
IΨa
(
pa ◦ u0(Φa)χT
)= aμ(T ).
By virtue of Theorem 1, we conclude the following
Corollary 1. (See [17].) The set ext B(L0Φa ) is empty if and only if aμ(T ) 1. In particular, for the classical interpolation space L1 + L∞
equipped with the natural norm
‖x‖L1+L∞ = inf
{‖y‖1 + ‖z‖∞: y + z = x, y ∈ L1, z ∈ L∞},
the set ext B(L1 + L∞) is empty if and only if μ(T ) 1.
This follows from the fact that L0Φ1 = L1 + L∞ with equality of the norms (see Example 1 below).
Some suﬃcient conditions under which the set ext B(E0Φ) is empty are given in Corollary 9 from [11]. Now, we will give
criteria for this property of E0 .Φ
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satisﬁed:
(i) IΨ (p ◦ u0χT ) 1, where u0 = sup{u  aΦ : u ∈ SC(Φ)},
(ii) aΦ > 0 and μ(T ) = ∞.
Proof. Suﬃciency. It is known that ext B(E0Φ) = E0Φ ∩ext B(L0Φ) (see Corollary 8 in [11]). Then, supposing that (i) is satisﬁed,
by Theorem 1, ext B(L0Φ) = ∅ and consequently ext B(E0Φ) = ∅. The suﬃciency of (ii) follows immediately from Corollary 9(iii)
in [11].
Necessity. Suppose that ext B(E0Φ) = ∅ and that the necessity does not hold, i.e. IΨ (p ◦ u0χT ) > 1 and either aΦ = 0 or
μ(T ) < ∞.
If IΨ (p ◦ u0χT ) > 1 and aΦ = 0, then the set ext B(L0Φ) contains points of the form x0 = 1‖χA‖0Φ χA, where A is a set of
ﬁnite measure found by the same way as in the proof of the necessity of Theorem 1. But every such a point is an element
of E0Φ. Hence x0 ∈ E0Φ ∩ ext B(L0Φ) = ext B(E0Φ) = ∅, a contradiction.
Now assume that IΨ (p ◦ u0χT ) > 1 and μ(T ) < ∞. By the proof of the necessity of Theorem 1, there is a measurable
set A ⊂ T such that x1 = 1k0 (aΦχT \A + u0χA) with k0 = 1+ Φ(u0)μ(A) is an extreme point of B(L0Φ). Since μ(T ) < ∞, we
have x1 ∈ E0Φ ∩ ext B(L0Φ) = ext B(E0Φ) = ∅. This contradiction ﬁnishes the proof. 
Example 1. Assume that (T ,Σ,μ) is a non-atomic, σ -ﬁnite and complete measure space and a ∈ (0,+∞) is a ﬁxed number.
Then LΦa = L1+ L∞. It is known that L0Φ1 = L1+ L∞ with equality of norms (see [15]), where the norm in L1+ L∞ is deﬁned
as in Corollary 1. This norm is equal to
∫ 1
0 x
∗(t)dt, where x∗ is the non-increasing rearrangement of x (see [3,21]). We will
ﬁnd the norm ‖ · ‖0Φa in L0Φa = L1 + L∞. To do this, ﬁrst we need to calculate the Luxemburg norm in LΨa , where Ψa is the
Young conjugate of Φa and is presented above. We have for any x ∈ LΨa that
‖x‖Ψa = inf
{
λ > 0:
∫
{t∈T : |x(t)|/λa}
Ψa
(
x(t)
λ
)
 1
}
.
This means that in the last formula we should only consider these λ > 0 which satisfy
μ
({
t ∈ T : ∣∣x(t)∣∣/λ > a})= 0.
Next among such λ we should take into account only these of them which satisfy∫
T
∣∣x(t)∣∣dμ λ,
because Ψa(
|x(t)|
λ
) |x(t)|
λ
for such λ. Therefore
‖x‖Ψa = inf
{
λ > 0: μ
({
t ∈ T : ∣∣x(t)∣∣/λ > a})= 0∧ ∫
T
∣∣x(t)∣∣dμ λ}
= inf
{
λ > 0:
∣∣x(t)∣∣/λ a μ-a.e. in T ∧ ∫
T
∣∣x(t)∣∣dμ λ}
= max
{
1
a
‖x‖∞,‖x‖1
}
= ‖x‖L1∩ 1a L∞ .
In consequence, denoting for a Köthe space E its Köthe dual by E ′, we have(
L1 ∩ 1
a
L∞
)′
= (L1)′ +
(
1
a
L∞
)′
= L∞ + aL1 = a
(
L1 + 1
a
L∞
)
.
Since the Köthe dual of (LΨa ,‖ · ‖Ψa ) is the space (LΦa ,‖ · ‖0Φa ), where LΦa = L1 + L∞ and ‖x‖Ψa = ‖x‖L1∩ 1a L∞ , we get
‖x‖0Φa = ‖x‖a(L1+ 1a L∞) = a inf
{‖u‖L1 + ‖v‖ 1
a L∞
: u + v = x, u ∈ L1, v ∈ L∞
}= aK(1
a
, x, L1, L∞
)
= a
1/a∫
0
x∗(t)dt,
where K (t, x, L1, L∞) is the K -functional of x at t > 0 for the couple (L1, L∞) (see [21, p. 108]).
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to a
∫ 1/a
0 x
∗(s)ds. By Corollary 1, we know that ext B(L0Φa ) = ∅ if and only if μ(T )  1/a. Since in this case x∗(s) = 0 for
s > 1/a, we have
a
1/a∫
0
x∗(s)ds = a
∞∫
0
x∗(s)ds = a‖x‖L1 ,
so for any a  1/μ(T ) the norms ‖ · ‖0Φa and ‖ · ‖L1 are proportional. Hence in the family of Orlicz spaces {L0Φa }a>0 only
the spaces corresponding to a 1/μ(T ) have no extreme points in their unit balls. But each Orlicz space L0Φa is equal to L1
equipped with the norm ‖ · ‖0Φa which is proportional to the norm ‖ · ‖L1 , so it is no surprise that it has no extreme points
in its unit ball.
However, if μ is non-atomic and μ(T ) 1/a, the spaces E0Φa are non-trivial and, by Theorem 2, they have no extreme
points in their unit balls for any a > 0. Let us note that E0Φa is equal to the subspace of order continuous elements in
L1 + L∞, that is, such elements x in L1 + L∞ that d|x|(λ) < ∞ for any λ > 0, where d|x| denotes the distribution function
of |x|, i.e. d|x|(λ) = μ({t ∈ T : |x(t)| > λ}). Note that any x ∈ L1 belongs to E0Φa , but some x ∈ L∞ do not belong to E0Φa
if μ(T ) = +∞. In such a way we found a new class of spaces without extreme points in their unit balls, because for
a > 1/μ(T ) the norm ‖ · ‖0Φa is not proportional to the norm ‖ · ‖L1 .
The next result informs that in contrast to Orlicz function spaces there are no Orlicz sequence spaces equipped with the
Orlicz norm for which ext B(l0Φ) = ∅.
Theorem 3. The set ext B(l0Φ) is non-empty for any Orlicz function Φ.
Proof. The proof requires the consideration of two cases separately.
Case 10. aΦ > 0. Deﬁne x = (xi)∞i=1, where xi = aΦ for every i ∈ N. Since IΦ(kx) = 0 for any k ∈ (0,1] and IΦ(kx) = ∞ for
any k > 1, we have
‖x‖0Φ = inf
k>0
1
k
(
1+ IΦ(kx)
)= min{ inf
0<k1
1
k
(
1+ IΦ(kx)
)
, inf
k>1
1
k
(
1+ IΦ(kx)
)}= min{1,∞} = 1
and K (x) = {1}. Since 1 · xi = aΦ ∈ SC(Φ) for any i ∈ N, by Proposition 4(c), x is an extreme point.
Case 20. aΦ = 0. Let bΦ < ∞. Denote u0 = 1/‖e1‖0Φ, where e1 is the ﬁrst unit vector of the canonical basis of c0 and
take x = u0e1. Obviously, x ∈ S(l0Φ). Notice that K (x) = ∅ and bΦ  u0. Indeed, since the function f (k) = 1k (1 + Φ(ku0))
is continuous on (0,bΦ/u0), limk→0+ f (k) = ∞ and f (k) = ∞ for k > bΦ/u0, the inﬁmum of f (k) is attached for some
k0 ∈ (0,bΦ/u0], i.e.
1 = ‖x‖0Φ =
1
k0
(
1+ Φ(k0u0)
)
.
Hence K (x) = ∅ and k0  1. In consequence, Φ(u0)Φ(k0u0) < ∞, whence u0  bΦ. By Proposition 4(b), x is an extreme
point of B(l0Φ). If bΦ = ∞, taking again x = u0e1, where u0 is as in Case 20, by Proposition 4(a) and (b), we conclude that
x is an extreme point of B(l0Φ). 
Although, as we just proved, any Orlicz sequence space l0Φ has extreme points in its unit ball, the unit ball of its sub-
space h0Φ need not to have extreme points.
Theorem 4. The set ext B(h0Φ) = ∅ if and only if aΦ > 0 and either Ψ (bΨ ) > 1 or (Ψ (bΨ ) = 1 and q−(bΨ ) < ∞).
Proof. Suﬃciency. It is easy to verify that hΦ = c0 whenever aΦ > 0, where hΦ and c0 are considered as sets only.
Take an arbitrary x = (xi)∞i=1 ∈ S(h0Φ). If Ψ (bΨ ) > 1 or Ψ (bΨ ) = 1 with q−(bΨ ) < ∞ then, by Proposition 1, K (x) = ∅ for
any x ∈ hΦ \ {0}. Hence there is then k0  1 such that ‖x‖0Φ = 1k0 (1 + IΦ(k0x)). Since x ∈ c0, there is n0 ∈ N such that
k0|xi | aΦ/2 for any i > n0. Deﬁning
y = (x1, x2, . . . , xn0 , xn0+1 + aΦ/2k0, xn0+2, xn0+3, . . .),
z = (x1, x2, . . . , xn0 , xn0+1 − aΦ/2k0, xn0+2, xn0+3, . . .),
we get IΦ(k0 y) = IΦ(k0z) = IΦ(k0x), whence
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k0
1
k
(
1+ IΦ(ky)
)
 1
k0
(
1+ IΦ(k0 y)
)= 1
and analogously ‖z‖0Φ  1. Since
1 = ‖x‖0Φ =
∥∥∥∥ y + z2
∥∥∥∥0
Φ
 1
2
‖y‖0Φ +
1
2
‖z‖0Φ  1,
we have that y, z ∈ S(h0Φ), so x is not an extreme point of B(h0Φ).
Necessity. Suppose that ext B(h0Φ) = ∅ and one of the following conditions holds:
10. aΦ = 0;
20. Ψ (bΨ ) < 1;
30. Ψ (bΨ ) = 1 and q−(bΨ ) < ∞.
If 10 is satisﬁed, then take x = u0e1, where u0 = 1/‖e1‖0Φ, and e1 is the ﬁrst unit vector of the canonical basis of c0.
Then x ∈ S(h0Φ). Let y, z ∈ S(h0Φ) be such that y + z = 2x. This implies that x = y. Really, otherwise let i0 be the smallest
positive integer such that yi0 = xi0 . Since xi0 is the arithmetical mean of yi0 and zi0 , we have
min{yi0 , zi0} < xi0 < max{yi0 , zi0}.
Without loss of generality we can assume that zi0 < xi0 < yi0 . Denote y =
∑i0
i=1 yiei . Since, by aΦ = 0, the space l0Φ is
strictly monotone and strict monotonicity is inherited by subspaces, the subspace h0Φ is also strictly monotone. Hence, by|y| x and y = x, we get
‖y‖0Φ  ‖y‖0Φ > ‖x‖0Φ = 1,
i.e. y /∈ S(h0Φ). The obtained contradiction shows that x is an extreme point of B(h0Φ), which means that ext B(h0Φ) = ∅.
If 20 or 30 is satisﬁed, by Proposition 1, for any x ∈ h0Φ with card(supp x) = 1 we have K (x) = ∅. In particular, for the
element x deﬁned as in the proof of the necessity we have K (x) = ∅. Then, by Theorem 1, x is an extreme point of B(h0Φ),
and so ext B(h0Φ) = ∅. 
Corollary 2. Let {ei: i ∈ N} be the canonical basis of c0 and Ψ (bΨ ) < 1. If x ∈ ext B(h0Φ) and K (x) = ∅, then x ∈ {ei/bΨ : i ∈N}.
Proof. Let Ψ (bΨ ) < 1. Then there is x ∈ S(h0Φ) such that K (x) = ∅. First assume that card(supp x) 2 and, without loss of
generality, that x1 > 0 and x2 > 0. Take 0 < ε < max{x1, x2} and deﬁne
y = (x1 + ε, x2 − ε, . . . , xk, xk+1, xk+2, xk+3, . . .),
z = (x1 − ε, x2 + ε, . . . , xk, xk+1, xk+2, xk+3, . . .).
Obviously, x = (y + z)/2 and x = y. By the deﬁnition of bΨ , for any v ∈ lΨ with IΨ (v) 1, we have that |vi | bΨ for all
i ∈N. Hence
‖y‖0Φ = sup
{ ∞∑
i=1
yi vi: IΨ (v) 1
}
 bΨ
∞∑
i=1
|yi| = bΨ
∞∑
i=1
|xi| = ‖x‖0Φ = 1.
Similarly, ‖z‖0Φ  1. By the convexity of any norm, we conclude that z, y ∈ S(h0Φ), so x cannot be an extreme point of B(h0Φ).
On the other hand, by the proof of the necessity of Theorem 4, we conclude that the elements ei/bΨ are extreme points of
B(h0Φ) and K (ei/bΨ ) = ∅ for any i ∈ N. 
Example 2. Let us deﬁne Φ(u) = max{0,m(|u| −a)}, where a > 0. Then the unit ball of the space h0Φ has no extreme points
if and only if ma 1.
Really, it is easy to check that
p−(u) =
{
0 for u ∈ (0,a],
m for u ∈ (a,∞), and p+(u) =
{
0 for u ∈ [0,a),
m for u ∈ [a,∞).
Hence we have for the left-hand side and the right-hand side derivatives of the Young conjugate Ψ of Φ:
q−(u) =
{
a for u ∈ (0,m],
and q+(u) =
{
a for u ∈ [0,m),∞ for u ∈ (m,∞), ∞ for u ∈ [m,∞).
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Ψ (bΨ ) = Ψ (m) =
m∫
0
adt =ma.
Therefore we get the thesis applying Theorem 4.
Moreover, by elementary non-trivial calculations, we can get the following formula for the Orlicz norm in the space h0Φ
‖x‖0Φ =
{ 1
a ‖x‖∞ ifma 1,
m
∑l
i=1 x∗i + 1−lmaa x∗l+1 ifma < 1,
where x∗ = (x∗i ) is the decreasing rearrangement of x = (xi) and l is the positive integer such that 1l+1 ma < 1l .
For the interpretation of the norm ‖ · ‖0Φ in the case when ma < 1, deﬁne an operator T : c0 → c0 by the formula
T (x)i =
{
0 for the smallest i such that xi = max j |x j|,
xi otherwise.
Moreover, let T 0 = I (the identity) and Tn = T ◦ Tn−1. Then in the case ma < 1 the norm in h0Φ can be expressed as a linear
combination of c0-norms. Namely,
‖x‖0Φ =m
l−1∑
i=0
∥∥T i(x)∥∥∞ + 1− lmaa ∥∥T l(x)∥∥∞,
where l is the positive integer such that 1l+1 ma <
1
l .
On the base of Corollary 2, it is easy to verify that in such a case, the points 1mei are extreme points of B(h
0
Φ) for any
i ∈N.
Theorem 5. Let u0 be the number deﬁned in Lemma 2. The set ext B(LΦ) is empty if and only if the generating Orlicz function Φ is of
the form Φ(u) = au + b for u ∈ [u0,∞) with ﬁxed a,b ∈R, where either u0 = aΦ if μ(T ) = ∞ or Φ(u0)μ(T ) < 1 if μ(T ) < ∞.
Proof. Suﬃciency. Let μ(T ) = ∞ and x ∈ S(LΦ) be arbitrary. First suppose that IΦ(x) = 1. Then the set A = {t ∈ T :
|x(t)| > aΦ} is of positive measure. Deﬁne
An =
{
t ∈ T : ∣∣x(t)∣∣ aΦ + 1
n
}
for n = 1,2, . . . . Then μ(An0 ) > 0 for some positive integer n0. Choose B,C ⊂ An0 such that B∩C = ∅, 0 < μ(B) = μ(C) < ∞
and put
y = xχT\(B∪C) +
(
x+ (sgn x)/n0
)
χB +
(
x− (sgn x)/n0
)
χC ,
z = xχT\(B∪C) +
(
x− (sgn x)/n0
)
χB +
(
x+ (sgn x)/n0
)
χC .
Obviously x = (y + z)/2 and IΦ(y) = IΦ(z) = 1, whence y, z ∈ S(LΦ). Therefore x is not an extreme point of B(LΦ).
Assume now that IΦ(x) = r < 1 and let c > aΦ be a real number such that the set Ac = {t ∈ T : |x(t)| c} is of positive
measure. Take a subset D ⊂ Ac such that 0 < μ(D) 1− r and deﬁne
y = xχT\D + (x+ 1/a)χD ,
z = xχT\D + (x− 1/a)χD ,
where a is the slope of the line described by Φ. Then x = (y+ z)/2 and IΦ(y) 1, IΦ(z) 1. By the convexity of the norm,
y, z ∈ S(LΦ). Thus x is not an extreme point of B(LΦ).
Finally, consider the case μ(T ) < ∞. Since the function Φ satisﬁes the Δ2(∞)-condition, IΦ(x) = 1 for any x ∈ S(LΦ).
By the assumption Φ(u0)μ(T ) < 1 it follows that for arbitrary such ﬁxed x the set A = {t ∈ T : |x(t)| > u0} has a positive
measure. Using the same argumentation as in the case when μ(T ) = ∞, we can show that x is not an extreme point of
B(LΦ).
Necessity. First consider the case μ(T ) = ∞. If aΦ = bΦ then, by Proposition 5(iii), x = bΦχT is an extreme point
of B(LΦ), so ext B(LΦ) = ∅. Now let aΦ < bΦ and assume that the function Φ is not aﬃne on the interval (aΦ,bΦ), that is,
there exists v0 ∈ (aΦ,bΦ) such that
2Φ(v0) < Φ(v0 − δ) + Φ(v0 + δ)
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and x(t) ∈ {aΦ, v0} ⊂ SC(Φ), it follows from Proposition 5(ii) that x is an extreme point of B(LΦ). Finally, assume that
Φ is aﬃne on the whole interval (aΦ,bΦ), but bΦ < ∞. Then Φ(bΦ) < ∞. Denoting now x = aΦχT \C + bΦχC , where
μ(C) = 1/Φ(bΦ), we have IΦ(x) = 1 and x(t) ∈ {aΦ,bΦ} = SC(Φ). Applying again Proposition 5(ii), we conclude that y is
an extreme point of B(LΦ).
Consider now the case μ(T ) < ∞. If Φ(bΦ) 1/μ(T ), then x = bΦχT is an extreme point of B(LΦ). If Φ(bΦ) > 1/μ(T ),
u1 is the positive number such that Φ(u1) = 1/μ(T ) and there is v1 ∈ [u1,bΦ) such that the inequality 2Φ(v1) <
Φ(v1 − δ) + Φ(v1 + δ) holds for every δ > 0, then, by Proposition 5(ii), x = aΦχT \B + v1χB with μ(B) = 1/Φ(v1) is an
extreme point of B(LΦ). The case Φ(bΦ) > 1/μ(T ) with bΦ < ∞ and Φ being aﬃne on the interval (u0,bΦ), where
u0 < u1, we investigate analogously as for T with μ(T ) = ∞. 
Theorem 6.
(i) If μ(T ) = ∞, then the set ext B(EΦ) is empty if and only if bΦ < ∞ or aΦ > 0 or the Orlicz function Φ is of the form Φ(u) = au
for u ∈ [0,∞), a ∈R.
(ii) If μ(T ) < ∞, then the set ext B(EΦ) is empty if and only if bΦ < ∞ or the Orlicz function Φ is of the form Φ(u) = au + b for
u ∈ [u0,∞), where a,b ∈ R, u0 = sup{u  aΦ : u ∈ SC(Φ)} and Φ(u0)μ(T ) < 1.
Proof of (i). Suﬃciency. If bΦ < ∞, then EΦ = {0}, so B(EΦ) has no extreme points because S(EΦ) = ∅. Suppose now
that bΦ = ∞ and aΦ > 0, and take an arbitrary x ∈ S(EΦ). Then IΦ(x) = 1. It follows from the deﬁnition of EΦ and the
assumption μ(T ) = ∞ that the set A = {t ∈ T : |x(t)| aΦ/2} has the inﬁnite measure. Deﬁne
y = xχT\B + (x+ aΦ/2)χB ,
z = xχT\B + (x− aΦ/2)χB ,
where B is an arbitrary subset of A such that 0 < μ(B) < ∞. Since
max
{
IΦ(λy), IΦ(λz)
}
 IΦ(λx) + Φ(λaΦ)μ(B) < ∞
for any λ > 0, so y, z ∈ EΦ. Obviously x = (y + z)/2 and IΦ(y) = IΦ(z) = 1. Hence y, z ∈ S(EΦ). Therefore x is not an
extreme point of B(EΦ). Finally, suppose that Φ(u) = au + b for u ∈ [0,∞) with a,b ∈ R being ﬁxed. Then the func-
tion Φ satisﬁes the Δ2-condition for all u ∈ R which is equivalent to the fact that EΦ = LΦ, so the thesis follows
immediately from Theorem 5.
Necessity. Suppose that bΦ = ∞, aΦ = 0 and the function Φ is not aﬃne on [0,∞). Hence SC(Φ) = ∅. Take v0 ∈
SC(Φ) and deﬁne x = v0χB , where μ(B) = 1/Φ(v0). Applying Proposition 5(i), we conclude that x is an extreme point
of B(EΦ). 
Proof of (ii). Suﬃciency. It is enough to notice that EΦ = {0} whenever bΦ < ∞. If the function Φ is of the form Φ(u) =
au + b for u ∈ [u0,∞), where Φ(u0)μ(T ) < 1 with a,b ∈ R being ﬁxed, then Φ satisﬁes the Δ2(∞)-condition. This implies
that EΦ = LΦ. Now, to get the thesis we can use Theorem 5.
Necessity. Suppose that bΦ = ∞ and there is v0 ∈ SC(Φ) such that Φ(v0)  1/μ(T ). Take B ∈ Σ such that μ(B) =
1/Φ(v0). Then x = aΦχT \B + v0χB ∈ S(EΦ) and, by Proposition 5(i), x is an extreme point of B(EΦ). 
Theorem 7. The set ext B(lΦ) is non-empty for any Orlicz function Φ.
Proof. Assume ﬁrst that 0 < aΦ = bΦ and deﬁne x = (xi)∞i=1 with xi = bΦ for every i ∈ N. Applying Proposition 5(iii), we
conclude that x is an extreme point of B(lΦ).
Consider now the case aΦ < bΦ. First assume that Φ(bΦ)  1 and deﬁne x = (u0,aΦ,aΦ, . . .), where Φ(u0) = 1. By
Proposition 5(ii), x is an extreme point of B(lΦ).
Finally, assume that 0 < Φ(bΦ) < 1. Let n be the largest positive integer such that nΦ(bΦ)  1. Then there is a real
number u1 ∈ [0,bΦ) such that nΦ(bΦ) + Φ(u1) = 1. Setting
x = (bΦ, . . . ,bΦ︸ ︷︷ ︸
n
,u1,aΦ,aΦ, . . .
)
,
we have IΦ(x) = 1. By Proposition 5(ii), x is an extreme point of B(lΦ). 
Theorem 8. The set ext B(hΦ) is empty if and only if aΦ > 0.
Proof. Suﬃciency. Note that if aΦ > 0, then lΦ = l∞ and hΦ = c0 (here we consider equalities of sets only). Take an
arbitrary x = (xi)∞ ∈ S(hΦ). There is k ∈N such that |xi | aΦ/2 for any i > k. Deﬁningi=1
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z = (x1, x2, . . . xk, xk+1 − aΦ/2, xk+2, xk+3, . . .),
we get x = (y + z)/2 and IΦ(y) = IΦ(z) = IΦ(x)  1. Since y and z differ from x on one coordinate only, we know that
y, z ∈ hΦ. It follows, by the convexity of the norm, that y, z ∈ S(hΦ), so x is not an extreme point of B(hΦ).
Necessity. Let aΦ = 0. Then Φ(bΦ) > 0 and the elements deﬁned as in the proof of Theorem 7 are extreme points
of B(hΦ). 
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