In this paper we consider the estimation of the weights of tangent portfolios from the Bayesian point of view assuming normal conditional distributions of the logarithmic returns. For di↵use and conjugate priors for the mean vector and the covariance matrix, we derive stochastic representations for the posterior distributions of the weights of tangent portfolio and their linear combinations. Separately we provide the mean and variance of the posterior distributions, which are of key importance for portfolio selection. The analytic results are evaluated within a simulation study, where the precision of coverage intervals is assessed.
Introduction
The seminal paper of Markowitz (1952) suggests a simple and intuitive approach for determining the optimal portfolios of risky assets. It allows us to determine the optimal portfolio weights which lead to the lowest risk for a given expected portfolio return. If the asset returns are assumed to follow normal distribution, then this task is equivalent to minimizing the expected quadratic utility of the future wealth. Depending on the level of the risk aversion or on the expected targeted portfolio return, all the resulting portfolios will lie on a hyperbolic e cient frontier in the µ--space. Taking the risk-free asset into account changes the paradigm of the classical Markowitz approach. In this case the e cient portfolios lie on straight line which crosses the vertical axis at the level of the risk-free rate and is tangent to the mean-variance e cient frontier of Markowitz. The line is usually referred to as the capital market line and the tangent point is the tangent portfolio. Every investor holds a portfolio which consists of the tangent portfolio and the risk-free asset, while the proportions are determined by the risk aversion.
In practice, however, the tagency and other portfolios frequently lead to investment strategies with modest profits and high risk. Several approaches were developed to improve the performance. The first strand of research analyses the estimation risk in portfolio weights, which arises if we replace the unknown parameters of the distribution of asset returns with their sample counterparts. If the estimation risk is properly quantified it can be taken into account when constructing estimation-risk-adjusted portfolios. Alternatively one can shrink the optimal portfolio weights to constant target weights. Typically one takes equally weighted portfolio for this purpose. The objective is to minimize an appropriate objective function, usually the utility function of the investor.
The second strand of research uses the Bayesian framework. The Bayesian setting resembles the human way of information utilization. The investors use the past experiences or additional information for decisions at a given time point. These subjective beliefs are reflected in a Bayesian setup using specific prior distributions. The first applications of Bayesian statistics in portfolio analysis were completely based on uninformative or databased priors, see Winkler (1973) , Winkler and Barry (1975) . Bawa et al. (1979) provided an excellent review on early examples of Bayesian studies on portfolio choice. These contributions stimulated a steady growth of interest in Bayesian tools for asset allocation problems. Jorion (1986) , Kandel and Stambaugh (1996) , Barberis (2000) , Pastor (2000) used the Bayesian framework to analyze the impact of the underlying asset pricing or predictive model for asset returns on the optimal portfolio choice. Wang (2005) , Kan and Zhou (2007) , Golosnoy and Okhrin (2007) , Golosnoy and Okhrin (2008) , Bodnar et al. (2015) concentrated on shrinkage estimation, which allows to shift the portfolio weights to prespecified values, which reflect the prior beliefs of investors. Brandt (2010) gives a state of the art review of the modern portfolio selection techniques, paying a particular attention to Bayesian approaches.
In this paper we consider di↵use and conjugate priors for the parameters of asset returns. In both cases we derive stochastic representation of the posterior distribution of the tangent portfolio and the corresponding first two moments. These results simplify numerical computation of the optimal portfolios and their analysis, since random sampling is required only for simple and standard distribution such as t, N and F . Additionally we provide the asymptotic distribution, which is Gaussian with a simple expression for the covariance matrix. The established results are evaluated within a simulation study, which assesses the coverage probabilities of credible intervals.
The rest of the paper is structured as follows. Bayesian estimation of the tangent portfolio and main theoretical results are summarized in Section 2. The results of numerical study are given in Section 3, while Section 4 summarizes the paper. The appendix (Section 5) contains proofs and additional technical results.
Bayesian estimation of tangent portfolio
We consider a portfolio consisting of k assets. The k-dimensional vector of the asset (logarithmic) returns taken at time point t is denoted by x t . Let w i be the i-th weight in the portfolio and let w = (w 1 , . . . , w k )
> be the vector of weights. Throughout the paper it is assumed that data drawn from the random vector of asset returns consist of conditionally independent observations which are conditionally normally distributed. That is we assume that x 1 , . . . , x n are independent given µ and ⌃ with
where µ is a mean vector, ⌃ is a positive definite covariance matrix, and x 1 , . . . , x n are independent given µ and ⌃. It is remarkable that only the conditional distribution of the asset returns is assumed to be normal, while the unconditional distribution depends on the priors assigned to µ and ⌃ and it is usually a heavy-tailed distribution. Moreover, the observation vectors are unconditionally dependent. These two features, namely heavy tails and time dependence, are, usually, observed in the stochastic behavior of the asset returns. The aim of this section is to provide a Bayesian analysis of the tangent portfolio (TP) which is an optimal portfolio when the investment into a risk-free asset with return r f is possible. In the mean-variance space this type of optimal portfolios is determined by a tangent line drawn from the portfolio which consists of the risk-free asset only to the set of optimal portfolios, the so-called e cient frontier, constructed in the case without a risk-free asset. The tangent portfolio weights are calculated by
where ↵ is the coe cient of risk aversion which describes the investor's attitude towards risk and 1 k stands for the k-dimensional vector of ones. If the sum of the weights in (1) is not equal to one, what is usually observed in practice, then the rest of the investor's wealth is invested into the risk-free rate whose weight is w 0 = 1 1 > k w T P . Otherwise, if it is normalized so that 1 > k w T P = 1, then the TP portfolio coincides with the optimal portfolio that maximizes the Sharpe ratio and it is also known as the market portfolio. This portfolio lies on the intersection of the mean-variance e cient frontier and the capital market line constructed with a risk-free asset.
Obviously the TP weights cannot be calculated since both the parameters µ and ⌃ of the asset return distribution are unknown quantities. They have to be replaced by corresponding estimators using the historical data on asset returns x = (x 1 , ..., x n ) observed at time points 1, ..., n. Using these data, the sample estimators for µ and ⌃, namely the sample mean vector and the sample covariance matrix, are constructed and they are given by
respectively. Replacing µ and ⌃ by x and S in (1) we obtain the sample estimator for the TP weights expressed asŵ
In this section we deal with a more general problem. Namely, the aim is to estimate arbitrary linear combinations of the TP weights. Let L be a p ⇥ k matrix of constants such that rank(L) = p < k, and define
The sample estimator of ✓ is then given bŷ
The frequentist distribution of the TP weight and of✓ as well as test theory on the TP weights were derived by Bodnar and Okhrin (2011) for n > k, whereas Bodnar et al. (2016b) extended these results to the case n < k.
Here, we deal with the problem of estimating the TP portfolio from the viewpoint of Bayesian statistics. The distributional properties of the TP weights and/or their linear combinations will be presented in terms of the posterior distribution. Thus we obtain not only the point estimator of the weights but the whole distribution. Using the posterior distribution the Bayesian estimate of the TP weights are derived as the posterior mean vector along with their uncertainties which are characterized by the posterior covariance matrix.
about the model parameters. The conjugate prior, however, reflects the prior beliefs trough the additional information with the expectations µ c and ⌃ c .
In Theorem 1, we derive the stochastic representations of the posterior distributions for ✓ under the di↵use prior and the conjugate prior. The stochastic representation is a very powerful tool in multivariate statistics. It plays an important role in the theory of elliptically contoured distributions (c.f., Gupta et al. (2013) ) and in Bayesian statistics (see, e.g., Bodnar et al. (2016a) ) as well as it is widely used in Monte Carlo studies. In particular, the simulation of the values of the weights is considerably simplified if we use the stochastic representation.
Theorem 1. Let x 1 , . . . , x n |µ, ⌃ be conditionally independently and identically distributed with x t |µ, ⌃ ⇠ N k (µ, ⌃). Let L be a p ⇥ k matrix of constants of rank p < k, and 1 k denotes the vector of ones. We define
Then the stochastic representation of the posterior distribution for
with
, and z 0 ⇠ N p (0, I p ); moreover, ⌘ d , µ d , and z 0 are mutually independent.
(b) under the conjugate prior ⇡ c (µ, ⌃) is given by
where
, and z 0 ⇠ N p (0, I p ); moreover, ⌘ c ,μ c , and z 0 are mutually independent.
The proof of the theorem is given in the appendix. It is noted that the distribution of the weights is given in terms of a 2 random variable, a t-distributed random vector and a standard multivariate normal random vector which are independently distributed.
Moreover, only the distribution ofμ d (andμ c ) in both stochastic representations depends on data.
To enhance computational e ciency in applications, we rewrite S 1 d using the ShermanMorrison formula (see, for example, Meyer (2000, p. 125) )
.
Similarly, we obtain that
The application of these equalities leads to more computationally e cient stochastic representations of ✓ which are stated in Corollary 1.
Corollary 1.
Under the assumptions of Theorem 1, the stochastic representation of ✓ (a) under the di↵use prior ⇡ d (µ, ⌃) is given by
, and U is uniformly distributed on the unit sphere in R k ; moreover, ⌘ d , z 0 , Q d , and U are mutually independent.
, and U is uniformly distributed on the unit sphere in R k ; moreover, ⌘ c , z 0 , Q c , and U are mutually independent.
In contrast to the stochastic representations given in Theorem 1, the random variables in (12) and (13) do not depend on data. Consequently, the inverses of the matrices S andS have to be calculated only once within the simulation study for a given draw. This would surely speed up the generation of realizations of ✓. To this end, it has to be noted that the uniform distribution on a unit sphere in R k is not a standard distribution in many statistical packages. However, realizations of U can easily be obtained from the k-dimensional standard normal vector Z by using U = Z/ p Z > Z. In Theorem 2 we derive the analytical expressions of the Bayesian estimates for ✓ calculated under the di↵use prior and the conjugate prior. These expressions are derived as posterior means of ✓ which can be calculated by using the results of Corollary 1.
Theorem 2. Under the assumptions of Theorem 1 the Bayesian estimate for w T P (a) under the di↵use prior (8) is given bŷ
(b) under the conjugate prior (9) is given bŷ
whereS and a 12 are given in Theorem 1.
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The proof is given in the appendix. From Theorem 2 we observe that the point estimator based on the di↵use prior coincides with the classical estimator. This is consistent with our expectations, since the di↵use prior adds no information, but merely reflect the uncertainty. The conjugate prior is an informative prior. This leads to a new point estimator that is obtained in Theorem 2, which reflects the additional information. The structure of the estimator is of shrinkage-type. The mean vector of excess returns is replaced by the weighted sum of the sample mean return and the prior mean. The weights reflect the precision of both sources of information. The covariance matrix is similarly a weighted sum of the sample and prior information. Thus we shrink the sample parameters towards the priors.
The formulas for the covariance matrix of w T P under both priors are summarized in Theorem 3 whose proof is given in the appendix.
Theorem 3. Under the assumptions of Theorem 1 the covariance matrix for w T P (a) under the di↵use prior (8) is given by
(b) under the conjugate prior (9) is given by
a 12 whereS and a 12 are given in Theorem 1.
Finally, in Theorem 4 we proof that both posterior distributions converge to the same normal distribution as the sample size increases. This results is not surprising and is in line with Bernstein-von-Mises theorem.
Theorem 4. Under the assumptions of Theorem 1 it holds that
as n ! 1 under both the di↵use prior (8) and the conjugate prior (9) where
The proof of the theorem is given in the appendix. In practice, the asymptotic covariance matrix of w T P is computed by using x and S instead ofx andS.
Simulation Study
In this section we assess the performance of the suggested within a simulation study. We compute the coverage probabilities of credible intervals for the portfolio weights based on the di↵use and conjugate priors suggested in the previous section and compare it to the coverage probability stemming from the asymptotic distribution. Since the posterior distribution cannot be determined explicitly, the quantiles are computed via simulations using the respective stochastic representation. The number of repetitions is set to 10000. To speed up the computations we use the representation in Corollary 1.
The setup of the simulation study is as follows. Without loss of generality we restrict the discussion to the first portfolio weight, i.e. p = 1, L = e T 1 . The riskless rate of return is 0.001. The true expected returns µ are taken as a unform grid of length k between 0.01 + r f and 0.01 + r f . For the covariance matrix we opt for the AR(1)-type structure
.,k , where ⇢ takes values between -1 and 1. Since the dimension of the portfolio is of particular interest we consider k 2 {5, 10, 20, 30}. The sample size n is set to 60, which is a typical value in financial literature and corresponds to roughly two months of daily data or a year of weekly data, respectively. In all considered cases we take the following parameters for the conjugate prior ⌫ c =  c = n/2. µ c is set equal a uniform grid between 0 and 0.003. S c is an identity matrix of a corresponding size. Specifically, the boundaries of the credible intervals are computed using the following procedure:
1. Generate independently
Compute the vector of weights using (12) for the di↵use prior and (13) for the conjugate prior and using true parameters.
3. Repeat steps (1) and (2) B = 10000 times.
4. Compute the credible intervals bounded by the sample quantiles. To determine the coverage probabilities we sample the asset returns from the original distribution, estimate the portfolio weights and count the fraction of times the weights are covered by the credible intervals. The results for di↵erent dimensions and values of ⇢ are illustrated in Figure 1 . We conclude that the di↵use prior leads to the coverage probabilities almost identical to the ones based on the asymptotic distribution and does not depend on the strength of correlation between the assets. The conjugate prior, however, show much higher coverage probabilities especially at the boundaries of ⇢. This is reasonable, since higher ⇢ values induce covariance matrices which are close to singularity. This leads to wider intervals and higher coverage probabilities. Other forms of the correlation structure or other parameters of the conjugate prior might obviously deteriorate these conclusions.
Summary
In this paper we analyze the tangent portfolio within a Bayesian framework. The suggested approach allows us to incorporate uncertainty about the model parameters quantified as prior beliefs of the investors and to incorporate these into the portfolio decisions.
Assuming di↵erent priors for the asset returns, we derive the stochastic representation of the posterior distributions of linear combinations of tangent portfolio weights. In particular, we consider non-informative di↵use and informative conjugate priors. Additionally we derive the mean and the variance of the posterior distribution. The results are evaluated within a numerical study, where we assess the coverage probabilities of credible intervals.
Appendix
First, we present an important lemma that is used in the proof of Theorem 1.
where V 0 = V 0 (⌫) and the symbol f (·|x) stands for the posterior distribution of ⌫. Let M be a p ⇥ k matrix of constants such that rank(M) = p  k. Then the stochastic representation of M⌅ 1 ⌫ is given by
, and ⌫|x ⇠ f (·|x); moreover, ⌘, z 0 and ⌫ are mutually independent.
Proof. From Theorem 3.4.1 of Gupta and Nagar (2000) we obtain that
Since
and rank(M) = p + 1  k, we get from Theorem 3.2.5 in Muirhead (1982) that
Moreover, from Theorem 3.2.10 of Muirhead (1982) we obtain that Muirhead (1982) leads to
Moreover, since the conditional distribution of ⌘ given ⌫ = ⌫ ⇤ and x does not depend on ⌫ ⇤ and x, it is also the unconditional one as well as ⌘ and ⌫ are independent, i.e.
⌘ ⇠ 2 ⌧ 0 k 1 . Thus, the stochastic representation of M⌅ 1 ⌫ is given by
, and ⌫|x ⇠ f (·|x); moreover, ⌘, z 0 and ⌫ are mutually independent. This completes the proof of the lemma.
Proof of Theorem 1. a) Using the expression of the likelihood function (7) and the di↵use prior ⇡ d (µ, ⌃) as in (8), the posterior distribution of (µ, ⌃) is given by
Integrating out ⌃ we obtain the marginal posterior for µ expressed as
where the last equality follows by observing that the function under the integral is the density function of the inverse Wishart distribution with n + k + 1 degrees of freedom and parameter matrix n(x µ)(x µ) > + (n 1)S. The application of Silvester's determinant theorem leads to
. Using the properties of the multivariate t-distribution we then get withμ d = (µ r f 1 k ) that
Furthermore, from (15) we obtained that
Finally, the application of Lemma 1 with ⌧ 0 = n + k + 1 and V 0 = S d leads to
; moreover, ⌘, z 0 and µ d are mutually independent. b) The joint posterior for µ and ⌃ under the conjugate prior (9) is given by
whereμ c = µ r f 1 k , a 1 and a 2 as in the statement of the theorem and
with a 12 given in the statement of the theorem and
Following the proof of part a) of the theorem we get
Finally, the application of Lemma 1 with ⌧ 0 = ⌫ c + n + 1 and V 0 = S c leads to the statement of the theorem.
In the proof of Corollary 1 we use the following lemma.
Lemma 2. Assume that the stochastic representation of M⌅ 1 ⌫ is given by
⌘, z 0 and ⌫ are mutually independent. Then
, and U uniformly distributed on the unit sphere in R k ; moreover, ⌘, z 0 , Q, and U are mutually independent.
Proof. Using the Sherman-Morrison formula (see p.125 of Meyer (2000)) we obtain
Using the facts that ⌫|x ⇠ t k (d 0 , b 0 , 0 S 0 ) and that the multivariate t-distribution belongs to the class of the elliptically contoured distributions, we obtain that U and Q are independent, and U is uniformly distributed on the unit sphere in R k (see Theorem 2.15
of Gupta et al. (2013) ). Moreover, from the properties of the multivariate t-distribution (see p. 19 of Kotz and Nadarajah (2004) ), we get that Q ⇠ F(k, d 0 ), i.e., Q has an F-distribution with k and d 0 degrees of freedom. Hence, the application of the (16) and (17) leads to
Putting all above together we obtain the statement of the lemma.
Proof of Corollary 1. The statement of the corollary follows directly from Lemma 2 with
L in the case of the di↵use prior and with
Lemma 3. Under the assumption of Lemma 2 with n 0 0 = 1/d 0 we get that
Proof. Since ⌘, z 0 , Q, and U are independent with E(z 0 ) = 0, E(U) = 0 and E(UU
, then from the properties of the F-distribution, we obtain that
Proof of Theorem 2. The application of Lemma 3 with
> in the case of the conjugate prior for an arbitrary vector l leads to
respectively. Since the vector l is arbitrary chosen, we get the statement of the theorem.
In the proof of Theorem 3 we use the following lemma. we get that Proof. It holds that
where E(m⌅ 1 ⌫|x) is given in Lemma 3.
The application of Lemma 2 together with E(z 0 ) = 0, E(z 0 z > 0 ) = I p and the independence of ⌘, z 0 , Q, and U leads to
where we use that E(⌘) = ⌧ 0 and E(⌘ 2 ) E(⌘) = ⌧ 0 (1 + ⌧ 0 ).
Using that E(UU > ) = 1 k I k and all odd mixed moments of the elements of U are zero, we get
Since n 0 0 kQ 1+n 0 0 kQ has a beta distribution with k/2 and d 0 /2 degrees of freedom (see the end of the proof of Lemma 3), we obtain
, where B(·, ·) stands for the beta function (see, Mathai and Provost (1992, p. 256) ).
Let Q N ⇠ 2 k be independent of U. Then p Q N U has a multivariate standard normal distribution, i.e. The application of the delta method (c.f., (DasGupta, 2008, Theorem 3.7) ) proves that
as n ! 1 under the di↵use prior and the conjugate prior, respectively. Finally, using the results of Theorem 3 we get Similarly,
which completes the proof of the theorem.
