ABSTRACT Graphical models provide an effective way to reveal complicated associations in data and especially to learn the structures among large numbers of variables with respect to few observations in a high-dimensional space. In this paper, a novel graphical algorithm that integrates the dynamic time warping (DTW)-D measure into the birth-death Markov Chain Monte Carlo (BDMCMC) methodology (DTWD-BDMCMC) is proposed for modeling the intrinsic correlations buried in data. The DTW-D, which is the ratio of DTW over the Euclidean distance (ED), is targeted to calibrate the warping observation sequences. The approach of the BDMCMC is a Bayesian framework used for structure learning in sparse graphical models. In detail, a modified DTW-D distance matrix is first developed to construct a weighted covariance instead of the traditional covariance calculated with the ED. We then build on Bayesian Gaussian models with the weighted covariance with the aim to be robust against problems of sequence distortion. Moreover, the weighted covariance is used as limited prior information to facilitate an initial graphical structure, on which we finally employ the BDMCMC for the determination of the reconstructed Gaussian graphical model. This initialization is beneficial to improve the convergence of the BDMCMC sampling. We implement our method on broad simulated data to test its ability to deal with different kinds of graphical structures. This paper demonstrates the effectiveness of the proposed method in comparison with its rivals, as it is competitively applied to Gaussian graphical models and copula Gaussian graphical models. In addition, we apply our method to explore real-network attacks and genetic expression data.
I. INTRODUCTION
The estimation of undirected graphical models has enjoyed increased attention because of the enormous growth of data across many scientific disciplines. The use of graphical modeling allows us to explore complicated associations in intractable data. In the past decade, significant advances have been achieved in developing efficient algorithms to learn undirected sparse graphical structures in high-dimensional spaces. In particular, Gaussian graphical models have the most popularity [1] - [13] . Under the Gaussian assumption that the observations have a multivariate Gaussian distribution, the graphical structure depends on the precision matrix in the Gaussian graphical modeling, which is the inverse covariance matrix. If the two variables are conditionally independent given all the other variables, the corresponding element of the precision matrix is equal to zero. Thus, the edges of the graph correspond to the non-zero elements in the off-diagonal positions of the precision matrix.
There are various algorithms proposed for estimating the precision matrix [6] - [13] . Much recent work [8] - [13] has presented the advantages of Bayesian statistical learning for Gaussian graphical models. A convenient Bayesian strategy focuses on the determination of the Gaussian graphical model by trans-dimensional Markov Chain Monte Carlo (MCMC) methods, which are designed for sampling over the joint framework of the graphical structure and the precision matrix. The mechanism of a special instance is the reversible-jump MCMC (RJMCMC), which explores an ergodic discrete-time Markov chain process [9] . In particular, a Bayesian Gaussian graphical model, the BDMCMC, is an MCMC methodology on the basis of a continuous-time birth-death process [13] . The estimate of the graph proceeds by iteratively adding or removing edges via birth or death events. Compared with other frequentist models and Bayesian models, the BDMCMC verifies its efficiency in learning the true graphical structure.
However, in Gaussian graphical models, the Euclidean distance (ED) is straightforwardly employed for the similarity measure between variables without taking into account the sequence deformation. In view of this situation, we are motivated to design a new algorithm, which has the ability to cope with misalignment among sequences. Dynamic time warping (DTW) is a well-established measure and can be broadly maintained as a solution for this problem. Furthermore, the DTW-D measure is a simple but efficient substitute for the DTW or the ED, which is schemed for more accurate calibration of warping sequences [14] . We therefore introduce the DTW-D distance measure into Gaussian graphical models in an attempt to reduce the incorrect representations of inter-variable relationships and to identify the true dependence among variables.
The paper is organized as follows. In section II, we briefly introduce the DTW-D measure and the BDMCMC algorithm. Section III elaborates on the proposed approach of integrating the DTW-D into the BDMCMC for learning the graphical structure. In section IV, we implement a simulation study to verify the performance of our algorithm and apply it to estimate the graphical structures of network attacks and gene expression data. Section V discusses our proposed methodology and concludes the paper.
II. RELATED WORK
We start with a brief introduction of the idea of the DTW-D measure in section A. The following section B provides an overview of the Bayesian Gaussian graphical models and the BDMCMC approach to learn the structures of these models.
A. DISTANCE MEASURE WITH DTW-D
The similarity measure indicates the level of similarity/ dissimilarity between data objects, which is a fundamental constituent of many learning algorithms. It is well known that the Euclidean distance is the most basic measure and has been most widely applied. Diverse types of measures are also proposed to be robust against scaling differences due to distortions, time shifting, noise, drastically local fluctuations and outliers in data. Specifically, dynamic time warping (DTW) is a popular measure used for overcoming these drawbacks [15] , [15] - [18] . It has been confirmed [15] that DTW mostly outperforms all other methods based on tests involving in 38 datasets. The foremost principle of the DTW is to compare two sequences by searching for an optimal alignment of them under certain constraints. We illustrate this in Fig. 1 , which shows the DTW alignment and the Euclidean distance for comparison. The DTW alignment aims at eliminating the weakness of rigid distances and handling the distortion and shift in sequences.
However, a recent paper demonstrates the disadvantages of DTW in some specific situations and accordingly proposes a simple but efficient DTW-D algorithm, which is the ratio of the DTW distance over the Euclidean distance. This algorithm has the ability to fix the problems that DTW has difficulties with. Let x 1 and x 2 be two sequences. The DTW-D distance measure is defined by a simple equation
where DTW(x 1 , x 2 ) and ED (x 1 , x 2 ) denote the DTW distance and the Euclidean distance, respectively, and is an extremely small positive constant used for preventing divide-by-zero errors.
B. BAYESIAN GAUSSIAN GRAPHICAL MODELING
The intuition behind graphical models is to uncover the conditional independences between variables. In the graphical models, each node of the graph represents a single variable and an edge between variables characterizes the conditional dependency between variables. In it, no edge implies that the variables are conditionally independent given all the other variables. Let X = (X 1 , . . . , X p ) denote a random vector with the distribution P = N (µ, ) in Gaussian graphical models. Here, we assume µ = 0 or convenience. Corresponding to distribution P, the undirected graph G = (V , E) consists of a vertex set V and an edge set E, where V = {1, 2, . . . , p and E ⊂ V × V . The set V is composed of p nodes that represent the variables of X i , i = 1, . . . , p. The edge between (i, j) is excluded from E if and only if X i is independent of X j given the other variables X \{i,j} ≡ (X s : 1 ≤ s ≤ p, s = i, j). It is written as
The conditional independence in (2) is implied by the precision matrix , which is the inverse of the covariance matrix, = −1 . Therefore, (2) holds if and only
T be the n observations of independently and identically distributed samples from P, where Z (i) ∈ R p . Then, the likelihood can be defined as
where S = Z Z . Thus, the joint posterior distribution is given as
For the prior distribution of the graph P(G), a prevalent option is the uniform distribution due to the absence of any prior knowledge of the graphical structure [9] , [13] . Given the graph space G, any graph G ∈ G is uniformly distributed over the space
For the precision matrix, the G-Wishart distribution
is most often chosen as its prior distribution [9] - [13] . The density of G-Wishart distribution is defined as
where b is the degree of freedom satisfying b > 2, D is a symmetric positive definite matrix and I G (b, D) is a constant used for normalizing this density. Given a definite graph G and an observed dataset Z , the posterior distribution of is then stated as
Lastly, the most important step is the determination of the Gaussian graphical model. A direct way to obtain it is to individually sample over the graph model space by marginalizing over the precision matrix . However, a major challenge for these methods is the approximation of the normalization constants, which might be calculated unstably. Instead, there are considerable trans-dimensional MCMC methods for sampling over the joint space of graphs and precision matrices [9] - [13] , which are able to avoid the period of the normalizing constant approximation.
The BDMCMC [13] is a recent trans-dimensional proposal for realizing this aim, which skillfully explores a continuous time birth-death Markov Chain Monte Carlo method (BDMCMC). For brevity, we provide a brief summary of the procedures of this approach rather than a thorough illustration. Given an initial graph G = (V , E) with the precision , two crucial steps are required with repeated iterations until meeting the stop criterion. In the first step, the birth-death MCMC method (BDMCMC) adds an edge with a birth rate in a birth event or removes an edge with a death rate in a death event, which thus jumps to a new state for the process of graphical structure learning. Based on the jump type in the first step, the precision matrix is estimated by the direct Wishart sampler in the second step.
III. PROPOSED ALGORITHM
This section illustrates the mechanism of the proposed algorithm, the DTWD-BDMCMC. In section A, we first define a new version of the DTW-D measure for creating a weight sample covariance. Then, the Gaussian graphical models are reconstructed on the basis of this weight covariance. In section B, the prior graph information is captured from the weight covariance, which produces an initial graph. With this initialization, we approximate the target posterior distribution by the BDMCMC, thus yielding the Gaussian graphical determination.
A. DTW-D MEASURE-BASED COVARIANCE MATRIX FOR GAUSSIAN GRAPHICAL MODELS
For the Gaussian graphical models, the way to indicate the similarity among variables is the use of the Euclidean distance measure. However, it is well known that the Euclidean distance performs poorly without considering the possibility of sequence deformations, noise or highly complicated local fluctuations of observations. With this question in mind, we integrate the DTW-D distance measure into Gaussian graphical models and allow for the amending of the Euclidean measure among variables.
We first define a minor variation in the DTW-D distance.
T is the representation of the n observations above, which is an n × p matrix. Let x i be the i th column of Z and therefore be the observations of variable X i , where
The DTW-D distance between x i and x j is rewritten as
, and i, j = 1, . . . , p. Note that here the calculation of DTW x i , x j is different from that in [18] . After finding the optimal match of the two compared sequences, we unswervingly calculate the Euclidean distance between the aligned sequences as the DTW distance.
To counterbalance the data distortion, we then introduce the redefined DTW-D distance into (3) as
where
p and i, j = 1, . . . , p. Accordingly, the posterior distribution of the precision matrix is also altered since the G-Wishart prior is conjugate to the likelihood defined in (3), which is rewritten as
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B. GRAPH INITIALIZATION FOR SAMPLING OF POSTERIOR DISTRIBUTION
Choosing a reasonable initial point has great significance on the performance of the MCMC algorithm. A well-picked initial point has the capability of improving the convergence speed, thus leading to a better graphical estimation.
Conversely, it is difficult to approximate the real graphical structure. Such circumstances encourage us to capture the prior graphical information for initiating a graphical structure.
It is worthwhile to note that the entry (i, j) of S d indicates the conditional dependence between variable i and variable j to some extent. The comparatively smaller value of S d (i, j) would probably have an edge connection between the two variables. We consequently define a threshold T 0 for the pairwise nodes to evaluate whether an edge possibly exists between them. If the entry in S d is smaller than the threshold, an edge would be assumed to exist in the initial graph. Let matrix I be the indicator of the initial graph structure. Then, this graph is built as
where T 0 is the threshold. The number 1 indicates the existence of an edge between nodes x i and x j and the number 0 indicates that no connection occurs for the two nodes. The choice of threshold T 0 is substantially critical since it accurately determines the validity of the initial graph. Here, we define T 0 as
After finishing the reconstruction of the Bayesian Gaussian models and the choice of the initial graph, we employ the death-birth MCMC process for estimating the final graphical structure. The DTWD-BDMCMC satisfies the following balanced condition while implementing the BDMCMC [13] , which is that the birth-death process has a stationary distribution P ( , G | Z ) if, for each edg e e = (i, j) ∈ E,
jj |Z ). (13) This algorithm indicates that the stationary distribution of the proposed algorithm exactly achieves the joint posterior distribution of the graph and precision matrix. The DTWD-BDMCMC is therefore available in theory for high-dimensional sparse graphical estimation. The algorithm is expected to gain more benefits by utilizing the DTWD-BDMCMC rather than the BDMCMC. A specified example is used for illustration, as shown in Fig. 2 and Table. 1. The true graph is generated under the Gaussian assumption, and the three methods are prepared for use. Fig. 2 visualizes the true graphical structure and its three estimates. The statistical results of the three estimated graphs are also presented in Table. 1, where TP, TN, FP and FN represent the true positives, true negatives, false positives and false negatives, respectively.
As we can clearly see, the RJMCMC preserves too many false positive edges here. Compared with the RJMCMC, the BDMCMC algorithm does achieve better results by increasing the true positive edges while shaving off the false positive edges. However, this improvement is not sufficient. The DTWD-BDMCMC approximates the true graphical structure in a more exact way, which further enhances the recognition rate of the true edges, at least in this case. We also observe the convergence of the three methods based on the trace of the posterior probability of all possible edges in this instance, as shown in Fig. 3 . The DTWD-BDMCMC converges quickly and stably because of the appropriate choice of the initial graphical structure. This is beneficial to promote the estimate of the true graphical structure. Our key point here is that the idea of introducing the DTW-D alignment into the BDMCMC is more advantageous to learn the true graphical structure, although the BDMCMC works well compared with its rival, the RJMCMC.
IV. EXPERIMENTAL EVALUATION
For illustration, we first conduct tests on different graphical simulations to explore the performance of our algorithm in section A. We then exhibit a practical application of the network attack data in section B. In addition, we apply the proposed algorithm for genetic expression data in section C.
A. GRAPHS FOR SIMULATION STUDY
We begin with a simulation study that includes eight different types of synthetic Gaussian graphical models, which originate from papers [12] and [13] . These models are precisely constructed as follows.
1) Random
The graph randomly samples the edge set from independent Bernoulli distributions with a probability 2/(p-1) and samples the corresponding precision matrix from the G-Wishart distribution ∼ WG(3, Ip).
2) Cluster
The graph requires that the number of clusters is at most {2, [p/20]}, and each cluster has the same structure as a random graph. Its corresponding precision matrix is constructed from the G-Wishart distribution ∼ WG(3, Ip).
3) Scale-free The graph is modeled by the use of the B-A algorithm [22] . The constructed graph consists of p−1 edges with the precision matrix generated from ∼ WG(3, Ip).
4) Hub
The graph satisfies that every node is connected to one node, and the corresponding precision matrix is generated from ∼ WG(3, Ip).
5) AR(1)
The graph with σ ij = 0.7 i-j .
6) AR(2)
The graph with ii = 1, i,i−1 = i−1,i = 0.5, and
25, and ij = 0 otherwise.
7) Circle
The graph with ii = 1, i,i−1 = i−1,i = 0.5, and 1p = p1 = 0.4, and ij = 0 otherwise.
8) Star
The graph where every node is connected to the first node, with ii = 1, 1i = i1 = 0.1, and ij = 0 otherwise.
Different scenarios are generated with respect to a variety of synthetic models and a list of variables p = {10, 20, 30, 50}. For each variable p, the number of samples is arranged to be double its size, as n = {20, 40, 60, 100}. We therefore acquire four concrete groups of scenarios for each type of model, which are (1) p = 10 and n = 20, (2) p = 20 and n = 40, (3) p = 30 and n = 60, and (4) p = 50 and n = 100.
We compare the proposed algorithm with its two rivals, the BDMCMC and RJMCMC approaches, for the estimate of the graph structure. To evaluate the performance of these methods, we employ the balanced F 1 -score measure [23] , [24] 
where TP, FP and FN denote the numbers of true positives, false positives and false negatives, respectively. The F 1 -score lies between 0 and 1, where 1 represents a perfect identification and 0 a bad identification. This equation implies that an algorithm performs better when the calculated F 1 -score is closer to 1. To guarantee the reliability of the results, we repeat the process 50 times for each scenario and calculate the average F 1 -score as the evaluation criterion.
From the experimental results in Table. 2, it can be seen that the proposed DTWD-MCMC algorithm outperforms the two alternatives for most types of graphs. Both the BDMCMC and RJMCMC methods perform well in a few cases but considerably deteriorate in most cases. In addition, our algorithm is competitive with the RJMCMC and the BDMCMC in those cases where it is not the best. A detailed instance is the star graphical estimate. The DTWD-MCMC has a slightly weaker performance compared with the RJMCMC, since the average F 1 -score of both of them is extremely proximal. In addition, the RJMCMC algorithm's performance is comparable with the BDMCMC algorithm in some cases, whereas it is inferior to the BDMCMC. This assessment of the comparisons between the BDMCMC and the RJMCMC is roughly consistent with that concluded in [12] .
As a matter of fact, we find more applications on non-Gaussian data. It is unbefitting to analyze the data by the Gaussian graphical modeling. A common way to address this is the use of Copula Gaussian graphical models [5] , [25] , [26] , which are an extension of Gaussian graphical models. The variables are marginally transformed by using constrained monotonic functions. To test the capability of coping with non-Gaussian data, we apply the Copula transition on variables and then implement comparisons of the DTWD-BDMCMC with the BDMCMC and the RJMCMC. The experimental data is generated from eight graph types of non-Gaussian simulations. It can be easily found from Table. 3 that our algorithm performs better, except for three scenarios, including one case in the AR2 graph simulations and two cases in the Star graph simulations. To intuitively observe the performance of the three approaches, we visualize the examples of the estimated graphs across Random scenarios in Fig. 4 . For clarity, we also summarize the number of true positive and true negative edges, as shown in Table. 4.
Depending on the tests of the Gaussian and non-Gaussian simulations, our proposed algorithm validates its effectiveness for the estimate of the true graphical structure. Combining the DTWD measure with the Gaussian graphical models is meaningful to address the abnormalities that existed in data sequences. This outcome also provides evidence that our model is qualified to explore the hidden relationships in datasets. 
B. INFERRED GRAPHS FOR NETWORK ATTACK DATA
With the rapid development of networks, cybersecurity threats and incidents are growing at an enormous rate. To avoid the exposure of important privacy information, this growth requires us to implement the proactive detection of attack incidents. To do this, we investigate the network attacks of government departments and enterprises and record the varieties of temporal attack events performed by individuals from different locations. It is expected that this method will discover valuable information from these attack data and thus provide support for us to meet cybersecurity challenges.
More precisely, we collect network threats and incidents from 22 government departments and enterprises, which are denoted as H1 through H22. Here, we concentrate on the critical events of network attacks and summarize the attack frequency for each department every week. Accordingly, each department is represented with a sequence related with important network attacks. Starting with such work in 2015, we have summarized the critical attacks for 40 weeks. This method provides us with 40×22 overall data points, in which each column corresponds to the attack time series of a department. These data consist of some outliers, which may be attributed to the exposure of extensive network attacks.
We employ the proposed DTWD-BDMCMC for modeling the attack patterns among these departments. The prior FIGURE 4. Examples of estimated random graphs for each scenario. From top to bottom: p=10 and n=20, p=20 and n=40, p=30 and n=60, and p=50 and n=100.
parameters of the Wishart distribution are b = 3 and D = I 22 , and the uniform prior is picked for graph G. We then run it for 60, 000 iterations with half of the iterations as burn-in. The inferred graph with the highest posterior probabilities is selected, as displayed in Fig. 5(a) . The appropriate use of our method exhibits two cliques and four hub departments. It can be seen that the departments with the higher numbers of edges are H4, H7, H16, H17 and H20, on which more attention should be focused. This method also provides evidence that network attacks probably occur in some departments in an organized way. Fig. 5(b) visualizes the image of the estimated posterior probabilities of all possible edges in accordance with Fig. 5(a) .
C. INFERRED GRAPHS FOR GENE EXPRESS DATA
We here apply the DTWD-BDMCMC for the study of genetic expression data [13] , [27] - [29] . The data is composed of investigations on 60 unrelated individuals of Northern and Western European ancestry from Utah (CEU) whose genotypes can be obtained from the International Hapmap project and can be freely downloaded via the hapmart interface (http://hapmart.hapmap.org). The genotype is coded as 0, 1 and 2 for homozygous rare, heterozygous and homozygous common alleles, respectively. A focus of this work is the 3125 single nucleotide polymorphisms (SNPs) discovered in the 5'UTR (untranslated region) of mRNA (messenger RNA) with a minor allele frequency of 0.1 or more. There were four replicates for each individual. The raw data were background corrected and then quantile normalized across replicates of a single individual and then median normalized across all individuals. From 47293 total probes corresponding to different Illumina TargentID, the 100 most variable probes were selected by Bhadra et al., which coincide with 100 transcripts. Therefore, the genetic expression data can be denoted by n = 60 and p = 100. The investigation in [27] implies that the UTR probably plays a significant role in the regulation of genetic expressions and exhibits a number of pairs of associations between the SNPs and transcripts detected by the statistical method of the frequentist p-value threshold in the 3'UTR and 5'UTR. It was also reported in [29] that a collection of the 54 significant associations was identified between the SNPs and the genetic transcripts by a t-test, which was portrayed as 55 edges in a referenced graph. In addition, the BDMCMC approach [13] is used to explore the associations among genes, and it generated a graph with 281 edges. It is declared that this graph contains almost all the significant interactions discovered in [29] . Moreover, a selected graph with 86 edges is displayed in an attempt to indicate the possible interactions between pairs of genes.
To evaluate the performance of our approach, we, for comparison, run both of our DTWD-BDMCMC and BDMCMC algorithms for 600, 000 iterations with 300, 000 as training. For the two models, we arrange the G-Wishart prior WG(3, I100) on the precision matrix and the uniform prior on graph G. These selected graphs with the same highest probability are shown in Fig. 6 . The inferred graph by our proposed approach contains 77 edges, whereas the inferred graph by the BDMCMC contains 88 edges. Meanwhile, the two selected graphs contain the same number of genes, which coincide with the identified genes in [29] . It can be concluded that the use of the DTWD-BDMCMC probably reduces the false positive edges and successively reveals the real associations among genes.
V. CONCLUSION
Here, we present the DTWD-BDMCMC algorithm for the estimation of a sparse inverse covariance matrix that corresponds to a graphical structure. Our main contribution is that the DTW-D measure is introduced into Bayesian learning for sparse graphical structures. More precisely, our work can be concluded as follows. We first propose a novel DTW-D distance measure, which is applied for calibrating possible warping sequences. Based on the modified DTW-D measure, the construction of a weighted covariance is implemented for rebuilding the Gaussian graphical model. We then propose an initial graphical structure based on the weighted covariance on which the BDMCMC is used for the determination of the Gaussian graphical model. This initialization facilitates the convergence to the true graphical structure. Finally, we validate the performance of the DTWD-BDMCMC algorithm by the Gaussian and non-Gaussian simulation tests over multiple scenarios. In addition, the proposed algorithm is used for the analysis of time-dependent network attack data, which provides valuable information on the patterns of network attacks. We also conduct an application of genetic expression data, which indicates the possible links between genes.
Our work provides a graphical modeling for exploring the intrinsic associations among variables of datasets. However, this work still needs to be further developed for non-Gaussian graphical models. We therefore will focus on nonparametric graphical models in future work. These models are expected to facilitate the better approximation of the true structures of non-Gaussian data. 
