Abstract
Introduction
The hidden Markov model (HMM) is the most popular technique for speech recognition and it has been successfully applied to European and American on-line handwriting recognition [1, 2, 3, 4] . In their study, the "whole character HMM" has been widely employed where each letter of the alphabet is modeled by one HMM and hence the number of HMMs is identical to the number of distinct letters that are to be recognized. Now in case of Japanese character recognition, where the task is to recognize more than 6,000 Kanji (Chinese-original) characters, apart from Hiragana, Katakana, Numeric and other character sets, the whole character HMM based approach [5, 6] is not practical as it requires huge number of training samples and enormous amount of memory which is proportional to the number of characters.
To tackle this problem, we have proposed "substrokebased HMM" approach [7] in which the size of the modeling unit and the number of models are much smaller than those of the whole character HMM. Actually, we have shown that any Kanji character can be represented as a concatenation of only 25 kinds of substroke HMMs. The substroke-based approach has advantages that the total size of the models is very small and the recognition speed is fast. Not only that, the proposed approach gives almost the same recognition accuracy, if compared to the whole character HMM based approaches where the Kanji characters are carefully written. However, the recognition accuracy for cursive handwritings and Hiragana handwritings are lower than the whole character HMMs. This is because, if compared to the carefully written Kanji characters which mainly consist short line segments, cursive handwritings and Katakana characters mainly consist of curved substrokes which are difficult to be modeled with the help of the proposed 25 substroke models containing short line segments.
Therefore, in order to achieve robust recognition of various types of characters, it is necessary to increase the number of substroke models. The shapes of handwritings are distorted by a number of factors, such as writing styles and writer's individualities. Furthermore, the shape of each substroke is dependent on both the character that the substroke belongs to and the adjacent substrokes. We call these factors "contexts". In the present study, we assume that the effect of the adjacent substrokes is the most dominating factor, and create "context-dependent substroke HMMs" based on it. Since these models are the same as the triphone models of speech recognition, several algorithms for constructing efficient context-dependent models avoiding the computational explosion problem have been adopted in handwriting recog- nition. By using the frequency of trigraph and the clustering HMM states in order to reduce the number of parameters, the cursive handwriting recognition system with large vocabularies have improved [8, 9] . However, this method does not solve the optimization problem. On the other hand, the Successive State Splitting (SSS) algorithm [10] is employed in the present study, and it can find a pseudo-optimal HMM topology and the optimal parameters simultaneously in the sense of maximum likelihood criterion. By this algorithm, we control the total size of the models automatically and train those models more effectively.
Handwriting Recognition Algorithm Based
on Substroke HMM
Input Features
The proposed system basically consists of a feature extractor, substroke models (HMMs), dictionaries and a decoder. During feature extraction, pen positions (x, y) in Cartesian coordinate system sampled from the pen tablet is used. Let (dx, dy) be the difference between the two consecutive pen-position samples and (r, θ) be its corresponding feature vector in Polar coordinate system, where r means the Euclidean distance between the two pen positions ( dx 2 + dy 2 ) and θ represents the direction of the feature vector. When the pen touches the tablet surface (pen-down), the feature vector (r, θ) represents the velocity vector of the pen positions sampled at every certain interval. When the pen leaves the tablet surface (pen-up), (r, θ) is obtained just after the pen touches the tablet again and the vector represents a displacement vector between the strokes observed just before and after the pen-up because the pen position is not sampled while it is in the air.
Substroke HMMs
Based on the knowledge of distinctive features of Kanji characters, we have defined 25 substrokes in all according to the direction and the length as shown in Fig. 1 . Actually there are eight long strokes (A-H), eight short strokes (a-h), eight pen-up movement (1) (2) (3) (4) (5) (6) (7) (8) and one pen-up-down movement (0). Each substroke is modeled by a left-to-right HMM as is depicted in Fig. 2 
) be the set of HMM parameters of substroke k, where
i } : the initial state probability distributions. The observation probability distribution is represented by an M-mixture of Gaussian distributions:
im is the covariance matrix, and c (k) im is the weighting coefficient. Here, each Gaussian distribution is periodic with a 2π cycle with respect to the direction feature (θ). These model parameters can be trained by Viterbi training or Baum-Welch algorithm.
Recognition
A decoder recognizes an input pattern by referring to the character's substroke sequence which is obtained by expanding the definition in the hierarchically structured dictionary [7] . For example, the definition of the character "
," is 'a 6 A' which means that the two pen-down strokes 'a' and 'A' are connected with the pen-up model '6' in standard stroke order. Similarly, "*" is 'A f 0 G d 4 A' and "+" is 'g 5 g 3 A f 6 A f 0 G d 4 A', where "*" is a partial structure of "+" and both have a common substroke sequence. According to the description in the dictionary, the decoder concatenates the substroke HMMs to generate an HMM of each candidate character, and then calculates the probability that the input pattern is produced from the HMM. This operation is effectively done by the Viterbi search algorithm of a substroke network [7] .
Context-dependent Substroke HMMs

Contextual Factors of Handwritings
The substrokes are highly influenced by various factors, for example, the relationship with a preceding substroke and a following substroke, types of radicals or characters, input devices, writing speed and styles, writer's individualities and health condition. We call these factors "contexts". In the present study, we mainly focus on the preceding and succeeding substrokes among these contexts.
Context-dependent Models
Context-dependent model is a model trained by a set of training samples in a same context, while contextindependent model is trained regardless of the context. Let 'S c ' be the current substroke, 'S p ' be the preceding substroke, and 'S s ' be the succeeding substroke, then context-dependent model of the substroke 'S c ' is labeled 'S p /S c /S s '. For example, Kanji character ")" is defined as a six-substroke sequence 'G 3 A G 5 A' in the dictionary. If the model is not context-dependent but just contextindependent, both the 1st substroke and the 4th substroke are labeled 'G', and the 3rd substroke and the 6th substroke are labeled 'A'. On the other hand, in the context-dependent model, those substroke labels are different from each other, and Kanji ")" is defined as '$/G/3 G/3/A 3/A/G A/G/5 G/5/A 5/A/$', where '$' represents the beginning or the ending of handwritings. If we assume that every different context is modeled separately, the total number of contextual combination is approximately 10,000 (16 * 23 2 for pendown models and 9 * 16 2 for pen-up models). This causes serious problems such as recognition-performance deterioration due to the shortage of training samples per model, and enormous amount of memory. To overcome this problem, it is necessary to reduce the number of models efficiently by sharing the similar states of context-dependent HMMs.
Substroke HM-Net
HM-Net (hidden Markov network) is a network that represents a structure of shared states of context-dependent HMMs, and each path in the network is equivalent to the corresponding context-dependent HMM. Since similar states of different HMMs are shared in the HM-Net, the total number of states can be reduced. Fig. 3 illustrates an HMNet containing three context-dependent models; '$/A/G', '6/A/G' and '3/A/G'. If the third state of each model has similar output probability distributions, they can share a common state. This sort of sharing of the 3rd states having the same succeeding substroke happens often for the left-to-right HMM with three states, because the 3rd state is strongly affected by the succeeding substroke rather than the preceding substroke. Also, '$/A/G' and '6/A/G' are shared in the first state, and '$/A/G' and '3/A/G' are shared in the second state. In this case, the number of states are reduced to 4 in all, and as a result, the context-dependent model '$/A/G' is now represented by the shared state sequence 's1-s3-s5' in the HM-Net, so is '6/A/G' by 's1-s4-s5' and '3/A/G' by 's2-s3-s5'. It is infeasible to implement the above sharing scheme by a bottom-up clustering approach, because it requires all of the output probabilistic density functions of HMMs whose density functions are difficult to estimate due to the limitation of the number of training samples. Since top-down clustering approach does not suffer from this problem, the Successive State Splitting (SSS) algorithm [10] , which is one of the most famous and effective top-down clustering algorithms for developing context-dependent HMMs in speech recognition, is employed in the present study.
The Successive State Splitting Algorithm
The SSS is a top-down clustering and model learning algorithm, with a mechanism of capacity control it automatically gives pseudo optimal HM-Net topology representing a state-sharing structure of context-dependent models.
When applying the SSS algorithm to our present work, context-independent substroke HMMs are used as the initial model for clustering, though, in the original SSS algorithm, only a single context-independent one-state HMM is used as the initial model.
The outline of the SSS algorithm is illustrated in Fig. 4 , and its detailed procedure is as follows.
Step1: Training of the initial models
Since we have defined 25 substrokes in section 2.2, we set up 25 substroke context-independent HMMs for the initial models for the clustering. Each state of HMMs has a 2-mixture Gaussian density function with diagonal covari-ance matrices, and each substroke HMM is trained with all the training samples regardless to the context. After training, the parameter M is set to indicate the current number of states used all together. At this initial stage, M is set to 57 as we employed 3-state HMMs for 16 pendown strokes and 1-state HMMs for 9 pen-up strokes.
Step2: Determine a state to split
For each state S (i), calculate the normalized distribution size d i of (2) and let S (m) be the state to split which gives the maximum d i among the all.
where
K denotes the dimension of the feature vector, λ i1 , λ i2 represent weight coefficients of state i; σ 
Step3: Split of the state
The S (m) is split into two states, S (m) and S (M), each of which has a single Gaussian density function corresponding to one of the respective two Gaussian densities on the split domain. Although the original SSS algorithm takes both contextual and temporal split into account, we consider only the split on the contextual domain in this paper. The training data passing through S (m) are divided into two paths through S (m) and S (M).
Step4: Re-estimate the distribution S (m) and S (M) are retrained to reconstruct the 2-mixture Gaussian densities for each new state. Other states affected by the split operation are also re-trained to optimize the model parameters. After this, S (m) is renamed as S (m) and M is increased by 1. Step2 through Step4 are repeated until M reaches the specified number of states.
Experimental Evaluation
Handwriting database used in this evaluation is the JAIST IIPL (Japan Advanced Institute of Science and Technology, Intelligence Information Processing Laboratory) database consisting of several kinds of data sets. Among them, for the present study, we used the cursive handwriting dataset ( 1 set), of which some examples are depicted in 
Experiment 1: Performance of Contextdependent Substroke HMMs
In order to evaluate the context-dependent substroke HMMs, we at first carried out a recognition experiment of 1,016 Japanese educational Kanji characters. In the experiment, each state of HMM had a single Gaussian distribution with diagonal-covariance. Thirty seven writers of 1 set were used for constructing the HM-Net and the remaining 31 writers were used for evaluation.
The recognition performance as a function of the total number of states in the HM-Net is shown in Fig. 6 , where the recognition performance given at 57 states indicates the baseline performance when the context-independent models were used. The dotted-line indicates the closed recognition performance in which evaluation data set is identical to the training set, whereas the straight-line indicates the open recognition performance in which testing data set and training set are different. We can see from the result that the recognition accuracy increases as the number of states increases. Especially, the increasing rate is relatively higher when the number of states is smaller than 107. This is because that the SSS algorithm splits the sate that gives the highest 'gain' when the state is divided, and hence the state splitting at the early clustering stage would contribute to improve the recognition performance. Fig. 7 shows an example of how the state splitting proceeds. We can see that the first splitting took place at the 3rd state of the model ' * /G/ * ', where ' * ' denotes any contexts and thus * /G/ * represents a context-independent model for substroke 'G'. After the splitting, the 3rd state has been split into two states according to the succeeding context groups, the 1st group contains 'A', 'F', 'H', 'a', 'b', 'd', 'f', 'h', '5', '6', and the 2nd group contains '2', '3', '4', '$'. Since the pen movement directions of the substroke 'G' and the following pen-up ('2', '3', '4') are almost opposite, it is thought that these pen-ups affect the shape of 'G' differently from other contexts. In the 2nd splitting, the last state of 'g' is split by the succeeding contexts. These results match the fact that 'G' and 'g' are the most frequently appearing substrokes in Kanji.
Experiment 2: Context-dependent HMMs vs. Mixture Gaussian Density HMMs
Generally speaking, the context-dependent model is effective to model temporal variations, while the mixture Gaussian-density model in Eq. (1) is effective to model spatial variations. It would be useful to investigate which factor, temporal or spatial, really dominates the variations of the handwriting characters. To that end, we carried out an experimental comparison of the context-dependent HMMs (HM-Net) and the context-independent mixture Gaussian density HMMs. The experimental conditions were the same with that of the writer-independent HM-Net of Experiment 1. Fig. 8 shows correct recognition rate as a function of the total number of Gaussian distributions, in which corresponding number of states and number of mixtures are shown as well. As a result, the HM-Net achieved better recognition performance with smaller number of Gaussian distributions than the context-independent mixture Gaussian density HMMs. It can be concluded that, in the cursive handwriting dataset used for this experiment, substroke context is a main factor for variations of handwritten characters.
Experiment 3: Context-dependent HMMs vs. Heuristic Macro HMMs
So far, we have employed the context-dependent models to model (i) the dependency between substrokes and (ii) curve substrokes that mainly appear in Hiragana handwritings. In case of (ii), there would be another approach in which curve substrokes are modeled not only by the straight-line models but curve stroke models or larger modeling units ("macro") explicitly. Table 1 shows additional curve substrokes and macro models, both of which are heuristically defined.
It should be noted that the context-dependent model generated by the SSS algorithm is expected to have curve substroke like models automatically. For example, the curve substroke 'K' in Table 1 would be equivalent to the contextdependent model 'G/H/A'. In order to compare the two approaches, automaticallycreated context-dependent models and manually-created substroke and macro models, the following recognition experiments on 72 Hiragana recognition task were carried out; 1) context-dependent substroke HM-Net (the number of states is variable), 2) combination of primarily substroke HMMs and curve substroke HMMs (105 states), 3) combination of primarily substroke HMMs and macro HMMs (228 states), 4) whole character HMMs (1,487 states). The dataset used in this experiments were Hiragana samples of 60 writers written in standard stroke order. Data from 50 writers were used for training and the remaining 10 writers were used for evaluation. Fig. 9 depicts the comparison of the recognition performance based on the above four conditions. we can see from the figure that the automatically generated HM-Net performs the best among them and its recognition performance is almost comparable to the character-based HMM.
Conclusion
We have developed an on-line handwriting recognition method based on context-dependent substroke HMMs. Through the experiments, it has been shown that the context-dependent substroke HMMs are effective for recognition of cursive Kanji and Hiragana handwritings. Moreover, we have shown that our proposed model is superior to conventional context-independent mixture Gaussian density HMMs.
