Abstract. We give a Poincare-Birkhoff-Witt type basis for local Weyl modules of the current algebra of type C. As a consequence, we get a fermionic character formula for these modules.
Introduction
Let g be a finite-dimensional complex simple Lie algebra and g[t] = g ⊗ C[t] be the corresponding current algebra. The degree grading on C[t] gives a natural Z-grading on g [t] and makes it a graded Lie algebra. Local Weyl modules, introduced by Chari and Pressley [2] are important finite-dimensional graded g[t]-modules. To each dominant integral weight λ of g, there corresponds a local Weyl module W (λ). The module W (λ) is universal among the finite-dimensional g[t]-modules generated by a highest weight vector of weight λ; any such module is uniquely a quotient of W (λ). The zeroth graded piece of W (λ) is the irreducible representation V (λ) of g and they both have the same g-weights.
The work of Chari, Pressley, and Loktev [2, 3] gives nice monomial bases for the local Weyl modules when g is of type A. Recently, in [9] , an elegant combinatorial description for its parametrizing set is given, namely, as the set of partition overlaid patterns (POPs). Classical Gelfand-Tsetlin (GT) patterns [4] index a basis of V (λ). It is shown in [9] that extending them by a partition overlay produces a parametrizing set for a basis of W (λ).
Bases for local Weyl modules are not known beyond type A. However there are generalizations of GT patterns for all classical Lie algebras (see [1, 6] ). It is now natural to ask whether we can define overlays on these generalized patterns and use them to parametrize a monomial basis of local Weyl modules in these types. In this paper we answer this question in the case of type C, i.e., when g = sp 2r , the symplectic Lie algebra. We consider type C for two reasons: (a) the generalized GT patterns are simpler (b) the local Weyl module associated to a fundamental weight is irreducible as a module for the underlying simple Lie algebra.
More precisely, for the Lie algebra g of type C, we introduce the notion of a partition overlaid pattern (POP), and corresponding to each POP, we define a monomial. We then prove that the monomials corresponding to POPs with bounding sequence λ, form a basis for the local Weyl module W (λ) (Theorem 3.4). Analogous to [2] , the proof involves constructing a filtration for the local Weyl modules, studying the associated graded spaces, and uses an induction on the rank of the Lie algebra g. As an auxiliary step, we use the intermediate subalgebras sp 2r−1 (sp 2r−2 ⊂
Notation and Preliminaries
Throughout the paper, Z denotes the set of integers, N the set of non-negative integers, N + the set of positive integers, C the field of complex numbers, C[t] the polynomial ring, and U(a) the universal enveloping algebra corresponding to a complex Lie algebra a.
2.1. Let gl 2r be the Lie algebra of 2r×2r complex matrices whose rows and columns are enumerated by the indices 1, 2, . . . , r, −r, . . . , −1. Set I = {1, 2, . . . , r}. The symplectic Lie algebra g = sp 2r is the space of matrices (a i,j ) ∈ gl 2r for which a i,j = −sgn i · sgn j · a −j,−i , ∀ i, j ∈ ±I.
For i, j ∈ ±I, let E i,j be the 2r × 2r matrix with 1 in the (i, j) th position and 0 elsewhere. Fix the Cartan subalgebra h of g spanned by the elements E i,i − E −i,−i , i ∈ I. Define the elements ε 1 , . . . , ε r ∈ h * by the equalities ε i , E j,j − E −j,−j = δ i,j , ∀ i, j ∈ I. Then the root system R of g with respect to h is given by R = {±ε i ± ε j : 1 ≤ i < j ≤ r} ∪ {±2ε i : 1 ≤ i ≤ r}.
Fix α 1 = ε 1 − ε 2 , . . . , α r−1 = ε r−1 − ε r , α r = 2ε r , a set of simple roots in R, then the set R + of positive roots is given by
Note that α i,r = α i,r , ∀ i ∈ I. Set R − = −R + . Let Q = i∈I Zα i be the root lattice of g and set Q + = i∈I Nα i . Define the subalgebras n ± and b ± of g by
for all 1 ≤ i < j ≤ r, and x
Now, we have the triangular decomposition:
, be the set of fundamental weights of g. Let P = i∈I Z̟ i be the weight lattice of g and P + = i∈I N̟ i be the set of dominant integral weights of g. For λ = r i=1 m i ̟ i ∈ P + , the corresponding finite-dimensional irreducible g-module V (λ) is the cyclic g-module generated by v λ with defining relations:
for all i ∈ I and h ∈ h. Given an h-module V , we say that an element µ ∈ h * is a weight of V if there exists a non-zero element v ∈ V such that h · v = µ, h v, for all h ∈ h. Let V µ denote the weight space of V of weight µ.
Conversely, given such integer tuple, we associate an element λ of P + by λ = λ 1 ε 1 + · · · + λ r ε r = m 1 ̟ 1 + · · · + m r ̟ r , where m i = λ i − λ i+1 . Thus the elements of P + are identified with the integer tuples of the form (λ 1 ≥ λ 2 ≥ · · · ≥ λ r ≥ λ r+1 = 0).
2.2.
The intermediate Lie subalgebra g r−1/2 = sp 2r−1 is singled out from g by the conditions a i,r = 0, a −r,i = 0, ∀ i ∈ ±I, and the subalgebra g r−1 = sp 2r−2 from g r−1/2 by the conditions a r,j = 0, a j,−r = 0, ∀ j ∈ ±I. The root system R r−1/2 of the Lie algebra g r−1/2 is given by
where h r−1 is the Lie subalgebra of h spanned by the elements α ∨ i,i , 1 ≤ i < r. Now, we have the triangular decomposition:
n i ̟ i ∈ P + , we recall from [10, Theorem 2], the corresponding finite-dimensional highest weight g r−1/2 -module L (η). It is the cyclic g r−1/2 -module generated by v η with defining relations:
for all 1 ≤ i < r and h ∈ h r−1 . (1) For λ ∈ P + , the irreducible g-module V (λ) has a filtration by g r−1/2 -modules whose successive quotients are L (η 1 ε 1 + · · · + η r ε r ), where
(2) For η ∈ P + , the g r−1/2 -module L (η) has a filtration by g r−1 -modules whose successive quotients are V (ν 1 ε 1 + · · · + ν r−1 ε r−1 ), where η i ≥ ν i ≥ η i+1 , ∀ 1 ≤ i < r. In particular, for η, µ ∈ P + , the g r−1/2 -modules L (η) and L (µ) are not isomorphic, unless η = µ.
2.3. The current algebra a[t] associated to a Lie algebra a is defined by
We regard a as a subalgebra of a[t] by mapping x → x ⊗ 1 for x ∈ a. We denote the maximal ideal of a[t] spanned by elements 
for all i ∈ I, h ∈ h, and s ∈ N. We declare the grade of w λ to be zero. Since the defining relations of W (λ) are graded, it follows that W (λ) is a graded g[t]-module. The proof of the following theorem is analogous to that in [3, § §1-2].
Theorem 2.2. For all λ ∈ P + , the local Weyl module W (λ) is finite-dimensional. Moreover, any finite-dimensional g[t]-module V generated by an element v ∈ V and satisfying the relations
is a quotient of W (λ).
2.4. For λ ∈ P + and s ∈ N, the subspace W (λ)[s] of grade s of the local Weyl module W (λ) is a g-submodule, and we have the following weight space decomposition for W (λ):
where
Here Z[P ] denotes the integral group ring of P with basis e µ , µ ∈ P .
3. The main result 3.1. The goal of this subsection is to introduce partition overlaid patterns (POPs) in type C.
3.1.1. Partitions. A partition is a non-decreasing sequence of non-negative integers. For a partition
3.1.2. Partition fitting into a rectangle. Let ℓ, ℓ ′ be non-negative integers. We say that a partition s fits into a rectangle (ℓ, ℓ ′ ), if s = (s(1) ≤ · · · ≤ s(ℓ)) ∈ N ℓ and s(ℓ) ≤ ℓ ′ . Note that the number of partitions that fit into a rectangle (ℓ, ℓ ′ ) is
3.1.3. Generalized Gelfand-Tsetlin patterns. A generalized Gelfand-Tsetlin (GT) pattern of type C (or just pattern) P r is an array of integral row vectors η 1 , λ 1 , η 2 , . . . , λ r−1 , η r , λ r :
subject to the following conditions:
The last sequence λ r of the pattern P r is its bounding sequence.
Restricted patterns.
A restricted pattern P r−1/2 is an array of integral row vectors η 1 , λ 1 , η 2 , . . . , λ r−1 , η r in which the following conditions hold:
and η
The last sequence η r of the restricted pattern P r−1/2 is its bounding sequence.
3.1.5. The weight of a pattern. The weight of P r : η 1 , λ 1 , η 2 , . . . , λ r−1 , η r , λ r is defined by
3.1.6. Differences corresponding to a pattern.
. . , λ r−1 , η r be a restricted pattern and P r : P r−1/2 , λ r be a pattern . The differences
, for 1 ≤ i ≤ j ≤ r; and ℓ i,j , ℓ ′ i,j , for 1 ≤ i ≤ j < r, corresponding to P r are given by
i+1 . We shall also call the differences ℓ i,j , ℓ ′ i,j , ℓ i,j , ℓ ′ i,j corresponding to P r , for 1 ≤ i ≤ j < r, as the differences corresponding to the restricted pattern P r−1/2 .
Partition overlaid patterns (POPs).
A partition overlaid pattern (POP) in type C consists of the following data (1) a generalized GT pattern P r of type C, (2) for every pair (i, j) of integers with 1 ≤ i ≤ j ≤ r, a partition s i,j that fits into the rectangle
), (3) for every pair (i, j) of integers with 1 ≤ i ≤ j < r, a partition s i,j that fits into the rectangle (ℓ i,j , ℓ ′ i,j ). For λ ∈ P + , let P r λ denote the set of POPs with bounding sequence λ. The weight of a POP is just the weight of the underlying pattern. The number of boxes in a POP P r is the sum
of the number of boxes in each of its constituent partitions. It is denoted by |P r |.
Restricted partition overlaid patterns.
A restricted partition overlaid pattern consists of a restricted pattern P r−1/2 , and for every pair (i, j) of integers with 1 ≤ i ≤ j < r, two partitions s i,j and s i,j such that s i,j fits into the rectangle (ℓ i,j , ℓ ′ i,j
) and s i,j that fits into the rectangle (ℓ i,j , ℓ ′ i,j ). For η ∈ P + , let P r−1/2 η denote the set of restricted POPs with bounding sequence η.
3.2.
In this subsection, we state the main result and give some applications.
3.2.1. Let F denote the set of all pairs (ℓ, s) which satisfy:
including the pair (0, ∅), where ∅ is the empty partition. Given an element ((
Observe that
Given a POP P r = (P r , {s i,j }, {s i,j }), we associate an element v P r of U(n − [t]) as follows:
, where
Given a restricted POP P r−1/2 = (P r−1/2 , {s i,j }, {s i,j }), we associate an element v P r−1/2 of U(n − r−1/2 [t]) as follows:
, where ℓ j , s j , ℓ j , and s j are as in equation (3.3).
For λ, η ∈ P + , let B r (λ) be the subset of U(n − [t]) consisting elements of the form v P r , where P r ∈ P r λ , and let B r−1/2 (η) be the subset of U(n − r−1/2 [t]) consisting elements of the form v P r−1/2 , where P r−1/2 ∈ P r−1/2 η . Observe the following:
Lemma 3.1. Let λ ∈ P + . For a POP P r with bounding sequence λ, the weight of the element v P r w λ in W (λ) is equal to the weight of the POP P r .
Proof. It is easy to observe that the weight of the element v P r w λ in W (λ) is equal to
By expressing this as a linear combination of ε 1 , . . . , ε r , we get the result.
Proof. We proceed by induction on r. In case r = 1, it is easy to see that |B 1/2 (η)| = 0 and
where the sum is over all
Set ℓ ′ r = 0. Now using the induction hypothesis, we get
where the last equality is a consequence of the observations that 2r
, we obtain part (1). From (3.4), we have
where the sum is over all ℓ = (ℓ 1 , . . . , ℓ r ) ∈ N r such that 0 ≤ ℓ i ≤ m i , for 1 ≤ i ≤ r. Set ℓ r+1 = 0. Now using part (1), we get
Now the result follows from the easy observations that 2r
The proof of the following result is similar to that of [2, Corollary 2.
The following theorem is the main result of this paper.
Theorem 3.4. Let λ ∈ P + . The set {b w λ : b ∈ B r (λ)} is a basis of W (λ).
This theorem is proved in §3.4. We now deduce some corollaries.
3.2.3. First, we give a fermionic formula for the character of W (λ). Given integers s, n ∈ N, set
All these elements are polynomials in q with non-negative integer coefficients.
Proof. The proof follows from Theorem 3.4, Lemma 3.1, and the observation that for a fixed pair of integers ℓ, m ∈ N we have 0≤s(1)≤···≤s(ℓ)≤m−ℓ q s(1)+···+s(ℓ) = m ℓ q .
The following result is immediate from Theorem 3.4 and the observation that the zeroth graded piece of W (λ) is isomorphic to V (λ). Corollary 3.6. For λ ∈ P + , let v λ denote a highest weight vector of V (λ). The elements
where ℓ i,j , ℓ i,j ∈ N are the differences corresponding to a pattern with bounding sequence λ, are a basis for V (λ).
The next result follows from Theorem 3.4 by using Proposition 3.2.
Remark 3.8. The above result is proved in [7] . The methods they use are quite different from ours.
Let
We now define a total order on I m−1 × I m :
be the canonical projection, which is clearly a map of g r−1 [t]-modules. We shall deduce Theorem 3.4 from the next proposition Proposition 3.9. Let λ ∈ P + and r ≥ 2.
(1) For (ℓ, s) ∈ F r (λ) and (ℓ ′ , s ′ ) ∈ F r−1 (λ − ℓ), there exists a map of g r−1 [t]-modules
given by extending
(2) The images of ψ ℓ ′ ,s ′ ,ℓ,s for (ℓ, s) ∈ F r (λ) and (ℓ ′ , s ′ ) ∈ F r−1 (λ − ℓ) span gr(W (λ)).
Proof of Theorem 3.4 from Proposition 3.9.
We proceed by induction on r. For r = 1, this holds by the results in [3, §6] . Let r ≥ 2, and assume the result for r − 1. Using Proposition 3.9 and the induction hypothesis we see that gr(W (λ)) is spanned by the sets
Since W (λ) is finite-dimensional, we get analogous to the proof of [2, Proposition 2.2.2] that the spanning set of gr(W (λ)) gives the spanning set of W (λ). Using equations (3.4)-(3.5), we get that B r (λ) w λ spans W (λ) and hence dim W (λ) ≤ |B r (λ)|. Since Proposition 3.3 gives the reverse inequality, it follows that dim W (λ) = |B r (λ)|. Hence B r (λ) w λ is a basis of W (λ) and the theorem is proved.
3.5. We conclude this section with a final corollary of Theorem 3.4 and Proposition 3.9.
In particular, the module W (λ) admits a filtration by g r−1 [t]-modules such that the successive quotients are local Weyl modules for g r−1 [t].
Proof of Proposition 3.9
4.1. For (i ′ , i) ∈ I r−1 × I r , let
Clearly we have
We will show in Proposition 4.3 that the reverse inclusions hold as well. Let e i ∈ N r , i ∈ I, denote the standard basis vectors.
Lemma 4.1. Let (ℓ, s) ∈ F r and λ ∈ P + .
(
⊗ t s , where 1 ≤ i ≤ j < r, h ∈ h, and s ∈ N, the element g x − r (ℓ, s) w λ ∈ W (λ) is a linear combination of elements of the form x − r (m, p) w λ with (m, |p|) > (ℓ, |s|).
(2) For 1 ≤ i ≤ r and s ∈ N, the element (x
is a linear combination of elements of the form
For all (n, q) ∈ F r with n = 0, we have
The proof of part (1) in the cases g = h ⊗ t s+1 , x 
This implies that (x
is a linear combination of elements of the form x − r (m, p) w λ with m = ℓ − e i − e j + e r . Clearly m ⊲ ℓ. This completes the proof of part (1). The proof of part (2) follows from the following observations:
To prove part (3), we write x + r (n, q) in the order x + r,r (n r , q r )
the proof follows by repeatedly using part (2).
Proof. The proof of part (1) is similar to that of [2, Lemma 3.2.1]. The proof of part (2) follows from the observations that
, and p ∈ {i, j}. Proposition 4.3. For λ ∈ P + , we have
Proof. It is enough to show for (ℓ ′ , s ′ ) ∈ F r−1 and (ℓ, s) ∈ F r that
, it suffices to prove that
For h ∈ h r−1 , we observe that
Consider the subalgebras a and b ′ of b
Observe that b
). Using equations (4.1)-(4.2), Lemmas 4.1 (1) and 4.2 (1), we get that
we only need to show for g 1 , g 2 , . . . , g m ∈ {x 
w λ is in the span of the elements from
together with the elements from
Now, the proof of (4.3) follows from Lemma 4.1 (3).
4.1.1. Proof of Proposition 3.9 (1). Using equations (4.1)-(4.2) and Lemmas 4.1-4.2, we get that the element gr Proposition 4.4. Given λ ∈ P + , we have the following:
(1) For all (ℓ, s) ∈ F r , we have
We first prove Proposition 4.4 (2)
. Let n ′± and g ′ be the subalgebras of g given by
Observe that g ′ is isomorphic to the special linear Lie algebra sl r of rank r − 1. Given i ∈ I r and λ ∈ P + , define g ′ [t]-modules,
>i be the canonical projection, which is clearly a map of g ′ [t]-modules. Using Lemma 4.1 (1), observe that
Let (ℓ, s) ∈ F r (λ) and let W (λ − ℓ) be the local Weyl module of sl r [t] with the highest weight λ − ℓ. Using Lemma 4.1 (1), it is easy to see that there exists a g ′ t]-modules map from
. Now the proof of Proposition 4.4 (2) follows from the proof of [2, Proposition 2.2.3 (ii)] by using equation (4.4) .
The rest of the paper is devoted to proving Proposition 4.4 (1).
4.2.
We first state some elementary facts about the module V (λ).
Proof. Using Theorem 2.1 (1) we see that V (λ) is spanned by the sets U(n − r−1/2 ) v η , where η = (η 1 ≥ · · · ≥ η r ) is a sequence of non-negative integers such that λ i ≥ η i ≥ λ i+1 , 1 ≤ i ≤ r, and v η ∈ V (λ) satisfies n
, and then by comparing the coefficients of ε 1 in their weights, we obtain
For 1 ≤ m ≤ n ≤ r, we define the subalgebras n ± m,n , h m,n , and n ± m,n−1/2 of g as follows:
Clearly g m,n is isomorphic to sp 2(n−m+1) and g m,n−1/2 is isomorphic to sp 2(n−m)+1 .
We can now prove the following stronger statement.
Proof. We proceed by induction on r. For r = 1, the result follows from the defining relations of V (λ). Note that U(g 2,r ) v λ ∼ = V (λ| h 2,r ) as g 2,r -modules, and hence we have by the induction hypothesis
Combining this with Lemma 4.5, we find that
Since n 
given by the Poincare-Birkhoff-Witt theorem. Clearly pr − is a N-graded linear map. The next result is immediate from the definition.
Proposition 4.7.
(1) For all
4.3.1. Let F + denote the subset of F consisting of pairs (ℓ, s) ∈ F such that s(i) > 0 for all 1 ≤ i ≤ ℓ, together with the pair (0, ∅).
Lemma 4.8. Let (ℓ + , s + ) ∈ F r + with ℓ + = 0 and set i 0 := max{i :
In particular,
Proof. The second statement follows from the first by using the observation (see [ 
As in the proof of the case |ℓ
, when i 0 < j, and, in the case i 0 = j, it is a linear combination of elements of the form
and x − r (ℓ − e i 0 , p) with |p| ◮ |s| + se i 0 .
We now consider the case when i 0 > j. In this case, we have
This implies that pr − g j [x
for some (m, p), (n, q) ∈ F r with m = ℓ − e j and n = ℓ − e j − e p . Since 1 ≤ p ≤ j < i 0 , it is clear that m, n ⊲ ℓ − e i 0 and x
for some (m, p) ∈ F r + and s > 0 such that m = ℓ + − e i 0 and |p| = |s + | − s. Using Proposition 4.7 (1), we have
The result now follows by first using the induction hypothesis for pr − x + r (m, p) x − r (ℓ, s) and then since [x
Proof. It suffices to prove the result when g is a product of terms of the form x − j,k ⊗ t s , x − j,k ⊗ t s , where 1 ≤ j ≤ k < r and s ≥ 0. We prove this by induction on the number m of terms in the product.
If where (ℓ i , p i ) ∈ F, 1 ≤ i = k ≤ r, and (m − ℓ k , p k ) ∈ F + . Now the proof follows by using Proposition 4.11.
