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YET ANOTHER S-UNIT VARIANT OF DIOPHANTINE TUPLES
CLEMENS FUCHS AND SEBASTIAN HEINTZE
Abstract. We show that there are only finitely many triples of integers
0 < a < b < c such that the product of any two of them is the value of a
given polynomial with integer coefficients evaluated at an S-unit that is also
a positive integer. The proof is based on a result of Corvaja and Zannier and
thus is ultimately a consequence of the Schmidt subspace theorem.
1. Introduction
An old problem studied by Diophantus is to find positive integers such that the
product of any two increased by one is a perfect square. There has been a lot of
work done on this and related problems in the last decade. We do not enter that
history, but refer to [3] instead where these results are collected and described. Our
intention is to add another point of view that was touched in some recent papers
but left out so far.
Let S = {p1, . . . , ph} be a given set of rational primes that we will fix from
now on. The ring of S-integers will be denoted by OS = {p/q ∈ Q : p ∈ Z, q =
pk11 · · · p
kh
h , k1, . . . , kh ∈ N} and its unit group, the group of S-units, by O
∗
S . We call
an n-tuple (a1, . . . , an) ∈ Z
n with 0 < a1 ≤ · · · ≤ an an S-Diophantine n-tuple, if
for all 1 ≤ i < j ≤ n we have aiaj + 1 = si,j is an S-unit. Observe that if 2 ∈ S
then we can find infinitely many S-Diophantine n-tuples of the form (1, . . . , 1, a).
We will call such n-tuples trivial.
We first mention that Corvaja and Zannier proved in [1] that there are at most
finitely many S-Diophantine triples (a, b, c) with a < b < c. Actually, they proved
that there are only finitely many triples of positive integers a < b < c such that
the product (ab + 1)(ac+ 1) has all of its prime factors in S. (This led to a proof
of a conjecture by Győry, Sarközy and Stewart on the largest prime divisor of
(ab+ 1)(ac+ 1).)
Let S = {p} consist just of one prime p. It is easy to show that then no S-
Diophantine triple exists at all. To see this let, more generally, q be a positive integer
and (a, b, c) ∈ Z3 with 0 < a ≤ b ≤ c such that ab+1 = qk, ac+1 = qm, bc+1 = qn
for k,m, n ∈ N. We have k ≤ m ≤ n and b − a = bqm − aqn. This implies that
(b − a)/(ab + 1) ∈ Z which is impossible unless a = b. However, the only perfect
powers that differ just by 1 are given by the example 32−23 = 1 (this is the famous
Catalan conjecture that was solved be Mihăilescu in [10]), and this does not lead
to a valid solution for qk − a2 = 1 either. In conclusion we assume from now on
that |S| ≥ 2.
We mention that this definition is motivated by [4] where the same kind of
question was asked for a given linear combination of two perfect powers with given
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base instead of requiring that the product of any two plus one takes products of
primes in a given set only (in fact there it was proved that there are only finitely
many triples of distinct positive integers which take values in a given binary linear
recurring sequence unless the recurrence is of certain exceptional shape).
In this paper we give an extension of the result of Corvaja and Zannier. For this,
let f ∈ Z[X ] be a non-constant polynomial. We are interested in (a1, . . . , an) ∈ Z
n
with 0 < a1 ≤ · · · ≤ an such that aiaj = f(si,j) for some si,j ∈ O
∗
S for all
1 ≤ i < j ≤ n. Observe that f(X) = X − 1 is the case discussed above.
The theorem below is a generalisation of the result of Corvaja and Zannier [1] and
uses another result due to these authors. The theorem of course also implies that
the size n such that there exists an S-Diophantine n-tuple (a1, . . . , an) is bounded.
Clearly this bound depends on |S| and cannot expected to be small; for example we
have that (99, 315, 9920, 32768, 44460, 19534284) has the property that the product
of any two plus 2985984 is an S-unit for S = {2, 3, 5, 13, 19, 83, 103, 151, 163, 193,
199, 229, 283, 439, 463, 1019, 1453, 8629} (i.e. we have f(X) = X−2985984 with the
notation below). Observe that another related result can be found in [5].
In the theorem below we consider only triples. If the reader is interested in
issues about quadruples we refer to some results published by Luca, Szalay and
Ziegler. In [12] Szalay and Ziegler show that for S = {p, q} with p, q ≡ 3 mod 4 no
S-Diophantine quadruple exists. In [13] the same authors prove that if S = {2, q}
with q ≡ 3 mod 4 or q small enough also no S-Diophantine quadruple exists.
Further they show in [11] the same result for any set S of cardinality two satisfying
some technical conditions. Luca and Ziegler prove in [9] an upper bound for the
number of S-Diophantine quadruples depending on the cardinality of S. This bound
depends on an upper bound for the number of non-degenerate solutions to an S-unit
equation.
There are obviously infinitely many pairs (a, b) with 0 < a < b satisfying ab =
f(u) for u ∈ O∗S ∩N and a given f ∈ Z[X ], with positive leading coefficient, namely
of the form (a, b) = (1, f(u)). So the natural next question is what we can say about
triples. For the sake of an example (1, 5, 11) has the property that the product of
any two is the value of f(X) = X2−X−1 evaluated at an u ∈ O∗S∩N for S = {2, 3}.
Conversely, let us fix a triple (a, b, c), a set S of primes and natural numbers
u, v, w ∈ O∗S . Then one can construct a polynomial g ∈ Q[X ] such that ab =
g(u), ac = g(v), bc = g(w) via the Lagrange interpolation polynomial. Let now d
be a common multiple of the denominators of the coefficients of g. For f = d2g we
get adbd = f(u), adcd = f(v), bdcd = f(w) for (ad, bd, cd) ∈ Z3 and f ∈ Z[X ]. The
last statement holds also true if we replace f by f + h for a polynomial h ∈ Z[X ]
with h(u) = h(v) = h(w) = 0. Therefore for any S and any bound D we can
find a polynomial f over the integers of degree at least D such that there exists at
least one triple (a, b, c) ∈ Z3 satisfying 0 < a < b < c as well as ab = f(u), ac =
f(v), bc = f(w) with u, v, w ∈ O∗S ∩ N.
2. Results and notations
The main theorem that we are going to prove in the next section is the following
statement:
Theorem 1. Let S be a finite set of primes and f ∈ Z[X ] be a non-constant
polynomial with f(0) 6= 0 and with at least one zero of odd multiplicity. Then
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there are at most finitely many triples (a, b, c) ∈ Z3 with 0 < a < b < c such that
ab = f(u), ac = f(v), bc = f(w) with u, v, w ∈ O∗S ∩N.
Let us first give some remarks on the assumptions of this theorem. We cannot
remove the condition f(0) 6= 0. As a counterexample in this case consider the
polynomial f(X) = X and an arbitrary finite (non-empty) set S of primes. Then
it holts that f(0) = 0 but all the other assumptions of the theorem are satisfied.
In that situation there exist obviously infinitely many triples (a, b, c) ∈ Z3 fulfilling
a, b, c ∈ O∗S and 0 < a < b < c. Each such triple satisfies ab = u ∈ O
∗
S ∩ N, ac =
v ∈ O∗S ∩ N, bc = w ∈ O
∗
S ∩N.
Furthermore the restriction u, v, w ∈ O∗S is necessary. If we only require them
to be natural numbers, there is the following counterexample: Consider f(X) =
(X + 1)3. Thus all assumptions are satisfied. For each triple (a0, b0, c0) ∈ Z
3 with
0 < a0 < b0 < c0 the conclusion of the theorem holds with (a, b, c) = (a
3
0, b
3
0, c
3
0)
and u = a0b0 − 1, v = a0c0 − 1, w = b0c0 − 1.
It is easy to see that all the assumptions are satisfied in the case f(X) = X − 1.
Therefore the theorem is applicable in that situation.
There are different possibilities how to deal with the equations ab = f(u), ac =
f(v), bc = f(w). First one can consider common divisors of f(v), f(w) or f(u), f(w).
A second usage would be to multiply the three equations. We will use both of these
options in the proof of Theorem 1 below. A third possibility could be to eliminate
one variable. For instance we can deduce from ac = f(v), bc = f(w) the equations
f(v)/a = c = f(w)/b and thus f(v) = (a/b) · f(w). Then Proposition 3.1 in [7]
may help but it does not immediately imply finiteness. In combination with this
one could try to use Lemma 2.2 in [6]. The required system of equations can be
obtained by cf(u) = bf(v) = af(w) = abc which yields acf(u) = abf(v) and
bcf(u) = abf(w). In our proof, however, we will not use these two results.
Before we prove the theorem let us state a result from [2] that we are going to
apply. We denote by Q the set of algebraic numbers in C, by MQ the set of places
of Q, normalized such that the product formula holds, and by h the logarithmic
Weil height.
Proposition 2 (Proposition 4 in [2]). Let r, s ∈ Q[X ] be two non-zero polynomials,
not both vanishing at 0. Then for every ε > 0, all but finitely many solutions
(u, v) ∈ (O∗S)
2 to the inequality
(1)
∑
ν∈MQ
min {0, logmax {|r(u)|ν , |s(v)|ν}} < −εmax{h(u), h(v)}
are contained in finitely many translates of one-dimensional subgroups of G2m (which
can be effectively determined).
Since this proposition is based on the Schmidt subspace theorem our result is
ineffective in the sense that the proof does not show how to bound the number of
triples.
The idea of the proof of our main theorem is now the following: We assume that
there are infinitely many triples satisfying the conditions of the statement. Now
we apply the proposition to f(v), f(w) and distinguish between two cases. The
first case is that infinitely many triples are not solutions of the inequality (1) and
is handled by rewriting the expressions in the inequality. The second one assumes
that infinitely many triples lie in a fixed one-dimensional subgroup of G2m. Here
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we apply the proposition once again for f(u), f(w) and consider the analogous
subcases. If infinitely many triples are not solutions of (1) we get the contradiction
by an analysis of the growth of some variables. Provided we are again in a fixed
one-dimensional subgroup of G2m the argument considers the multiplicity of roots
of a certain polynomial.
We conclude this section by explaining some notations that will be used later.
The expression x ≪ y means that there exists a positive constant L such that
x ≤ Ly for any in the respective context admissible pair (x, y). Furthermore we
use the Landau symbol F (x) = O(G(x)) to denote that there exists a constant M
such that |F (x)| ≤M |G(x)| for x large enough.
3. Proof of the main theorem
Proof of Theorem 1. Let S = {p1, . . . , ph}. Assume that there are infinitely many
(a, b, c) with 0 < a < b < c such that ab = f(u), ac = f(v), bc = f(w) for u, v, w ∈
O∗S ∩ N. Then it follows that c→∞. First note that for
f(X) = fnX
n + . . .+ f1X + f0
we have that fn > 0. Otherwise f(x) would have an upper bound on N and therefore
c would be bounded. Since c→∞ we have also v →∞ and w →∞. With at most
finitely many exceptions we can assume that each solution (a, b, c) corresponds to
both an unique value of v and an unique value of w. Furthermore we can assume
that u < v < w.
By Proposition 2 applied with r = s = f and ε1 =
1
4 we get∑
ν∈MQ
min {0, logmax {|f(v)|ν , |f(w)|ν}} ≥ −
1
4
max {h(v), h(w)}
for all w large enough and except for (v, w) ∈ (O∗S)
2 in finitely many translates of
one-dimensional subgroups of G2m. Now we have∑
ν∈MQ
min {0, logmax {|f(v)|ν , |f(w)|ν}} = log
∏
ν∈MQ
min {1,max{|ac|ν , |bc|ν}}
= log
∏
p∈P
max
{
|ac|p , |bc|p
}
= log
(
(gcd (ac, bc))−1
)
= log
(
(gcd (f(v), f(w)))−1
)
and
−
1
4
max {h(v), h(w)} = min
{
−
1
4
logH(v),−
1
4
logH(w)
}
= logmin
{
H(v)−
1
4 , H(w)−
1
4
}
= logmin
{
v−
1
4 , w−
1
4
}
= log
(
w−
1
4
)
.
This yields
c ≤ gcd (ac, bc) = gcd (f(v), f(w)) ≤ w
1
4
for all w large enough and except for (v, w) ∈ (O∗S)
2 in finitely many translates of
one-dimensional subgroups of G2m. Since f(w) ≤ c
2 ≤ w
1
2 ends up in a contradiction
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for large w, infinitely many solutions must correspond to pairs (v, w) located in a
fixed one-dimensional subgroup of G2m.
From now on we have
(2) vkwℓ = g
for fixed integers k, ℓ with gcd (k, ℓ) = 1 and k > 0 as well as a fixed g ∈ Q∗. This
implies ℓ < 0. As v, w ∈ O∗S we can write them as v =
∏h
i=1 p
vi
i and w =
∏h
i=1 p
wi
i .
Thus g =
∏h
i=1 p
gi
i . For i = 1, . . . , h this implies p
kvi+ℓwi
i = p
gi
i and kvi + ℓwi = gi.
Let us now consider a fixed pair (v, w). Using the analogous notation we have
kvi+ ℓwi = gi. Rewriting yields k(vi− vi) = ℓ(wi−wi) and thanks to the fact that
k and ℓ are coprime and non-zero we get
wi = wi + kµi
vi = vi − ℓµi.
With ρ =
∏h
i=1 p
µi
i we end up with w = wρ
k and v = vρ−ℓ. These representations
give us the following estimates:
c ≤ f(v)≪ vn ≪ ρ−ℓn
c ≤ f(w)≪ wn ≪ ρkn
f(v)≫ vn ≫ ρ−ℓn
f(w)≫ wn ≫ ρkn.
By applying Proposition 2 again with an ε2 to be fixed later we get∑
ν∈MQ
min {0, logmax {|f(u)|ν , |f(w)|ν}} ≥ −ε2 max {h(u), h(w)}
and in the same way as above
b ≤ gcd {ab, bc} = gcd {f(u), f(w)} ≤ wε2
for all w large enough and except for (u,w) ∈ (O∗S)
2 in finitely many translates of
one-dimensional subgroups of G2m.
In the first case we distinguish between three subcases. First let us assume that
k + ℓ > 0. Here we choose ε2 =
(k+ℓ)n
2k and get
ρ(k+ℓ)n =
ρkn
ρ−ℓn
≪
f(w)
c
= b ≤ wε2 ≪ ρkε2 = ρ(k+ℓ)n/2
which is a contradiction for large w as a large w would imply also a large ρ. Next
we assume k + ℓ < 0. We choose ε2 =
−(k+ℓ)n
2k , get
ρ−(k+ℓ)n =
ρ−ℓn
ρkn
≪
f(v)
c
= a < b ≤ wε2 ≪ ρkε2 = ρ−(k+ℓ)n/2
and this is again a contradiction for large w. Last but not least let k + ℓ = 0 and
choose ε2 =
1
2 . Since gcd (k, ℓ) = 1 and k > 0 it is k = −ℓ = 1. Therefore we have
w
v = φ for a positive constant φ ∈ Q. As φ = 1 leads to a =
f(v)
c =
f(w)
c = b, we
can assume φ 6= 1. Rewriting w = φv we get
b
a
=
bc
ac
=
f(φv)
f(v)
v→∞
−→ φn =
pn
qn
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for integers p, q satisfying φ = pq . Let us first suppose that there are infinitely
many v corresponding to solutions such that |bqn − apn| < 1. As the absolute
value is taken from an integer it follows bqn = apn so b = aφn and furthermore
f(φv) = f(w) = bc = φnac = φnf(v). Since this holds for infinitely many v the
polynomial identity f(φX) = φnf(X) must hold in Q[X ]. With φ > 0, φ 6= 1 it is
an immediate consequence that the polynomial f(X) is of the form fnX
n which is
a contradiction to our assumptions in the theorem. Thus all but finitely many v
correspond to solutions with |bqn − apn| ≥ 1. Here we get
1
aqn
≤
∣∣∣∣ ba − pnqn
∣∣∣∣ = ∣∣∣∣ ba − φn
∣∣∣∣ = ∣∣∣∣f(φv)f(v) − φn
∣∣∣∣
=
∣∣∣∣fnφnvn + fn−1φn−1vn−1 + · · ·+ f1φv + f0fnvn + fn−1vn−1 + · · ·+ f1v + f0 − φn
∣∣∣∣
=
∣∣∣∣∣∣φ
n + fn−1fn
φn−1
v + · · ·+
f1
fn
φ
vn−1 +
f0
fn
1
vn
1 + fn−1fn
1
v + · · ·+
f1
fn
1
vn−1 +
f0
fn
1
vn
− φn
∣∣∣∣∣∣
=
∣∣∣∣∣∣0 +
fn−1
fn
φn−1−φn
v + · · ·+
f1
fn
φ−φn
vn−1 +
f0
fn
1−φn
vn
1 + fn−1fn
1
v + · · ·+
f1
fn
1
vn−1 +
f0
fn
1
vn
∣∣∣∣∣∣
=
1
v
·
∣∣∣∣∣
fn−1
fn
(
φn−1 − φn
)
+O
(
1
v
)
1 +O
(
1
v
) ∣∣∣∣∣ ≤ Bv
for a constant B. Therefore we have v ≪ a and
ρ≪ v ≪ a < b ≤ wε2 ≪ ρ
1
2
is once again a contradiction for large w. In summary all three subcases end up in
a contradiction.
So we are again in the exceptional case which means that infinitely many solu-
tions correspond to pairs (u,w) in a fixed one-dimensional subgroup of G2m. From
here on we have in addition to equation (2) the equation
(3) umwr = s
for fixed integers m, r with gcd (m, r) = 1 and m > 0 as well as a fixed s ∈ Q∗. In
the same manner as above we have u =
∏h
i=1 p
ui
i and s =
∏h
i=1 p
si
i . Furthermore
for a fixed pair (u,w) in an analogous way it follows that mui + rwi = si and
mui+ rwi = si as well as m(ui−ui) = r(wi−wi). In this connection w from above
can be chosen such that we can use it here again. Let us first assume that r 6= 0.
Using that m and r are coprime we get
wi = wi +mτi
ui = ui − rτi.
Combining both representations of wi yields kµi = mτi = lcm (k,m) · ψi where
µi = ψik˜ and τi = ψim˜ for kk˜ = lcm (k,m) = mm˜. With x = −rm˜, y = −ℓk˜ and
z = kk˜ = mm˜ we have
wi = wi + zψi
vi = wi + yψi
ui = ui + xψi.
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In the case r = 0 we get the same representation using the definitions x = 0, y =
−ℓ, z = k and ψi = µi. It holds that z > 0, y > 0 and x ≥ 0. Overall we have
u =
h∏
i=1
puii =
h∏
i=1
pui+xψii = u
(
h∏
i=1
pψii
)x
= uηx
v =
h∏
i=1
pvii =
h∏
i=1
pvi+yψii = v
(
h∏
i=1
pψii
)y
= vηy
w =
h∏
i=1
pwii =
h∏
i=1
pwi+zψii = w
(
h∏
i=1
pψii
)z
= wηz
for η =
∏h
i=1 p
ψi
i .
The next step is to „optimize“ the exponents for later. Let ψi = 3ti + βi for
βi ∈ {0, 1, 2}. Then for infinitely many solutions the βi are fixed. Therefore
u = u
(
h∏
i=1
pψii
)x
= u
(
h∏
i=1
pβii
)x( h∏
i=1
ptii
)3x
= η1X
d1
v = v
(
h∏
i=1
pψii
)y
= v
(
h∏
i=1
pβii
)y ( h∏
i=1
ptii
)3y
= η2X
d2
w = w
(
h∏
i=1
pψii
)z
= w
(
h∏
i=1
pβii
)z ( h∏
i=1
ptii
)3z
= η3X
d3
with η1 = u
(∏h
i=1 p
βi
i
)x
, η2 = v
(∏h
i=1 p
βi
i
)y
, η3 = w
(∏h
i=1 p
βi
i
)z
as well as d1 =
3x, d2 = 3y, d3 = 3z and X =
∏h
i=1 p
ti
i . Note that η1 > 0, η2 > 0 and η3 > 0.
Furthermore d1 ≤ d2 ≤ d3 holds as for v large enough we have u < v < w. By
multiplying the original equations we get (abc)2 = f(u)f(v)f(w) and for Y = abc
there are infinitely many quasi-integral points on
(4) Y 2 = f(η1X
d1)f(η2X
d2)f(η3X
d3).
Therefore by Theorem 1 in [8] the polynomial on the right hand side of equation
(4) has at most two zeros of odd multiplicity. Let us now factor the polynomial f
over its splitting field into
f(X) = fn(X − α1) · · · (X − αt)×
where the αi are the pairwise distinct roots of odd multiplicity and t ≥ 1 by
assumption. In this notation we use the symbol  as a wild card for a polynomial
that is the square of another polynomial. To complete the proof we will show that
the polynomial
f(η1X
d1)f(η2X
d2)f(η3X
d3) = C
3∏
j=1
t∏
i=1
(
Xdj −
αi
ηj
)
×
has at least three roots of odd multiplicity. To do so we are going to show that the
polynomial with the  omitted has three simple roots.
We consider four cases. In the first one we assume that d1 = d2 = d3. W.l.o.g. we
have η1 ≤ η2 ≤ η3 and |α1| ≤ |α2| ≤ · · · ≤ |αt|. If η2 = η3 we get the contradiction
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v = w. So η2 < η3 and for 1 ≤ i ≤ t∣∣∣∣α1η3
∣∣∣∣ < ∣∣∣∣α1η2
∣∣∣∣ ≤ ∣∣∣∣αiη2
∣∣∣∣ and ∣∣∣∣α1η3
∣∣∣∣ < ∣∣∣∣α1η1
∣∣∣∣ ≤ ∣∣∣∣αiη1
∣∣∣∣
which implies that there are d3 ≥ 3 simple roots coming from the factor X
d3 − α1η3 .
In the second case we assume that d1 ≤ d2 < d3. For a complex number γ ∈ C
let arg γ ∈ (0, 2π] be the argument of γ (the complex angle). W.l.o.g. it holds
that argα1 ≤ argα2 ≤ · · · ≤ argαt (in general another ordering as in the first
case). Since ηj > 0 for j = 1, 2, 3 we have arg
αi
ηj
= argαi for all i and all j. The
minimal argument occurring under the roots of (Xd1 − α1η1 ) · · · (X
d1 − αtη1 )(X
d2 −
α1
η2
) · · · (Xd2− αtη2 ) is
1
d2
argα1. The minimal argument occurring under the roots of
(Xd3 − α1η3 ) · · · (X
d3 − αtη3 ) is
1
d3
argα1. Since
1
d3
argα1 <
1
d2
argα1 there is a simple
root coming from the factor Xd3 − α1η3 .
Consider now the following: Let ζ be a common root ofXdj1−
αi1
ηj1
andXdj2−
αi2
ηj2
.
Then ζe2πi/3 and ζe4πi/3 are also common roots of them since 3 | dj1 and 3 | dj2 .
Thus the number of common roots of Xdj1 −
αi1
ηj1
and Xdj2 −
αi2
ηj2
is a multiple of
3. The number of all zeros of each of them is also a multiple of 3. Therefore the
number of roots of Xdj1 −
αi1
ηj1
that occur in no other Xdj2 −
αi2
ηj2
is a multiple of 3.
Using this there are at least three simple roots coming from the factor Xd3− α1η3 .
The third case assumes that 0 = d1 < d2 = d3. W.l.o.g. we have again η2 ≤ η3 and
|α1| ≤ |α2| ≤ · · · ≤ |αt|. If η2 = η3 we get once again the contradiction v = w. So
η2 < η3 and for 1 ≤ i ≤ t ∣∣∣∣α1η3
∣∣∣∣ < ∣∣∣∣α1η2
∣∣∣∣ ≤ ∣∣∣∣αiη2
∣∣∣∣
which implies that there are d3 ≥ 3 simple roots coming from the factor X
d3 − α1η3 .
Last but not least we have to handle the case 0 < d1 < d2 = d3. W.l.o.g. it
holds that argα1 = argα2 = · · · = argαλ < argαλ+1 ≤ · · · ≤ argαt and |α1| <
|α2| < · · · < |αλ| and η2 ≤ η3. Once more we have arg
αi
ηj
= argαi for all i
and all j as well as η2 < η3. The minimal argument occurring under the roots of
(Xd1 − α1η1 ) · · · (X
d1 − αtη1 ) is
1
d1
argα1. The minimal argument occurring under the
roots of (Xd2 − α1η2 ) · · · (X
d2 − αλη2 ) is
1
d2
argα1. The minimal argument occurring
under the roots of (Xd2−
αλ+1
η2
) · · · (Xd2− αtη2 ) is
1
d2
argαλ+1. The minimal argument
occurring under the roots of (Xd3 − α1η3 ) · · · (X
d3 − αλη3 ) is
1
d2
argα1. The minimal
argument occurring under the roots of (Xd3 − αλ+1η3 ) · · · (X
d3 − αtη3 ) is
1
d2
argαλ+1.
Since 1d1 argα1 >
1
d2
argα1 and
1
d2
argαλ+1 >
1
d2
argα1 there are exactly 2λ zeros
with argument 1d2 argα1. They have the absolut values∣∣∣∣α1η3
∣∣∣∣1/d2 , . . . , ∣∣∣∣αλη3
∣∣∣∣1/d2 , ∣∣∣∣α1η2
∣∣∣∣1/d2 , . . . , ∣∣∣∣αλη2
∣∣∣∣1/d2 .
Therefore there is only one zero with argument 1d2 argα1 and absolute value
∣∣∣α1η3 ∣∣∣1/d2 .
Using the consideration above there are at least three simple roots coming from the
factor Xd3 − α1η3 . Now we have all cases finished and the statement is proven. 
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