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Abstract
We introduce an orientation-preserving landmark-based distance for continuous curves, which can be
viewed as an alternative to the Fre´chet or Dynamic Time Warping distances. This measure retains many
of the properties of those measures, and we prove some relations, but can be interpreted as a Euclidean
distance in a particular vector space. Hence it is significantly easier to use, faster for general nearest
neighbor queries, and allows easier access to classification results than those measures. It is based on
the signed distance function to the curves or other objects from a fixed set of landmark points. We also
prove new stability properties with respect to the choice of landmark points, and along the way introduce
a concept called signed local feature size (slfs) which parameterizes these notions. Slfs explains the
complexity of shapes such as non-closed curves where the notion of local orientation is in dispute –
but is more general than the well-known concept of (unsigned) local feature size, and is for instance
infinite for closed simple curves. Altogether, this work provides a novel, simple, and powerful method
for oriented shape similarity and analysis.
Jeff Phillips thanks his support from NSF CCF-1350888, CNS- 1514520, CNS-1564287, and IIS-1816149.
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1 Introduction
The Fre´chet distance [4] is a very popular distance between curves; it has spurred significantly practical work
improving its empirical computational time [13] (including a recent GIS Cup challenge [46, 10, 15, 29] and
inclusion in sklearn) and has been the subject of much algorithmic studies on its computational complex-
ity [11, 1, 14]. While in some practical settings it can be computed in near-linear time [25], there exists
settings where it may require near-quadratic time – essentially reverting to dynamic programming [11].
The interest in studying the Fre´chet distance (and similar distances like the discrete Fre´chet distance [30],
Dynamic Time Warping [36], edit distance with real penalties [21]) has grown recently due to the very
real desire to apply them to data analysis. Large corpuses of trajectories have arisen through collection
of GPS traces of people [49], vehicles [23], or animals [16], as well as other shapes such as letters [47],
time series [26], and more general shapes [5]. What is common about these measures, and what separates
them from alternatives such as the Hausdorff distance is that they capture the direction or orientation of
the object. However, this enforcing of an ordering seems be directly tied to the near-quadratic hardness
results [11], deeply linked with other tasks like edit distance [12, 9].
Moreover, for data analysis on large data sets, not only is fast computation needed, but other operations
like fast nearest-neighbor search or inner products. While a lot of progress has been made in the case of
Fre´chet distance and the like [45, 48, 24, 28, 27, 31], these operations are still comparatively slow and
limited. For instance, some of the best fast nearest neighbor search for LSH have bounds [31], for discrete
Fre´chet distance on n curves with m waypoints can answer a query within 1 + ε using O(m) time, but
requiring n · O((1/ε)m) space; or if we reduce the space to something reasonable like O(n log n + mn),
then a query in O(m log n) time can provide only an O(m) approximation [28].
On the other hand, fast nearest neighbor search for Euclidean distance is far more mature, with better
LSH bounds, but also quite practical algorithms [3, 42]. Moreover, most machine learning libraries assume
as input Euclidean data, or for other standard data types like images [34] or text [39, 38] have sophisticated
methods to map to Euclidean space. However, Fre´chet distance is known not to be embeddable into a
Euclidean vector space without quite high distortion [33, 28].
Embeddings first. This paper on the other hand starts with the goal of embedding ordered/oriented curve
(and shape) data to a Euclidean vector space, where inner products are natural, fast nearest neighbor search is
easily available, and it can directly be dropped into any machine learning or other data analysis framework.
This builds on recent work with a similar goals for halfspaces, curves, and other shapes [40, 41]. But that
work did not encode orientation. This orientation preserving aspect of these distances is clearly important
for some applications; it is needed to say distinguish someone going to work versus returning from work.
Why might Fre´chet be better for data analysis than discrete Fre´chet or DTW or the many other distances?
One can potentially point to long segments and no need to discretize, or (quasi-)metric properties. Regard-
less, an equalizer is in determining how well a distance models data is the prediction error for classification
tasks; such tasks demonstrate how well the distances encode what truely matters on real tasks. The previous
vectorized representations matched or outperformed a dozen other measures [40]. In this paper, we show
an oriented distance performs similarly (although not quite as well in general tasks), but on a synthetic task
where orientation is essential, does better than these non-orientation preserving measures. Moreover, by
extending properties from similar, but non-orientable vectorized distances [40, 41], our proposed distance
inherits metric properties, can handle long segments, and also captures curve orientation.
More specifically, our approach assumes all objects are in a bounded domain Ω a subset of Rd (typically
R2). This domain contains a set of landmark pointsQ, which might constitute a continuous uniform measure
over Ω, or a finite sample approximation of that distribution. With respect to an object γ, each landmark
qi ∈ Q generates a value vqi(γ). Each of these values vqi(γ) can correspond with the ith coordinate in
a vector vQ(γ), which is finite (with |Q| = n-dimensions) if Q is finite. Then the distance between two
objects γ and γ′ is the square-root of the average squared distance of these values – or the Euclidean distance
1
of the finite vectors
dQ(γ, γ
′) = ‖vQ(γ)− vQ(γ′)‖.
The innovation of this paper is in the definition of the value vqi(·) and the implications around that choice.
In particular in previous works [40, 41] in this framework this had been (mostly) set as the unsigned minDist
function: vmDq (γ) = minp∈γ ‖p − q‖. In this paper we alter this definition to not only capture the distance
to the shape γ, but in allowing negative values to also capture the orientation of it.
This new definition leads to many interesting structural properties about shapes. These include:
• When the shapes are simple curves that are closed and convex or have matching endpoints, then
dQ(γ, γ
′) <
√
2dF (γ, γ
′); that is, dQ is stable up to Fre´chet perturbations. When the curves γ, γ′ are
also κ-bounded [5] then there is an interleaving: 1κ+1dF (γ, γ
′) ≤ d∞Q (γ, γ′) ≤
√
2dF (γ, γ
′)where
d∞Q uses the l
∞ distance between vector representations, or it is an equality when curves are closed
and convex. Thus dQ captures orientation. In contrast for a class of curves we show dmDQ
,∞ can be
equal to the Hausdorff distance, so explicitly does not capture orientation.
• We introduce a new concept called the signed local feature size which captures the stability of the new
signed vi(γ) : Rd → R at any landmark qi ∈ Ω for a fixed shape γ. Unlike its unsigned counterpart
(which plays a prominent role in shape reconstruction [7, 22, 17] and computational topology [19,
18, 20]), the signed local feature size for closed simple curves is infinite. This captures that while
reconstruction or medial axis properties (governed by local feature size) might be unstable on such
shapes, their signed distance function (governed by signed local feature size) is still stable. However,
for curves which are not simple, it is zero. And when curves have boundary, the boundary definition
is finicky, and gives rise to nontrivial values of the signed local features size.
• We show that when the signed local feature size δ is positive but finite (i.e., 0 < δ <∞) then we can
set a scale parameter σ in the definition of vq (denoted vσq ) and hence in dQ (denoted as d
σ
Q) so that
when σ < δ/(4(1 +
√
ln(2/ε)), then the signed distance function vσi is again stable up to a value ε.
Altogether, these results build and analyze a new vectorized, and sketchable distance between curves
(or other geometric objects) which captures orientation like Fre´chet (or dynamic time warping, and other
popular measures), but avoids all of the complications when actually used. As we demonstrate, fast nearest
neighbor search, machine learning, clustering, etc are all now very easy.
2 Preliminaries
By a curve we mean the image of a continuous mapping γ : [0, 1] → R2; we simply use γ to refer to these
curves. For any curve γ we correspond a direction, defined as the increasing direction of t ∈ [0, 1]; that is, if
t, t′ ∈ [0, 1] and t < t′, then the direction of γ would be from γ(t) to γ(t′). Two curves γ, γ′ with different
mappings but the same images in R2 are in the same equivalence class if and only if they also have the same
direction. A curve is closed if γ(0) = γ(1). It is simple if the mapping does not cross itself.
Let Γ be the class of all simple curves γ in R2 with the property that at almost every point p on γ,
considering the direction of the curve, there is a unique normal vector np at p, which is equivalent to the
existence of a tangent line almost everywhere on γ. Such points are called regular points of γ and the set of
regular points of γ is denoted by reg(γ). Points of γ \reg(γ) are called critical points of γ. The terminology
“almost every point” means that the Lebesgue measure of those t ∈ [0, 1] such that γ(t) is a critical point
is zero. We also assume that at critical points, which are not endpoints of a non-closed curve, left and right
tangent lines exist. Finally, we assume that non-closed curves in Γ have left/right tangent line at endpoints.
These assumptions will guarantee the existence of a unique normal vector at critical points.
2
Baseline distances. Important baseline distances are the Hausdorff and Fre´chet distances. Given two
compact sets A,B ⊂ Rd, the directed Hausdorff distance is −→dH(A,B) = maxa∈A minb∈B ‖a − b‖. Then
the Hausdorff distance is defined dH(A,B) = max{−→dH(A,B),−→dH(B,A)}.
The Fre´chet distance is defined for curves γ, γ′ with images in Rd. Let Π be the set of all monotone
reparamatrizations (a non-decreasing function α from [0, 1] → [0, 1]). It will be essential to interpret the
inverse of α as interpolating continuity; that is, if a value t is a point of discontinuity for α from a to b, then
the inverse α−1 should be α−1(t′) = t for all t′ ∈ [a, b]. Together, this allows α (and α−1) to represent
a continuous curve in [0, 1] × [0, 1] that starts at (0, 0) and ends at (1, 1) while never decreasing either
coordinate; importantly, it can move vertically or horizontally. Then the Fre´chet distance is
dF (γ, γ
′) = inf
α∈Π
max{ sup
t∈[0,1)
‖γ(t)− γ′(α(t))‖, sup
t∈[0,1)
‖γ(α−1(t))− γ′(t)‖}.
We can similarly define the Fre´chet distance for closed oriented curves (see also [5, 44]); such a curve γ
is parameterized again by arclength. Given an arbitrary point c0 ∈ γ, then γ(t) for t ∈ [0, 1) indicates the
distance along the curve from c0 in a specified direction, divided by the total arclength. Let Π◦ denote the
set of all monotone, cyclic parameterizations; now α ∈ Π◦ is a function from [0, 1) → [0, 1) where it is
non-decreasing everywhere except for exactly one value a where α(a) = 0 and limt↗a α(t) = 1. Again,
α−1 ∈ Π◦ has the same form, and interpolates the discontinuities with segments of the constant function.
Then the Fre´chet distance for oriented closed curves is defined dF (γ, γ′) = infα∈Π◦ max{supt∈[0,1) ‖γ(t)−
γ′(α(t))‖, supt∈[0,1) ‖γ(α−1(t))− γ′(t)‖}. Oriented closed curves are important for modeling boundary of
shapes and levelsets [37], orientation determines inside from outside.
Shape descriptors. Given a curve γ in R2, previous work identified ways it interacts with the ambient
space. The medial axis MA(γ) [35, 8] is the set of points q ∈ R2 where the minimum distance minp∈γ ‖p−
q‖ is not realized by a unique point p ∈ γ. The local features size [6] for a point p ∈ γ is defined
lfsp(γ) = infr∈MA(γ) ‖r − p‖ is the minimum distance from p to the medial axis of γ.
2.1 New Definitions for Signed Distance and Shape Descriptors
Definition 2.1 (Signed Local Feature Size). Let γ ∈ Γ be a curve in R2 and p be a point of reg(γ). Define
δp = inf{‖p− p′‖ : 〈np, p− p′〉〈np′ , p′ − p〉 < 0, int(pp′) ∩ γ = ∅, p′ ∈ reg(γ)},
where we assume that the infimum of the empty set is ∞. Then we introduce the signed local feature size
(slfs in short) of γ to be δ(γ) = infp∈reg(γ) δp(γ).
Example 2.1. Any line segment and any closed curve in Γ have infinite signed local feature size.
Following the notation of signed local feature size, one can adapt the related notion of signed medial axis.
For each q ∈ R2 and corresponding minDist point p = argminp′∈γ ‖q − p′‖ on γ, we need to define a
normal direction np(q) at p. For regular points p ∈ reg(γ), this can be defined naturally by the right-hand
rule. For endpoints we use the normal vector of the tangent line compatible with the direction of the curve.
For non-endpoint critical point, there are technical conditions for non-simple curves (see Appendix B), but
in general we use the direction u which maximizes |〈u, q − p〉| with sign subject to the right-hard-rule.
Definition 2.2 (Signed Medial Axis). Let γ ∈ Γ and let q be a point in R2. We say that q belongs to
the signed medial axis of γ (SMA(γ) in short) if there are at least two points p, p′ on γ such that p, p′ =
argminp∈γ ‖q − p‖ and 〈np(q), p− p′〉〈np′(q), p′ − p〉 < 0.
The signed medial axis of a curve is a subset of its usual medial axis. Also, if slfs(γ) =∞, then γ has no
signed medial axis, i.e. SMA(γ) = ∅.
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Definition 2.3 (Feature Mapping). Let γ be a curve, Q be a finite subset of R2 and σ > 0. For each q ∈ Q
let p = argminp′∈γ ‖q − p′‖. If p is not an endpoint of γ, we define
vσq (γ) =
1
σ
〈np(q), q − p〉e−
‖q−p‖2
σ2 .
Otherwise (for endpoints) we set
vσq (γ) =
1
σ
〈np, q − p‖q − p‖〉‖q‖1,p e
‖q−p‖2
σ2 ,
where ‖q‖1,p is the l1-norm of q in the coordinate system with axis parallel to np and L (tangent line at
p) and origin at p; see Figure 1(right) for an illustration. See an example of vσq over R2 in Figure 1(left).
Notice that ‖q‖2,p = ‖q − p‖ and so 1 ≤ ‖q‖1,p‖q−p‖ ≤
√
2. If Q = {q1, q2, . . . , qn}, setting vσi (γ) = vσqi(γ)
we obtain a feature mapping vσQ : Γ → Rn defined by vσQ(γ) = (vσ1 (γ), · · · , vσn(γ)). (We will drop the
superscript σ afterwards, unless otherwise specified.)
L
np
q
γ
y
x
p
Figure 1: Left: Example signed distance function vq for curve. Right: Definition of vq at endpoints.
Definition 2.4 (Orientation Preserving Distance). Let γ1, γ2 ∈ Γ be two curves in R2, Q = {q1, q2, . . . , qn}
be a point set in R2, σ > 0 be a positive constant and p ∈ [1,∞]. The orientation preserving distance of
γ1 and γ2, associated with Q, σ and p, denoted d
σ,p
Q (γ1, γ2), is the normalized l
p-Euclidean distance of two
n-dimensional feature vectors vQ(γ1) and vQ(γ2) in Rn, i.e. for p ∈ [1,∞),
d
σ,p
Q (γ1, γ2) =
1√
n
‖vQ(γ1)− vQ(γ2)‖p =
(
1
n
n∑
i=1
|vi(γ1)− vi(γ2)|p
)1/p
,
and for p =∞,
d
σ,∞
Q (γ1, γ2) = ‖vQ(γ1)− vQ(γ2)‖∞ = max1≤i≤n |vi(γ1)− vi(γ2)|.
As default we use dσQ instead of d
σ,2
Q . Landmarks Q can be described by a probability distribution µ : R
2 →
R, then vQ is infinite-dimensional, and we can define dσ,pQ (γ1, γ2) = (
∫
q∈R2 |vq(γ1)−vq(γ2)|pµ(q))1/p, and
d
σ,∞
Q (γ1, γ2) = supq∈R2µ |vq(γ1)− vq(γ2)| where R2µ = {x ∈ R2 | µ(x) > 0}.
Since we employ a feature map to embed curves into a Euclidean space and then the usual lp-norm to
define the distance between two curves, the function dσ,pQ enjoys all properties of a metric but the definiteness
property. That is, it satisfies triangle inequality, is symmetric, and dσ,pQ (γ1, γ2) = 0 provided γ1 = γ2 (i.e.
γ1 and γ2 have a same range and a same direction). However, d
σ,p
Q (γ1, γ2) = 0 does not necessarily imply
γ1 = γ2: consider two curves which overlap, and all landmarks have closest points on the overlap.
To address this problem, following Phillips and Tang [40], we can restrict the family of curves to be τ -
separated (they are piecwise-linear and critical points are a distance of at least τ to non-adjecent parts of the
curve), and assume the landmark set is sufficiently dense (e.g., a grid with separation ≤ τ/16). Under these
conditions again dσ,pQ is definite, and is a metric.
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3 Stability Properties of dσ,pQ
Now we proceed to the stability properties of the distance dσ,pQ . Our first goal is to show that d
σ
Q is stable
under perturbations of Q, which is given in two Theorems 3.1 and 3.2. The next is to verify its stability
under perturbations of curves (see Theorem 3.3, and its several corollaries).
3.1 Stability of Landmarks Q
Before stating stability properties under perturbations of landmarks, we discuss some cases that will not
satisfy in the desired inequality and we have to exclude these cases. The first case is when SMA(γ) = ∅
and two landmarks q1 and q2 are in different sides of the medial axis of γ and at least one of them chooses
an endpoint as argmin point (see Figure 2(a)). The other case is when SMA(γ) is nonempty, q1 and q2 are
in different sides of SMA(γ) and at least one of them chooses an endpoint as argmin point and is along the
tangent of that endpoint (see Figure 2(b)). In both cases, q1 can be arbitrarily close to q2 but |v1(γ)− v2(γ)|
is likely to be roughly 1/
√
e since vq2(γ) = 0. For instance, in Figure 2(a), |v1(γ) − v2(γ)| = |v1(γ)| =
1
σ‖q1 − p1‖e
−‖q1−p1‖2
σ2 , which can be as close as 1/
√
e when ‖q1 − p1‖ is about σ/
√
2.
γ γ
q2
q1
p2
p1
np1
np2
MA
np1
np2
SMA
q2 q1
(a) (b)
p2 p1
Figure 2: The cases that q1 and q2 choose different endpoints of γ as argmin points
Theorem 3.1 (Landmark stability I). Let γ ∈ Γ and q1, q2 be two points in R2. If δ(γ) =∞ and q1 and q2
do not satisfy the above first case (e.g., γ is a closed curve), then |v1(γ)− v2(γ)| ≤
√
2
σ ‖q1 − q2‖.
Proof. Let p1 = argminp∈γ ‖q1 − p‖ and p2 = argminp∈γ ‖q2 − p‖. We prove the theorem in four cases.
Case 1. v1(γ)v2(γ) ≤ 0, the line segment q1q2 passes through γ and p1 and p2 are not endpoints (see Figure
3(a)). Let p be the intersection of the segment q1q2 with γ. Then
|v1(γ)− v2(γ)| =
∣∣∣∣ 1σ 〈q1 − p1, np1(q1)〉e− ‖q1−p1‖2σ2 − 1σ 〈q2 − p2, np2(q2)〉e− ‖q2−p2‖2σ2 ∣∣∣∣
≤ 1σ‖q1 − p1‖e−
‖q1−p1‖2
σ2 + 1σ‖q2 − p2‖e−
‖q2−p2‖2
σ2
≤ 1σ (‖q1 − p1‖+ ‖q2 − p2‖) ≤ 1σ (‖q1 − p‖+ ‖q2 − p‖) = 1σ‖q1 − q2‖.
Case 2. v1(γ)v2(γ) ≥ 0, the line segment q1q2 does not pass through γ and p1 and p2 are not endpoints (see
Figure 3(b)). Without loss of generality we may assume that both v1(γ) and v2(γ) are non-negative. In this
case, q1 − p1 and q2 − p2 are parallel to np1(q1) and np2(q2) respectively. Therefore, 〈q1 − p1, np1(q1)〉 =
‖q1 − p1‖ and 〈q2 − p2, np2(q2)〉 = ‖q2 − p2‖. Utilizing the fact that the function f(x) = xσe−x
2/σ2 is
Lipschitz with constant 1σ , we get
|v1(γ)− v2(γ)| ≤ 1
σ
|‖q1 − p1‖ − ‖q2 − p2‖|.
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Now applying triangle inequality we infer ‖q1 − p1‖ ≤ ‖q1 − p2‖ ≤ ‖q1 − q2‖ + ‖q2 − p2‖ and so by
symmetry, |‖q1 − p1‖ − ‖q2 − p2‖| ≤ ‖q1 − q2‖. Therefore, |v1(γ)− v2(γ)| ≤ 1σ‖q1 − q2‖.
Case 3. Endpoints. Let ` be the tangent line at an endpoint p on γ, np be its unique unit normal vector
and let q1 and q2 be in different sides of ` and p1 = p2 = p (see Figure 3(c)). Assume q is the intersection
of the segment q1q2 with `. Then 〈np, q − p〉 = 0 and so noting that np1(q1) = np2(q2) = np we have
〈q1 − p, np〉 = 〈q1 − q, np〉 and 〈q2 − p, np〉 = 〈q2 − q, np〉. Therefore,
|v1(γ)− v2(γ)| =
∣∣∣∣ 1σ 〈np, q1−p‖q1−p‖〉‖q1‖1,p e ‖q1−p‖2σ2 − 1σ 〈np, q2−p‖q2−p‖〉‖q2‖1,p e ‖q2−p‖2σ2
∣∣∣∣
= 1σ
∣∣∣∣〈np, ‖q1‖1,p‖q1‖2,p e− ‖q1−p‖2σ2 (q1 − q)− ‖q2‖1,p‖q2‖2,p e− ‖q2−p‖2σ2 (q2 − q)〉
∣∣∣∣
= 1σ
∥∥∥∥‖q1‖1,p‖q1‖2,p e− ‖q1−p‖2σ2 (q1 − q)− ‖q2‖1,p‖q2‖2,p e− ‖q2−p‖2σ2 (q2 − q)
∥∥∥∥
≤
√
2
σ (‖q1 − q‖+ ‖q2 − q‖) =
√
2
σ ‖q1 − q2‖.
If q1 and q2 are in one side of ` and p1 = p2 = p, the proof is the same as in Case 2. We only need to apply
Cauchy-Schwarz inequality.
Case 4. The case where p1 is an endpoint but p2 is not can be gained from a combination of above cases.
Basically, choose a point q on the line segment q1q2 so that q− p1 is parallel to np1 and then use the triangle
inequality.
p
`
γ
q1
q2
p1 p2
`1
`2
γ
q1
q2
q1
q2
pγ
(a) (b) (c)
Figure 3: q1 and q2 in different cases
Remark. If γ is closed, Case 3 (Endpoints) does not occur, and |v1(γ)− v2(γ)| ≤ 1σ‖q1 − q2‖.
Theorem 3.2 (Landmark stability II). Let γ ∈ Γ and q1, q2 be two points in R2 not satisfying the second
case mentioned before Theorem 3.1. If δ(γ) < ∞,  ≤ δ(γ)4 is an arbitrary positive real number and
σ ≤ δ(γ)/(4(1 +√ln(2/))), then |v1(γ)− v2(γ)| ≤ max{, 2σ‖q1 − q2‖}.
Proof. By Theorem 3.1 it is enough to consider only the case where there is a signed medial axes, say M ,
and q1 and q2 are in different sides of M (the case they are in same side of M is included in Theorem
3.1). We handle the proof in two various cases. For the sake of convenience assume x = ‖q1 − p1‖ and
y = ‖q2 − p2‖. The proof is based on the following observations.
(O1) Since ‖p1−q1‖ ≤ ‖p2−q1‖, we get x+  ≥ 12‖p1−p2‖ ≥ δ(γ)2 ≥ 2σ(1+
√
ln(2/)). So applying
 ≤ δ(γ)4 we gain x ≥ δ(γ)4 ≥ σ(1 +
√
ln(2/)).
(O2) Similarly, we obtain y ≥ δ(γ)4 ≥ σ(1 +
√
ln(2/)).
(O3) Employing the inequality
x
σ
e−
x2
σ2 ≤ e 2xσ −1e− x
2
σ2 = e−(
x
σ
−1)2 and (O1) we get
x
σ
e−
x2
σ2 ≤ 
2
.
(O4) Similarly, we earn
y
σ
e−
y2
σ2 ≤ 
2
.
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np2 q2
q1p2
p1
+
+
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−
−
−
SMA
np1
δ/4δ/4
δ δ
γ
np
np′
q
SMA(γ′)
γ′
γ
SMA(γ)
Figure 4: Left: The case that a landmark point q lies between SMA(γ) and SMA(γ′). Right: The case that
there is a SMA and q1 and q2 in different sides of SMA(γ)
If ‖q1−q2‖ ≤ , then  ≤ δ(γ)4 implies |v1(γ)−v2(γ)| =
x
σ
e−
x2
σ2 +
y
σ
e−
y2
σ2 ≤ . Otherwise, ‖q1−q2‖ ≥ 
and we encounter four cases (see Figure 4(left)).
Case 1. If x, y < δ(γ)4 , then |v1(γ) − v2(γ)| = xσe−
x2
σ2 + yσe
− y2
σ2 ≤ xσ + yσ ≤ δ(γ)4σ + δ(γ)4σ ≤ 1σ‖q1 − q2‖.
Case 2. If x ≥ δ(γ)4 and y < δ(γ)4 , then applying (O3) we infer
|v1(γ)− v2(γ)| = x
σ
e−
x2
σ2 +
y
σ
e−
y2
σ2 ≤ 2 + δ(γ)4σ ≤
(
1 +
√
ln(2 )
)
+ δ(γ)4σ ≤ δ(γ)2σ ≤ 2σ‖q1 − q2‖.
Case 3. The case x < δ(γ)4 and y ≥ δ(γ)4 is the same as Case 2.
Case 4. Finally, if x ≥ δ(γ)4 and y ≥ δ(γ)4 , by (O3) and (O4), |v1(γ)− v2(γ)| = xσe−
x2
σ2 + yσe
− y2
σ2 ≤ .
3.2 Stability of Curves
We next show stability properties of dQ under perturbation of curves; we do this in the context of other
distances, namely the Fre´chet and Hausdorff distances. Specifically, we show if two curves are close under
another distance, e.g., Fre´chet, then they must also be close under dQ, under some conditions.
Moreover, non-closed curves create subtle issues around endpoints. The example in Figure 4(right) shows
that, without controlling behavior of endpoints, we may make γ arbitrarily close to γ′ in Fre´chet distance,
whereas dσQ(γ, γ
′) is possibly 1/
√
e, where Q = {q}. This is the case where q lies between SMA(γ) and
SMA(γ′). So we cannot get the desired inequality (dσQ(γ, γ
′) ≤ dF (γ, γ′)) for this case.
Thus, the landmarks which fall between the signed medial axes may cause otherwise similar curves to
have different signatures. For a large domain Ω (and especailly with σ, relatively small) these should be
rare, and then dσQ which averages over these landmarks should not be majorly effected. We formalize when
this is the case in the next theorem, and its corollaries.
Theorem 3.3 (Stability under Fre´chet perturbation of curves). Let γ, γ′ ∈ Γ and qi ∈ R2. If one of the
following three conditions hold, then |vi(γ)− vi(γ′)| ≤
√
2
σ dF (γ, γ
′).
(1) vi(γ)vi(γ′) ≥ 0;
(2) vi(γ)vi(γ′) ≤ 0 and qi is on a line segment γ(t)γ′(α(t)) of the alignment between γ and γ′ achieving
the optimal Fre´chet distance;
(3) qi is far enough from both curves: minp∈γ ‖qi−p‖,minp′∈γ′ ‖qi−p′‖ ≥ σ(1+
√
ln(2σ/dF (γ, γ′))).
Proof. Let p = argminp∈γ ‖qi − p‖ and p′ = argminp∈γ′ ‖qi − p‖.
(1) Let p = γ(t) and p′ = γ(t′) for some t, t′ ∈ [0, 1] and without loss of generality assume that t ≤ t′.
Then ‖qi − p′‖ ≤ ‖qi − γ′(t)‖ and so
‖qi − p′‖ − ‖qi − p‖ ≤ ‖qi − γ′(t)‖ − ‖qi − p‖ ≤ ‖p− γ′(t)‖ = ‖γ(t)− γ′(t)‖ ≤ ‖γ − γ′‖∞.
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Similarly, ‖qi − p‖ − ‖qi − p′‖ ≤ ‖γ − γ′‖∞. Now using the fact that the function f(x) = xσe−
x2
σ2 is
Lipschitz, considering l1-norm at endpoints, we get
|vi(γ)− vi(γ′)| ≤
√
2
σ
|‖qi − p′‖ − ‖qi − p‖| ≤
√
2
σ
‖γ − γ′‖∞.
This shows that for two arbitrary reparametrizations α and α′ of [0, 1] we have |vi(γ ◦ α) − vi(γ′ ◦ α′)| ≤√
2
σ ‖γ ◦ α − γ′ ◦ α′‖∞. Noting that a reparametrization of a curve does not change either the range or the
direction of the curve, we get |vi(γ ◦ α)− vi(γ′ ◦ α′)| = |vi(γ)− vi(γ′)|. Thus taking the infimum over all
reparametrizations α and α′ we obtain |vi(γ)− vi(γ′)| ≤
√
2
σ dF (γ, γ
′).
(2) Let r = dF (γ, γ′) and let qi be on a line segment alignment of γ, γ′ with length at most r. So, there
are points a and b on γ and γ′ respectively within distance r such that qi lies on the line segment ab. Hence
we have ‖p− qi‖+ ‖qi − p′‖ ≤ ‖a− qi‖+ ‖b− qi‖ = ‖a− b‖ ≤ r = dF (γ, γ′), so
|vi(γ)− vi(γ′)| ≤
√
2
σ
(‖p− qi‖+ ‖qi − p′‖) ≤
√
2
σ
dF (γ, γ
′).
(3) This case implies vi(γ), vi(γ′) ≤
√
2
σ dF (γ, γ
′).
Remark. In proof of Theorem 3.3 we see that when qi does not take an endpoint as argmin, which is
always the case for closed curves, then the constant
√
2 is not necessary in the inequality.
Corollary 3.4. Let γ, γ′ ∈ Γ with the same endpoints, and also the same tangent at each end point. Then
dσQ(γ, γ
′) ≤
√
2
σ dF (γ, γ
′).
Proof. Let qi ∈ Q. If qi is not in the area between γ and γ′, then it satisfies Condition (1) of Theorem
3.3. Otherwise, we claim that qi must lie on a line segment γ(t)γ′(α(t)) induced by reparametrization α
achieving the optimal Fre´chet distance, and thus will satisfy Condition (2) of Theorem 3.3.
Let α´ describe a reparametrization mapping from γ to γ′ as a non-decreasing, continuous path in the
[0, 1] × [0, 1] parameter space. It defines a homotopy from γ to γ′, and each t ∈ [0, 1] defines the point on
either curve corresponding to a t-fraction of the arclength along this path. We can instantiate this homotopy
as a flow f , the continuous transformation of γ to γ′ parametrized by a value s ∈ [0, 1], so f(0) = γ and
f(1) = γ′, and any value in between f(s) is also a curve with image in R2. In particular each point on such
curve is still parametrized by t ∈ [0, 1] where f(s)(t) = (1− s)γ(t) + sγ′(t). Each point qi in between the
curves must be included as some intermediate point f(s)(t); if not then it would mean that the two curves
are not homotopic, however they are both both simple curves sharing endpoints [32][Proposition 1.2]. Thus,
it implies that qi is on the segment between γ(α´(t)) and γ′(α´(t)), and must satisfy condition (2).
Corollary 3.5. Let γ, γ′ ∈ Γ and closed and convex, with both oriented clockwise/counterclockwise. Then
dσQ(γ, γ
′) ≤ 1σdF (γ, γ′).
Proof. Because every continuous curve can be approximated by smooth curves, without loss of generality
we may assume that γ and γ′ are smooth. Let q ∈ Q be arbitrary and let A and B denote the regions
surrounded by γ and γ′ respectively. If q is in A∩B or in the complement of A∪B, then vq(γ) and vq(γ′)
would have a same sign and so Condition (1) in Theorem 3.3 holds. Otherwise, q will be in A \B or B \A.
Assume that q lies in B \ A (the case A \ B comes by symmetry). Let p ∈ γ be the closest point of γ to q.
Obviously, q − p is perpendicular to γ. Now let p′ be the intersection of γ′ and the half-line starting from p
and passing through q. Then p is the closest point of γ to p′ (since p−p′ is normal to γ at p and γ is convex)
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and q lies on the line segment pp′. Let p′′ be the nearest point of γ′ to q. Then according to the direction of
curves we have
|vq(γ)− vq(γ′)| = 1
σ
‖q − p‖e−‖q−p‖
2
σ2 +
1
σ
‖q − p′′‖e− ‖q−p
′′‖2
σ2
≤ 1
σ
(‖q − p‖+ ‖q − p′′‖) ≤ 1
σ
(‖q − p‖+ ‖q − p′‖)
=
1
σ
‖p− p′‖ ≤ 1
σ
dH(γ, γ
′) ≤ 1
σ
dF (γ, γ
′).
3.3 Interleaving Bounds for l∞ Variants
Using the l∞ variants, we can show a stronger interleaving property. Let Ω be a bounded domain in R2.
Let diam(Ω) = supx,y∈Ω ‖x − y‖ be the diameter of Ω. We also denote by ΓΩ the subset of Γ containing
all curves with image in Ω. In Appendix A we show if γ, γ′ ∈ ΓΩ and Q is uniform on a domain Ω,
then dH(γ, γ′) = dmDQ
,∞
(γ, γ′). The signed variant d∞Q is more related to dF , but it is difficult to show an
interleaving result in general because if a curve cycles around multiple times, its image may not significantly
change, but its Fre´chet distance does. However, by appealing to a connection to the Hausdorff distance, and
then restricting to closed and convex or κ-bounded [5] curves, we can still achieve an interleaving bound.
We first focus on closed curves, so slfs is infinite, and there are no boundary issues; thus it is best to
set σ sufficiently large so the exp(−‖p − q‖2/σ2) term in vq goes to 1 and can be ignored. Regardless,
dσQ ≤ 1/
√
2e. Note that vq and hence dQ has a 1σ factor, so those terms in the expressions cancel out.
Lemma 3.1. Assume that Q is a uniform measure on Ω and σ is sufficiently large. Let γ, γ′ ∈ ΓΩ be two
closed curves such that dH(γ, γ′) ≤ σ√2e . Then
1
σdH(γ, γ
′) ≤ dσ,∞Q (γ, γ′).
Proof. Let r = dH(γ, γ′). Without loss of generality we can assume that r = supp∈γ infp′∈γ′ ‖p − p′‖.
Since the range of γ is compact (the image of a compact set under a continuous map is compact), there is
p ∈ γ such that r = minp′∈γ′ ‖p−p′‖. Similarly, by the continuity of the range of γ′ we conclude that there
is p′ ∈ γ such that r = ‖p − p′‖. Because Q is dense in Ω then p ∈ Q. Since p′ = argminp′′∈γ′ ‖p − p′′‖,
we observe that vp(γ′) = 1σ‖p − p′‖ = rσ . On the other hand, vp(γ) = 0 as p ∈ γ. Therefore, at least one
of the components of the sketched vector vQ(γ′)− vQ(γ) is rσ and so σdσ,∞Q (γ, γ′) ≥ r.
Corollary 3.6. Assume Q is a uniform measure on Ω and σ is sufficiently large. Let γ, γ′ ∈ ΓΩ be two
closed curves. Then dH(γ, γ′) ≤
√
2e diam(Ω)dσ,∞Q (γ, γ
′).
Corollary 3.7. Let Q be a uniform measure on Ω and σ be sufficiently large. Let γ, γ′ ∈ ΓΩ be two closed
convex curves with both oriented clockwise/counterclockwise and dH(γ, γ′) ≤ σ√2e . Then d
σ,∞
Q (γ, γ
′) =
1
σdF (γ, γ
′).
Proof. Applying Lemma 3.1 and the p = ∞ version of Corollary 3.5 we get 1σdH(γ, γ′) ≤ dσ,∞Q (γ, γ′) ≤
1
σdF (γ, γ
′). Now by Theorem 1 of [5] we know that the Hausdorff and Fre´chet distances coincide for closed
convex curves. Therefore, dH(γ, γ′) = dF (γ, γ′) and the proof is complete.
The proof of Lemma 3.1 shows that the inequality 1σdH(γ, γ
′) ≤ dσ,∞Q (γ, γ′) remains valid for non-closed
curves γ and γ′ as long as p′ in the proof is not an endpoint of γ′. A piecewise linear curve γ in R2 is called
κ-bounded [5] for some constant κ ≥ 1 if for any t, t′ ∈ [0, 1] with t < t′, p = γ(t), p′ = γ(t′) we have
γ([t, t′]) ⊆ Br(p) ∪ Br(p′), where r = κ2‖p − p′‖. The class of κ-bounded curves comprises of κ-straight
curves [5], curves with increasing chords [43] and self-approaching curves [2].
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Corollary 3.8. Let Q be a uniform measure on Ω and σ be sufficiently large. Let γ′, γ ∈ ΓΩ with the same
endpoints and with the same tangents at endpoints, and both κ-bounded, with dH(γ, γ′) ≤ σ√2e . Then
1
σ(κ+ 1)
dF (γ, γ
′) ≤ dσ,∞Q (γ, γ′) ≤
√
2
σ
dF (γ, γ
′).
Proof. The p = ∞ version of Corollary 3.4 provides the second inequality. Using Lemma 3.1 we have
dH(γ, γ
′) ≤ σdσ,∞Q (γ, γ′). Now, since γ and γ′ are κ-bounded, by Theorem 2 of [5] we have dF (γ, γ′) ≤
(κ+ 1)dH(γ, γ
′). Combining these inequalities we get the desired result.
4 Experiments: Trajectories Analysis via dσQ Distance
Like with recent vectorized distance dmDQ [40, 41], this structure allows for very simple and powerful data
analysis. Nearest neighbor search can use heavily optimized libraries [3, 42]. Clustering can use Lloyd’s
algorithm for k-means clustering. And we can directly use many built in classification methods.
Beijing driver classification. We first recreate the main classification experiment from Phillips and
Tang [40] on the Geolife GPS trajectory dataset [49]. After pruning to 128 users, each with between 20
and 200 trajectories, we train a classifier on each pair of users. We repeat on each pair 10 times with dif-
ferent test/train splits, and report the average misclassification rate under various methods, now including
on the new vectors vQ(γ) for each curve, using σ = 0.3 from a domain [0, 1]2. The results with linear
SVM, Gaussian SVM (hyperparameters C = 2 and γ = 0.1), polynomial kernel SVM, decision tree, and
random forest (hyperparameters to “auto”) are shown in Table 1. While vmDQ (with an error rate of 0.052
with random forest) outperforms vσQ (error rate of 0.097 with random forest), other distances can only use
KNN classifiers. vσQ performs slightly worse than DTW, Eu, dH , LCSS and EDR (in range 0.072 to 0.088;
see Table 1 in [40]), but better than discrete Fre´chet and LSH approximations of it (in range 0.105 to 0.241).
Directional synthetic dataset classification. Second, we create a synthetic data set for which the
direction information is essential. We generate 200 trajectories so 100 start from a square A = [−1, 1] ×
[−1, 1] and end in another rectangle B = [98, 99]× [−1, 1]. The other half start in B and end in A. Each is
also given 98 other critical points, the ith in rectangle [i, i+ 1]× [−5, 5] (or reverse order for B to A). We
try to classify the first half (A to B) from the second half (B to A). We repeat 1000 balanced 70/30 train/test
splits and report the classification test error in Table 1. Now, while vmDQ never achieves better than 0.43 error
rate (not much better than random), with all classifiers we achieve close to an error rate of 0 using vσQ. Using
KNN classifiers, dynamic time warping, and Fre´chet can also achieve near-0 error rates.
Distance vσQ v
mD
Q
Classifier Mean Median Variance Mean Median Variance
B
ei
jin
g
Linear kernel SVM 0.2623 0.2500 0.0191 0.1766 0.1429 0.0173
Gaussian kernel SVM 0.2210 0.2083 0.0152 0.1890 0.1579 0.0180
Poly kernel SVM, deg=auto 0.2732 0.2667 0.0183 0.2349 0.2222 0.0186
Decision Tree 0.1229 0.1000 0.0096 0.0680 0.0513 0.0050
RandomForest with 100 estimators 0.0972 0.0759 0.0079 0.0521 0.0364 0.0038
D
ir
ec
tio
na
l Linear SVM 0.0012 0.0000 0.0000 0.4900 0.4833 0.0030
Gaussian kernel SVM 0.0005 0.0000 0.0000 0.4360 0.4333 0.0031
SVM, poly, deg= auto 0.0004 0.0000 0.0000 0.4670 0.4667 0.0031
Decision Tree 0.0287 0.0167 0.0006 0.4827 0.4833 0.0037
LogisticRegression 0.0000 0.0000 0.0000 0.4866 0.4833 0.0031
Table 1: Test errors with vσQ and v
mD
Q vectorizations.
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A Relation of dmDQ to the Hausdorff distance
In this section we show that the unsigned variant of the sketch vmDqi (γ) based only on the minDist function,
has a strong relationship to the Hausdorff distance. In particular, whenQ is dense enough, and the l∞ variant
is used, they are identical.
Theorem A.1. Let γ, γ′ be two continuous curves and q ∈ R2. Then |vmDq (γ) − vmDq (γ′)| ≤ dH(γ, γ′).
Consequently, dmDQ (γ, γ
′) ≤ dH(γ, γ′) for any landmark set Q.
Proof. Let r = dH(γ, γ′). Suppose p = argminp∈γ ‖q − p‖ and p′ = argminp′∈γ′ ‖q − p′‖. Let also
y = argminy∈γ ‖y − p′‖ and y′ = argminy′∈γ ‖y′ − p‖. Then we have ‖q − p‖ ≤ ‖q − y‖ and ‖q − p′‖ ≤
‖q − y′‖ and according to the definition of the Hausdorff distance ‖y − p′‖ ≤ r and ‖y′ − p‖ ≤ r. Now
there are two possible cases:
(i) ‖q − p‖ ≤ ‖q − p′‖. Then using the triangle inequality we get
0 ≤ ‖q − p‖ − ‖q − p′‖ ≤ ‖q − y‖ − ‖q − p′‖ ≤ ‖y − p′‖ ≤ r.
(ii) ‖q − p′‖ ≤ ‖q − p‖. Then
0 ≤ ‖q − p′‖ − ‖q − p‖ ≤ ‖q − y′‖ − ‖q − p‖ ≤ ‖y′ − p‖ ≤ r.
Therefore, |‖q − p‖ − ‖q − p′‖| ≤ r. The next inequality is immediate as we take average in computing
dQ.
Corollary A.2. Let Ω ⊂ R2 be a bounded domain and Q is dense in Ω. If the range of γ, γ′ are included in
Ω, then dmDQ
∞
(γ, γ′) = dH(γ, γ′).
Proof. Employing Theorem A.1 we only need to show dmDQ
∞
(γ, γ′) ≥ dH(γ, γ′). Let r = dH(γ, γ′).
Without loss of generality we can assume that r = supp∈γ minp′∈γ′ ‖p − p′‖. Since the range of γ is
compact (the image of a compact set under a continuous map is compact), there is p ∈ γ such that r =
minp′∈γ′ ‖p − p′‖. Similarly, by continuity of the range of γ′ we conclude that there is p′ ∈ γ such that
r = ‖p − p′‖. Because Q is dense in Ω, without loss of generality, with an ε-discussion, we may assume
that p ∈ Q. Since p′ = argminp′∈γ′ ‖p− p′‖, we observe that vmDp (γ′) = ‖p− p′‖ = r. On the other hand,
vmDp (γ) = 0 as p ∈ γ. Therefore, at least one of the components of the sketched vector vmDQ (γ′)− vmDQ (γ)
is r and so dmDQ
∞
(γ, γ′) ≥ r.
B Technical Details on Defining the Normal and Computing vq(γ)
We need to assign a normal vector to each point of a curve γ. Let γ ∈ Γ′ and q ∈ R2. Assume p =
argminp′∈γ ‖q−p′‖. If p ∈ reg(γ), as we mentioned earlier, according to the right hand rule, we can assign
a unit normal vector to γ at p which is compatible with the direction of γ. We also assign a fixed normal
vector at endpoints of a non-closed curve as we can use the normal vector of tangent line at endpoints that
is compatible with the direction of curve. Now it remains to define a normal vector at critical points. We
must be careful about doing this as any vector can be considered as a normal vector at critical points. Our
aim is to define a unique normal vector at critical points with respect to a landmark point. Assume p is not
an endpoint of γ. Denote by N(p) the closure of the set of all unit vectors u such that u is perpendicular to
γ at p and is compatible with the direction of γ by the right hand rule (for instance, in Figure 6(a), N(p) is
the set of all unit vectors between n and n′). Notice that for regular points on the curve N(p) is a singleton
and indeed, it does not depend on q but only on the direction of curve. Then we define
np(q) = argmax
{|〈u, q − p〉| : u ∈ N(p)}.
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It can be readily seen that np(q) = sign(q, p, γ) q−p‖q−p‖ , where sign(q, p, γ) can be obtained via Algorithm
B.1. At endpoints we fix a normal vector, the one that is perpendicular to the tangent line. Notice, as the
range of γ is a compact subset ofR2 and the norm function is continuous, the point p exists. Continuity of the
inner product and compactness of N(p) guarantee the existence of np(q) as well. (A different algorithmic
approach for finding np(q), when p is a critical point, is given below.)
B.1 Computing np(q) and the Sign
Assume that a trajectory γ is given by the sequence of its critical points (including endpoints) {pi}ni=0 and
‖pi − pi+1‖ > 0 for each 0 ≤ i ≤ n− 1. The following algorithm determines the sign of a landmark point
q with respect to γ when p = argmin{‖q − x‖ : x ∈ γ} is a critical point of γ.
Algorithm B.1 Find sign(q, p, γ)
Input: A landmark q ∈ R2, a trajectory γ = {ci}ni=0 and p = ci for some 0 ≤ i ≤ n.
Find wi (normal vector to the segment −−−→cici+1).
Find α (the angle between wi−1 and wi).
Find θ (the angle between wi−1 and q − p).
Put t = 12(1− cos(piθα )).
Let nt be the normalized convex combination of wi−1 and wi by t.
return Sign of the inner product of nt and q − p.
Because each step in the algorithm takes constant time, it is clear that the runtime is O(1). Regarding
the space, it is only required to save two consecutive segments that p lies in their intersection and some
variables. Thus, memory usage is almost nothing.
Now, in Algorithm B.2, for a landmark point q ∈ R2 and a trajectory γ we provide steps to compute the
sketch vector vq(γ).
Algorithm B.2 Compute vq(γ)
Input: A landmark q ∈ R2 and a trajectory γ = {ci}ni=0.
for i = 0, 1, . . . , n− 1 do
Find di, the distance of ci from segment Si = −−−→cici+1.
Find li the signed distance of q to the line through the segment Si.
Set j = argmin{di : 0 ≤ i ≤ n− 1}.
Set p = argmin{‖q − x‖ : x ∈ Sj}.
Using Algorithm B.1 compute vq(γ).
return vq(γ).
It can be readily seen that the algorithm can be run in linear time in terms of the size of γ. Details are
included in Appendix B.3. Turning to the memory usage, it is easy to observe that O(n) space is enough.
B.2 Defining the Normal: A Computational Approach
If we look at self-crossing curves, for instance, we will notice that the landmark point q will opt for the
crossing point p only if tangent lines of γ at p (where q lies in it) make an angle β ≥ pi (see Figure 5).
Therefore, there is no need to define a normal vector for such crossing points and without loss of generality
we may assume that β ≥ pi.
Let γ be a curve with β ≥ pi at a crossing point p (Figure 5(b),(c)). For t ∈ [0, 1] we consider nt =
(1−t)n+tn′
‖(1−t)n+tn′‖ , where n and n
′ are normal vectors to the curve at a crossing point p. It is necessary to agree
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Figure 5: Choice of self-crossing point
that n1/2 = 0 if n′ = −n which is possible when β = pi. Now the question is how to choose the parameter
t? Let α be the angle between n and n′ and θ be the angle between n and q−p (as shown in Figure 5(b),(c)),
i.e.
α = arccos(〈n, n′〉) and θ = arccos(〈n, q − p‖q − p‖〉).
Then 0 < α ≤ pi and 0 ≤ θ ≤ α and thus 0 ≤ piαθ ≤ pi. Now we can set nt =
1− cos(piαθ)
2
. Therefore, the
following hold:
1. If θ = 0, then t = 0, q is on the left dashed green line in Figure 5(c) and nt = n = q−p‖q−p‖ .
2. Moving towards the bisector, nt rotates towards n′ and so θ increases (but still θ < pi/2). Hence
〈nt, q − p〉 is positive and is decreasing as a function of θ.
3. When θ = α2 , t =
1
2 and q is on the bisector of θ and 〈nt, q − p〉 = 0 (Figure 5(c)).
4. Moving from bisector towards the other side of the green dashed angle, θ increases and θ > pi/2.
Thus 〈nt, q − p〉 is negative and decreases.
5. If θ = α, then t = 1, q is on the right dashed green line in Figure 5(c) and nt = n′ = − q−p‖q−p‖ .
However, we will only need to compute the inner product of nt and g − p, which can easily be obtained by
〈nt, q − p〉 = ‖q − p‖ cos(pi
α
θ).
The way we defined nt is a general rule for any crossing and critical point. Now we are going to clarify
obtaining nt in different situations.
1. Let p be a critical point which is not a crossing point of γ. Then as above a landmark point q will
choose p as an argmin point only if tangent lines at p constitute an angle β ≥ pi and q is inside of that
area (Figure 6(a)). In this case we can easily see that nt = q−p‖q−p‖ for any t.
2. In self-crossing case of Figure 5(b), again we can observe that nt = q−p‖q−p‖ for any t.
3. If p is an end point, we consider n as the normal vector at p to the tangent line at p to γ and we set
n′ = −n. Then for t ∈ [0, 12), nt = n, n1/2 = 0 and for t ∈ (12 , 1], nt = −n (see Figure 6(b)).
As we saw above, nt depends upon the landmark point q, that is, a critical point p can be an argmin point
for many landmark points q. Therefore, we will use the notation np(q) instead of nt. For p ∈ reg(γ) we set
np(q) = np for any q such that p = argminp,∈γ ‖q − p′‖.
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B.3 The Algorithmic Steps
Detailed versions of Algorithms B.1 and B.2 are included here.
Algorithm B.3 Find sign(q, p, γ)
Input: A landmark q ∈ R2 and a trajectory γ = {ci}ni=0, where ci = (ai, bi) ∈ R2 and p = ci for some
0 ≤ i ≤ n.
if 1 ≤ i ≤ n− 1 then
Set wi = (bi+1 − bi, ai − ai+1) and w′i = wi−1.
if i = 0 then
Set w0 = (b0 − b1, a1 − a0) and w′0 = −w0.
if i = n then
Set wn = wn−1 and w′n = −wn−1.
Set α = arccos(〈wi, w′i〉) and θ = arccos(〈wi, q−p‖q−p‖〉).
Set t = 12(1− cos(piθα )) and nt = ((1− t)wi + tw′i)/‖(1− t)wi + tw′i‖.
return sign(〈nt, q − p〉).
Since every step in the for-loop of Algorithm B.4 needs O(1) time to be computed, the for-loop only
needs O(n) time where n is the number of critical points of γ. Note that li can be computed by
li =
(bi+1 − bi)x0 + (ai − ai+1)y0 + ai+1bi − bi+1ai
a2 + b2
,
where a = ai − ai+1, b = bi+1 − bi. Finding the minimum of an array takes a linear time in size of the
array, so j needs O(n) time to be computed. Obviously, p needs only a constant time as it is pi or pi+1 or(a(ax0 − by0)− bc
a2 + b2
,
b(by0 − ax0)− bc
a2 + b2
)
,
where c = bi+1ai−ai+1bi. The rest of the algorithm requiresO(1) time considering the fact that calculating
sign(q, γ), utilizing Algorithm B.1, takes a constant time. Therefor, Algorithm B.2 will be run in linear time
in terms of the critical points of γ. Turning to the memory usage, first we need to save γ as n points. Inside
the for-loop, we do not need to save Si and Li. It is necessary to save li and di. Hence, O(n) space is
enough for the for-loop. Then we only need 4 spaces to save 4 variables j, p, σ, v. Therefore, the algorithm
requires O(n) space to be run, where n is the size of critical points of γ.
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Algorithm B.4 Compute vq(γ)
Input: A landmark q ∈ R2 and a trajectory γ = {ci}ni=0, where ci = (ai, bi) ∈ R2.
for i = 0, 1, . . . , n− 1 do
Si = segment(ci, ci+1) =
−−−→cici+1.
Li = line passing from ci, ci+1 with normal vector wi = (bi+1 − bi, ai − ai+1).
Set li = signeddist(q, Li), di = dist(q, Si) = min{|li|, ‖q − ci‖, ‖q − ci+1‖}.
Set j = argmin{di : 0 ≤ i ≤ n− 1}, p = argmin{‖q − x‖ : x ∈ Sj}.
if p is an internal point of Sj then
Set v = 1σ lje
−l2j/σ2 .
if p is not an endpoint of γ, i.e. p 6= c0, cn then
Set v = 1σ sign(q, p, γ)dje
−d2j/σ2 .
if p = c0 then
Set v = 1σ sign(q, c0, γ)〈q − c0, w0‖w0‖〉(|〈q − c0,
w0
‖w0‖〉|+ |〈q − c0,
c1−c0
‖c1−c0‖〉|)e−d
2
0/σ
2
.
if p = cn then
Set v = 1σ sign(q, cn, γ)〈q − cn, wn−1‖wn−1‖〉(|〈q − cn,
wn−1
‖wn−1‖〉|+ |〈q − cn,
cn−cn−1
‖cn−cn−1‖〉|)e
−d2n−1/σ2 .
return v.
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