Abstract-A speech signal captured by a distant microphone is generally smeared by reverberation, which severely degrades automatic speech recognition (ASR) performance. One way to solve this problem is to dereverberate the observed signal prior to ASR. In this paper, a room impulse response is assumed to consist of three parts: a direct-path response, early reflections and late reverberations. Since late reverberations are known to be a major cause of ASR performance degradation, this paper focuses on dealing with the effect of late reverberations. The proposed method first estimates the late reverberations using long-term multi-step linear prediction, and then reduces the late reverberation effect by employing spectral subtraction. The algorithm provided good dereverberation with training data corresponding to the duration of one speech utterance, in our case, less than 6 s. This paper describes the proposed framework for both single-channel and multichannel scenarios. Experimental results showed substantial improvements in ASR performance with real recordings under severe reverberant conditions.
Suppression of Late Reverberation Effect on Speech Signal Using Long-Term Multiple-step Linear Prediction I. INTRODUCTION
A speech signal captured by a distant microphone is generally smeared by reverberation, which is caused by the reflection from, for example, walls, floors, ceilings or furniture. The reverberation is known to degrade the performance of automatic speech recognition (ASR) severely. Thus, it is desirable to find a reliable way of mitigating the effect of reverberation on ASR.
A major stream of research designed to find a way to cope with the reverberation problem involves estimating inverse filters that remove the distortion caused by the impulse response using multiple microphones. One approach for constructing such inverse filters is to first estimate the room impulse responses, and then calculate their inverse based on, for example, K. Kinoshita, T. Nakatani, and M. Miyoshi are with the NTT Communication Science Laboratories, NTT Corporation, Kyoto 619-0237, Japan (e-mail: kinoshita@cslab.kecl.ntt.co.jp; nak@cslab.kecl.ntt.co.jp; miyo@cslab.kecl.ntt.co.jp).
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Digital the multiple-input/output inverse theorem (MINT) [1] . Some researchers have proposed using a subspace method for estimating the impulse responses [2] , [3] . The room impulse responses are obtained from the null space of the covariance matrix of the observed signals. However, these subspace methods are highly dependent on a prior knowledge of channel orders, and are sensitive to errors in channel order estimates. Another common approach for obtaining inverse filters is to use a linear prediction (LP) algorithm, which provides a way to calculate the inverse filter directly. Unlike the subspace approaches, LP based methods are relatively robust to channel order mismatches [4] - [6] . The dereverberation methods based on inverse filtering are developed with a solid theoretical background that enables us to achieve precise dereverberation. Therefore, they are viewed as very attractive ways of solving the reverberation problem. However, these methods are known to pose a sensitivity problem in that background noise or a small change in the transfer function results in severe performance degradation [7] . In contrast to the inverse filtering methods, robust and practical approaches have been investigated to mitigate the effect of reverberation on ASR [8] - [10] . In this paper, reverberant speech is assumed to consist of a direct-path response, early reflections and late reverberations. The early reflections are defined as the reflection components that arrive after the direct-path response within a time interval of 30 ms (which corresponds to the length of the speech analysis frame used in this paper), and the late reverberations as all the latter reflections. The early reflections may not significantly degrade ASR performance if they are handled by cepstral mean subtraction (CMS) [11] or maximum-likelihood linear regression (MLLR) [12] . On the other hand, the late reverberations can be detrimental to ASR performance [13] , [14] . The standard ASR techniques to compensate the convolutional distortion such as CMS do not work well for the late reverberations. In addition, it is reported that, in a severely reverberant environment where the late reverberations have a large energy, the ASR performance cannot be improved even with an acoustic model trained with a matched reverberation condition [14] . This means that the standard acoustic model cannot handle severe late reverberations, even when they know the whole reverberation characteristics in advance. One way to resolve this is to suppress the late reverberations prior to ASR process [8] - [10] . In their studies, the energy of the late reverberations was estimated using an exponential decay function and reduced using the spectral subtraction (SS) technique [15] .
The remaining early reflections are handled by CMS. Such dereverberation methods appear computationally simple and relatively robust to noise. However, since reverberation cannot be well-represented solely with such a simple model, i.e., an exponential decay model, it is difficult to achieve precise dereverberation and restore the ASR performance to the level of the recognition of clean speech.
This paper proposes a novel dereverberation method that estimates the late reverberation energy based on the concept of the inverse filtering method, namely long-term multi-step linear prediction (MSLP) [16] , and performs SS to remove late reverberations, as if the desired signal and the late reverberations are uncorrelated (see Appendix I for the characteristics of late reverberations). The proposed method first uses MSLP to estimate the late reverberation signal accurately in the time domain. Then, unlike the conventional inverse filtering technique, it converts the late reverberation signal into the frequency domain, and subtracts the power spectrum of the late reverberations from that of the observed signal. In other words, while general inverse filtering methods estimate and subtract the reverberation components from the observed signal in the time domain, the proposed method can be interpreted as performing the subtraction in the power spectral domain. By excluding the phase information from the dereverberation operation based on the SS framework, the proposed method might provide a degree of robustness to certain errors that conventional sensitive inverse filtering methods could not offer. The proposed method can be formulated in either a single or multichannel scenario without major modification of the algorithm. Our experimental results revealed substantial improvements in ASR performance even in a real severe reverberant environment. The algorithm could perform good dereverberation with training data corresponding to the duration of one speech utterance, in our case, less than 6 s.
The organization of this paper is as follows. Section II introduces the signal model. In Sections III and IV, we describe the proposed dereverberation framework for single channel and multichannel scenarios. In Section V, we evaluate the proposed method in a simulated reverberant environment in terms of objective quality measurement and ASR performance. In Section VI, we perform the dereverberation of real recordings. Section VII focuses on the robustness of the proposed method in a noisy reverberant environment. Section VIII summarizes our conclusions.
In this paper, the notations , , , stand for the matrix/vector transpose, the inverse, the Moore-Penrose pseudo-inverse, and the -norm, respectively. represents the time average. represents the identity matrix.
II. SIGNAL MODEL
We consider the acoustic system shown in Fig. 1 . First, let us assume that a source signal (speech signal) is produced through a th-order FIR filter from white noise as
(1) 
Here we assume is an full row rank matrix 1 . and indicate the dimensions of the vector and , respectively. In this paper, a room impulse response is assumed to consist of three parts: a direct-path response, early reflections, and late reverberations. The objective of the work described in this paper is to mitigate the effect of the late reverberations of . Here let us denote the late reverberations of , as
We consider that the late reverberations of correspond to the coefficients of after the th element.
III. SINGLE-CHANNEL ALGORITHM
In this section, we introduce a dereverberation algorithm for a single-channel scenario, which represents a situation where only one observation, in (3), is available for dereverberation.
A. Long-Term Multi-Step Linear Prediction
Here, to estimate the late reverberations, we introduce longterm multi-step LP, which was originally proposed in [16] . 2 . It was first presented for the estimation of whole impulse response. In this study, we use the same method to identify only the late reverberations.
Let be the number of filter coefficients, and be the step-size (i.e., delay), then long-term multi-step LP can be formulated as (6) where represents the prediction coefficients, and is a prediction error. When is one, the equation is equivalent to conventional LP, which is often used, for example, in speech coding and analysis [21] . The prediction coefficients can be estimated in the time domain by minimizing the mean square energy of prediction error . Note that these prediction coefficients are estimated based on more than at least samples, which amounts to several thousands in this study. In other words, the prediction coefficients are calculated using long-term analysis, while LPC, for example, in the speech coding field works based on short-term analysis. Using a matrix/vector notation, the obtained prediction coefficients can be expressed as (see Appendix II for a detailed derivation)
Here is a full-rank matrix because is a full row rank matrix as mentioned above. Now, we apply the prediction coefficients to the observed signal to estimate the power of the late reverberations, as follows:
Using the fact that the auto-correlation matrix of white noise is , where is a scalar indicating the variance of , we can derive (10). Using the 2 There are several speech dereverberation methods that also use LP [17] - [20] Note that, in their studies, LP was mainly used to model speech components, thus the LP order is relatively small (' 20). In contrast, here we wish to model reverberation with long-term multi-step LP; thus, the order is much higher (i.e., several thousands).
Cauchy-Schwartz inequality, we can obtain relation (11) . Finally, relation (12) was obtained by using the fact that is the norm of a projection matrix, which is equal to 1 [22] . Equation (12) indicates that the late reverberation components can never be overestimated in a long-term analysis sense. Now, let us denote -domain representation of and as and . Then, as mentioned in (6) to (8), the long-term multi-step LP tries to skip the first terms of transfer function and estimate the remaining terms of whose orders are higher than . Note that is the product of speech production system and room transfer function as in (4) . Therefore, the late reverberation energy calculated as in (12) may include not only the contribution of the late reverberations of but also the bias caused by . In order to reduce this bias, we suggest employing a preprocessing technique for long-term multi-step LP, known as the pre-whitening technique, which appears to be effective in reducing the short-term correlation of a speech signal produced through . In this paper, this pre-whitening was done by using small order LP ( taps), which can be estimated as shown in Appendix III. Care has to be taken to choose the LP order for long-term multi-step LP and pre-whitening. The long-term multi-step LP tries to model the late reverberations of ; thus, the order has to be very high. In contrast, the LP order used for pre-whitening should be small, since the aim of this processing is only to suppress the short-term correlation caused by speech production system .
B. Spectral Subtraction
Here we propose the use of SS to suppress the late reverberations. That is, we first divide the observed signal and the estimated late reverberations into short frames, apply short-term Fourier transform (STFT) to calculate the power spectrum, and then subtract the power spectrum of the estimated late reverberations from that of the observed signal. Although, in the previous section, we showed that the power of the predicted late reverberations can never be overestimated compared with that of true late reverberations in the long-term analysis sense, some degree of overestimation may occur in (short-term) local time region.
In summary, an exact subtraction rule can be formulated as shown below, by denoting the STFT of a short segment of the observed signal at the th microphone as and that of the estimated late reverberations as , where is the frame length and is an integer if otherwise where denotes the STFT of the dereverberated signal. To synthesize a time-domain dereverberated signal, we simply apply the phase of the observed signal as Fig. 2 is a schematic diagram of the proposed method for a single-channel scenario mentioned above. First the observed signal is prewhitened with small order LP, and processed with the long-term multi-step LP. The long-term multi-step LP is used to obtain the coefficients that best predict the late reverberations. Then, by convoluting (or filtering) the observed signal with the prediction coefficients as , we estimate the late reverberations. After applying a STFT to the observed signal and predicted late reverberations, we perform SS in the the spectral domain to remove the effect of the late reverberations from the observed signal (shown as "SS" in Fig. 2 ) [15] . Finally, to remove the remaining early reflections for the ASR system, we apply CMS to the processed signal.
C. Schematic Processing Diagram of Single-Channel Algorithm

IV. MULTICHANNEL ALGORITHM
In this section, we extend the proposed algorithm to the multichannel scenario. By employing the multichannel long-term multi-step LP [16] , the two sides of (12) become equal [1] , [23] ; thus, we expect to estimate the late reverberations more accurately.
A. Multichannel Long-Term Multi-Step Linear Prediction
Here, we introduce multichannel long-term multi-step LP to estimate late reverberations based on multiple observed signals, Let be the number of filter coefficients for each channel, be the step-size (i.e., delay), and be the number of microphones, then the multichannel long-term multi-step LP is formulated as follows: (13) where corresponds to the observed signal at the th microphone, and to the prediction coefficients at the th microphone when the prediction target is the observed signal at the th microphone . The multichannel long-term multi-step LP calculates the late reverberations within . The prediction coefficients can be estimated by minimizing the mean square energy of the prediction error (see Appendix IV for a detailed derivation). Using a matrix/vector notation, the obtained prediction coefficients can be written in a similar manner to the single channel algorithm as: (14) where Now, let us apply the prediction coefficients to the observed signal to estimate the late reverberations. Here, we define the observed signal as Then, the estimated late reverberations can be expressed as follows: 3
Equation (15) simply indicates that the late reverberations can be more accurately estimated. In other words, now with multichannel long-term multi-step LP, the two sides of (12) become the same. Fig. 3 shows an algorithm based on the multichannel long-term multi-step LP. There are two major modifications compared with the single-channel algorithm. First, in the multichannel scenario, we perform long-term multi-step LP based on signals captured by multiple microphones. Second, to enhance the direct-path response in the processed speech, we adjust the delays and calculate the sum of the signals from all the channels. The process is denoted as "Direct-path Enhancement (DE)" in the figure.
B. Schematic Processing Diagram
First, pre-whitening is applied to each of the observed signals. Next, using multichannel long-term multi-step LP, we estimate the late reverberations at the th microphone. Based on the STFT of the estimated late reverberations and that of the observed signals, we calculate the dereverberated signal at the th microphone. We repeat this procedure for all ( ) to obtain the dereverberated speech for all the microphones. Then, we adjust the delays among the output signals and calculate their sum to obtain the resultant signal. The delays were estimated with the Generalized Cross-Correlation (GCC) method [24] . Finally, to remove the remaining early reflections, we apply CMS to the processed signal. 2) ASR Condition: The Japanese Newspaper Article Sentences (JNAS) corpus was used to investigate the effectiveness of the proposed method as a preprocessing algorithm for ASR. The ASR performance was evaluated in terms of word error rate (WER) averaged over genders and speakers. In the acoustic model, we used the following parameters : 12 order MFCCs + energy, their and , three state triphone HMMs, and 16 mixture Gaussian distributions. The acoustic model settings are summarized in Table I . The total number of clustered states was set at 3000 using a decision-tree based context clustering technique [27] . The model was trained on clean speech processed with CMS. The language model was a standard trigram trained on Japanese newspaper articles written over a ten-year period. The training and test sets for the recognition task are summarized in Table II . The duration of the test data ranged from 2 to 16 s, and the average value was about 6 s. 
3) Parameters for Dereverberation:
The filter length for single-channel algorithm , that for multichannel algorithm , and the step-size in (6) and (13), were 3000, 750, and 360, respectively. It should be noted that, when dealing with longer reverberations, in theory we simply have to use a longer filter. Here, is set at the length of the analysis frame used for CMS to deal with all the reverberation components that CMS cannot handle. For the pre-whitening, we used 20th-order LP, which we calculated similarly to the approach described in [20] (see Appendix III for details). In our experiment, the coefficients of the pre-whitening filter were fixed for an entire utterance. Although we determined these orders experimentally, according to the preliminary experiment, we confirmed that similar performance could be obtained for different filter lengths given a range of 1000 taps. No special parameters were used for spectral subtraction. These parameters are common to all the experiments reported in this paper.
The dereverberation was performed utterance by utterance. The estimation of the LP coefficients starts only after all samples corresponding to the current utterance become available. This means that the length of the training data used to estimate the LP coefficients is equivalent to the duration of each input utterance. We have confirmed experimentally that, if we can use the data of more than about 2 s of data, we can obtain sufficiently converged LP coefficients, and the algorithm performance become relatively stable. We employed the Levinson-Durbin algorithm for single-channel long-term multi-step LP [21] , and the class of Schur's algorithm for multichannel long-term multistep LP [21] , [28] - [30] to calculate the prediction coefficients efficiently. These fast algorithms enable us to run the whole process at a real-time factor of less than 1, for example, on the Intel Pentium IV 3.4-GHz processor used in our experiments.
When we compare the length of the simulated impulse responses and the filter length for MSLP, we find that the current filter length is not sufficiently long to estimate all the late reverberations, and the analysis of the proposed dereverberation method presented in Sections III and IV does not hold precisely. However, we chose this filter length to allow us to execute the whole process in a realistic computational time. Fig. 5 shows the WER as a function of the distance between the microphone and the speaker. "No proc." corresponds to the WER of the reverberant speech processed with CMS, "1 ch dereverberation" to that of speech dereverberated with the single channel algorithm, "4 ch dereverberation w/ DE" to that of speech dereverberated with the four channel algorithm with the DE process (as shown in Fig. 3 ). "4 ch dereverberation w/o DE" is the signal of one representative channel that was captured immediately before being passed to the DE process in the process of the four channel algorithm. This example is provided to show the improvement that we can gain by extending single channel long-term multi-step LP to multichannel form. "Clean speech (baseline)" is the lowest possible WER, i.e., 4.4%, that can be realized with this ASR system based on this corpus.
B. Dereverberation Effect on ASR
As seen from the figure, if the reverberant speech undergoes no preprocessing, the WER increases greatly as the distance increases. With the proposed method, we achieved a substantial reduction in the WER with both the single channel and four channel algorithms for all reverberant conditions. The improvement obtained by using four channels rather than a singlechannel becomes more obvious, particularly as the distance between the speaker and the microphone increases. Fig. 6 shows a spectrogram of clean speech processed with CMS, reverberant speech at a distance of 1.5 m, speech dereverberated by the single-channel algorithm, speech dereverberated by the four-channel algorithm without the DE process, and speech dereverberated by the four-channel algorithm with the DE process. We can clearly see the effect of the proposed method in both the single-channel and four-channel cases. Although we can observe some differences between the levels of performance provided with the single-channel and four-channel algorithms, no significant improvement can be seen in spectrograms. Although (12) implicitly shows that the single-channel algorithm may greatly underestimate the power of late reverberations, this experimental result supports the idea that the algorithm successfully generates a reasonable estimate of late reverberations. Note that, since no over-subtraction factor is used in the present work, if the power of late reverberations is greatly underestimated, a spectrogram should show some evidence of the remaining late reverberations.
C. Spectrogram Improvement
D. Evaluation With LPC Cepstrum Distance
Here we use the average LPC cepstrum distance [31] to evaluate the precision of the dereverberation with an objective measurement. Fig. 7 shows the average LPC cepstrum distance between clean speech processed with CMS and target speech. To calculate the LPC cepstrum distance, we excluded the silence found at the beginning and end of the utterance files. The legends represent the same type of speech signal as those in Fig. 5 . Here again, the difference in performance between single-channel and four-channel processing becomes more 
VI. EXPERIMENT IN REAL REVERBERANT ENVIRONMENT
In this section, we carried out experiments with speech recorded in a real reverberant room to show the applicability of the proposed method.
A. Experimental Condition
The recordings were made in a reverberant chamber with the same dimensions as the simulated room described in Section IV. The location of the microphones and loudspeaker also follows the simulation setup depicted in Fig. 4 . For each gender, 100 Japanese sentences taken from the JNAS database were played through a BOSE 101VM loudspeaker, and recorded with SONY ECM-77B omnidirectional microphones. The positions of the loudspeaker and the microphones were fixed throughout the recordings. The signal-to-noise ratios (SNRs) of the recordings were about 15 to 20 dB, and the reverberation time was about 0.5 s. The values are approximately the same as those of simulated impulse responses [32] . We applied high-pass filtering to the recordings before the dereverberation process to suppress the unwanted background noise, which was mainly concentrated below 200 Hz. After the high-pass filtering, the SNRs were about 30 dB. As a control, we also recorded the same utterances in a nonreverberant chamber with a close microphone using the same experimental equipment.
B. Dereverberation Effect on ASR
We also carried out ASR experiments with real recordings. The acoustic and language models were the same as in Section V. The training and test sets for this recognition task were the same as for the previous experiment and are summarized in Table II . Fig. 8 shows the WER of the real recordings as a function of the distance between the microphone and the speaker. The legends represent the same type of processing as those in Fig. 5 . In this experiment, the baseline performance is 4.9%, which is the WER obtained with recordings made in a nonreverberant chamber.
The improvement in WER is sufficiently noticeable under all reverberant conditions, and the global tendency is similar to the simulation. The results indicate that the proposed framework also works well even with speech recorded in a severely reverberant environment.
C. Spectrogram Improvement
In this experiment, to move one step nearer a real scenario, we attempted the dereverberation of actual human utterances (rather than those from loudspeaker). In this case, the source position might be constantly fluctuating owing to head movement, despite the speaker being asked to stand still during the recordings at the same position as the loudspeaker in Fig. 4 . Fig. 9 shows spectrograms of recorded reverberant speech uttered by a male speaker, speech dereverberated with the singlechannel algorithm, speech dereverberated by the four-channel algorithm without the DE process, and speech dereverberated by the four-channel algorithm with the DE process. Here, we again see the substantial reduction in reverberation in both the single-and four-channel cases.
VII. ROBUSTNESS OF PROPOSED DEREVERBERATION METHOD TO DIFFUSIVE NOISE
In this section, we evaluate our proposed method under noisy reverberant conditions to confirm its robustness. The evaluations are undertaken using spectrograms and LPC cepstrum distance.
To perform an ASR test in a noisy environment, the method should be combined with noise adaptation techniques such as spectral subtraction [15] and parallel model combination [33] , [34] . Since we would like to focus primarily on the reverberation problem in this paper, we do not include the issue of combining the proposed method with other noise adaptation techniques. Please refer to [35] for an evaluation of the proposed dereverberation method combined with SS [15] in a noisy reverberant environment.
A. Experimental Condition
The reverberation conditions are the same as those described in Section V. To simulate an environment with diffusive noise, white noise was artificially generated and added to reverberant speech with SNRs of 0, 10, 20, 30, and 40 dB. Fig. 10 shows spectrograms of the observed noisy reverberant speech, speech dereverberated by the single-channel algorithm, speech dereverberated by the four-channel algorithm without the DE process, and with the DE process with a 20-dB SNR. Here, the distance between the speaker and the microphones was set at 1.5 m. From the spectrograms, we could see that both single-channel and four-channel dereverberation works fairly well even in a noisy environment. It may be interesting to note that, although the algorithm does not explicitly perform denoising, some denoising effect can be seen especially in Fig. 10 (D) . This is probably due to the DE processing employed with the four-channel algorithm.
B. Spectrogram Improvement
C. Evaluation With LPC Cepstrum Distance
Here, to evaluate the dereverberation precision in a noisy environment, we calculated the LPC cepstrum distance between clean speech processed with CMS and the target speech. In this case, the dereverberated speech was generated by estimating the LP coefficients in a noisy environment, and then processing the noiseless reverberant speech with the coefficients. By doing this, the dereverberation performance could be evaluated without taking account of the spectral distortion caused by the background noise. The results are summarized in Fig. 11 , where the legends represent the same type of processing as those in Fig. 5 . Note that, the 40-dB SNR case shown in Fig. 11 approximately coincide with Fig. 7 , which shows the case of SNR. The proposed method appears to provide stable performance for SNRs above 20 dB. Even though the accuracy decreases for SNRs below 20 dB, the dereverberation effect is still noticeable when using the four-channel algorithm with DE. Consequently, the proposed framework is relatively robust to background noise.
VIII. CONCLUSION
A speech signal captured by a distant microphone is generally smeared by reverberation, which severely degrades the ASR performance. In this paper, we proposed a novel dereverberation method that combines the concept of inverse filtering and well-known spectral subtraction. The method first estimates late reverberations using long-term multi-step linear prediction, and then suppresses them with subsequent spectral subtraction. Experimental results showed that both single and multichannel algorithms could achieve good dereverberation and could significantly improve the ASR performance even in a real severe reverberant environment. In particular, with the multichannel algorithm, the recognition performance was sufficiently close to an anechoic scenario. Since the multichannel algorithm can estimate the late reverberations more accurately compared to the single-channel one and can be advantageously combined with the postprocessing to enhance the direct-path response, it allowed us to perform more efficient dereverberation. We also discussed the robustness of the proposed method to white background noise, and confirmed that the performance was stable for SNRs above 20 dB.
In future work, we will consider the effect of background noise explicitly, and achieve not only dereverberation but also denoising.
APPENDIX I CHARACTERISTICS OF LATE REVERBERATIONS
Here let us describe the characteristics of late reverberations and their relationship to direct-path response and early reflections.
A speech signal has a strong correlation within each local time region due to articulatory constraints, and it loses the correlation as a result of articulatory movements. Therefore, it may be possible to assume that the autocorrelation of clean speech , , has the following property:
iff (16) where, with a speech signal, the value can vary approximately from 30 to 100 ms depending on the phoneme of interest. Using and the length of the room impulse response , we rewrite (2) as (17) (18) If is equivalent to 30 ms (which corresponds to the length of the speech analysis frame in this paper), the second and third terms of (18) exactly coincide with the definitions of the early reflections and late reverberations, respectively. If we assume the condition of (16), we can assume the late reverberations to be uncorrelated with the direct-path response, and if and has sufficient energy, it may be possible to assume that the late reverberations and early reflections are also uncorrelated.
APPENDIX II DERIVATION OF PREDICTION COEFFICIENTS IN SINGLE-CHANNEL SCENARIO
By minimizing the mean square energy of the prediction error in (6), we could obtain the prediction coefficients. Using matrix/vector notation, the minimization of leads to the following equation: (19) where Thus, the prediction coefficients can be obtained as (20) To understand the behavior of , we now expand (20) . First, the term in can be expanded as where the auto-correlation matrix of white noise is assumed to be . is a scalar that corresponds to the variance of . The second term can also be expanded as Finally can be rewritten as (21) where Here, we consider that the late reverberations correspond to the coefficients of after the th element, and are represented by . It should be noted that (19) can be solved efficiently, for example, by the Levinson-Durbin algorithm [21] .
APPENDIX III ESTIMATION OF PRE-WHITENING FILTER
In this paper, the following th-order prediction filter was used for pre-whitening to equalize in (1). We first calculate the auto-correlation coefficient with the lag of samples using the observed signal at the th microphone as (22) Then, we take the average of over all the channels.
As with standard LP [21] , using , the prediction filter was calculated based on the following Yule-Walker equation: 
where Thus, can be obtained as (26) To understand the behavior of , we reformulate (26) in a similar manner to that used for a single-channel and described above. Now, can be rewritten as (27) where Note that, (25) can be efficiently solved by, for example, the class of Schur's algorithm, which is able to determine a least square solution for general block-Toeplitz matrix equations [21] , [28] - [30] .
