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Apresentac~ao
Este e o Trabalho de Conclus~ao de Curso previsto no currculo do Curso de
Matematica habilitac~ao licenciatura da Universidade Federal de Santa Catarina, desen-
volvido sob a orientac~ao do professor Dr. Juliano de Bem Francisco. Buscou-se elaborar
um trabalho visando auxiliar os estudantes que desejam conhecer a Decomposic~ao em
Valores Singulares, explorando um pouco de suas aplicac~oes teoricas e praticas. Sendo
assim, trata-se de uma introduc~ao ao assunto aqueles que n~ao trabalham diretamente
com este tema da Algebra Linear.
A compreens~ao dos conteudos dos cursos de Algebra Linear I e II e pre-requisito
para o incio desta leitura. No primeiro captulo e feita a apresentac~ao de algumas
denic~oes e notac~oes que ser~ao utilizadas em todo o decorrer do trabalho. O Captulo
2 trata de autovalores e autovetores e de algumas propriedades e teoremas que ser~ao
utilizados nos captulos seguintes. Alguns resultados s~ao menos relevantes para o estudo
da Decomposic~ao em Valores Singulares mas foram inclusos no intuito de se fazer um
melhor detalhamento da teoria de autovalores e autovetores.
O terceiro captulo contem as ideias centrais desta obra. Inicia-se com uma abor-
dagem historica desta decomposic~ao, citando seus precursores e quais foram suas con-
tribuic~oes. Ainda neste captulo prova-se a existe^ncia da Decomposic~ao e apresenta-se
algumas considerac~oes a respeito das matrizes envolvidas neste tipo de fatorac~ao.
O quarto e ultimo captulo traz aplicac~oes da Decomposic~ao em Valores Singulares,
por exemplo, o uso desta decomposic~ao na obtenc~ao de formulas mais simples para
normas de matrizes e compress~ao de imagens digitais
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Introduc~ao
Uma das ideias mais importantes na teoria de matrizes com certeza e a decom-
posic~ao de matrizes. Sua utilidade tem sido apreciada ha muito tempo. Mais re-
centemente, elas tornaram-se um dos principais topicos da Algebra Linear Numerica,
servindo como anteparo computacional para uma grande variedade de problemas pra-
ticos.
Segundo G.W. Stewart, em On The Early History Of The Singular Value Decom-
position (1993), a Decomposic~ao em Valores Singulares foi descoberta por Eugenio
Beltrami em 1873 e independentemente por Camile Jordan, no ano seguinte. Ou-
tros matematicos como Sylvester, Schmidt, Autonne e Weyl tambem contribuiram
para o desenvolvimento da teoria. Consiste de uma transformac~ao por meio de ma-
trizes unitarias que tem como produto nal uma matriz diagonal. Essa transformac~ao
provem, em suma, da multiplicac~ao de matrizes unitarias a direita e a esquerda de uma
matriz A, sendo esta de ordem qualquer. O termo \valor singular" parece ter derivado,
segundo Stewart, da literatura de equac~oes integrais.
Das muitas decomposic~oes uteis, a Decomposic~ao em Valores Singulares tem as-
sumido um papel especial em virtude de inumeras raz~oes. Em primeiro lugar, segundo
G. Strang em Linear Algebra and Its Applications (1988), tem-se o fato desta decom-
posic~ao ser realizada com matrizes unitarias e, com isso, n~ao modicam a norma de
vetores. Segundo, ela e estavel, isto e, pequenas perturbac~oes em A correspondem
a pequenas perturbac~oes em . Por ultimo, pois hoje existem algoritmos estaveis e
ecientes para calcular a decomposic~ao em valores singulares de uma matriz.
Uma observac~ao interessante e que a maioria das decomposic~oes de matrizes foram
descobertas antes do uso de matrizes. Elas eram descobertas por meio de determi-
nantes, sistemas de equac~oes lineares e, especialmente, atraves de formas quadraticas
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e bilineares. Gauss foi o percursor de todo esse desenvolvimento, escrevendo em 1823,
seu famoso algoritmos de eliminac~ao, hoje conhecido como Eliminac~ao Gaussiana. Ele
tambem estava perto de descobrir a inversa de uma matriz por este processo de elimi-
nac~ao, no qual um sistema de equac~oes y = Ax e transformado num sistema inverso
x = By. A habilidade de Gauss manipular formas quadraticas e sistemas de equac~oes
tornou possvel o tratamento de mnimos quadrados, tanto do ponto de vista teorico
quanto pratico. Outros desenvolvimentos se seguiram.
Cauchy estabeleceu as propriedade de autovalores e autovetores de um
problema simetrico considerando o sistema homoge^neo de equac~oes cor-
respondentes. Em 1846, Jacobi descobriu seu famoso algoritmo para di-
agonalizac~ao de uma matriz simetrica, e num artigo postumo ele obteve
a decomposic~ao LU , decompondo uma forma bilinear ao mesmo estilo de
Gauss. Weiertrass estabeleceu decomposic~oes para pares de func~oes bili-
neares - o que hoje chamamos de Problema de Autovalores Generalizado.
[8]
Dessa forma, o advento da Decomposic~ao em Valores Singulares em 1873 e visto
como resultado decorrente do estudo de decomposic~oes.
No entanto, mesmo com essa linha de trabalhos desenvolvidos e que culminaram
com Beltrami e Jordan, de acordo com L. N. Trefethen em Numerical Linear Algebra
(1997), \a decomposic~ao em valores singulares n~ao se tornou conhecida na Matematica
ate a decada de 60, quando Golub e outros matematicos mostraram que poderia ser
calculada ecazmente e usada como base para muitos algoritmos estaveis". O fato
da decomposic~ao em valores singulares poder ser aplicada para matrizes de qualquer
ordem, inclusive complexas, faz essa decomposic~ao muito especial, alem de sua enorme
aplicabilidade em problemas reais.
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Captulo 1
Noc~oes Preliminares
Este captulo introdutorio apresenta algumas denic~oes e resultados da Algebra
Linear que ser~ao necessarios no decorrer deste trabalho, estabelecendo tambem neste
momento algumas notac~oes que ser~ao utilizadas. Sera considerado que noc~oes como
vetores, matrizes, espaco vetorial e dimens~ao de um espaco s~ao conhecidas pelo leitor.
Neste trabalho, os espacos vetoriais considerados ser~ao o Cn e Cmn, e em particular
Rn e Rmn.
1. Dado V espaco vetorial e x 2 V , denotaremos x por
x =
26666664
x1
x2
...
xn
37777775 .
2. xT = [x1 x2    xn] e o vetor transposto de x.
3. Rn = fxT = [x1 x2    xn];xj 2 R; j 2 f1; : : : ; ngg.
4. Cn = fxT = [x1 x2    xn];xj 2 C; j 2 f1; : : : ; ngg, onde cada xj e da forma
xj = aj + bji, em que aj, bj 2 R e i =
p 1.
Denic~ao 1.1 (Produto interno) Um produto interno ou produto escalar em um
espaco vetorial complexo V e uma operac~ao que associa a cada par de vetores x e y
em V um numero complexo hx;yi tal que as seguintes propriedades s~ao validas:
(i) hx;yi = hy;xi, x;y 2 V .
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(ii) hx+ y; zi = hx; zi+ hy; zi, x;y; z 2 V e c 2 C.
(iii) hcx;yi = chx;yi, x;y 2 V .
(iv) hx;xi  0 e hx;xi = 0 se, e somente se, x = 0, 8x 2 V .
Assim, o produto interno usual de Rn e denido como hx;yi = yTx = xTy =
x1y1+x2y2+ : : :+xnyn e produto interno usual de Cn e denido como hx;yi = yTx =
x1y1 + x2y2 + : : :+ xnyn:
Denic~ao 1.2 (Norma) Uma norma em um espaco vetorial V e uma aplicac~ao que
associa a cada vetor x um numero real kxk, de modo que as seguintes propriedades
sejam satisfeitas para todos os vetores x e y:
(i) kxk  0 e kxk = 0 se, e somente se, x = 0.
(ii) kcxk = jcj kxk, c 2 C.
(iii) kx+ yk  kxk+ kyk.
Denic~ao 1.3 (Norma euclidiana) A norma euclidiana de um vetor x 2 Rn e o
numero n~ao negativo kxk denido por kxk = phx;xi = pxTx. Assim kxk =p
x21 + x2
2 + : : :+ xn2. Se x 2 Cn ent~ao kxk =
p
xTx.
Denic~ao 1.4 (Vetores ortogonais) Seja V e um espaco vetorial munido de pro-
duto interno. Diz-se que os vetores x e y em V s~ao ortogonais se hx;yi = 0.
Observac~ao 1.1 Se alem de hx;yi = 0 ocorrer que kxk = kyk = 1 ent~ao x e y s~ao
denominados vetores ortonormais.
Denic~ao 1.5 (Conjunto ortonormal) Se V e um espaco vetorial ent~ao um con-
junto de vetores fx1;x2; : : : ;xng 2 V e ortonormal se hxi;xji = 0 sempre que i 6= j e
kxik = 1;8i; j 2 f1; 2; : : : ; ng.
Denic~ao 1.6 (Combinac~ao Linear) Um vetor x e uma combinac~ao linear de ve-
tores x1;x2; : : : ;xk se existirem escalares c1; c2; : : : ; ck, tais que x = c1x1+c2x2+ : : :+
ckxk. Os escalares c1; c2; : : : ; ck s~ao chamados coecientes da combinac~ao linear.
4
Denic~ao 1.7 (Conjunto Linearmente Dependente) Um conjunto de vetores
fx1;x2; : : : ;xkg  V
e linearmente dependente (LD) quando existem escalares c1; c2; : : : ; ck, pelo menos um
dos quais n~ao-nulo, tais que c1x1 + c2x2 + : : : + ckxk = 0. Se fx1;x2; : : : ;xkg n~ao e
LD ent~ao diz-se que e linearmente independentes (LI).
Os vetores fx1;x2; : : : ;xkg s~ao LD se, e somente se, pelo menos um dos vetores
puder ser escrito como uma combinac~ao linear dos demais.
Exemplo 1.1 Os vetores
24 1
2
35,
24 1
4
35 e
24 1
6
35 s~ao LD pois
24 1
2
35 = 2
24 1
4
35  24 1
6
35.
Observac~ao 1.2 Quando a unica soluc~ao do sistema c1x1+ c2x2+ : : :+ ckxk = 0 for
a trivial, ou seja, c1 = c2 = : : : = ck = 0 , ent~ao os vetores x1;x2; : : : ;xk s~ao LI.
Denic~ao 1.8 (Matriz quadrada) Diz-se que uma matriz A 2 Cmn e quadrada
quando m = n.
Lembre-se que uma matriz A 2 Cmn pode ser denotada como A = [aij]mn, onde
cada aij representa uma entrada da matriz, com 1  i  m e 1  j  n
Denic~ao 1.9 (Matriz triangular) Diz-se que uma matriz A 2 Cnn e triangular
superior quando aij = 0, 8i > j e triangular inferior quando aij = 0, 8i < j.
Denic~ao 1.10 (Matriz diagonal) Diz-se que uma matriz A 2 Cnn e diagonal
quando aij = 0, 8i 6= j.
Denic~ao 1.11 (Matriz identidade) Diz-se que uma matriz A 2 Cnn e a matriz
identidade de ordem n se A e diagonal e aij = 1, 8i = j. Denota-se a matriz identidade
de ordem n n por In ou simplesmente I, quando a ordem car subentendida.
Denic~ao 1.12 (Matriz simetrica) Diz-se que uma matriz A 2 Rnn e simetrica
se A = AT .
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Denic~ao 1.13 (Matriz transposta conjugada) Se A 2 Cnn ent~ao a transposta
conjugada de A , denotada por AH , e denida por AH = A
T
, onde A e a matriz cujas
entradas s~ao os conjugados complexos das correspondentes entradas de A.
A notac~ao AH pode ser utilizada tambem em vetores. Assim, pode-se denotar yTx
por yHx.
Observac~ao 1.3 Se A, B 2 Rnn tem-se (AB)T = BTAT . Da mesma maneira, se A,
B 2 Cnn segue que (AB)H = BHAH .
Denic~ao 1.14 (Matriz hermitiana) Uma matriz A 2 Cnn e chamada hermitiana
se AH = A.
Denic~ao 1.15 (Matriz anti-simetrica) Diz-se que uma matriz A 2 Rnn e anti-
simetrica se A =  AT .
Denic~ao 1.16 (Matriz anti-hermitiana) Uma matriz A 2 Cnn e chamada anti-
hermitiana se AH =  A.
Denic~ao 1.17 (Matriz inversvel) Uma matriz A 2 Cnn e dita inversvel, ou
n~ao-singular, se existir B 2 Cnn tal que AB = BA = I. A matriz B e chamada
inversa de A e e denotada por B = A 1.
Proposic~ao 1.1 A inversa de uma matriz e unica.
Prova: Seja A uma matriz. Suponha, por absurdo, que A0 e A00 s~ao inversas de A.
Ent~ao:
AA0 = I = A0A e AA00 = I = A00A.
Assim,
A0 = A0I = A0(AA00) = (A0A)A00 = IA00 = A00.
Portanto, A0 = A00, e a inversa e unica.
Teorema 1.1 (Teorema das matrizes inversveis) Seja A 2 Rnn. As seguintes
armac~oes s~ao equivalentes:
(i) A e inversvel.
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(ii) Ax = b tem uma unica soluc~ao para todo b 2 Rn.
(iii) Ax = 0 admite somente a soluc~ao trivial.
(iv) det(A) 6= 0
(v) As colunas de A formam um conjunto linearmente independente.
Prova: Ser~ao demonstradas as seguintes implicac~oes:
(i)) (ii)) (iii)) (iv)) (i) e (v), (iii)
(i)) (ii) Tem-se que demonstrar que Ax = b tem uma soluc~ao e que ela e unica.
Seja x0 = A 1b. Ent~ao x0 e uma soluc~ao para Ax = b: De fato,
Ax0 = A(A 1b) = (AA 1) b = Ib = b.
Suponha que y seja uma outra soluc~ao para o sistema. Ent~ao Ay = b, e multiplicando-
se A 1 a esquerda, em ambos os lados da equac~ao tem-se
A 1(Ay) = A 1b) (A 1A)y = A 1 b) I y = A 1 b) y = A 1b.
Assim y = x0 e, portanto, a soluc~ao e unica.
(ii)) (iii) Do item (ii) tem-se que, em particular, Ax = 0 tem uma unica soluc~ao.
No entanto x = 0 e sempre uma soluc~ao do sistema homoge^neo. Portanto x = 0 e a
unica soluc~ao para Ax = 0.
(iii)) (iv) Como Ax = 0 admite somente a soluc~ao trivial, ent~ao det(A) 6= 0 pois,
caso contrario, qualquer vetor x seria soluc~ao para Ax = 0:
(iv)) (i) Seja R a forma escalonada reduzida (por linhas) de A. Ent~ao
Er   E2E1A = R,
onde E1; E2; : : : ; Er s~ao as matrizes elementares correspondentes as operac~oes elemen-
tares com linhas necessarias para transformar A em R. Como det(A) 6= 0, por hipotese,
e det(Ei) 6= 0;8i; ent~ao det(R) 6= 0. Assim, R n~ao pode conter nenhuma linha nula.
Alem disso, como R e a forma escalonada reduzida ent~ao R e a matriz identidade I de
ordem n n. Denotando por A 1 a matriz Er   E2E1 tem-se
A 1A = I.
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Se as operac~oes elementares forem efetuadas da seguinte forma
AEr   E2E1;
tambem obtem-se a matriz R. Assim AA 1 = I. Portanto, A e inversvel.
(v)) (iii) Denote fAigni=1  Rn as colunas de A. Se fAigni=1 formam um conjunto
LI, ent~ao c1A1 + c2A2 + : : : + cnAn = 0 se, e somente se, ci = 0, para todo i 2
f1; 2; : : : ; ng.
Considere o sistema Ax = 0. Sabe-se que e possvel escreve^-lo como combinac~ao
das colunas de A da seguinte forma:
x1A1 + x2A2 + : : :+ xnAn = 0, (1.1)
onde cada xi e a i-esima coordenada do vetor x. Mas, a unica forma da Equac~ao (1.1)
existir e xi = 0, 8i, ja que as colunas da A s~ao LI. Portanto, x = 0 e, ent~ao, o sistema
Ax = 0 admite somente a soluc~ao trivial.
(iii) ) (v) Usando reduc~ao ao absurdo, sup~oe-se que as colunas de A formem um
conjunto LD. Ent~ao pela Denic~ao 1.7 tem-se que existem escalares c1; c2; : : : ; ck, pelo
menos um dos quais n~ao-nulo, tais que c1A1 + c2A2 + : : : + cnAn = 0, onde Ai e a
i-esima coluna da matriz A: No entanto, c1A1 + c2A2 + : : : + cnAn e um modo de
representar a sistema de equac~oes Ac, onde cT = [c1 c2    cn]. Assim, Ax = 0 teria
como soluc~ao o vetor c 6= 0, contrariando a hipotese inicial. Logo, as colunas de A
formam um conjunto linearmente independente.
Denic~ao 1.18 (Matriz ortogonal) Uma matriz A 2 Rnn inversvel e dita orto-
gonal se A 1 = AT .
Teorema 1.2 Seja A 2 Rnn: As colunas de A formam um conjunto ortonormal se,
e somente se, A e ortogonal.
Prova: Suponha as colunas de A formam um conjunto ortonormal, ent~ao precisa-se
provar que ATA = I, ou seja:
(ATA)ij =
n 1 se i = j
0 se i 6= j
,
onde (ATA)ij e o elemento que ocupa a posic~ao (i; j) na matriz A
TA.
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Seja ai a i-esima coluna de A (e a i-esima linha de A
T ), ent~ao (ATA)ij = hai; aji.
Assim, tem-se que mostrar que
hai; aji =

1 se i = j
0 se i 6= j . (1.2)
Mas, por hipotese, as colunas de A s~ao ortonormais e, portanto, a Equac~ao (1.2)
de fato ocorrem.
Supondo A matriz ortogonal, a prova segue raciocnio semelhante.
Denic~ao 1.19 (Matriz unitaria) Uma matriz U 2 Cnn e chamada unitaria se
U 1 = UH .
O captulo a seguir contem topicos da teoria de autovalores e autovetores, e resul-
tados importantes que auxiliar~ao na compreens~ao da Decomposic~ao em Valores Singu-
lares, apresentada no Captulo 3.
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Captulo 2
Autovalores e Autovetores
Neste segundo captulo sera feito um estudo sobre autovalores e autovetores, tambem
denominados valores proprios e vetores proprios, respectivamente. Os conceitos de au-
tovalores e autovetores s~ao uteis tanto em Matematica Pura como em Matematica
Aplicada, sendo utilizados em diversas situac~oes. Os autovalores s~ao utilizados no es-
tudo de equac~oes diferenciais e em sistemas dina^micos; eles fornecem informac~ao crtica
em projetos de engenharia e aparecem em areas como a Fsica, Dina^mica Populacional
e Genetica.
Compreender o que s~ao e conhecer algumas propriedades dos autovalores e au-
tovetores de uma matriz e muito importante para o desenvolvimento deste trabalho.
Como conseque^ncia da decomposic~ao em valores singulares de uma matriz A 2 Cmn,
obtem-se os chamados valores singulares que, como veremos mais adiante, s~ao as razes
quadradas dos autovalores das matrizes AAH e AHA.
Denic~ao 2.1 (Nucleo) O nucleo de A, denotado por N(A), e o conjunto formado
pelos vetores soluc~ao do sistema Ax = 0, ou seja, N(A) = fx 2 Cn : Ax = 0g. A
dimens~ao de N(A) e chamada nulidade de A, denotada por nulidade(A).
Denic~ao 2.2 (Autovalor e Autovetor) Seja A 2 Cnn. Um vetor x 2 Cn, x 6= 0,
e um autovetor de A se existe um escalar  2 C tal que Ax = x. Neste caso, o escalar
 e denominado autovalor.
Pela Denic~ao 2.2, para encontrar os autovalores de uma matriz A 2 Cnn precisa-se
resolver (A I)x = 0. Assim, para que  seja um autovalor, a equac~ao (A I)x = 0
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deve apresentar uma soluc~ao n~ao-nula, isto e, deve-se garantir a existe^ncia de  2 C
tal que N(A  I) 6= f0g. Portanto,  e autovalor de A se, e somente se,
det(A  I) = 0: (2.1)
A Equac~ao (2.1) e denominada equac~ao caracterstica de A e os escalares que
satisfazem essa equac~ao s~ao os autovalores de A. Alem disso, considerando-se as
denic~oes e propriedades do determinante de uma matriz, verica-se que essa equac~ao
dene um polino^mio de grau n com coecientes complexos. Este polino^mio e denomi-
nado polino^mio caracterstico de A e e denotado por p() = det(A  I).
Assim, como conseque^ncia do Teorema Fundamental da Algebra, segue que p()
apresenta n razes complexas, considerando-se suas respectivas multiplicidades. Con-
sequentemente, toda matriz A 2 Cnn admite n autovalores. Usando-se um argumento
indutivo, prova-se que
p() = n + cn 1
n 1 + cn 2
n 2 + : : :+ c1+ c0,
ou seja, o polino^mio caracterstico de A e um polino^mio de grau n cujo coeciente de
n tem modulo igual a 1.
A seguir, apresenta-se alguns resultados sobre autovalores e autovetores
Proposic~ao 2.1 Seja A 2 Cnn.
(i) Se Ax = 1x e Ax = 2x ent~ao 1 = 2
Prova: Seja x 2 Cn. Como Ax = 1x e Ax = 2x tem-se
1x = 2 x, 1x  2 x = 0, (1   2) x = 0
Como x e n~ao-nulo tem-se 1  2 = 0, 1 = 2.
(ii) Se x e um autovetor associado ao autovalor  ent~ao qualquer multiplo escalar
n~ao-nulo de x tambem e um autovetor associado a .
Prova: Como x e um autovetor associado ao autovalor  tem-se Ax = x. Seja  2 R
tal que x e multiplo escalar de x ent~ao A(x) = (A) x = (Ax) = (x) = (x).
Logo, x e autovetor associado a .
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(iii) Para qualquer numero natural n, n~ao-nulo, se Ax = x ent~ao Anx = nx:
Prova: Esta demonstrac~ao sera feita usando induc~ao sobre n: No caso n = 1 tem-se a
hipotese Ax = x. Tome como hipotese de induc~ao Akx = kx. Para k + 1 tem-se:
Ak+1x = A(Akx) = A(kx) = k(Ax) = k(x) = k+1x
Assim, Ak+1x = k+1x, como se queria demonstrar. Por induc~ao, o resultado e
verdadeiro para numero natural positivo.
(iv) Uma matriz e inversvel se, e somente se, 0 n~ao for um autovalor de A.
Prova: Pelo Teorema 1.1, como A e inversvel, det(A) 6= 0. Note que
det(A) = det(A  0I) 6= 0,
o que signica que zero n~ao e raiz do polino^mio caracterstico e, portanto, n~ao e auto-
valor de A.
Se zero n~ao e autovalor de A ent~ao p() = p(0) = det(A   0I) 6= 0. Isso implica
que det(A) = det(A  0I) 6= 0. Logo, A e uma matriz inversvel.
(v) Seja A uma matriz quadrada com autovalor  e um correspondente autovetor x.
Se A e inversvel ent~ao 1

e autovalor de A 1 com autovetor x associado.
Prova: Como x e autovetor associado ao autovalor  tem-se A x = x. No entanto,
note que:
A x =  x) A 1A x = A 1 x) x = A 1 x) A 1x = 1

x
Assim 1

e autovalor de A 1 com autovetor x.
Exemplo 2.1 Seja A 2 Rnn tal que
A =
26664
3 0 0
0 1  2
1 0 1
37775 .
Calcular os autovalores de A e encontrar os autovetores associados a cada autovalor.
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Primeiramente, calcula-se p() = det(A  I).
p() = det
26664
3   0 0
0 1    2
1 0 1  
37775 = (3  )(1  )(1  ) =  3 + 5  7+ 3
Observando o determinante antes da expans~ao polinomial, nota-se que os autova-
lores s~ao 1 = 3 e 2 = 3 = 1.
Logo apos, e necessario encontrar x 2 N(A   I) , para  2 f1; 2g. Para tanto,
deve-se que resolver o sistema (A  I)x = 0.
Para 1 = 3 tem-se
(A  1I)x =0) (A  3I)x = 0,
ou 26664
3  3 0 0
0 1  3  2
1 0 1  3
37775
26664
x1
x2
x3
37775 =
26664
0
0
0
37775)
26664
0
 2x2   2x3
x1   2x3
37775 =
26664
0
0
0
37775 :
Assim x1 = 2x3 e x2 =  x3 e portanto, x =
h
2x3  x3 x3
iT
, x3 2 C e x3 6= 0.
Tomando-se x3 = 1 tem-se que x =
h
2  1 1
iT
e um autovetor associado ao
autovalor 1 = 3:
Para 2 = 3 = 1 tem-se (A  2I)x =0) (A  1I)x = 0, ou seja:26664
3  1 0 0
0 1  1  2
1 0 1  1
37775
26664
x1
x2
x3
37775 =
26664
0
0
0
37775)
26664
2x1
 2x3
x1
37775 =
26664
0
0
0
37775 :
Assim, x1 = x3 = 0 e x2 qualquer. Portanto, x =
h
0 x2 0
iT
, x2 2 C e
x2 6= 0. Tomando-se x2 = 1 tem-se que x =
h
0 1 0
iT
e um autovetor associado ao
autovalor 2 = 3 = 1.
Considere o seguinte lema:
Lema 2.1 Seja A 2 Cnn e sejam 1 e 2 autovalores de A, com autovetores x1 e x2,
respectivamente. Se 1 6= 2 ent~ao fx1; x2g e um conjunto LI.
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Prova: Suponha que fx1; x2g e um conjunto LD. Ent~ao existem escalares c1 e c2 em
C, pelo menos um dos quais n~ao-nulo, tal que:
c1x1 + c2x2 = 0 (2.2)
Sem perda de generalidade, considere c1 6= 0 e multiplicando-se a Equac~ao (2.2), a
esquerda por A obtem-se:
c1Ax1 + c2Ax2 = 0
c11x1 + c22x2 = 0. (2.3)
Por outro lado, multiplicando-se a Equac~ao (2.2) por 2:
c12x1 + c22x2 = 0. (2.4)
Igualando-se as Equac~oes (2.3) e (2.4) obtem-se,
c11x1 + c22x2 = c12x1 + c22x2 ) c11x1   c12x1 =0) c1(1   2)x1 = 0.
Como c1 6= 0 e x1 e autovetor, e portanto n~ao-nulo, resulta que 1 2 = 0, isto e,
1 = 2, contradizendo a hipotese de 1 6= 2. Logo fx1; x2g e um conjunto LI.
Teorema 2.1 Seja A 2 Cnn e sejam 1; 2; : : : ; m distintos autovalores de A, com
m  n. Considere o autovetor xi associado a cada i, respectivamente. Ent~ao
x1;x2; : : : ;xm s~ao linearmente independentes.
Prova: Seja A 2 Cnn e sejam 1; 2; : : : ; m distintos autovalores de A, com m  n.
Considere o autovetor xi associado a cada i, respectivamente. Seja x1; x2; : : : ; xm
um conjunto de autovetores. Pelo Lema 2.1, se m = 2 ent~ao o conjunto fx1;x2g e LI.
Suponha que a tese seja valida para m = k   1, k 2 N. Ent~ao deve-se demostrar que
ela e valida para k.
Considere a combinac~ao linear
c1x1 + c2x2 : : :+ ckxk = 0: (2.5)
Multiplicando a Equac~ao (2.5) pela matriz A obtem-se:
c11x1 + c22x2 : : :+ ckkxk = 0. (2.6)
14
Agora, multiplicando-se (2.5) por k tem-se:
c1kx1 + c2kx2 : : :+ ckkxk = 0. (2.7)
Subtraindo-se as Equac~oes (2.6)e (2.7) chega-se que:
c1(1   k)x1 + c2(2   k)x2 : : :+ ck 1(k 1   k)xk 1 + ck(k   k)xk = 0;
ou seja,
c1(1   k)x1 + c2(2   k)x2 : : :+ ck 1(k 1   k)xk 1 = 0:
No entanto, pela hipotese de induc~ao, se
c1(1   k)x1 + c2(2   k)x2 : : :+ ck 1(k 1   k)xk 1 = 0
ent~ao c1(1   k) = c2(2   k) = : : : = ck 1(k 1   k).
Como os i 6= j, se i 6= j, ent~ao c1 = c2 = : : : = ck 1 = 0.
Assim, da Equac~ao (2.5) resulta que
ckxk = 0.
Como xk e autovetor tem-se que ck = 0. Portanto, o conjunto fx1;x2; : : : ;xkg e LI.
Proposic~ao 2.2 Seja A 2 Cnn triangular (superior, inferior ou diagonal) ent~ao os
autovalores de A s~ao as entradas da diagonal principal de A.
Prova: Tendo em vista que se A e triangular ent~ao A  I tambem o e, a demonstra-
c~ao segue do fato que o determinante de uma matriz triangular (superior, inferior ou
diagonal) e o produto dos elementos da diagonal principal.
O conjunto de todos os autovetores correspondentes a um autovalor  de uma matriz
A 2 Cnn e exatamente o conjunto dos vetores n~ao-nulos do nucleo de A In. Assim,
se a esse conjunto juntarmos o vetor nulo de Cn, obteremos o N(A  I).
Denic~ao 2.3 (Espectro) O conjunto formado por todos os autovalores de A 2 Cnn
e chamado de espectro de A e e denotado por (A).
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Denic~ao 2.4 (Auto-espaco) Considere A 2 Cnn e  um autovalor de A. O con-
junto formado por todos os autovetores correspondentes a , acrescido do vetor nulo,
e chamado de auto-espaco de  e e denotado por E. Portanto, E = N(A  I).
Assim, no Exemplo 2.1 tem-seE1 como o subespaco gerado pelo vetor
h
2  1 1
iT
e
E2 como o subespaco gerado pelo vetor
h
0 1 0
iT
.
Denic~ao 2.5 (Multiplicidade algebrica e multiplicidade geometrica) Seja A
uma matriz n  n e  um autovalor de A. Chama-se de multiplicidade algebrica,
denotada por ma(), o maior elemento j 2 N tal que p(t) = det(A  tI) = (t )jq(t),
com q(t) 6= 0, ou seja, o maior j tal que (t   )j divide det(A   tI). Chama-se
de multiplicidade geometrica de  a dimens~ao do auto-espaco E, ou seja, mg() =
dim(E).
Teorema 2.2 Se A e uma matriz hermitiana, ent~ao:
(i) seus autovalores s~ao reais.
(ii) autovetores correspondentes a autovalores distintos de A, s~ao ortogonais.
Prova: Para o demonstrar o item (i) seja  um autovalor de A associado a um au-
tovetor x, ou seja, Ax = x. Por hipotese A = AH e, ent~ao, multiplicando-se xH a
esquerda de Ax = x tem-se:
 =
xHAx
xHx
=
xHAHx
xHx
=

xHAx
xHx
H
= H .
Ou seja,  = H . Portanto  2 R.
Sejam x1 e x2 autovetores correspondentes aos autovalores distintos 1 6= 2, res-
pectivamente, isto e, Ax1 = 1x1 e Ax2 = 2x2. Ent~ao x
H
1 (Ax2) = x
H
1 (2x2) =
2(x
H
1 x2).
Tambem tem-se que
xH1 (Ax2) = (Ax1)
Hx2 = (1x1)
Hx2 = 1(x
H
1 x2)
pois A e hermitiana e, portanto, pelo Teorema 2.2, H1 = 1.
Assim 2(x
H
1 x2) = 1(x
H
1 x2)) (2   1)(xH1 x2) = 0.
Como 1 6= 2 ent~ao xH1 x2 = 0.
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Proposic~ao 2.3 Seja U 2 Cnn uma matriz unitaria e x;y 2 Cn ent~ao:
(i) kUxk2 = kxk2;
(ii) hUx; Uyi = hx;yi ;
(iii) Se  e um autovalor de U ent~ao jj = 1:
Prova: De fato,
kUxk2 = (Ux)HUx = xHUHUx = xHx = kxk2 :
Alem disso, hUx; Uyi = (Ux)HUy = xHUHUy = xHy = hx;yi :
Seja  autovalor de U ent~ao
U x =  x, kUxk = kxk ) kxk = jj kxk ) jj = 1:
Observac~ao 2.1 Os vetores coluna de uma matriz unitaria formam um conjunto
ortonormal em Cn:
A vericac~ao desta observac~ao e analoga a prova da Teorema 1.2, para matrizes
ortogonais.
2.1 Semelhanca, Diagonalizac~ao e Decomposic~ao de
Matrizes
Conforme exposto na Proposic~ao 2.2, encontrar os autovalores de matrizes triangu-
lares (em particupar, diagonais) e uma tarefa bastante simples ja que estes mostram-se
na diagonal principal de tais matrizes. Seria bastante interessente, e tambem util, se
fosse possvel relacionar qualquer matriz com um matriz triangular de forma que ambas
possussem os mesmo autovalores.
A seguir, sera apresentada a diagonalizac~ao de matriz, procedimento que permite
fatorar determinadas matrizes num produto de matrizes, mantendo seus autovalores
em uma matriz diagonal. Tambem ser~ao apresentadas duas outras decomposic~oes
matriciais: a Decomposic~ao de Schur e a Decomposic~ao Espectral.
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Denic~ao 2.6 (Matrizes semelhantes) Sejam A;B 2 Cnn. Diz-se que A e seme-
lhante a B se existir uma matriz P 2 Cnn inversvel tal que A = PBP 1. Denota-se
A semelhante a B por A  B.
Se a matriz P for tambem unitaria, ou seja, P 1 = PH , diz-se que A e unitaria-
mente semelhante a B.
Teorema 2.3 Para A;B 2 Cnn tal que A  B tem-se:
(i) detA = detB
(ii) A e inversvel se, e somente se, B e inversvel.
(iii) A e B te^m o mesmo polino^mio caracterstico
(iv) A e B te^m os mesmos autovalores.
Prova: (i) Note que
detA = detPBP 1 = detP detB(detP ) 1 = detP detB
1
detP
= detB
(ii) Se A e inversvel ent~ao existe A 1 tal que AA 1 = A 1A = I. Assim
AA 1 = I (2.8)
PBP 1(PBP 1) 1 = I
PBP 1PB 1P 1 = I
PBB 1P 1 = I
BB 1P 1 = P 1
BB 1 = P 1P
BB 1 = I
Para obter B 1B basta iniciar a Equac~ao (2.8) com A 1A. Portanto, B e inversvel.
Alem disso, se por hipotese tem-se que B e inversvel, a Equac~ao (2.8) continua
valida. Assim, A e inversvel.
(iii) Como o polino^mio caracterstico da matriz A e dado por det(A  I) tem-se
det(A  I) = det(PBP 1   PIP 1) = det(P (B   I)P 1) = det(B   I):
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Ou seja, B tem o mesmo polino^mio caracterstico de A:
(iv) Seja  autovalor de A ent~ao Ax = x, para algum x: Assim
Ax =  x) PBP 1x =  x) BP 1x = P 1 x) B(P 1x) = (P 1x)
Ou seja,  e autovalor de B correspondente ao autovetor P 1x. Analogamente, mostra-
se que todo autovalor de B e tambem autovalor de A:
Denic~ao 2.7 (Matriz diagonalizavel) Uma matriz A 2 Cnn e diagonalizavel se
existem uma matriz diagonal D 2 Cnn e uma matriz inversvel P 2 Cnn tal que
A = PDP 1, isto e, A e semelhante a uma matriz diagonal.
Teorema 2.4 Uma matriz A 2 Cnn e diagonalizavel se, e somente se, A tem n
autovetores linearmente independentes.
Prova: Suponha que A seja semelhante a matriz diagonal D onde D = P 1AP ,
ou equivalentemente, AP = PD. Sejam p1; p2; : : : ; pn os vetores coluna de P , e
1; 2; : : : ; n os elementos da diagonal de D. Ent~ao:
A
h
p1 p2 : : : pn
i
=
h
p1 p2 : : : pn
i
26666664
1 0    0
0 2    0
...
...
. . .
...
0 0    n
37777775 (2.9)
ou
h
Ap1 Ap2 : : : Apn
i
=
h
1p1 2p2 : : : npn
i
. (2.10)
Tem-se, assim, n equac~oes:
Ap1 = 1p1
Ap2 = 2p2
...
Apn = npn
Portanto, os vetores coluna da P s~ao os autovetores de A cujos autovalores corres-
pondentes s~ao os elementos da diagonal de D , na mesma ordem. Como P e inversvel,
pelo Teorema 1.1, seus vetores coluna s~ao linearmente independentes.
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Reciprocamente, se A tem n autovetores p1; p2; : : : ; pn linearmente independentes,
com os autovalores correspondentes 1; 2; : : : ; n, respectivamente, ent~ao:
Ap1 = 1p1
Ap2 = 2p2
...
Apn = npn
Esta constatac~ao resulta da Equac~ao (2.10), a qual e equivalente a Equac~ao (2.9).
Consequentemente, chamando-se de P a matriz com colunas p1; p2; : : : ; pn ent~ao a
Equac~ao (2.9) pode ser escrita como AP = PD. Como as colunas de P s~ao linearmente
independentes, P e inversvel e, assim D = P 1AP . Portanto, A e diagonalizavel.
Como resultado do Teorema 2.4, tem-se que as colunas de P s~ao os autovetores de
A enquanto os elementos da diagonal de D s~ao os autovalores de A, com cada autovetor
pi associado ao autovalor i. Diz-se que A, quadrada de ondem n, tem um conjunto
completo de autovetores se A apresenta n autovetores linearmente independentes.
Exemplo 2.2 Seja A =
24 4  5
2  3
35. Calculando os autovalores e autovetores tem-se
1 =  1 com x1 =
h
1 1
iT
e 2 = 2 com x2 =
h
5 2
iT
.
Assim, tomando-se P =
24 1 5
1 2
35 e D =
24  1 0
0 2
35 tem-se de A = PDP 1 que
AP = PD. De fato:
AP =
24 4  5
2  3
3524 1 5
1 2
35 =
24  1 10
 1 4
35
e
PD =
24 1 5
1 2
3524  1 0
0 2
35 =
24  1 10
 1 4
35 :
Observac~ao 2.2 Nem todas as matrizes s~ao diagonalizaveis, neste caso, dizemos que
A e uma matriz defectiva.
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Observac~ao 2.3 Se A 2 Rnn e simetrica e A tem n autovalores distintos, ent~ao
existe Q 2 Rnn ortogonal e D 2 Rnn matriz diagonal contendo os autovalores de
A tal que A = QDQT . Neste caso, Q =
h
x1    xn
i
, onde x1;x2; : : : ;xn s~ao
autovalores de A normalizados.
A vericac~ao da Observac~ao 2.3 segue diretamente dos Teoremas 2.1 e 2.2.
Teorema 2.5 (Decomposic~ao de Schur) Dada A 2 Cnn, existem U 2 Cnn ma-
triz unitaria e T 2 Cnn matriz triangular superior tal que A = UTUH :
Prova: Esta demonstrac~ao utiliza induc~ao sobre n.
Para n = 1, o resultado e imediato, pois dada A 2 C11 tem-se A = [1][A][1].
Seja a tese do teorema valida para k 2 N. Tem-se que provar que e tambem valida
para k + 1.
De fato, seja A 2 C(k+1)(k+1), 1 autovalor de A associado ao autovetor x1 e
kx1k = 1.
Seja
U1 =
h
x1 M1
i
(k+1)(k+1)
,
com x1 =
h
x1    xk+1
iT
2 Ck+1 e M1 2 C(k+1)k com colunas ortonormais de
maneira que U1 seja unitaria, ou seja, U
H
1 U1 = U1U
H
1 = I
Note que:
UH1 AU1 =
24 xH1
MH1
35A h x1 M1 i =
24 xH1
MH1
35h Ax1 AM1 i =
=
24 xH1
MH1
35h 1x1 AM1 i =
24 1 xH1 AM1
0 MH1 AM1
35 .
No entanto, B = MH1 AM1 2 Ckk, e pela hipotese de induc~ao tem-se que existe
U2 2 Ckk unitaria tal que B = U2T2UH2 , onde T2 2 Ckk e triangular superior.
Ent~ao:
UH1 AU1 =
24 1 xH1 AM1
0 MH1 AM1
35 =
=
24 1 0
0 U2
35
| {z }
24 1 xH1 AM1
0 T2
35
| {z }
24 1 0
0 UH2
35
| {z }
= U3TU
H
3
U3 T U
H
3
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onde T e triangular superior de ordem (k + 1)  (k + 1) e U3 2 C(k+1)(k+1) unitaria.
Assim UH1 AU1 = U3TU
H
3 , com U1 e U3 unitarias. Logo,
A = (U1U3)T (U
H
3 U
H
1 ) = (U1U3)T (U1U3)
H .
Tomando-se U = U1U3 2 C(k+1)(k+1), tem-se UUH = UH3 UH1 U1U3 = UH3 U3 = I =
UUH , ou seja, U e unitaria. Portanto, A = UTUH , com T triangular superior e U
unitaria.
O Teorema 2.5 mostra que toda matriz A 2 Cnn e unitariamente semelhante a
uma matriz triangular superior.
Observac~ao 2.4 A diagonal de T contem os autovalores de A.
De fato, por construc~ao, tem-se que A e semelhante a T , de A = UTUH , e pelas
propriedades de matrizes semelhantes, (A) = (T ).
Denic~ao 2.8 (Traco) Chama-se de traco de uma matriz A 2 Cnn a soma das
entradas aij de A, com i = j. Note que Tr(A) 2 C
Teorema 2.6 Seja A 2 Cnn com autovalores 1; 2; : : : ; n: Ent~ao
Tr(A) = 1 + 2 + : : :+ n
e
det(A) = 1  2  : : :  n:
Prova: Pelo Teorema 2.5 tem-se que A pode ser fatorada como A = UTUH , onde U
e uma matriz unitaria e T uma matriz triangular superior. Desta forma
Tr(A) = Tr(UTUH) = Tr(TUHU) = Tr(T ),
pois dadas matrizes B;C 2 Cnn tem-se Tr(BC) = Tr(CB).
No entanto, a matriz T e tal que os autovalores de A formam a diagonal principal
de T . Logo
Tr(A) = Tr(T ) = 1 + 2 + : : :+ n:
Utilizando-se a decomposic~ao de A novamente tem-se que det(A) = det(UTUH). Mas
det(UTUH) = det(U)det(T )det(UH) = det(T )det(U)det(UH) = det(T ):
Assim det(A) = det(T ) = 1  2  : : :  n.
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Teorema 2.7 (Decomposic~ao espectral para matrizes hermitianas) Toda ma-
triz A 2 Cnn hermitiana pode ser diagonalizada por uma matriz unitaria, ou seja,
existe U 2 Cnn matriz unitaria e D 2 Rnn matriz diagonal tal que A = UDUH .
Prova: E necessario mostrar que existe U 2 Cnn unitaria tal que A = UDUH , com
D matriz diagonal. Pelo Teorema 2.5, segue que existem U unitaria e T triangular
superior tal que A = UTUH . Por hipotese, A = AH mas AH = UTHUH . Assim:
UTUH = UTHUH ) T = TH :
Como T e triangular superior e T = TH tem-se que T e diagonal com os elementos da
diagonal todos reais. Denotando T por D tem-se A = UDUH , com D 2 Rnn.
O Teorema 2.7 pode ser assim enunciado: Toda matriz A 2 Cnn hermitiana e
unitariamente semelhante a uma matriz diagonal.
Observac~ao 2.5 Se A 2 Rnn ent~ao, como D 2 Rnn e cada coluna de U pertence
ao N(A  iI), segue que U 2 Rnn, isto e, U e ortogonal e A = UDUT .
Observac~ao 2.6 Se A 2 Cnn e hermitiana, ent~ao os autovetores de A formam uma
base ortonormal para Cn.
De fato, pois pelo Teorema 2.7 as colunas de U s~ao os autovetores de A e, como U
e unitaria, formam uma base para Cn.
Denic~ao 2.9 (Matriz normal) Uma matriz N 2 Cnn e chamada normal se NNH =
NHN .
Note que se A e uma matriz hermitiana ent~ao AHA = AA = AAH , isto e, A e
normal.
Considere o seguinte lema
Lema 2.2 Se T 2 Cnn e triangular superior e normal ent~ao T e diagonal
Prova: Seja Ti a i-esima coluna de T . Como T e normal ent~ao T
H
i e a i-esima coluna
de T . Assim,
kTik2 =
THi 2 .
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Ent~ao, a norma da i-esima coluna de T e igual a norma da i-esima linha de T .
Considere:
T =
26666664
t11 t12    t1n
0 t22    t2n
... 0
. . .
...
0    0 tnn
37777775 .
Assim, para i = 1 tem-se:
kT1k2 =
TH1 2 ) jt11j2 = jt11j2 + jt12j2 + : : :+ jt1nj2 )
) jt12j = : : : = jt1nj = 0
Analogamente, para i = 2 tem-se:
jt12j2 + jt22j2 = jt22j2 + jt23j2 + : : :+ jt2nj2 ) jt23j = jt24j = : : : = jt2nj = 0
pois jt12j = 0, do passo anterior.
Em geral, para 1  i  n tem-se:
jt1ij2 + jt2ij2 + : : :+ jtiij2 = jtiij2 + jti(i+1)j2 + : : :+ jtinj2 )
) jti(i+1)j2 + : : :+ jtinj2 = 0) jti(i+1)j = : : : = jtinj = 0
Portanto, T e diagonal.
Teorema 2.8 (Decomposic~ao espectral para matrizes normais) Se N 2 Cnn
e uma matriz normal ent~ao existe uma matriz unitaria U 2 Cnn e D 2 Cnn matriz
diagonal tal que N = UDUH :
Prova: Como N e normal ent~ao NHN = NNH . Pelo Teorema 2.5, existe U 2 Cnn
unitaria e T 2 Cnn triangular superior tal que
N = UTUH ) NH = UTHUH
Assim NNH = (UTUH)(UTHUH) = UTTHUH . Por outro lado,
NHN = (UTHUH)(UTUH) = UTHTUH .
Portanto, UTHTUH = UTTHUH ) THT = TTH e assim, T e normal.
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Assim, pelo Lema 2.2, a matriz T e diagonal. Denotando T por D tem-se
N = UDUH ,
com U unitaria e D diagonal.
O Teorema 2.8 mostra que toda matriz normal e unitariamente semelhante a uma
matriz diagonal.
Observac~ao 2.7 A recproca da Teorema 2.8 tambem e valida, ou seja, se N 2 Cnn
e unitariamente diagonalizavel ent~ao N e normal.
De fato, se N = UDUH , tem-se:
NHN = (UDHUH)(UDUH) = UDHDUH
NNH = (UDUH)(UDHUH) = UDDHUH
Mas, considerando di os elementos de D tem-se:
DHD =
26664
d1
. . .
dn
37775
26664
d1
. . .
dn
37775 =
26664
d1d1
. . .
dndn
37775 =
26664
jd1j2
. . .
jdnj2
37775 .
Por outro lado,
DDH =
26664
d1
. . .
dn
37775
26664
d1
. . .
dn
37775 =
26664
d1d1
. . .
dndn
37775 =
26664
jd1j2
. . .
jdnj2
37775 .
Ent~ao DHD = DDH e, consequentemente NHN = NNH , isto e, N e normal.
2.2 Autovalores de Produtos e de Pote^ncias de
Matrizes
Proposic~ao 2.4 Se 1; 2; : : : ; n s~ao autovalores de A ent~ao 
k
1; 
k
2; : : : ; 
k
n, com k 2
N, s~ao os autovalores de Ak. Alem disso, se A = PDP 1 e a diagonalizac~ao de A
ent~ao Ak = PDkP 1.
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Prova: Por hipotese Axi = ixi e portanto para k = 1, a proposic~ao e valida.
Considere a proposic~ao valida para algum k 2 N, ou seja, (i)k s~ao os autovalores
de Ak com autovetores xi, respectivamente.
Consequentemente, para k + 1 tem-se:
Ak+1xi = A(A
kxi) = A(
k
ixi) = 
k
i (Axi) = 
k
i ixi = 
k+1
i xi.
Portanto temos que (i)
k e o conjunto de autovalores de Ak com autovetores xi, para
i 2 1; 2; : : : ; n, respectivamente.
Alem disso, se D contem os autovalores de A, ent~ao os elementos de Dk s~ao os ki ,
com i 2 f1; 2; : : : ; ng.
Logo, Ak = PDkP 1.
Proposic~ao 2.5 Se A e B s~ao matrizes quadradas e x e um autovetor de A e B,
simultaneamente, isto e, A x = x e B x = x, ent~ao  e um autovalor de AB com
autovetor x.
Prova: Sabe-se que A x = x e B x = x , ent~ao:
AB x = Ax = Ax = x.
Assim  e um autovalor de AB com autovetor x.
Teorema 2.9 Sejam A e B matrizes diagonalizaveis. Ent~ao A e B possuem a mesma
matriz de autovetores se, e somente se, AB = BA.
Prova: Sejam A e B matrizes com a mesma matriz de autovetores. Como A e B s~ao
diagonalizaveis com a mesma matriz de autovetores tem-se
A = PDP 1
e
B = PD0P 1
onde D e D0 s~ao matrizes diagonais. Assim:
AB = (PDP 1)(PD0P 1) = PDD0P 1 =
= PD0DP 1 = (PD0P 1)(PDP 1) = BA.
26
Para provar a recproca, considera-se um caso particular, onde os autovalores s~ao
todos distintos. O caso geral sera omitido.
Sejam 1; 2; : : : ; n os autovalores de A, todos distintos entre si. Ent~ao, para
cada i, com i 2 1; 2; : : : ; n tem-se Axi = ixi, onde xi e autovetor associadao a i.
Consequentemente,
BAxi = B(ixi) = i(Bxi)) A(Bxi) = i(Bxi).
Ou seja, Bxi e um autovetor de A associado ao autovalor i. Portanto
(Bxi) 2 N(A  iI):
Assim, Bxi pertence ao auto-espaco de A associado a i.
Assumindo que i 6= j se i 6= j, ent~ao os autovetores associados a i s~ao todos
multiplos de xi. Logo, existe i tal que Bxi = ixi, com i 2 1; 2; : : : ; n.
Portanto, xi tambem e autovetor de B.
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Captulo 3
A Decomposic~ao em Valores
Singulares
No captulo anterior, o Teorema 2.8 mostrou que toda matriz A normal pode ser
fatorada como A = UDUH , onde U e unitaria - ortogonal - e D e diagonal. Se a matriz
A n~ao e normal, o Decomposic~ao Espectral n~ao e possvel. E possvel, ainda, diago-
nalizar A, ou seja, fatora-la como A = PDP 1, onde D e diagonal mas P e somente
inversvel. Entretando, nem todas as matrizes s~ao diagonalizaveis. A Decomposic~ao
em Valores Singulares e uma fatorac~ao que pode ser aplicada a qualquer tipo de matriz,
real ou complexa, quadrada ou n~ao, hermitiana ou n~ao, normal ou n~ao.
A Decomposic~ao em Valores Singulares | tambem denominada SVD, do ingle^s,
Singular Value Decomposition | consiste na fatorac~ao de uma matriz A como o pro-
duto UV H , onde U e V s~ao matrizes unitarias e  e uma \matriz diagonal". Assim,
como veremos, a SVD de uma matriz A de ordem m n e o produto UV H , onde U
e V s~ao unitarias de ordem mm e n n, respectivamente, e  e diagonal da mesma
ordem de A. A extens~ao do conceito de matriz diagonal para matrizes retangulares
sera apresentada no decorrer deste captulo.
3.1 A Criac~ao da SVD
Existem cinco matematicos que contriburam grandemente para a teoria da SVD.
Ja citados anteriormente, Beltrami, Jordan, Sylvester, Schmidt e Weyl foram os res-
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ponsaveis por estabelecer a existe^ncia da decomposic~ao em valores singulares e pelo
desenvolvimento da teoria. Beltrami, Jordan e Sylvester chegaram a esta decomposic~ao
atraves do que hoje chama-se de Algebra Linear enquanto Schmidt e Weyl trabalharam
com equac~oes integrais.
As informac~oes historicas apresentadas a seguir te^m como base o artigo On The
Early History Of The Singular Value Decomposition escrito por G. W. Stewart.
Euge^nio Beltrami (1835 - 1899) Juntos, Beltrami e Jordan s~ao os progenitores da
decomposic~ao em valores singulares. Eugenio foi responsavel pela primeira publicac~ao
e Jordan foi quem completou e deu elega^ncia a teoria.
Beltrami comecou com a forma bilinear f(x;y) = xTAy, sendo A uma matriz real
de ordem n. Substituindo x = U e y = V  tem-se f(x;y) = TS, onde S = UTAV .
Percebendo o que acontecia quando U e V eram matrizes ortogonais e trabalhando com
as equac~oes
det(AAT   2I) = 0 e det(ATA  2I) = 0;
onde  s~ao elementos da diagonal de S, ele chegou ao que se conhece, hoje, como
decomposic~ao em valores singulares.
No entanto, a teoria desenvolvida por ele era pouco formal.
Camille Jordan (1838 - 1921) Pode realmente ser considerado como o co-autor da
decomposic~ao em valores singulares. Mesmo tendo publicado sua descoberta depois de
Beltrami, e evidente que seu trabalho e independente. De fato, \Memoire sur les formes
bilineaires" trata de tre^s problemas dos quais a reduc~ao de uma forma bilinear para
um forma diagonal usando basicamente substituic~oes ortogonais. Ele comecou com a
forma P = xTAy e procurou o maximo e o mnimo de P sujeito a kxk2 = kyk2 = 1:
Ao contrario de Beltrami, Jordan desenvolveu a teoria com economia e elega^ncia,
evitando certos passos que tornavam a aborgadem adotada por Beltrami pouco acessvel.
James Joseph Sylvester (1814 - 1897) Sylvester escreveu uma nota e dois artigos
tratando da SVD. A nota aparece no nal de um artigo publicado em The Messenger
of Mathematics intutulado \A new proof that a general quadric may be reduced to
its canonical form (that is, a linear function of squares) by means of a real orthogonal
substitution"1. No artigo ele descreve um algoritmo iterativo para reduzir uma forma
quadratica a uma forma diagonal. Na nota, Sylvester aponta que uma iterac~ao analoga
1Uma nova prova de que uma quadrica geral pode ser reduzida a sua forma cano^nica atraves de
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pode ser usada para diagonalizar uma forma bilinear e, segundo ele, esta nota e a regra
efetiva desta reduc~ao. A regra, na verdade, tinha muitos pontos em comum com o
algoritmo apresentado por Beltrami.
Erhard Schmidt2 (1876 - 1959) A abordagem adotada agora parte da Algebra
Linear e entra no campo das equac~oes integrais. No tratamento destas equac~oes, com
nucleos n~ao simetricos, Schmidt introduziu uma SVD analoga em dimens~ao innita.
Mas ele foi alem da mera existe^ncia dessa decomposic~ao mostrando como ela poderia
ser usada para obter aproximac~oes otimas de posto inferior para um operador. Ao
faze^-lo, ele transformou a SVD de uma curiosidade matematica em uma importante
ferramenta teorica e computacional.
Hermann Weyl (1885 - 1955) A contribuic~ao de Weyl foi desenvolver uma teoria
geral de perturbac~oes e usa-la para dar uma prova elegante do teorema das aproxima-
c~oes. Alem disso, seu tratamento de equac~oes integrais levou em conta o caso em que
os nucleos eram simetricos.
Outros matematicos tambem contriburam para a SVD como, por exemplo, Au-
tonne (1913) estendendo essa decomposic~ao para matrizes complexas; e Eckart e Young
(1936), desenvolvendo a teoria para matrizes retangulares.
3.2 Subespacos Fundamentais e Propriedades de AHA
e AAH
Na Denic~ao 2.1 do captulo anterior considerava-se como nucleo de A o con-
junto formado pelos vetores soluc~ao do sistema Ax = 0, ou seja, N(A) = fx 2 Cn :
Ax = 0g. O nucleo de uma matriz e um subespaco bastante importante do espaco ve-
torial das matrizes. A seguir ser~ao apresentados mais alguns subespacos. Para tanto,
considere A 2 Cmn:
Denic~ao 3.1 (Espaco coluna) O espaco coluna de A e o subespaco de Cm gerado
uma substituic~ao ortogonal real.
2Um dos criadores do Processo de Ortogonalizac~ao de Gram-Schmidt e que foi aluno de David
Hilbert
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pelas colunas de A. Assim
R(A) = fy 2 Cm : y = Ax;x 2 Cng.
Denic~ao 3.2 (Posto) A dimens~ao de R(A) chama-se posto da matriz A e e deno-
tado por posto(A).
O posto de uma matriz tambem pode ser visto como o numero de colunas linear-
mente independentes da matriz.
Alem disso, se posto(A) = min(m;n) diz-se que A tem posto completo.
Teorema 3.1 (do Posto) Se A 2 Rmn ent~ao posto(A) + nulidade(A) = n. Alem
disso, posto(A) + nulidade(AT ) = m.
Prova: A demonstrac~ao desse teorema pode ser encontrada em [6], pagina 437.
O Teorema 3.1 tambem e valido quando A 2 Cmn. Neste caso, substitui-se AT
por AH .
Maiores considerac~oes acerca de posto e nulidade de matrizes com entradas com-
plexas podem ser encontradas em Matrix Analysis and Applied Linear Algebra, de Carl
D. Meyer, paginas 199 e 218.
Denic~ao 3.3 (Nucleo a esquerda) Dada matriz A, o nucleo a esquerda de A, ou
N(AH), e o conjunto dos vetores soluc~ao do sistema AHx = 0, ou seja, N(AH) =
fx 2 Cm : AHx = 0g.
Denic~ao 3.4 (Espaco linha) O espaco linha de A e o conjunto R(AH) = fy 2
Cn :y = AHx;x 2 Cmg:
Os subespacos N(A), R(A), N(AH) e R(AH) s~ao denominados subespacos funda-
mentais.
Denic~ao 3.5 (Complemento Ortogonal) Seja M um subespaco de V , onde V e
um espaco vetorial com produto interno. O complemento ortogonal de M , denotado
por M?, e o conjunto de todos os vetores de V que s~ao ortogonais aos vetores de M ,
ou seja,
M? = fx 2 V ; hm;xi = 0 8m 2Mg.
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Considere o teorema abaixo.
Teorema 3.2 Se M e um subespaco de dimens~ao nita tal que M  V , onde V e um
espaco vetorial com produto interno ent~ao
V =M [M? e M \M? = f0g
Prova: A demonstrac~ao deste teorema pode ser encontrada em [5], pagina 404.
Quanto a estes subespacos fundamentais pode-se fazer as seguintes considerac~oes:
(i) N(AH) [R(A) = Cm e N(AH) \R(A) = f0g
(ii) N(A) [R(AH) = Cn e N(A) \R(AH) = f0g
Para vericar o item (i), tem-se que encontrar os vetores x tais que x 2 R(A)?.
Seja x 2 R(A)?. Pela Denic~ao 3.5 tem-se que hAbx;xi = 0, com bx 2 Cn e x 2 Cm.
Assim
hAbx;xi = 0) xHAbx = 0) (AHx)Hbx = 0) 
bx; AHx = 0 (3.1)
Como bx e um vetor qualquer ent~ao 
bx; AHx = 0 se, e somente se, AHx = 0.
Portanto, x 2 N(AH).
Assim, R(A)?  N(AH). De forma analoga verica-se que R(A)?  N(AH). Logo,
R(A)? = N(AH).
Considere o caso em que V = Cm e M = N(AH). Ent~ao, do Teorema 3.2 e de
N(AH)  Cn, tem-se que
N(AH) [R(A) = Cm e N(AH) \R(A) = f0g
Para o item (ii), considere V = Cn e M = N(A), ja que de forma analoga ao
desenvolvido na Equac~ao (3.1) mostra-se que R(AH)? = N(A):
Proposic~ao 3.1 Seja A 2 Cnn hermitiana com posto(A) = r e fx1;x2; : : : ;xng
os autovetores A associados aos autovalores 1; 2; : : : ; n, respectivamente. Ent~ao
1; 2; : : : ; r s~ao todos n~ao-nulos e r+1 = r+2 = : : : = n = 0.
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Prova: Se posto(A) = r ent~ao dimN(A) = n r. Seja p = n r e considere y1; y2; ::::; yp
base de N(A). Assim,
Ayi = 0; i = 1; :::; p:
Portanto yi; i = 1; :::; p s~ao autovetores de A associados a  = 0.
Suponha que exista outro autovetor yj associado a  = 0 tal que fy1; y2; ::::; yp,yjg
e LI. Ent~ao dimN(A) = p + 1, contradic~ao. Ent~ao A tem p = n   r autovetores LI
associados a  = 0.
Lema 3.1 Se A = AH ent~ao, para todo vetor x 2 Cn, tem-se que xHAx e real.
Prova: Apenas considere o transposto-conjugado de xHAx. Mas como, a princpio, e
um numero complexo, (xHAx)H = xHAx. Ent~ao tem- se a seguinte express~ao:
xHAx = (xHAx)H = xHAHx = xHAx
pois A e hermitiana. Portanto, se um numero complexo e igual ao seu conjugado, segue
que ele e real
Denic~ao 3.6 (Matriz denida positiva) Uma matriz hermitiana A 2 Cnn e de-
nida positiva se xHAx > 0, 8x 6= 0 com x 2 Cn.
Denic~ao 3.7 (Matriz semidenida positiva) Uma matriz hermitiana A 2 Cnn
e semidenida positiva se xHAx  0, 8x 2 Cn.
Denic~ao 3.8 (Matriz denida negativa) Uma matriz hermitiana A 2 Cnn e
denida negativa se xHAx < 0, 8x 2 Cn e x 6= 0.
Teorema 3.3 Seja A 2 Cnn hermitiana. Se A e denida positiva ent~ao todos os seus
autovalores s~ao positivos.
Prova: Seja i um autovalor da A com autovetor xi, ent~ao Axi = ixi. Como A e
denida positiva ent~ao xHi Axi > 0. Note que
0 < xHi Axi = x
H
i ixi = x
H
i xii = kxik2 i.
Como xi e autovetor ent~ao e diferente do vetor nulo e, consequentemente kxik2 > 0.
Assim, como kxik2 i > 0 tem-se que i > 0.
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Teorema 3.4 Seja A 2 Cnn hermitiana e semidenida positiva ent~ao todos os seus
autovalores s~ao n~ao negativos.
Prova: A prova deste Teorema segue o mesmo raciocnio da do Teorema 3.3.
Quando se trabalha com matrizes retangulares, a chave esta em considerar as ma-
trizes AHA e AAH : A seguir, apresenta-se algumas propriedades dessas matrizes, rela-
cionadas com as denic~oes apresentadas anteriormente e que ser~ao necessarias para a
vericac~ao da existe^ncia da Decomposic~ao em Valores Singulares para qualquer matriz
A 2 Cmn:
Observac~ao 3.1 Seja A 2 Cmn. Ent~ao s~ao validas cada uma das armac~oes abaixo
(i) N(AHA) = N(A) e N(AAH) = N(AH).
De fato, tome x 2 N(A). Ent~ao Ax = 0 ) AHAx = AH0 = 0 ) x 2 N(AHA).
Considere x 2 N(AHA). Ent~ao AHAx = 0 ) xHAHAx = xH0 = 0 ) (Ax)HAx =
0) kAxk2 = 0) Ax = 0. Ou seja, x 2 N(A)
Analogamente, mostra-se que N(AAH) = N(AH).
(ii) posto(AHA) = posto(A) = posto(AH) = posto(AAH)
Pelo Teorema 3.1 tem-se
posto(AHA) = n  nulidade(AHA) = n  nulidade(A) = posto(A)
ja que N(AHA) = N(A):
Da mesma forma
posto(AAH) = m  nulidade(AAH) = n  nulidade(AH) = posto(AH):
Alem disso
posto(A) + nulidade(AH) = m e posto(AH) + nulidade(AH) = m,
assim, posto(A) = posto(AH).
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(iii) AHA e AAH s~ao matrizes hermitianas e semidenidas positivas.
De fato, AHA e AAH s~ao hermitianas pois (AHA)H = AHA e (AAH)H = AAH .
Alem disso, xHAHAx = kAxk2  0, 8x 2 Cn, e
xHAAHx = (AHx)HAHx = kAxk2  0;8x 2 Cn:
Em particular, se posto(A) = n ent~aoAHA e hermitiana denida positiva e se posto(A) =
m ent~ao AAH e hermitiana denida positiva.
(iv) Se  e um autovalor de AHA com autovetor x ent~ao  e autovalor de AAH com
autovetor Ax:
De fato, AHAx = x) A(AHA)x = Ax) (AAH)Ax = Ax.
(v) AHA e AAH te^m o mesmos autovalores n~ao-nulos.
Seja  autovalor n~ao-nulo de AHA, ent~ao de (iv) tem-se AAH(Ax) = (Ax), ou
seja,  tambem e autovalor de AAH :
Da mesma forma, sendo  autovalor n~ao-nulo de AAH tem-se
AAHx =  x) AHA(AHx) = (AHx)
e, ent~ao,  tambem e autovalor de AHA.
Portanto, todos os autovalores n~ao-nulos de AHA s~ao tambem de AAH , e vice-versa.
(vi) Se x1 e x2 s~ao autovetores da matriz A
HA, ortonormais entre si, ent~ao Ax1 e Ax2
tambem s~ao ortogonais entre si.
Note queAHAx1 = 1x1 eA
HAx2 = 2x2. Como x
H
1 x2 = 0 tem-se (Ax1)
H(Ax2) =
xH1 A
HAx2 = x
H
1 2x2 = 2x
H
1 x2 = 20 = 0
(vii) Se x e um autovetor de AHA associado a um autovalor n~ao-nulo  ent~ao Ax e
um autovetor de AAH associado ao mesmo autovalor.
De fato, AAH(Ax) = A(AHAx) = A(x) = (Ax):
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3.3 A Decomposic~ao em Valores Singulares de uma
Matriz
A seguir, apresenta-se o teorema que mostra a existe^ncia da decomposic~ao em val-
ores singulares de uma matriz.
Denic~ao 3.9 (Matriz diagonal generalizada) Diz-se que A 2 Cmn e diagonal
generalizada se aij = 0 sempre que i 6= j. O conjunto aii, com i 2 f1; 2; : : : ; kg e
k = minfm;ng, e denominado diagonal de A.
Teorema 3.5 (Existe^ncia da decomposic~ao em valores singulares) Dada uma
matriz A 2 Cmn existem matrizes unitarias U 2 Cmm e V 2 Cnn, e  2 Rmn
matriz diagonal tal que A = UV H .
Note que  n~ao e uma matriz quadrada assim,  e uma matriz diagonal generali-
zada.
Prova: Para provar o Teorema 3.5 tem-se que demonstrar que U e V s~ao matrizes
unitarias, ou seja, que suas colunas formam um conjunto ortonormal (Observac~ao 2.1),
que  e diagonal generalizada e que UHAV = . Sem perda de generalidade, considere
posto(A) = r  n e m  n.
Seja fv1;v2; : : : ;vng autovetores ortonormais de AHA associados aos autovalores
1; 2; : : : ; n, respectivamente.
Da Proposic~ao 3.1 resulta que, como posto(AHA) = posto(A) ent~ao 1; 2; : : : ; r
s~ao todos n~ao-nulos e r+1 = : : : = n = 0. Alem disso, todos os autovalores de A
HA
s~ao n~ao negativos ja que AHA e semidenida positiva (Observac~ao 3.1 item (iii)).
Assim, tem-se
AHAvi = ivi para i 2 f1; 2; : : : ; rg
AHAvi = ivi = 0vi = 0 para i 2 fr + 1; : : : ; ng,
com v1; : : : ;vr ordenados de modo que 1  2  : : :  r.
Seja V a matriz formada por fv1;v2; : : : ;vng, autovetores ortonormais de AHA,
onde cada vi e a i-esima coluna de V . Ent~ao V e uma matriz unitaria de ordem nn.
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Dene-se i e ui como
i = kAvik , para i 2 f1; 2; : : : ; rg e (3.2)
ui =
Avi
i
, para i 2 f1; 2; : : : ; rg: (3.3)
Note que se i 2 fr + 1; : : : ; ng tem-se i = 0 pois Avi = 0 ja que vi 2 N(AHA) =
N(A) . Neste caso, deni-se ui = 0.
Da Equac~ao (3.2) retira-se
2i = kAvik2 = (Avi)HAvi = vHi AHAvi = vHi ivi = ivHi vi = i. (3.4)
Para encontrar a matriz U; seja U1 = fu1;u2; : : : ;urg. Tomando-se ui e uj do
conjunto U1 tem-se
hui;uji =

Avi
i
;
Avj
j

=

Avi
i
H
Avj
j
=
1
ij
vHi A
HAvj =
=
1
ij
vHi ivi =
i
ij
vHi vi =
n i
ij
se i = j
0 se i 6= j
:
Pela Equac~ao (3.4), se i = j ent~ao
i
ij
=
i
i
= 1. Ou seja,
hui;uji =
n 1 se i = j
0 se i 6= j
:
O que mostra que U1 e um conjunto ortonormal.
Note que para i 2 f1; 2; : : : ; rg, pela Equac~ao (3.3), tem-se
AHui = A
H

Avi
i

=
1
i
AHAvi =
1
i
ivi =
1
i
2ivi = ivi,
ou seja, AHui = ivi.
Alem disso, fu1;u2; : : : ;urg s~ao autovetores de AAH associados aos autovalores
n~ao-nulos 1; 2; : : : ; r pois
AAHui = Aivi = iAvi = iiui = iui.
Agora, como posto(AHA) = posto(AAH) = r ent~ao dim(N(AAH)) = m  r:
Seja U2 = fur+1 : : : ;umg uma base ortonormal de N(AAH):
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Como estes ui formam uma base N(AA
H), s~ao tambem elementos de N(AAH).
Ent~ao AAHui = 0 e, assim, ur+1 : : : ;um s~ao autovetores de AA
H associados ao
autovalor zero.
De fato, sendo U1 = fu1;u2; : : : ;urg e U2 = fur+1 : : : ;umg, sabe-se que U1 e U2
s~ao, separadamente, conjuntos ortonormais.
Tome ui 2 U1 e uj 2 U2 ent~ao
hui;uji = uTi uj =

Avi
i
H
uj =
1
i
vTi A
Tuj = 0,
pois, como uj 2 N(AAH) = N(AH) ent~ao AHuj = 0.
Portanto, hui;uji = 0 e assim, U1[ U2 e um conjunto ortonormal.
Seja U a matriz formada por U1[ U2 = fu1;u2; : : : ;umg, autovetores ortonormais
de AAH , onde cada ui e a i-esima coluna de U . Ent~ao U e uma matriz unitaria de
ordem mm.
Considere, agora, o produto uHi Avi. Ent~ao,
 se i; j  r : uHi Avj = uHi iuj = iuHi uj =
n i se i = j
0 se i 6= j
.
 se i > r : uHi Avj = (AHui)Hvj = 0Hvj = 0:
 se j > r : uHi Avj = uHi 0 = 0:
Assim,
uHi Avj =
n i
0
se i = j e i; j  r
caso contrario
.
Portanto, UHAV e uma matriz diagonal de ordem mn: Ao denotar-se tal matriz
diagonal por  tem-se A = UV H , ja que U e V , denidas anteriormente, s~ao unitarias.
Quando A e uma matriz real, trabalha-se com AAT e ATA, ja que A = A. Assim, a
decomposic~ao em valores singulares de A e o produto UV T , onde U e V s~ao matrizes
ortogonais.
Considerando as matrizes U , V e  que comp~oem a decomposic~ao em valores sin-
gulares de uma matriz, pode-se fazer as seguintes observac~oes:
Observac~ao 3.2 Seja UV H a SVD de uma matriz A:
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(i) Os elementos na posic~ao i = j da matriz , denotados por i, s~ao denominados
valores singulares da matriz A e a matriz  pode ser representada como
 =
24 D O
O O
35 ; (3.5)
onde
D =
26664
1 0 0
0
. . . 0
0 0 r
37775 .
De agora em diante sera assumido que 1  2  : : :  r > 0 e O matriz nula
com a devida ordem. Alem disso, r = minfm;ng se, e somente se, A tem posto
completo.
(ii) As colunas de U s~ao denominadas vetores singulares a esquerda e s~ao os autove-
tores ortonormais de AAH .
(iii) As colunas de V s~ao denominadas vetores singulares a direita e s~ao os autovetores
ortonormais de AHA.
(iv) Os valores singulares n~ao-nulos da matriz A s~ao as razes quadradas dos autova-
lores n~ao-nulos de AHA, que s~ao os mesmos de AAH :
(Equac~ao (3.4)).
Observac~ao 3.3
(v) AH tem os mesmo valores singulares que A.
De fato, seja A = UV T a decomposic~ao em valores singulares de A: Ent~ao AH =
V HUH . Considerando-se a matriz  apresentada em (3.5), tem-se que em H contem
os mesmos valores positivos que , e portanto AH tem os mesmos valores singulares
que A.
Observac~ao 3.4
(vi) Os vetores singulares a direita (a esquerda) de AH s~ao os vetores singulares a
esquerda (a direita) de A.
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(vii) fv1;v2; : : : ;vrg e uma base ortonormal para R(AH);
fvr+1; : : : ;vng e uma base ortonormal para N(A);
fu1;u2; : : : ;urg e uma base ortonormal para R(A);
fur+1; : : : ;umg e uma base ortonormal para N(AH).
(viii) Os valores singulares 1; 2; : : : ; n de A s~ao unicos, no entanto, a SVD de uma
matriz A n~ao e unica pois as bases anteriormente citadas n~ao s~ao unicas.
Corolario 3.1 Dada uma matriz A 2 Cmn, m  n e posto(A) = r, existe eU 2 Cmr
e V 2 Crn matrizes ortogonais e e 2 Rrr matriz diagonal, com entradas positivas,
tal que A = eU eV H .
Este corolario deni a chamada Decomposic~ao em Valores Singulares Reduzida,
onde s~ao considerados apenas os elementos positivos da diagonal de  e o conjunto
ortonormal fu1;u2; : : : ;ung.
Observac~ao 3.5 Seja A 2 Cmn. Se m  n tem-se que os valores singulares de A
s~ao as razes quadradas dos autovalores de AHA e se m < n, os valores singulares de
A s~ao as razes quadradas dos autovalores de AAH .
Revendo a prova do Teorema 3.5, segue que para encontrar a decomposic~ao em
valores singulares de uma matriz A, com posto(A) = r, e necessario seguir os passos
seguintes:
Se m  n
1. Calcular a matriz AHA, seus autovalores e encontrar os autovetores associados
a cada autovalor. Assim, obtem-se a matriz V , onde cada coluna de V e um
autovetor normalizado, ja que AHA e hermitiana;
2. Calcular os valores singulares i e montar a matriz ;
3. Obter os vetores ui da seguinte forma: ui =
Avi
i
, para i 2 f1; 2; : : : ; rg e, para
i 2 fr+1; : : : ;mg calcular uma base ortonormal para N(AAH), ou seja, encontrar
os autovetores de AAH associados ao autovalor nulo. Ent~ao, construir a matriz
U , onde sua i-esima coluna e o vetor ui.
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No caso em que m < n, calcula-se inicialmente os autovalores e autovetores de AAH
e, caso haja algum autovalor nulo, acha-se uma base ortonormal para N(AHA).
A seguir, apresenta-se um exemplo da decomposic~ao em valores singulares de uma
matriz real.
Exemplo 3.1 Seja A =
24 2 0 1
0 2 0
35. Como A e real ent~ao AAH = AAT . Para
encontrar a SVD de A ser~ao seguidos os passos apresentados anteriormente:
1. Encontrando a matriz V:
Calculando AATobtem-se
AAT =
24 2 0 1
0 2 0
35
26664
2 0
0 2
1 0
37775 =
24 5 0
0 4
35 .
Assim, os autovalores de AAT s~ao dados por
p() = (5  )(4  ).
Buscando-se as razes do polino^mio caracterstico tem-se 1 = 5 e 2 = 4:
Resolvendo (A   iI)x = 0 para cada i; chega-se aos seguintes autovetores
associados:
v1 =
26664
2
0
1
37775 e v2 =
26664
0
1
0
37775 :
Note que v1 e v2 formam um conjunto de vetores ortogonais. Vale ressaltar que,
como AAT e simetrica ent~ao seus autovetores s~ao sempre ortogonais (Observac~ao
2.6).
Normalizando os autovetores encontrados tem-se:
V 1 =
26664
2p
5
0
1p
5
37775 e V 2 =
26664
0
1
0
37775 :
Assim, V =
h
V 1 V 2
i
=
26664
2p
5
0
0 1
1p
5
0
37775.
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2. Calculando os vetores singulares a esquerda e encontrando .
Como os autovalores de AAT s~ao 5 e 4 ent~ao os valores singulares de A s~ao
1 =
p
5 e 2 =
p
4 = 2.
Assim,  =
24 p5 0 0
0 2 0
35 pois  tem a mesma ordem de A.
3. Encontrando a matriz U .
Da Equac~ao (3.3) tem-se que cada coluna de U e dada por ui =
AV i
i
. Assim:
u1 =
AV 1
1
=
1p
5
24 2 0 1
0 2 0
35
26664
2p
5
0
1p
5
37775 =
24 2 0 1
0 2 0
35
26664
2
5
0
1
5
37775 =
24 1
0
35
u2 =
AV 2
2
=
1
2
24 2 0 1
0 2 0
35
26664
0
1
0
37775 =
24 1 0 12
0 1 0
35
26664
0
1
0
37775 =
24 0
1
35 .
Como u1 e u2 s~ao ortonormais (vetores cano^nicos) ent~ao
U =
h
u1 u2
i
=
24 1 0
0 1
35 :
Assim, a decomposic~ao em valores singulares (reduzida) de A e
A =
24 1 0
0 1
3524 p5 0
0 2
3524 2p5 0 1p5
0 1 0
35 :
Note que, no Exemplo 3.1 n~ao foi necessario calcular os autovetores de ATA pois
os autovalores de AAT s~ao todos diferentes de zero.
No exemplo a seguir, trabalha-se com autovalores nulos.
Exemplo 3.2 Seja A =
26664
1 0 1
0  3 0
1 0 1
37775
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Calculando AATobtem-se
ATA =
26664
2 0 2
0 9 0
2 0 2
37775 .
:
Assim, os autovalores e autovetores normalizados de ATA s~ao respectivamente
v1 =
h
0 1 0
iT
associado ao autovalor 9,
v2 =
h
1p
2
0 1p
2
iT
associado ao autovalor 4 e
v3 =
h
1p
2
0   1p
2
iT
associado ao autovalor 0.
Note que v1, v2 e v3 formam um conjunto de vetores ortogonais.
Assim, V =
h
v1 v2 v3
i
=
26664
0 1p
2
1p
2
1 0 0
0 1p
2
  1p
2
37775.
Como os autovalores de ATA s~ao 9, 4 e 0 ent~ao os valores singulares de A s~ao 1 = 3
e 2 = 2.
Assim,
 =
26664
3 0 0
0 2 0
0 0 0
37775
pois  tem a mesma ordem de A. Vale lembrar que 0 n~ao e valor singular, mas que
ele aparece na diagonal de  para que esta tenha a mesma ordem de A. Neste caso,
poderia se considerar a SVD reduzida de A, obtendo-se, ent~ao
 =
24 3 0
0 2
35 .
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Cada coluna de U e dada por ui =
Avi
i
, i 2 f1; 2g. Assim:
u1 =
Av1
1
=
1
3
26664
1 0 1
0  3 0
1 0 1
37775
26664
0
 1
0
37775 = 13
26664
0
3
0
37775 =
26664
0
1
0
37775 e
u2 =
Av2
2
=
1
2
26664
1 0 1
0  3 0
1 0 1
37775
26664
1p
2
0
1p
2
37775 = 12
26664
2p
2
0
2p
2
37775 =
26664
1p
2
0
1p
2
37775 .
Note que u1 e u2 s~ao ortonormais.
Agora e necessario encontrar o vetor u2, que n~ao pode ser construdo da mesma
forma que u1 e u2 pois v3 esta associado ao autovalor 0.
Ent~ao calcula-se o autovetor de AAT que esteja associado ao autovalor nulo e que
seja ortogonal com u1 e u2.
No entanto, neste caso como a matriz A e simetrica ent~ao AAT = ATA e, portanto,
o autovetor procurado e exatamente v3 =
h
1p
2
0   1p
2
i
:
Como fu1;u2;v3g formam um conjunto ortonormal, estes formar~ao a matriz U:
Assim,
U =
h
u1 u2 v3
i
=
26664
0 1p
2
1p
2
 1 0 0
0 1p
2
  1p
2
37775 :
Assim, a decomposic~ao em valores singulares de A e
A =
26664
0 1p
2
1p
2
 1 0 0
0 1p
2
  1p
2
37775
26664
3 0 0
0 2 0
0 0 0
37775
26664
0 1p
2
1p
2
1 0 0
0 1p
2
  1p
2
37775
T
:
Seja A e uma matriz diagonal tal que
A =
26664
2 0
0  3
0 0
37775 :
Exemplo 3.3 A SVD de A e26664
1 0 0
0  1 0
0 0 1
37775
26664
2 0
0 3
0 0
37775
241 0
0 1
35
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Exemplo 3.4 Seja A e uma matriz linha tal que
A =
26664
 1
2
2
37775 :
A SVD de A e 26664
 1
3
2
3
2
3
2
3
 1
3
2
3
2
3
2
3
 1
3
37775
26664
3
0
0
37775h1i
Proposic~ao 3.2 Se A 2 Cnn e hermitiana com autovalores 1; 2; : : : ; n ent~ao seus
valores singulares s~ao j1j ; j2j ; : : : ; jnj.
Prova: Como i, i 2 f1; 2; : : : ; ng, e autovalor de A ent~ao. Como A e hermitiana ent~ao
AHA = A2: Assim, os autovalores de AHA s~ao os mesmos de A2: Pela Proposic~ao 2.4
tem-se que os autovalores de A2 s~ao 21; 
2
2; : : : ; 
2
n, ou seja, as autovalores de A
HA
s~ao 21; 
2
2; : : : ; 
2
n: Como os valores singulares i de A s~ao as razes quadradas dos
autovalores de ATA ent~ao
i =
q
2i = jij .
Proposic~ao 3.3 Se A e hermitiana denida positiva ent~ao a SVD de A e a decom-
posic~ao espectral de A.
Prova: Seja 1; 2; : : : ; n os autovalores de A. Como A e hermitiana, tem-se que:
(i) os valores singulares de A s~ao j1j ; j2j ; : : : ; jnj, em particular, pelo Teorema 3.4,
os valores singulares de A s~ao i = i, ja que os autovalores de A s~ao todos n~ao
negativos. Assim, se A = UV T , tem-se que  = D, onde D e a matriz diagonal
da decomposic~ao espectral de A, ou seja, a matriz que contem os autovalores de
A.
(ii) A = AT , e assim, ATA = A2. Assim, se A = QDQT tem-se que Q = U = V , pois
A2 = QD2QT e, pela simetria de A, A2 = AAT = ATA:
Assim, A = UV T = QDQT .
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Observac~ao 3.6 (Produto Externo) A decomposic~ao em valores singulares de uma
matriz A 2 Cmn pode ser descrita da seguinte forma:
A = 1u1v
H
1 + 2u2v
H
2 + : : :+ rurv
H
r ,
onde u1; : : : ;ur s~ao os vetores singulares a esquerda, v1; : : : ;vr s~ao os vetores singu-
lares a direita e 1  : : :  r e r+1 = : : : = n:
Mesmo tendo sido descoberto no m do seculo XIX, a Decomposic~ao em Valores
Singulares n~ao era amplamente conhecida na Matematica Aplicada ate a decada de
60, quando mostrou-se que ela poderia ser computada ecazmente. O que a faz t~ao
importante e a sua vasta aplicabilidade. No captulo 4 s~ao apresentadas algumas de
suas aplicac~oes, tanto de carater teorico quanto pratico.
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Captulo 4
Aplicac~oes da SVD
A SVD e excelente para calculos que exigem certa estabilidade. Uma das raz~oes e
o fato das matrizes U e V serem matrizes ortogonais, ou seja, preservam a norma de
um vetor.
O fato da Decomposic~ao em Valores Singulares n~ao ser unica n~ao traz nenhuma
conseque^ncia na maioria de suas aplicac~oes.
4.1 Normas de Matrizes
A Decomposic~ao em Valores Singulares pode fornecer formulas simples para certas
express~oes que envolvem normas de matrizes. As normas apresentadas neste trabalho
s~ao a Norma Espectral (ou Norma-2), e a Norma de Frobenius.
Denic~ao 4.1 (Norma Espectral ou Norma-2) Seja A 2 Rmn. Chama-se de
Norma Espectral ou Norma-2 de uma matriz a norma induzida pela norma euclidiana,
denotada por kAk2. Neste caso,
kAk2 = max
x6=0
kAxk2
kxk2
,
onde kxk2 =
p
x21 + x2
2 + : : :+ xn2.
Observac~ao 4.1 Utilizando a Norma Espectral
(i) Se Q e ortogonal ent~ao kQk2 = 1:
De fato, da Proposic~ao 2.3, kQxk2 = kxk2.
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(ii) kAk2 = maxkxk=1 kAxk2
Denic~ao 4.2 (Norma de Frobenius) Seja A 2 Rmn: A Norma de Frobenius da
matriz A, denotada por kAkF , e denida por
kAkF =
vuut nX
j=1
mX
i=1
jaijj2 =
p
tr(ATA) =
p
tr(AAT ).
A Norma de Frobenius e obtida quando colocamos as elementos da matriz
em um vetor e ent~ao calculamos a norma euclidiana. Em outras palavras
kAkF e a raiz quadrada da soma dos quadrados dos elementos de A. [6]
Teorema 4.1 Seja A 2 Rmn com valores singulares 1  2      n  0. Ent~ao
kAk2 = 1 e kAk2F = 21 + 22 + : : :+ 2n.
Prova: Considere a norma espectral kAk2 e a seguinte igualdade:
kAk2 = max
x6=0
kAxk2
kxk2
= max
x6=0
r
xTATAx
xTx
.
Seja decomposic~ao em valores singulares de A dada por A = UV T .
Note que
xTATAx
xTx
=
xT (UV T )TUV Tx
xTx
=
=
xTV TUTUV Tx
xTx
=
=
xTV TV Tx
xTV V Tx
=
(V Tx)TT(V Tx)
(V Tx)T (V Tx)
.
Denotando V Tx por y, vetor com n entradas, e T por B, matriz diagonal con-
tendo 21; 
2
2; : : : ; 
2
n, tem-se
xTATAx
xTx
=
yTBy
yTy
: (4.1)
Sejam 1; 2; : : : ; n os autovalores de B ent~ao i = 
2
i :
Considerando a Equac~ao (4.1) e denotando por y1;y2; : : : ; yn as i-esimas coordenadas
do vetor y tem-se
yTBy
yTy
=
1y
2
1 + 2y
2
2 + : : :+ ny
2
n
y21 + y
2
2 + : : :+ y
2
n
.
Como 1  2  : : :  n obtem-se a seguinte desigualdade:
1 =
1y
2
1 + 1y
2
2 + : : :+ 1y
2
n
y21 + y
2
2 + : : :+ y
2
n
 1y
2
1 + 2y
2
2 + : : :+ ny
2
n
y21 + y
2
2 + : : :+ y
2
n
.
48
Assim
1  1y
2
1 + 2y
2
2 + : : :+ ny
2
n
y21 + y
2
2 + : : :+ y
2
n
=
yTBy
yTy
=
xTATAx
xTx
.
Ou seja, kAxk2
kxk2
2
=
xTATAx
xTx
 1.
Ent~ao 1 e um limitante superior para a norma espectral.
Agora, e preciso encontrar um vetor ex tal que
kAexk2
kexk2 =
p
1 = 1:
No entanto, do Teorema da Decomposic~ao em Valores Singulares, sabe-se que i =
kAvik. Alem disso, vi e um vetor unitario. Assim, tomando ex = vi,
kAexk2
kexk2 = kAv1k2kv1k2 = kAv1k2 = kAv1k = 1.
Portanto, encontrou-se um vetor x tal que
kAk2 = max
x6=0
kAxk2
kxk2
= max
x6=0
r
xTATAx
xTx
=
p
1 = 1.
Agora sera mostrado que kAk2F = 21 + 22 + : : : + 2n: Seja kAk2F = tr(ATA) e
A = UV T :
Sabe-se que se B;C 2 Rnn ent~ao tr(BC) = tr(CB). Assim
tr(ATA) = tr[(UV T )TUV T ] = tr(V TV T ) = tr(TV TV ) = tr(T):
Ou seja, kAk2F = 21 + 22 + : : :+ 2n.
Corolario 4.1 Seja A 2 Rmn ent~ao kAk2  kAkF 
p
n kAk2 :
Prova: Do Teorema 4.1 tem-se kAk2 = 1 e kAk2F = 21 + 22 + : : :+ 2n.
Ent~ao
kAk2 = 1 
q
21 
q
21 + 
2
2 + : : :+ 
2
n = kAkF
kAk2  kAkF (4.2)
e
kAkF =
q
21 + 
2
2 + : : :+ 
2
n 
q
21 + 
2
1 + : : :+ 
2
1 =
q
n21 = 1
p
n =
p
n kAk2
kAkF 
p
n kAk2 (4.3)
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Das Equac~oes (4.2) e (4.3) obtem-se
kAk2  kAkF 
p
n kAk2 .
A Decomposic~ao em Valores Singulares de uma matriz A pode tambem ser usada
para encontrar uma matriz B, com posto(B) = r, tal que kA BkF seja a menor
possvel. Ou seja, dado o posto de uma matriz, achar a matriz B com esse posto que
esteja mais \proxima" da matriz A em relac~ao a norma de Frobenius.
Considera-se A 2 Rnn e A = UV T sua decomposic~ao em valores singulares, onde
 e a matriz que contem os valores singulares (1; 2; : : : ; r; r+1; : : : ; n):
Agora, seja r matriz diagonal com elementos (1; 2; : : : ; r; 0; : : : ; 0) e dena Ar =
UrV
T :
Assim,
kA  ArkF =
q
2r+1 + 
2
r+2 + : : :+ 
2
n
Assumindo f1; 2; : : : ; rg n~ao-nulos, o teorema a seguir mostra que a matriz B de
posto r mais proxima de A e exatamente a matriz Ar. Mas antes considere o seguinte
lema.
Lema 4.1 Seja A uma matriz mne Q uma matriz de ordem m e ortogonal. Ent~ao
kQAk2F = kAk2F .
Prova: Usando a denic~ao da norma de Frobenius tem-se
kQAk2F = tr((QA)TQA) = tr(ATQTQA) = tr(ATA) = kAk2F
Teorema 4.2 Sejam A e Ar as matrizes denidas acima. Ent~ao
kA  ArkF = min
posto(B)=r
kA BkF :
Prova: Seja UV T a SVD da matriz A e seja B uma matriz de posto r.
Note que posto(B) = posto(UTBV ). De fato, seja B uma matriz tal que posto(B) =
r. Como nulidade(B) = nulidade(UTBV ), pois V e ortogonal e, consequentemente,
inversvel, tem-se que posto(B) = posto(UTBV ):
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Ent~ao, dena C = UTBV . Assim, tem-se a seguinte equac~ao:
kA BkF =
UV T   UCV T
F
=
U(  C)V T
F
= k  CkF .
Dessa forma, minimizar jjA   BjjF sujeito a posto(B) = r e equivalente a mini-
mizar jj  CjjF sujeito a posto(C) = r. Portanto, o problema consiste em minimizar
k  CkF , sujeito a posto(C) = r. Como  e diagonal, k  CkF e mnimo quando
C tambem for diagonal e mais, C = r, ja que os i est~ao organizados em ordem n~ao
crescente ao longo da diagonal de .
Logo, minimo k  CkF sujeito a posto(C) = r e igual a k  rkF .
Consequentemente, voltando para a variavel B, temos que a soluc~ao de minimojjA 
Bjj sujeito a posto(B) = r e
B = UrV
T = Ar.
O teorema anterior mostra que a matriz Ar e a matriz de posto r que esta mais
proxima de A em relac~ao a norma de Frobenius e que esta dista^ncia e medida para
valores singulares da matriz A.
4.2 O Problema de Mnimos Quadrados e a Pseudo-
Inversa
4.2.1 O Problema de Mnimos Quadrados
Para efeito ilustrativo, pode-se pensar o metodos de mnimos quadrados como um
metodo para encontrar um curva - func~ao - que melhor se ajuste a um conjunto de pon-
tos dados. Esse metodo era conhecido no seculo XVIII por Cotes1 e, em 1806, Legrende2
1Roger Cotes (1682 - 1716) foi um matematico ingle^s que, enquanto esteve em Cambridge, editou a
segunda edic~ao do Principia, de Newton. Apesar de ter publicado pouco, fez importantes descobertas
na teoria do logaritmo, calculo integral e metodos numericos.
2Adrien Marie Legendre (1752 - 1833) foi um matematico france^s que trabalhou com astronomia,
teoria de numeros e func~oes eliptcas.
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publicou um artigo sobre ele em um livro sobre orbitas de cometas. Entretanto, em
1809, Gauss apresentou um artigo descrevendo o metodo, que alegou ja conhecer desde
1795. Em 1801, Gauss calculou o reaparecimento de um novo asteroide, que havia sido
descoberto no dia de ano novo daquele ano, atraves do metodo de mnimos quadra-
dos e por isso, geralmente, recebe os creditos por esse metodo de aproximac~ao. Esse
metodo de ajuste de dados tem sido um ferramenta indispensavel desde sua invenc~ao,
extendendo seu uso em diversas areas da Matematica.
\Melhor se ajuste" no contexto do metodo de mnimos quadrados signica obter o
menor erro possvel. Cada ponto dado contem um erro em relac~ao a curva escolhida
para se ajustar ao conjunto total de dados, podendo este erro ser nulo no caso em que
o ponto pertence a curva. Com o erro de cada um dos pontos do conjunto de dados,
podemos formar um vetor-erro.
1
1
2
2
3
3
4
4
5
5
(1, 2)
(2, 2)
(3, 4)
{
{
1
2
3
x
y
y=ax+b
Figura 4.1: Encontrando a reta que minimiza o vetor-erro.
Considere a conjunto de pontos P = f(1; 2); (2; 2); (3; 4)g e uma reta y = ax + b
para ser a func~ao que melhor de ajuste ao conjunto P , conforme a Figura 4.1.
Como se busca o menor erro possvel, ent~ao kek deve estar o mais proximo de zero.
Utilizando a norma euclidiana e sendo e =
h
"1 "2 "3
iT
, tem-se que minimizar
kek = p"1 + "2 + "3. (4.4)
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E da Equac~ao (4.4) que provem o termo \mnimos quadrados". O numero kek e
chamado de erro quadratico mnimo da aproximac~ao.
4.2.2 A soluc~ao do Problema
Seja Pn um conjunto de n pontos dados e r uma reta cuja equac~ao e y = ax + b.
Ent~ao o vetor-erro e
e =
26664
"1
...
"n
37775 ,
onde "i = yi   (ax+ b). Obtem-se com todas as equac~oes
yi = axi + b; 1  i  n,
um sistema de duas incognitas e n equac~oes, o qual se pode escrever na notac~ao ma-
tricial Ax = b onde
A =
26664
1 x1
...
...
1 xn
37775 , x =
24b
a
35 e b =
26664
y1
...
yn
37775 .
Logo, o vetor-erro e o vetor b  Ax e minimiza-lo signica minimizar b  Ax.
Assim, a soluc~ao para problema de mnimos quadrados pode ser escrita segundo a
denic~ao a seguir.
Denic~ao 4.3 Seja A 2 Rmn e b 2 Rm. Uma soluc~ao do problema de mnimos
quadrados e o vetor x 2 Rn tal que kb  Axk seja mnima:
Qualquer vetor da forma Ax esta no espaco coluna de A e, quando x varia sobre
todos os vetores de Rn, signica que Ax varia sobre todos os vetores de R(A). Assim,
uma soluc~ao por mnimos quadrados e equivalente a um vetor y 2 R(A) tal que
kb  yk  kb  yk ,
para todo y 2 R(A). No entanto, sabe-se que o vetor no espaco coluna de A mais
proximo de b e exatamente a projec~ao de b neste subespaco, ou seja, se x e uma
soluc~ao por mnimos quadrados tem-se Ax = projR(A)(b).
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R(A)
Ax
b-Ax
N(A )
T
Figura 4.2: Representac~ao geometrica do problema de mnimos quadrados.
Considere a Figura 4.2. Se Ax e a projec~ao de b em R(A) ent~ao b Ax e ortogonal
a R(A), isto e,
(b  Ax) 2 N(AT ):
Assim
(b  Ax) 2 N(AT )
AT (b  Ax) = 0
ATb  ATAx = 0
ATAx = ATb. (4.5)
A Equac~ao (4.5) representa um sistema de equac~oes conhecido como equac~oes
normais para x. Ent~ao x e uma soluc~ao por mnimos quadrado de Ax = b se, e
somente se, e soluc~ao da equac~ao normal ATAx = ATb.
Tratando-se de uma matriz generica A 2 Rmn n~ao esta se considerando o posto
desta matriz. Observando-se o posto de uma matriz tem-se que:
 Se A 2 Rnn e posto(A) = n, ent~ao A e inversvel e a soluc~ao de Ax = b e
x = A 1b;
 Se A 2 Rmn, com m > n e posto(A) = n, ent~ao ATA e inversvel e a soluc~ao
de ATAx = ATb e x = (ATA) 1ATb;
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 Se A 2 Rmn, com m > n e posto(A) = r < n, ent~ao o sistema ATAx = ATb
tem innitas soluc~oes.
Geralmente, tratando-se de aproximac~oes, a melhor soluc~ao para este problema e
a soluc~ao de menor norma e e neste sentido que a decomposic~ao em valores singulares
pode auxiliar na soluc~ao do problema de mnimos quadrados.
4.2.3 A Matriz Pseudo-inversa e a SVD
Denic~ao 4.4 (Soluc~ao de mnima norma) Seja A 2 Rmn e b 2 Rm. A soluc~ao
de mnima norma e o vetor x em Rn tal que kb  Axk  kb  Axk para todo x 2 Rn
e se x0 6= x e tal que kb  Ax0k  kb  Axk, para todo x 2 Rn, ent~ao kxk  kx0k.
Denic~ao 4.5 (Matriz Pseudo-inversa) Seja A 2 Rmn e A = UV T . Chama-se
de pseudo inversa (ou inversa generalizada) a matriz A+ = V +UT , onde
+ =
26666666666664
1
1
0    0
0
. . . 0
...
0 1
r
0
...
... 0 0 0
... 0
. . . 0
0    0 0
37777777777775
=
24 D 1 O
O O
35 ;
com D dada na Observac~ao 3.2 (i).
Alem disso, se A tem dimens~ao m  n, ent~ao A+ 2 Rnm e, consequentemente,
+ 2 Rnm.
Exemplo 4.1 Considere a matriz A apresentada no Exemplo 3.1 ent~ao
A =
24 2 0 1
0 2 0
35 =
24 1 0
0 1
35
| {z }
24 p5 0
0 2
35
| {z }
24 2p5 0 1p5
0 1 0
35
| {z }
.
U  V T
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Calculando a matriz pseudo-inversa de A, tem-se que A+ = V +UT . Ent~ao
A+ = V +UT =
26664
2p
5
0
0 1
1p
5
0
37775
24 1p5 0
0 1
2
3524 1 0
0 1
35 =
26664
2
5
0
0 1
2
1
5
0
37775 :
De fato,
AA+ =
24 2 0 1
0 2 0
35
26664
2
5
0
0 1
2
1
5
0
37775 =
241 0
0 1
35 .
Teorema 4.3 O problema de mnimos quadrados Ax = b possui uma unica soluc~ao
x de mnima norma por mnimos quadrados, que e dada por x = A+b.
Prova: Seja A 2 Rmn com SVD dada por A = UV T e valores singulares 1  2 
    r > 0, onde posto(A) = r.
Seja v = V Tx e c = UTb. Considere v e c tais que
v =
24v1
v2
35 e c =
24c1
c2
35 ,
onde v1; c1 2 Rr. Ent~ao
kb  Axk2UT (b  AV V Tx)2
24c1
c2
35 
24D 0
0 0
3524v1
v2
35
2
c1  Dv1c2

2
,
(4.6)
utilizando o fato que a norma euclidiana e invariante por matrizes unitarias, apresen-
tado na Proposic~ao 2.3.
Observando a Equac~ao (4.6), percebe-se que o vetor que minimiza kb  Axk2 tem
v1 = 
 1c1. Como o vetor v2 e arbitrario, pode-se tomar v =
24D 1c1
0
35 e v0 =24D 1c1
v2
35, com v2 6= 0, vetores distintos que minimizam kb  Axk2. E ainda,
56
kvk2 = D 1c12 < D 1c12 + kv2k2 = kv0k2 :
Como x = V v e V e ortogonal ent~ao kvk2 = kV vk2 = kxk2 e assim, kxk2 < kx0k2 :
Portanto,
x = V v = V
24D 1c1
0
35 = V
24D 1 0
0 0
35 c = V
24D 1 0
0 0
35UTb = A+b. (4.7)
O Teorema 4.3 mostra como a decomposic~ao em valores singulares de
uma matriz A pode ser usada para resolver o problema de mnimos quadra-
dos, mesmo quando a A n~ao tem posto completo. Na verdade, a prova do
Teorema mostra como encontrar o conjunto de todas as soluc~oes . Elas s~ao
dadas por V v0 onde v0 e qualquer vetor da forma
24D 1c1
v2
35. No entanto, se
v2 = 0 obtem-se a unica soluc~ao de mnima norma. (...) Assim, a formula
(4.7) representa uma maneira pratica de resolver o problema de mnimos
quadrados. ([8], pag 324)
Proposic~ao 4.1 Seja A 2 Rmn. Se m < n e posto(A) = m ent~ao
A+ = AT (AAT ) 1:
Por outro lado, se m > n e posto(A) = n ent~ao
A+ = (ATA) 1AT :
Prova: Supondo posto(A) = m tem-se
AT (AAT ) 1 = V TUT (UTUT ) 1 = V TUTU(T ) 1UT = V T (T ) 1UT .
Note que
T (T ) 1 =
26666666664
1 0 0
0
. . . 0
0 0 m
...
... 0
0 0 0
37777777775
26664
1
21
0 0
0
. . . 0
0 0 1
2m
37775 =
26666666664
1
1
0 0
0
. . . 0
0 0 1
m
...
... 0
0 0 0
37777777775
= +.
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Ent~ao AT (AAT ) 1 = A+:
Supondo posto(A) = n tem-se
(ATA) 1AT = (V TV T ) 1V TUT = V (T) 1V TV TUT = V (T) 1TUT .
Da mesma maneira, mostra-se que (T) 1T = +. E , portanto, (ATA) 1AT =
A+:
Observac~ao 4.2 A soluc~ao por mnimos quadrados no caso em que A 2 Rmn, com
m > n e posto(A) = n, e x = A+b.
Observac~ao 4.3 Se A 2 Rnn e inversvel ent~ao A+ = A 1
Seja A = UV T a decomposic~ao em valores singulares de A com
 =
26664
1 0 0
0
. . . 0
0 0 n
37775
e i 6= 0 para todo 1  i  n.
De fato, se A e inversvel ent~ao
A 1 = (UV T ) 1 = V  1UT .
No entanto,
 1 =
26664
1 0 0
0
. . . 0
0 0 n
37775
 1
=
26664
1
1
0 0
0
. . . 0
0 0 1
n
37775 = +.
Portanto A 1 = V +UT = A+:
A observac~ao anterior mostra um resultado esperado no caso em que A e inversvel:
o de que a pseudo-inversa da matriz A e exatamente a matriz inversa ja conhecida.
Observac~ao 4.4 Seja A 2 Rmn e A+ a pseudo-inversa de A. Ent~ao (A+)+ = A,
com as mesmas matrizes U e V .
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De fato, seja A = UV T a SVD de A. Considere m > n. Ent~ao
(A+)+ = (V +UT )+ = V (+)+UT ,
pois U e V s~ao ortogonais (e, portanto, inversveis). Assim
(+)+ =
26664
1
1
0 0    0
0
. . . 0    0
0 0 1
n
0 0
37775
+
=
26666666664
1 0 0
0
. . . 0
0 0 n
...
... 0
0 0 0
37777777775
= 
Denic~ao 4.6 (Pseudo-inversa de Moore-Penrose) Seja A 2 Rmn. A matriz
pseudo-inversa de Moore-Penrose de A e a matriz X que satisfaz as seguintes condic~oes:
(i) AXA = A
(ii) XAX = X
(iii) (AX)T = AX
(iv) (XA)T = XA
Proposic~ao 4.2 A matriz pseudo-inversa de Moore-Penrose e unica.
Prova: Sejam X e Y , ambas n~ao-nulas, matrizes pseudo-inversas de Moore-Penrose
de uma matriz A ent~ao ambas satisfazem as condic~oes (i) ate (iv) da Denic~ao 4.6.
Considere agora as seguintes equac~oes:
AX = AX
AX = AY AX
(AX)T = (AY AX)T
AX = AXAY
AX = AY
Y AX = Y AY
Y AX = Y (4.8)
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utilizando as condic~oes (i) e (iii); e
XA = XA
XA = XAY A
(XA)T = (XAY A)T
XA = Y AXA
XA = Y A
XAX = Y AX
X = Y AX (4.9)
que utiliza as condic~oes (i) e (iv):
Assim, das Equac~oes (4.8) e (4.9) tem-se X = Y AX = Y .
Portanto, a pseudo-inversa de Moore-Penrose e unica.
Proposic~ao 4.3 Seja A 2 Rmn ent~ao a matriz pseudo-inversa A+ de A satisfaz
condic~oes de Moore-Penrose.
Prova: Supondo posto(A) = r, r  maxfm;ng e A = UV T , sera vericado que A+,
dada por V +UT , satisfaz as condic~oes de (i) a (iv):
(i) AA+A = A(V +UT )A = UV T (V +UT )UV T = U+V T = UV T = A se
+ = . De fato:
+ =
24 D 0
0 0
35
mn
24 D 1 O
O O
35
nm
24 D O
O O
35
mn
=
=
24 Ir O
O O
35
mm
24 D O
O O
35
mn
= (4.10)
=
24 D O
O O
35
mn
= ,
com D 2 Rrr e cada matriz nula O com a devida ordem.
(ii) A+AA+ = (V +UT )A(V +UT ) = (V +UT )UV T (V +UT ) = V ++UT =
A+ se ++ = +. A exibic~ao deste resultado segue o mesmo raciocnio da
Equac~ao (4.10):
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(iii) (AA+)T = [UV T (V +UT )]T = (U+UT )T = U(+)TTUT . Note que se
(+)TT = + tem-se
(AA+)T = U(+)TTUT = U+UT = UV TV +UT = AA+.
De fato
(+)TT =
24 D 1 O
O O
35
mn
24 D O
O O
35
nm
=
=
24 D O
O O
35
mn
24 D 1 O
O O
35
nm
= +,
adequando-se as ordens das matrizes nulas O.
(iv) Analogo ao item anterior.
Note que quando posto(A) = n (ou posto(A) = m) pode-se usar a Proposic~ao 4.1
e A+ = (ATA) 1AT (ou A+ = AT (AAT ) 1). Neste caso, as condic~oes de Moore -
Penrose s~ao provadas facilmente, apenas substituindo A+ pela devida representac~ao.
Por exemplo, no item (i) tem-se
AA+A = A[(ATA) 1AT ]A = A[(ATA) 1(ATA)] = AI = A,
no caso em que posto(A) = n e
AA+A = A[AT (AAT ) 1]A = [AAT (AAT ) 1]A = A;
no caso em que posto(A) = m.
Corolario 4.2 A+ e a Pseudo-Inversa de Moore-Penrose.
Este fato decorre das Proposic~oes 4.2 e 4.3.
Pode-se tambem utilizar as condic~oes de Moore Penrose para caracterizar a soluc~ao
do problema de mnimos quadrados, conforme sugere o enunciado abaixo. Vale res-
saltar que, como o soluc~ao de mnima norma e unica, a soluc~ao obtida utilizando as
condic~oes e a mesma apresentada anteriormente, ou seja, a matriz A+.
Outra maneira de vericar que a soluc~ao de mnima norma e dada por x = A+b e
considerando o seguinte problema.
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Problema 4.1 Dada matriz A 2 Rmn e b 2 Rm, encontrar x 2 Rn de menor norma
que minimize kAx  bk2.
Resoluc~ao Considere o problema de min kAx  bk, sabendo que se x e soluc~ao deste
problema ent~ao satistaz a equac~ao normal ATAx = ATb: Ent~ao, utilizando as condic~oes
(i) e (iii) de Moore-Pensore:
ATAx = ATb
ATAx = AT (A+)TATb
ATAx = AT (AA+)Tb
ATAx = ATAA+b.
Assim, de ATA(x  A+b) = 0, tem-se que x  A+b 2 N(ATA). Ou seja,
x  A+b 2 N(A). (4.11)
Agora, tem-se que encontrar a soluc~ao de mnima norma, ou seja, min kxk2 sujeito
a ATAx ATb = 0: Para tanto, considere as func~oes f e g denidas da seguinte forma:
f : Rn  ! R
x 7 ! kxk2
e
g : Rn  ! Rn
x 7 ! ATAx  Ab
Considerando as condic~oes de otimalidade de Lagrange3, f tem um mnimo em x0
quando existe  2 Rn tal que
Of(x0) = Og(x0).
Sabendo que Of(x) = 2x e que Og(x) = ATA tem-se que f tem um mnimo em
x0 quando 2x0 = A
TA:
3Mais detalhes em Vector Calculus, de J. E. Marsden e A. J. Tromba. O smbolo Og(x0) denota o
Jacobiano de g avaliado em x0.
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Utilizando as condic~oes citadas, obtem-se que a soluc~ao de mnima norma, de
maneira mais geral, deve ser da forman
x = ATA, para algum  2 Rn,
ou equivalentemente, x = ATy com y 2 Rm onde y = A.
x  A+b = x A+AA+b)
) x  AT (A+)TA+b = ATy   AT (A+)TA+b)
) AT (y   (A+)TA+b) = ATy0,
ou seja, x   A+b = ATy0, utilizando as condic~oes de Moore-Penrose (ii) e (iv) e
y0 = y   (A+)TA+b. Assim,
x  A+b 2 R(AT ): (4.12)
Portanto, das Equac~oes (4.11) e (4.12), x  A+b = 0, ou seja, x = A+b.
4.3 Decomposic~ao Polar
Todo numero complexo e o produto de um numero n~ao negativo r e um numero
ei no crculo unitario: z = rei. Esta e a representac~ao de z em coordenada polares.
Entendendo um numero complexo como uma matriz 1  1, r corresponderia a uma
matriz hermitiana semidenida positiva e ei seria uma matriz unitaria. Ou seja, ei
sendo complexo e e i ei = 1.
Teorema 4.4 (Decomposic~ao Polar) Toda matriz A 2 Cnn pode ser fatorada como
A = QS onde Q 2 Cnn e unitaria e S 2 Cnn e hermitiana semidenida positiva.
Se A e inversvel ent~ao S e hermitiana denida positiva.
Tambem e possvel fatorar um matriz A como A = S 0Q onde S 0 e uma matriz e
hermitiana semidenida positiva e Q e unitaria. Esse tipo de fatorac~ao e conhecida
como Decomposic~ao Polar Reversa.
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Exemplo 4.2 Seja A =
241  2
3  1
35 : A decomposic~ao polar e a decomposic~ao polar re-
versa de A s~ao, respectivamente:
A =
240  1
1 0
3524 3  1
 1 2
35 = QS e A =
242 1
1 2
35240  1
1 0
35 = S 0Q.
Note que S e S 0 s~ao hermitianas denidas positivas e Q e unitaria.
Dada a decomposic~ao em valores singulares de uma matriz A, obtem-se facilmente
sua decomposic~ao polar.
Neste caso considere A 2 Rnn e posto(A) = r. Seja A = UV T a SVD da matriz
A. Ent~ao pode-se escrever A como
A = UV TV V T = QS,
visto que V e ortogonal.
Note que Q = UV T tambem e uma matriz ortogonal pois
(UV T )TUV T = V UTUV T = V V T = I = UV TV UT = UV T (UV T )T ,
e S = V V T e simetrica semidenida positiva.
De fato, denotando-se V Tx por y tem-se
xTV V Tx = (V Tx)T(V Tx) = yTy = y211 + : : :+ y
2
rr, (4.13)
onde cada yi e a i-esima coordenada do vetor y e 1; : : : ; r s~ao os valores singulares
n~ao-nulos de A:
Como cada i e raiz quadrada de um autovalor n~ao-nulo de A
TA, ent~ao i > 0, 8i.
Alem disso y21; : : : ; y
2
r  0.
Portanto, da Equac~ao (4.13)
xTV V T x  0:
Quando A e inversvel tem-se que S e simetrica denida positiva pois A tem posto
completo e, consequentemente, tem p = minfm;ng valores singulares n~ao-nulos.
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Observac~ao 4.5 Se A 2 Rnn for escrita como A = UUTUV T obtem-se a Decom-
posic~ao Polar Reversa A = S 0Q, onde S 0 = UUT e simetrica semidenida positiva e
Q = UV T e ortogonal.
Exemplo 4.3 Considere a matriz A dada no Exemplo 3.1. Como A e real ent~ao
AH = AT : Ent~ao
A =
24 2 0 1
0 2 0
35 =
24 1 0
0 1
3524 p5 0
0 2
3524 2p5 0 1p5
0 1 0
35 = UV T .
Assim
UV T =
24 1 0
0 1
3524 2p5 0 1p5
0 1 0
35 =
24 2p5 0 1p5
0 1 0
35 e
V V T =
26664
2
5
p
5 0
0 1
1
5
p
5 0
37775
24 p5 0
0 2
3524 2p5 0 1p5
0 1 0
35 =
26664
4p
5
0 2p
5
0 2 0
2p
5
0 1p
5
37775 .
Observe que UV T e ortogonal pois tem colunas ortonormais pois
*26664
2p
5
0
1p
5
37775 ;
26664
0
1
0
37775
+
= 0.
E ainda, V V T e simetrica semidenida positiva.
De fato, dado x 2 R3, x =
h
x1 x2 x3
i
, tem-se
xV V TxT =
h
x1 x2 x3
i26664
4p
5
0 2p
5
0 2 0
2p
5
0 1p
5
37775
26664
x1
x2
x3
37775 =
=
4p
5
x21 +
4p
5
x1 x3 + 2x
2
2 +
1p
5
x23 =
=
1p
5
(4x21 + 4x1 x3 + x
2
3) + 2x
2
2 =
=
1p
5
(2x1 + x3)
2 + 2x22  0.
Pode-se tambem encontrar a decomposic~ao em valores singulares de uma matriz A
por meio da decomposic~ao polar de A. No caso em que A e real, sendo S simetrica e
igual a V V T , tem-se
A = QS = QV V T = UV T ,
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onde U = QV:
A Decomposic~ao Polar e utilizada na construc~ao de block reectors, que s~ao uma
generalizac~ao da transformac~ao de Householder4. Essa decomposic~ao e tambem usada
em Meca^nica Contnua (Continuum Mechanics) e, mais recentemente, em Robotica.
4.4 Compress~ao de Imagens Digitais
Das muitas aplicac~oes da SVD, uma das que mais se destaca e seu uso para com-
primir imagens digitais de modo que elas possam ser transmitidas eletronicamente com
ecie^ncia, por satelite, fax, Internet e outros meios.
Detectar e corrigir erros de transmiss~ao s~ao problemas comuns quando se trabalha
com transmiss~ao de dados em geral. No entanto, agora, o objetivo e reduzir o total de
informac~oes a serem transmitidas, sem perder nenhuma informac~ao essencial.
Imagine um satelite levando recebendo um imagem de tamanho 340 280 pixels5 e
enviando-a para a Terra. Trabalhando-se com uma imagem em preto e branco, sabe-se
que cada pixel e um dos 256 tons de cinza, que s~ao representados por numeros entre 0
e 255. As informac~ao em uma imagem podem ser entendidas como uma matriz A de
ordem 340  280. Assim, transmitir a imagem signica manipular 95:200 numeros, o
que e bastante trabalhoso. O ideal seria transmitir somente as informac~oes relevantes
na imagem.
A ideia por tras da compreens~ao de imagens e que algumas partes da gura s~ao
menos importantes que outras. Por exemplo, em uma fotograa de um barco no
mar pode haver muito ceu e mar de plano de fundo, enquanto o desenho da em-
barcac~ao contem muitos detalhes. Provavelmente, se forem enviados todos os pixels
que comp~oem o barco e for reduzido o numeros de pixels do plano de fundo, pouca
diferenca sera notada na imagem recebida.
Com a Decomposic~ao em Valores Singulares e possvel encontrar essas informac~oes
relevantes e diminuir consideravelmente o numero de pixels a serem enviados. A res-
4Mais detalhes sobre esta transformac~ao em [3].
5Um pixel e o menor elemento num dispositivo de exibic~ao (como por exemplo um monitor), ao
qual e possivel atribuir-se uma cor. Ou seja, um pixel e o menor ponto que forma uma imagem digital,
sendo que o conjunto de milhares de pixels formam a imagem inteira.
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posta para esse problema esta nos valores singulares. O menor valor singular na SVD
da matriz A provem das partes menos relevantes da imagem e se pode ignorar a maioria
delas.
Suponha a decomposic~ao em valores singulares da matriz A na forma de produto
externo, citado na Observac~ao 3.6:
A = 1u1v
T
1 + 2u2v
T
2 + : : :+ rurv
T
r :
Note que A e uma matriz real, ja que seus elementos s~ao o codigo de um tom de
cinza, variando de 0 e 255.
Seja k  r e posto(A) = r. Dena
Ak = 1u1v
T
1 + 2u2v
T
2 + : : :+ kukv
T
k ,
onde Ak e uma aproximac~ao de A que corresponde a manter somente os k primeiro
valores singulares e os correspondentes vetores singulares. Para o caso da imagem
340  280, supondo que seja suciente transmitir somente os dados correspondentes
aos 20 primeiros valores singulares, dentre os 280 no total, ser~ao enviados somente
20 vetores ui 2 R340 ) 20 340 pixels
20 valores singulares i ) 20 pixels
20 vetores vi 2 R280 ) 20 280 pixels
totalizando, assim 12:420 pixels.
Quando, atraves deste processo, obtem-se uma imagem ruim, basta aumentar o
valor de k ate obter a melhor qualidade possvel dentro do objetivo de reduc~ao do
numeros de dados transmitidos.
Para a visualizac~ao desta aplicac~ao, sera utilizado o software Matlab, ja anterior-
mente citado.
Considere a imagem do matematico Beltrami.
A Figura 4.3 tem dimens~ao 265 326, ou seja, se fosse preciso enviar esta imagem,
o numero de pixels enviados seria igual a 86:390. Com o auxlio do programa Matlab,
aproximamos a imagem de Beltrami por Ak, onde k representa o numero de valores
singulares que se deseja manter na matriz  da decomposic~ao de A. Abaixo, seguem-se
os comandos utilizados para realizar esta aproximac~ao.
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Figura 4.3: Eugenio Beltrami
>> A=imread('Beltrami.jpg');
>> gure(1);
>> imshow(A);
>> A1=double(A);
>> [U , S , V]=svd(A1);
>> k=20;
>> Ak=U( : , 1 : k ) * S( 1 : k , 1 : k ) * V( : , 1 : k )';
>> A2=uint8(Ak);
>> gure(2);
>> imshow(A2);
>> imwrite(A2,'Beltrami k=20.jpg');
Conforme varia-se o valor de k a qualidade da imagem se modica, sendo mel-
hor quanto mais valores singulares forem mantidos na matriz diagonal. A Figura 4.4
mostra varias aproximac~oes da imagem original, com valores de k muito pequenos se
comparados ao total de 265 valores singulares.
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Figura 4.4: Eliminando valores singulares da imagem de Beltrami
Alguns dos valores singulares da matriz obtida s~ao
1 = 30:349
10 = 1:147
50 = 292
100 = 161
200 = 30
265 = 2
sendo que a partir de 146 = 100 os valores singulares s~ao menores que uma centena.
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Conforme a Figura 4.4, pode-se notar que para k = 50 a imagem obtida ca muito
proxima a original, e para esta quantidade de valores singulares, se fosse preciso envia-
la, seriam considerados 29:600 valores, ao contrario dos 86:390 iniciais.
Algumas informac~oes foram perdidas mas os elementos essencias da imagem foram
mantidos. Esse tipo de manipulac~ao pode ser bastante util em aplicac~oes onde n~ao s~ao
necessarias imagens de alta resoluc~ao.
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Considerac~oes Finais
A Decomposic~ao em Valores Singulares tem outras aplicac~oes que v~ao alem das
tratadas neste trabalho. Dentre elas, pode-se citar: o calculo do posto numerico de
uma matriz, o que via SVD torna-se mais preciso devido as matrizes unitarias que
comp~oem essa decomposic~ao; a determinac~ao do numero de condic~ao de uma matriz,
que quantica o quanto pequenas alterac~oes nos valores de seus elementos podem causar
grandes mudancas na soluc~ao de um sistema linear onde a matriz representa a matriz
dos coecientes; e na soluc~ao do Problema de Procrustes Ortogonal6, problema que
procura uma matriz ortogonal que transforme, de maneira mais aproximada, uma
matriz dada em uma segunda matriz, tambem dada.
Juntamente com esta decomposic~ao, apresentam-se muitas outras que est~ao intima-
mente relacionadas com a SVD como, por exemplo, a decomposic~ao UTV, que fatora
uma matriz no produto de matrizes ortogonais e uma triangular. Tal decomposic~ao
foi apresentada por G. W. Stewart e pode ser encontrada com maiores detalhes em
sua obra Introduction to Matrix Computations. Alem disso, a SVD tem sua forma
generalizada (GSVD), que e utilizada em problemas de mnimos quadrados.
Estes e outros temas relacionados a Decomposic~ao em Valores Singulares s~ao con-
vidativas fontes de estudo para os que desejam conhecimentos mais aprofundados sobre
o assunto. As aplicac~oes existem, s~ao muitas e permeiam de problemas teoricos a cam-
pos da Matematica Computacional. Espera-se que a abordagem introdutoria que se
faz neste trabalho desperte o interesse de novos estudantes, servindo como um impulso
inicial as pesquisas futuras.
6Ver [3] pagina 601.
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