Let G × H denote the cartesian product of the graphs G and H , and Cn the cycle of order n. We prove the conjecture of Konig et al. that for n ¿ 2, the minimum diameter of any orientation of the graph C3 × C2n+1 is n + 3.
Introduction
Let G be a graph with vertex set V (G) and edge set E(G). For v ∈ V (G), the eccentricity e(v) of v is deÿned as e(v) = max{d(v; , where m ¿ 4, and Konig et al. [9] independently enumerated * d (C m × C n ) for almost all m, n but not including the case m = 3 and n ¿ 5, where n is odd. While Koh and Tay [7] remarked that the value of * d (C 3 × C 2n+1 ), where n ¿ 2, was di cult to ascertain, Konig et al. [9] proposed the following.
Conjecture:
In this note, we shall prove that this conjecture is true.
Notation and terminology
Given two graphs G 1 and G 2 , their cartesian product
and two vertices (u 1 ; u 2 ) and (v 1 ; v 2 ) of G are adjacent if and only if either u 1 = v 1 and u 2 v 2 ∈ E(G 2 ) or u 2 = v 2 and u 1 v 1 ∈ E(G 1 ).
We write V (C n ) = {i | 1 6 i 6 n} and V (C 3 × C 2n+1 ) = {(i; j) | 1 6 i 6 3; 1 6 j 6 2n + 1}. Thus, two distinct vertices (i; j) and (i ; j ) are adjacent in C 3 × C 2n+1 i either j = j or 'j − j ≡ ± 1(mod 2n + 1) and i = i '.
Let G be a graph, F ∈ D(G) and A a subdigraph of F. The eccentricity and outdegree of a vertex v in A are denoted, respectively, by e A (v) and s A (v): The subscript A is omitted if A = F:
, where 1 6 i 6 3 and 1 6 j 6 2n + 1, let
The converse of D, denoted byD, is the digraph obtained from D by reversing each arc in D.
The main result
First we state the following bounds obtained by Konig et al. [9] .
For ease of presentation, we shall consider the case when n = 2 separately from when n ¿ 3. We shall ÿrst consider the general case when n ¿ 3. By assuming that * d (C 3 × C 2n+1 ) = n + 2, we try to get some information about the outdegree of each vertex in
Proof: Since F is strong, 1 6 s(v) 6 3 for all v ∈ V (F). Suppose that the statement is false. As d(F) = d(F), we assume that s(v) = 3 for some v ∈ V (F). We shall split our consideration into two cases according to where the 'in' edge is.
Case 1: There exists (i; j) ∈ V (F) such that s((i; j)) = 3 and either (i; j + 1) → (i; j) or (i; j − 1) → (i; j), where j + 1 and j − 1 are taken modulo 2n + 1:
We may assume that ( Case 2: There exists (i; j) ∈ V (F) such that s((i; j)) = 3 and either (i + 1; j) → (i; j) or (i − 1; j) → (i; j), where i + 1 and i − 1 are taken modulo 3.
We may assume that (2; 1) → (1; 1) → {(1; 2n + 1); (1; 2); (3; 1)}. The fact that d((2; n+1); (1; 1)) 6 n+2 implies that (2; n+1) → (2; n) → · · · → (2; 1) or (2; n+2) → (2; n + 3) → · · · → (2; 1). By symmetry, we may assume the former. The fact that d((1; n + 2); (1; 1)) 6 n + 2 implies that (2; 2n + 1) → (2; 1).
Suppose (2; 1) → (3; 1). To avoid Case 1, we must have (3; 2) ← (3; 1) → (3; 2n+1). The fact that d((2; 2); (2; n + 2)) 6 n + 2 implies that (2; 2)
Thus, (3; 1) → (2; 1). The fact that d((2; 1); (2; n + 1)) 6 n + 2 implies that (1; 2)
( * ) The fact that d((2; 2); (2; n + 2)) 6 n + 2 implies that (2; 2) → (1; 2) or (2; 2) → (3; 2) → (3; 3) → · · · → (3; n + 1). Suppose (2; 2) → (1; 2). We have:
d((1; 2); (2; n + 4)) 6 n + 2 implies that (1; 2) → (3; 2) → (3; 1) → (3; 2n + 1); d((3; 2n + 1); (3; n)) 6 n + 2 implies that (3; 2n + 1) → (3; 2n) → · · · → (3; n); d((3; n + 2); (1; 1)) 6 n + 2 implies that (3; n + 2) → (2; n + 2) → (2; n + 3) → · · · → (2; 2n + 1); d((3; 2n + 1); (2; n − 1)) 6 n + 2 implies that (3; 2n + 1) → (2; 2n + 1).
To avoid Case 1, we have (2; 2n + 1) → (1; 2n + 1) and hence d((1; 2n + 1); (2; n − 1)) ¿ n + 3, a contradiction. Thus, we have (1; 2) → (2; 2) and (2; 2) → (3; 2) → (3; 3) → · · · → (3; n + 1).
As d((3; n + 1); (1; 1)) 6 n + 2; (3; n + 1) → (2; n + 1).
To avoid Case 1, we have (2; n + 1) → (2; n + 2). As d((2; n + 2); (1; 1)) 6 n + 2; (2; n + 2) → (2; n + 3) → · · · → (2; 2n + 1). As d((2; 1); (2; n + 2)) 6 n + 2; (1; 2n + 1) → (1; 2n) → · · · → (1; n + 2) → (2; n + 2).
The fact that d((2; 2n + 1); (2; n + 1)) 6 n + 2 implies that (2; 2n + 1) → (1; 2n + 1) or (2; 2n + 1) → (3; 2n + 1) → (3; 2n) → · · · → (3; n + 2). By symmetry, the argument starting from ( * ) above can be analogously used to show that (1; 2n + 1) → (2; 2n + 1) and (2; 2n + 1) → (3; 2n + 1) → (3; 2n) → · · · → (3; n + 2). To avoid Case 1, we have (2; n + 2) → (3; n + 2). Then d((3; n + 2); (1; 1)) ¿ n + 3, a contradiction.
Suppose there exists (i; j) ∈ V (F) such that s Fj ((i; j)) = 2. We may assume that (i; j) = (2; 1). Thus (2; 1) → {(1; 1); (3; 1)} and we may assume that (3; 1) → (1; 1). By Lemma 2, (1; 1) → {(1; 2); (1; 2n + 1)} and {(2; 2); (2; 2n + 1)} → (2; 1). By symmetry and by Lemma 2, we may assume that (3; 2n + 1) → (3; 1) → (3; 2).
The fact that d((1; 2); (2; n + 4)) 6 n + 2 implies that (1; 2) → (2; 2) and the fact that d((3; 2); (2; n + 4)) 6 n + 2 implies that (3; 2) → (2; 2): By Lemma 2, (2; 2) → (2; 3). As d((2; n + 1); (1; 1)) 6 n + 2; (2; n + 1) → (2; n + 2) → · · · → (2; 2n + 1). As d((2; 1); (2; n + 2)) 6 n + 2; (1; 2n + 1) → (1; 2n) → · · · → (1; n + 3) → (1; n + 2) → (2; n + 2): As d((1; n + 1); (1; 1)) 6 n + 2; (1; n + 1) → (1; n) → · · · → (1; 2). By Lemma 2, (1; 2) → (3; 2). By Lemma 2, (3; 2) → (3; 3). As d((3; n + 1); (1; 1)) 6 n + 2; (3; n + 1) → (3; n + 2) → · · · → (3; 2n + 1).
Then d((2; n + 2); (2; 2)) ¿ n + 3, a contradiction. Hence F j ∈ D(C 3 ) for 1 6 j 6 2n + 1. For (i; j) ∈ V (F); let i be taken modulo 3 and j be taken modulo 2n + 1. By Lemma 2, F i ∈ D(C 2n+1 ) for 1 6 i 6 3. Suppose (i; j) → (i; j +1) for all 1 6 i 6 3 and 1 6 j 6 2n+1. Then d((1; 1); (2; n+3)) ¿ n+3, a contradiction. The argument is similar if (i; j) → (i; j − 1) for all 1 6 i 6 3 and 1 6 j 6 2n + 1. So we may assume that (i; j) → (i; j + 1) for 1 6 j 6 2n + 1 if and only if i = 1; 3. Call F j clockwise if (i; j) → (i + 1; j) for all 1 6 i 6 3 and anti-clockwise otherwise. Without loss of generality, let F 1 be clockwise. If F n+3 is also clockwise, then d((3; 1); (1; n + 3)) ¿ n + 3, a contradiction. Thus F n+3 must be anti-clockwise. Using the argument repeatedly, we conclude that F 1+2p(n+2) is clockwise and F 1+(2p−1)(n+2) is anti-clockwise, where p ¿ 1. Suppose n + 2 and 2n + 1 have a common factor q. Since 2(n + 2) = (2n + 1) + 3; q divides 3 as well and so q = 3. We shall write n = 3k + 1 and so n + 2 = 3k + 3 and 2n + 1 = 6k + 3. Now, (2n + 1)=(n + 2) = (6k + 3)=(3k + 3) = (2k + 1)=(k + 1) which is in lowest terms since the fact that 2(k + 1) = (2k + 1) + 1 implies that 2k + 1 and k + 1 are coprime. Hence after 2k + 1 applications of the argument, we would return to F 1 for the ÿrst time and orient it anti-clockwise since 2k + 1 is odd. But this is a contradiction. Thus n + 2 and 2n + 1 are coprime. Then after 2n + 1 applications of the argument, we would return to F 1 for the ÿrst time and orient it anti-clockwise since 2n + 1 is odd, a contradiction again. Hence * d (C 3 C 2n+1 ) ¿ n + 3 for n ¿ 3 and the result follows from Lemma 1.
The single case when n = 2 is surprisingly di cult and laborious. We present the proof here for completeness. By Claim 3, we may assume that L j = {3} for 1 6 j 6 5. Because 5 is an odd number, there must be a j such that either (2; j − 1) → (1; j − 1) and (2; j) → (1; j), or (1; j − 1) → (2; j − 1) and (1; j) → (2; j). We may assume (2; 1) → (1; 1) and (2; 2) → (1; 2). We now have: 
