In practice, spatial data are sometimes collected at points (i.e., point-referenced data), and at other times are associated with areal units (i.e., block data). The change of support problem is concerned with inference about the values of a variable at points or blocks di erent from those at which it has been observed. In the context of block data which can be sensibly viewed as averaging over point data, we propose a unifying approach for prediction from points to points, points to blocks, blocks to points, and blocks to blocks. The approach includes fully Bayesian kriging. We also extend our approach to the the case of spatio-temporal data, wherein a judicious speci cation of spatio-temporal association enables manageable computation. Exempli cation of the static spatial case is provided using a dataset of point-level ozone measurements in the Atlanta, Georgia metropolitan area. The dynamic spatial case is illustrated using a temporally extended version of this dataset, enabling comparison at the common time point.
Introduction
Consider a univariate variable that is spatially observed. In particular, assume that it is observed either at points in space, which we refer to as point-referenced or simply point data, or over areal units (e.g., counties or zip codes), which we refer to as block data. The change of support problem is concerned with inference about the values of the variable at points or blocks di erent from those at which it has been observed.
In the case where the data are collected exclusively at blocks and inference is sought exclusively at new blocks, the problem has a rich literature and is often referred to as the modi able areal unit problem (see e.g. Cressie, 1996) . In the case of an extensive variable (i.e., one whose value for a block can be viewed as a sum of sub-block values, as in the case of population, disease counts, productivity or wealth), areal weighting o ers a simple imputation strategy. While rather naive, such allocation proportional to area has a long history and is routinely available in geographic information system (GIS) software. Recognizing that areal allocation does not capture tendency toward spatial clustering, model-based approaches using \better" covariates than area have recently emerged; see e.g. Flowerdew and Green (1992) , Mugglin and Carlin (1998) 
Motivating Dataset
A solution to the change of support problem is required in many health science applications, particularly spatial and environmental epidemiology. To illustrate, we consider a dataset of ozone levels in the Atlanta, GA metropolitan area, as reported by Tolbert et al. (2000) . Ozone measures are available at between 8 and 10 xed monitoring sites during the 92 summer days (June 1 through August 31) of 1995. Figure 1 shows the 1-hour daily maximum ozone measures at the 10 monitoring sites on July 15, 1995 , along with the boundaries of the 162 zip codes in the Atlanta metropolitan area. Here we might be interested in predicting the ozone level at di erent points on the map (say, the two points marked A and B, which lie on opposite sides of a single city zip), or the average ozone level over a particular zip (say, one of the 36 zips falling within the city of Atlanta, the collection of which are encircled by the dark boundary on the map). The latter problem is of special interest, since in this case relevant health outcome data are available only at the zip level.
In particular, for each day and zip, we have the number of pediatric ER visits for asthma, as well as the total number of pediatric ER visits. Thus an investigation of the relationship between ozone exposure and pediatric asthma cannot be undertaken until the mismatch in the support of the two variables is resolved. Situations like this are relatively common, since personal privacy concerns often limit statisticians' access to health outcome data other than at the block average level.
A previous study of this dataset by Carlin et al. (1999) realigned the point-level ozone measures to the zip level by using an ARC/INFO universal kriging procedure to t a smooth ozone exposure surface, and subsequently took the kriged value at each zip centroid as the ozone value for that zip. But this approach uses a single centroid value to represent the ozone level in the entire zip, and fails to properly capture variability and spatial association by treating these kriged estimates as observed values.
Model Assumptions and Analytic Goals
The setting we work with is to assume that we are observing a continuous variable and that underlying all observations of this variable is a spatial process. We denote this process by Y Cressie, 1993) .
Our kriging will be implemented within the Bayesian framework enabling full inference (a posterior predictive distribution for every prediction of interest, joint distributions for all pairs of predictions, etc.) and avoiding asymptotics. We will however use rather noninformative priors, so that our results will roughly resemble those of a likelihood analysis.
There is a substantial body of literature focusing on spatial prediction from a Bayesian perspective. This includes Le and Zidek (1992) Inference about blocks through averages as in (1) is not only formally attractive but demonstrably preferable to ad hoc approaches. One such approach would be to average over the observed Y (s i ) in B. But this presumes there is at least one observation in any B, and ignores the information about the spatial process in the observations outside of B. Another ad hoc approach would be to simply predict the value at some central point of B. But this value has larger variability than (and may be biased for) the block average.
A new wrinkle we add to the change of support problem here is application in the context of spatio-temporal data. In our Atlanta dataset, the number of monitoring stations is small but the amount of data collected over time is substantial. In this case, under suitable modeling assumptions, we may not only learn about the temporal nature of the data but also enhance our understanding of the spatial process. Moreover, the additional computational burden to analyze the much larger dataset within the Bayesian framework turns out still to be manageable.
More speci cally, we illustrate with point-referenced data, assuming observations Y (s i ; t j ) at locations s i ; i = 1; : : :; I, and at times t j ; j = 1; : : :; J. Thus, we assume all locations are monitored at the same set of times. In the sequel, we adopt an equally spaced time scale, so that we are modeling a time series of spatial processes. In our development we assume that all IJ points have been observed; randomly missing values create no additional conceptual di culty, but add computational burden. As a result, the change of support problem is only in space. At a new location s 0 we seek to predict the entire vector (Y (s 0 ; t 1 ); : : :; Y (s 0 ; t J )). Similarly, at a block B we seek to predict the vector of block averages (Y (B; t 1 ); :::; Y (B; t J )).
The format of the paper is as follows. In Section 2 we develop the methodology for spatial data at a single time point, while Section 3 presents the general spatio-temporal methodology. Section 4 applies our approaches to the Atlanta ozone data. Finally, Section 5 o ers some concluding remarks. Analogously to (5) 
The major di erence between (5) and (8) 
In our notation, the \hat" denotes a Monte Carlo integration which can be made arbitrarily accurate and has nothing to do with the data Y s : Note also that the same set of s k`' s can be used for each integration and with each ( g ; g ); we need only obtain this set once. In obvious notation we replace (7) 
where (10) 
Simulation-based tting is now straightforward, as below (2) Note that, in all four prediction cases, we can con ne ourselves to an (I + K)-dimensional multivariate normal. Moreover, we have only an I I matrix to invert repeatedly in the model tting, and a K K matrix whose square root is required for the predictive sampling.
For the modi able areal unit problem (i.e., prediction at new blocks using data for a given set of blocks), suppose we take as our point estimate for a generic new set B 0 the posterior mean 
where \ " denotes the Kronecker product. In (14) (18) Given (18), the path for prediction at new points or at new blocks is clear, following the above and the end of Section 2; we omit the details.
Finally, though our interest is in change of support at observed times, the association structure in (13) allows forecasting of the spatial process at time t J+1 in the series. This can be done at observed or unobserved points or blocks following the foregoing development. To retain the above simplifying forms, we would rst simulate the variables at t J+1 associated with observed points or blocks (with no change of support). We would then revise H t ( ) to be (J + 1) (J + 1) before proceeding as above.
Analysis of Atlanta Ozone Data

Static Spatial Case
In this subsection, we use the approach of Section 2 to perform point-point and point-block inference for the Atlanta ozone data pictured in Figure 1 . Recall that the target points are those marked A and B on the map, while the target blocks are the 36 Atlanta city zips. The di ering block sizes suggest use of a di erent L k for each k in equation (9) . Conveniently, our GIS, ARC/INFO, can generate random points over the whole study area, and then allocate them to each zip. Thus 
Spatio-Temporal Case
To illustrate the method of the Section 3, we use a spatio-temporal version of the Atlanta ozone dataset. As mentioned in Section 1, we actually have ozone measurements at the 10 xed monitoring stations shown in Figure 1 over the 92 summer days in 1995. Figure 3 shows the daily one-hour maximum ozone reading for the sites during July of this year. There are several sharp peaks, but little evidence of a weekly (7-day) period in the data. The mean structure appears reasonably constant in space, with the ordering of the site measurements changing dramatically for di erent days. Moreover, with only 10 \design points" in the metro area, any spatial trend surface we t would be quite speculative over much of the study region (e.g., the northwest and southwest metro; see Figure 1 ). The temporal evolution of the series is not inconsistent with a constant mean autoregressive error model; indeed, the lag 1 sample autocorrelation varies between .27 and .73 over the 10 sites, strongly suggesting the need for a model accounting for both spatial and temporal correlations.
We thus t our spatio-temporal model with mean (s; Instead, we make this comparison in the context of point-point and point-block prediction. Table 1 provides posterior predictive summaries for the ozone concentrations for July 15, 1995 at points Note that all the posterior medians are a bit higher under the spatio-temporal model, except for that for the northern zip, which remains low. Also note the signi cant increase in precision a orded by this model, which makes use of the data from all 31 days in July, 1995, instead of only that from
July 15. Figure 4 shows the estimated posteriors giving rise to the rst and last rows in Table 1 (i.e., corresponding to the the July 15, 1995 ozone levels at point A and the block average over the northernmost city zip, 30350). The Bayesian approach's ability to re ect di ering amounts of predictive uncertainty for the two models is clearly evident.
Finally, Figure 5 plots the posterior medians and upper and lower .025 quantiles produced by the spatio-temporal model by day for the ozone concentration at point A, as well as those for the block average in zip 30350. Note that the overall temporal pattern is quite similar to that for the data shown in Figure 3 . Since point A is rather nearer to several data observation points, the con dence bands associated with it are often a bit narrower than those for the northern zip, but this pattern is not perfectly consistent over time. for July 15 are consistent with the data pattern for this day seen in Figure 1 , when downtown exposures were higher than those in the northern metro. Finally, the day-to-day variability in the predicted series is substantially larger than the predictive variability associated with any given day. under the normal and dependent under the t, in either case they are identically distributed and uncorrelated. It will thus be di cult to e ectively diagnose nonnormality.
Our data analyses were primarily intended as illustrative, using simple exponential forms for the (19) Hence in Section 2 (and therefore, implicitly, in Section 3), we can replace c(s ? s 0 ; ) with (19) .
Lastly, for point-referenced data which is not continuous (e.g., categorical or count data), only prediction at new locations is meaningful. Bayesian kriging in such cases is by now well discussed.
An approach for indicator kriging using clipped Gaussian elds is discussed in DeOliveira (2000); a more general approach using hierarchical models is developed in Diggle, Tawn and Moyeed (1998). 
