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Introduction
Many scientific studies involve detection and characterization of predictive patterns in high dimensional measurements, which can often be reduced to training a binary classifier or a regression model. We will use two examples of such applications to illustrate the techniques in this paper: medical image studies and gene expression analysis. Image-based clinical studies of brain disorders attempt to detect neuroanatomical changes induced by diseases, as well as predict development of the disease. The goals of gene expression analysis include classification of the tissue morphology and prediction of the treatment outcome from DNA microarray data. In both fields, training a classifier to reliably label new examples into the healthy population or one of the disease sub-groups can help to improve screening and early diagnostics, as well as provide an insight into the nature of the disorder. Both imaging data and DNA microarray measurements are characterized by high dimensionality of the input space (thousands of features) and small datasets (tens of independent examples), typical of many biological applications.
For statistical learning to be useful in such scientific applications, it must provide an estimate of the significance of the detected differences, i.e., a guarantee of how well the results of learning describe the entire population. machine learning theory offers two types of such guarantees, both based on estimating the expected error of the resulting classifier function. The first approach is to estimate the test error on a hold-out set -or by applying a cross-validation procedure, such as a jackknife or bootstrap (Efron, 1982) -which, in conjunction with a variance-based convergence bound, provides a confidence interval (i.e., the interval that with high probability contains the true value) for the expected error. Small sample sizes render this approach ineffective as the variance of the error on a holdout set is often too large to provide a meaningful estimate on how close we are to the true error. Applying variance-based bounds to the cross-validation error estimates produces misleading results as the cross-validation iterations are not independent, causing us to underestimate the variance. An alternative, but equally fruitless, approach is to use bounds on the convergence of the empirical training error to the expected test error. For very high dimensional data, the training error is always zero and the bounds are extremely loose. Thus we are often forced to conclude that, although the classification accuracy looks promising, we need significantly more data (several orders of magnitude more than currently available) before the standard bounds provide a meaningful confidence interval for the expected error (Guyon et al., 1998) . Since collecting data in these applications is often expensive in terms of time and resources, it is desirable to obtain a quantitative indicator of how robust is the observed classification accuracy, long before the asymptotic bounds apply, for the training set sizes in tens to hundreds examples. This is particularly relevant since the empirical results often indicate that efficient learning is possible with far fewer examples than predicted by the convergence bounds.
In this paper, we demonstrate how a weaker guarantee, that of statistical significance, can still be provided for classification results on a small number of examples. We consider the question on the differences between the two classes, as measured by the classifier performance on a test set, in the framework of hypothesis testing traditionally used in statistics. Intuitively, statistical significance is a measure of how likely we were to obtain the observed test accuracy by chance, only because the training algorithm identified some pattern in the high-dimensional data that happened to correlate with the class labels as an artifact of a small data set size. Our goal is to reject the null hypothesis, namely that a given family of classifiers cannot learn to accurately predict the labels of a test point given a training set. The empirical estimate of the expected test error can serve as a test statistic that measures how different the two classes are with respect to the family of classifiers we use in training. We adopt permutation tests (Good, 1994 , Kendall, 1945 , a non-parametric technique developed in the statistics literature, to estimate the probability distribution of the statistic under the null hypothesis from the available data. We employ the permutation procedure to construct an empirical estimate of the error distribution and then use this estimate to assign a significance to the observed classification error.
In the next section, we provide the necessary background on hypothesis testing and permutation tests. In Section 3, we extend the permutation procedure to estimate statistical significance of classification results. Section 4 demonstrates the application of the test on two detailed examples, reports results for several studies from the fields of brain imaging and gene expression analysis and offers practical guidelines for applying the procedure. In Section 5, we suggest a theoretical analysis of the procedure that leads to convergence bounds governed by similar quantities to those that control standard empirical error bounds, closing with a brief discussion of open questions.
Background. Hypothesis Testing and Permutations
In two-class comparison hypothesis testing, the differences between two data distributions are measured using a dataset statistic
, where x k ∈ R n are observations and y k ∈ {−1, 1} are the corresponding class labels, T (x 1 , y 1 , . . . , x l , y l ) is a measure of the similarity of the subsets {x k |y k = 1} and {x k |y k = −1}. The null hypothesis typically assumes that the two conditional probability distributions are identical, p(x|y= 1) = p(x|y= −1), or equivalently, that the data and the labels are independent, p(x, y) = p(x)p(y). The goal of the hypothesis test is to reject the null hypothesis at a certain level of significance α which sets the maximal acceptable probability of false positive (declaring that the classes are different when the null hypothesis is true). For any value of the statistic, the corresponding p-value is the highest level of significance at which the null hypothesis can still be rejected. In classical statistics, the data are often assumed to be one-dimensional (n = 1).
For example, in the two-sample t-test, the data in the two classes are assumed to be generated by one-dimensional Gaussian distributions of equal variance. The null hypothesis is that the distributions have the same mean. The distribution of the t-statistic, the difference between the sample means normalized by the standard error, under the null hypothesis is the Student's distribution (Sachs, 1984 , Student, 1908 . If the integral of Student's distribution over the values higher than the observed t-statistic is smaller than the desired significance level α, we reject the null hypothesis in favor of the alternative hypothesis that the means of the two distributions are different.
In order to perform hypothesis testing, we need to know the probability distribution of the selected statistic under the null hypothesis. In general, the distribution for a particular statistic cannot be computed without making strong assumptions on the generative model of the data. Non-parametric techniques, such as permutation tests, can be of great value if the distribution of the data is unknown. Permutation tests were first introduced as a non-parametric alternative to the one-dimensional t-test and have been used to replace Student's distribution when the normality of the data distribution could not be assured. Here, we describe the general formulation of the test as applied to any statistic T .
Suppose we have chosen an appropriate statistic T and the acceptable significance level α. Let Π l be a set of all permutations of indices 1, . . . , l, where l is the number of independent examples in the dataset. The permutation test procedure that consists of M iterations is defined as follows:
-sample a permutation π m from a uniform distribution over Π l , -compute the statistic value for this permutation of labels
• Construct an empirical cumulative distribution
where Θ is a step-function (Θ(x) = 1, if x ≥ 0; 0 otherwise).
• Compute the statistic value for the actual labels, t 0 = T (x 1 , y 1 , . . . , x l , y l ) and its corresponding p-value p 0 under the empirical distributionP . If p 0 ≤ α, reject the null hypothesis.
The procedure computes an empirical estimate of the cumulative distribution of the statistic T under the null hypothesis and uses it for hypothesis testing. Since the null hypothesis assumes that the two classes are indistinguishable with respect to the selected statistic, all the training datasets generated through permutations are equally likely to be observed under the null hypothesis, yielding the estimates of the statistic for the empirical distribution. An equivalent result is obtained if we choose to permute the data, rather than the labels. Ideally, we would like to use the entire set of permutations Π l to construct the empirical distributionP , but it might be not feasible for computational reasons. Instead, we resort to sampling from Π l . It is therefore important to select the number of sampling iterations M to be large enough to guarantee accurate estimation. One solution is to monitor the rate of change in the estimated distribution and stop when the changes are below an acceptable threshold. The precision of the test therefore depends on the number of iterations and the number of distinct labelings of the training set.
To better understand the difference between the parametric approach of the t-test and permutation testing, observe that statistical significance does not provide an absolute measure of how robust the observed differences are, but it is rather contingent upon certain assumptions about the data distribution in each class p(x|y) being true. The t-test assumes that the distribution of data in each class is Gaussian, while the permutation test assumes that the data distribution is adequately represented by the sample data. Neither estimates how well the sample data describe the general population, which is one of the fundamental questions in statistical learning theory and is outside the scope of this paper.
Permutations Tests for Classification
Permutation tests can be used to assess statistical significance of the classifier and its performance using an empirical estimate of the test error as a statistic that measures dissimilarity between two populations. Depending on the amount of the available data, the test error can be estimated on a large hold-out set or using cross-validation in every iteration of the permutation procedure. The null hypothesis assumes that the relationship between the data and the labels cannot be learned reliably by the family of classifiers used in the training step. The alternative hypothesis is that we can train a classifier with small expected error.
We use permutations to estimate the empirical cumulative distribution of the classifier error under the null hypothesis. For any value of the estimated error e, the appropriate p-value isP (e) (i.e., the probability of observing classification error lower than e). We can reject the null hypothesis and declare that the classifier learned the (probabilistic) relationship between the data and the labels with a risk of being wrong with probability of at mostP (e).
The permutation procedure is equivalent to sampling new training sets from a probability distribution that can be factored into the original marginals for the data and the labels, p(x, y) = p(x)p(y) because it leaves the data unchanged and maintains relative frequencies of the labels through permutation, while destroying any relationship between the data and the labels. The test evaluates the likelihood of test error estimate on the original dataset relative to the empirical distribution of the error on data sets sampled fromp(x, y).
To underscore the point made in the previous section, the test uses only the available data examples to evaluate the complexity of the classification problem, and is therefore valid only to the extent that the available dataset represents the true distribution p(x, y). Unlike standard convergence bounds, such as bounds based on VC-dimension, the empirical probability distribution of the classification error under the null hypothesis says nothing about how well the estimated error rate will generalize. Thus permutation tests provide a weaker guarantee than the convergence bounds, but they can still be useful in testing if the observed classification results are likely to be obtained by chance, due to a spurious pattern correlated with the labels in the given small data set.
Note that the estimated empirical distribution also depends on the classifier family and the training algorithm used to construct the classifier function. It essentially estimates the expressive power of the classifier family with respect to the training dataset. The variance of the empirical distributionP constructed by the permutation test is a function two quantities: the randomness due to the small sample size and the difficulty of the classification problem. The varaince decreases with more samples and easier classification problems.
Application of the Test
We use permutation testing in our work to assess the significance of the observed classification accuracy before we conclude that the results obtained in the cross-validation procedure are robust, or decide that more data are needed before we can trust the detected pattern or trend in the biological data. In this section, we first demonstrate the procedure in detail on two different examples, a study of changes in the cortical thickness due to Alzheimer's disease using MRI scans for measurement and a discrimination between two types of leukemia based on DNA microarray data. These studies involve very different types of data, but both share small sample size and high dimensionality of the original input space, rendering the convergence bounds extremely loose. We then report experimental results on more examples from real biological studies and offer practical guidelines on application of the test.
In all experiments reported in this section, we used linear Support Vector Machines (Vapnik, 1998) to train a classifier, and jackknifing (i.e., sampling without replacement) for cross-validation. The number of cross-validation iterations was 1, 000, and the number of permutation iterations was 10, 000.
Detailed Examples
The first example compares the thickness of the cortex in 50 patients diagnosed with dementia of the Alzheimer type and 50 normal controls of matched age. The cortical sheet was automatically segmented from each MRI scan, followed by a registration step that brought the surfaces into correspondence by mapping them onto a unit sphere while minimizing distortions and then aligning the cortical folding patterns (Fischl et al., 1999, Fischl and Dale, 2000) . The cortical thickness was densely sampled on a 1mm grid at corresponding locations for all subjects, resulting in over 300,000 thickness measurements. The measurements in neighboring locations are highly correlated, as both the pattern of thickness and the pattern of its change are smooth over the surface of the cortex, leading us to believe that learning the differences between the two groups might be possible with a reasonable number of examples.
We start by studying the behavior of the estimated error and its statistical significance as a function of training set size and test set size, reported in Figure 1 . Every point in the first two graphs is characterized by a corresponding training set size N and test set size K, drawn from the original dataset. In permutation testing, the labels of the training data are permuted prior to training. It is not surprising that increasing the number of training examples improves the robustness of classification as exhibited by both the accuracy and the significance estimates. By examining the left graph, we conclude that at approximately In testing for significance, we typically expect to work in this region of relatively slow change in the estimated test error. Increasing the number of independent examples on which we test the classifier in each iteration does not significantly affect the estimated classification error, but substantially improves statistical significance of the same error value, as to be expected: when we increase the test set size, a classifier trained on a random labeling of the training data is less likely to maintain the same level of testing accuracy. The right graph in Figure 1 illustrates this point for a particular training set size of N = 50 (well within the saturation range for the expected error estimates). It shows the empirical distributionP (e) curves for the test set sizes K = 10, 20, 40. The filled circles represent classification performance on the true labels and the corresponding p-values. We note again that the three circles represent virtually the same accuracy, but substantially different p-values. For this training set size, if we set the significance threshold at α = .05, testing on K = 40 achieves statistical significance (p = .03, i.e., 3% chance of observing better than 71% accuracy of cross-validation if the data and the labels in this problem are truly independent).
In the experiments described above, most iterations of cross-validation and permutation testing did not use all available examples (i.e., N + K was less than the total number of examples). These were constructed to illustrate the behavior of the test for the same test set size but varying training set sizes. In practice, one should use all available data for testing, as it will only improve the significance. Figure 2 shows the estimated classification error and the corresponding p-values that were estimated using all of the examples left out in the training step for testing the classifier. And while the error graph looks very similar to that in Figure 1 , the behavior of significance estimates is quite different. The p-values originally decrease as the training set size increases, but after a certain point, they start growing. Two conflicting factors control p-value estimates as the number of training examples increases: improved accuracy of the classification, which causes the point of interest to slide to the left -and as a result, down -on the empirical cdf curve, and the decreasing number of test examples, which causes the empirical cdf curve to become more shallow. In our experience, the minimum of the p-value often lies in the region of slow change in error values. In this particular example, the minimum of p-value, p = 0.02, is achieved at N = 50. It is smaller than the numbers reported earlier because in this experiment because we use more test examples (K = 50) in each iteration of permutation testing. Before proceeding to the summary reporting of the experimental results for other studies, we demonstrate the technique on one more detailed example. The objective of the underlying experiment was to accurately discriminate acute myeloid leukemia (AML) from acute lymphoblastic leukemia using DNA microarray expression data. The data set contains 48 samples of AML and 25 samples of ALL. Expression levels of 7, 129 genes and expressed sequence tags (ESTs) were measured via an oligonucleotide microarray for each sample (Golub et al., 1999 , Slonim et al., 2000 . Figure 3 shows the results for this study. Small number of available examples forces us to work with much smaller range of training and test set sizes, but, in contrast to the previous study, we achieve statistical significance with substantially fewer data points. The cross-validation error reduces rapidly as we increase the number of training examples, dropping below 5% at N = 26 training examples. The p-values also decrease very quickly as we increase the number of training examples, achieving minimum of .001 at N = 28 training examples. Similarly to the previous example, the most statistically significant result lies in the range of relatively slow error change.
As both examples demonstrate, it is not necessarily best to use most of the data for training. Additional data might not improve the testing accuracy in a substantial way and could be much more useful in obtaining more accurate estimates of the error and the pvalue. In fact, a commonly used leave-one-out procedure that only uses one example to test in each cross-validation iteration procures extremely noisy estimates. In all the experiments reported in the next section, we use at least 10 examples to test in each iteration.
Experimental Results
We report experimental results for nine different studies involving classification of biological data derived from imaging of two different types, as well as microarray measurements. Table 1 summarizes the number of features, which determines the input space dimensionality, the number of examples in each class for each study and the results of statistical analysis. The studies are loosely sorted in the ascending strength of the results (decreasing error and p-values). Table 1 : Summary of the experimental data and results. The first four columns describe the study: the name of the experiment, the number of features and the number of examples in each class. Columns 5-7 report the number of training examples from each class N/2, the jackknife error e and the p-value p for the smallest training set size that achieves significance at α = .05. Columns 8-10 report the results for the training set size that yields the smallest p-value. The last column contains the lowest error e observed in the experiment.
Imaging Data. In addition to the MRI study of cortical thickness described above ("MRI" in Table 1 ), we include the results of two fMRI (functional MRI) experiments that compare the patterns of brain activations in response to different visual stimuli in a single subject. We present the results of comparing activations in response to face images to those induced by house images, as these categories are believed to have special representation in the cortex. The feature extraction step was similar to that of the MRI study, treating the activation signal as the measurement to be measured over the cortical surface. The first experiment ("fMRI full") used the entire cortical surface for feature extraction, while the second experiment ("fMRI reduced") considered only the visually active region of the cortex. The mask for the visually active voxels was obtained using a separate visual task. The goal of using the mask was to test if removing irrelevant voxels from consideration improves the classification performance.
Microarray Data. In addition to the leukemia morphology study ("AML vs. ALL"), we include the results of five other expression datasets where either the morphology or the treatment outcome was predicted (Mukherjee et al., 2003) . Three studies involved predicting treatment outcome: survival of lymphoma patients, survival of patients with brain cancer and predicting metastisis of breast cancers. Three other studies involved predicting morphological properties of the tissue: medulloblastomas (medullo) vs. glioblastomas (glio) 1 AML vs. ALL and tumor tissue vs. normal. For each experiment, we analyzed the behavior of the cross-validation error and the statistical significance similarly to the detailed examples presented earlier. Table 1 summarizes the results for three important events: the first time the p-value plot crosses .05 threshold (thus achieving statistical significance at that level), the point of lowest p-value, and the lowest classification error. For the first two events, we report the number of training examples, the error and the p-value. The lowest error is typically achieved for the largest training set size and is shown here mainly for comparison with the other two error values reported. We observe that the error values corresponding to the lowest p-values are very close to the smallest errors reported, implying that the p-values bottom out in the region of a relatively slow change in the error estimates.
The first three studies in the table did not produce statistically significant results. In the first two studies, the rest of the indicators are extremely weak 2 . In the third study, predicting whether a breast tumor will metastisize, the error stabilizes fairly early (training on 30 examples leads to 39% error, while the smallest error observed is 38%, obtained by training on 58 examples), but the p-values are too high. This leads us to believe that more data could help establish the significance of the result, similarly to the MRI study. Unfortunately, the error in these two studies is too high to be useful in a diagnostic application. The rest of the studies achieve relatively low errors and p-values. The last study in the table predicting cancerous tissue from normal tissue yields a highly significant result (p < 10 −6 ), with the error staying very stable for training on 90 examples to training on 170 examples. We also observe that the significance threshold of .05 is probably too high for these experiments, as the corresponding error values are significantly higher than the ones reported for the smallest p-value. A more stringent threshold of .01 would cause most experiments to produce a more realistic estimates of the cross-validation error attainable on the given data set.
Summary And Heuristics
In this section, we show how permutation testing in conjunction with cross-validation can be used to analyze the quality of classification results on scientific data. Here, we provide a list of practical lessons learned from the empirical studies that we hope will be useful to readers applying this methodology.
1. Interpreting the p-value. Two factors affect statistical significance: the separation between the classes and the amount of data we have to support it. We can achieve low p-values in a situation where the two classes are very far apart and we have a few data points from each group, or when they are much closer, but we have substantially more data. P-value by itself does not indicate which of these two situations is true. However, looking at both the p-value and the classifier accuracy gives us an indication of how easy it is to separate the classes.
2. Size of the holdout set. In our experience, small test sizes in cross-validation and permutation testing leads to noisy estimates of the classification accuracy and the significance. We typically limit the training set size to allow at least 10 test examples in each iteration of the resampling procedures.
3. Size of the training set. Since we are interested in a robust estimates of the test error, one should utilize sufficient number of training examples to be working in the region where the cross-validation error does not vary much. Cross-checking this with the 2. In (Mukherjee et al., 2003) , a gene selection procedure led to greater accuracy and smaller p-values.
region of lowest p-values provides another useful indication of the acceptable training set size. In our experiments with artificial data (not shown here), the number of training examples at which the p-values stop decreasing dramatically remains almost constant as we add more data. This could mean that acquiring more experimental data will not change the "optimal" training set size substantially, only lower the resulting p-values.
4. Performance on future samples. As we pointed out in earlier sections, the permutation test does not provide a guarantee on how close the observed classification error is to the true expected error. Thus we might achieve statistical significance, but still have an inaccurate estimate of the expected error. This brings us back to the main assumption made by most non-parametric procedures, namely that the available examples capture the relevant properties of the underlying probability distribution with adequate precision. The variance-based convergence bounds and the VC-style generalization bounds are still the only two ways known to us to obtain a distribution-free guarantee on the expected error of the classifier. The next section relates permutation testing to the generalization bounds and offers a theoretical justification for the procedure.
A Theoretical Motivation for the Permutation Procedure
The purpose of the permutation test is to show that it is very unlikely that a permuted dataset will achieve the same cross-validation error as the cross-validation error on the unpermuted dataset. In this paper, we restrict our proofs to leave-one-out cross-validation, with future plans to extend this work to the general case. Ideally, we would like to show that for a reasonably constrained family of classifiers (for example a VC class) the following two facts hold: the leave-one-out error of the classifier is close to the error rate of one of the best classifiers in the class and the leave-one-out error of the permuted dataset is close to the smaller of the prior probabilities of the two classes. In Section 5.1, we prove that the training error on the permuted data concentrates around the smaller prior probability. In Section 5.2, we combine previously known results to state that the leave-one-out error of the classifier is close to the error rate of one the best classifiers in the class. In Section 5.3, we extend a result from (Mukherjee et al., 2002) about the leave-one-out procedure to relate the training error of permuted data to the leave-one-out error. We close with some comments relating the theoretical results to the empirical permutation procedure.
The Permutation Problem
We are given a class of concepts C and an unknown target concept c 0 . Without loss of generality we will assume that P (c 0 ) ≤ 1/2 and ∅ ∈ C. For a permutation π of the training data, the smallest training error on the permuted set is
= min
, where x i is the i-th sample and x π i is the i-th sample after permutation. For a fixed concept c ∈ C the average error is
and it is clear that since P (c 0 ) ≤ 1/2 taking c = ∅ will minimize the average error which in that case will be equal to P (c 0 ). Thus, our goal will be to show that under some complexity assumptions on class C the smallest training error e l (π) is close to P (c 0 ).
Minimizing (1) is equivalent to the following maximization problem
and P l (x ∈ c 0 ) is the empirical measure of the random concept. We would like to show that e l (π) is close to the random error P (x ∈ c 0 ) and give rates of convergence. We will do this by bounding the process
and using the fact that, by Chernoff's inequality, P l (x ∈ c 0 ) is close to P (x ∈ c 0 ):
Theorem 1 If the concept class C has VC dimension V then with probability
Remark
The second quantity in the above bound comes from the application of Chernoff's inequality similar to (2) and, thus, has a "one dimensional nature" in a sense that it doesn't depend on the complexity (VC dimension) of class C. An interesting property of this result is that if P (c 0 ) < 1/2 then first term that depends on the VC dimension V will be of order V log l/l which, ignoring the "one dimensional terms", gives the zero-error type rate of convergence of e l (π) to P (x ∈ c 0 ). Combining this theorem and equation (2) we can state that with probability
In order to prove Theorem 1, we require several preliminary results. We first prove the following useful lemma.
Lemma 1
It is possible to construct on the same probability space two i.i.d Bernoulli sequences ε = (ε 1 , . . . , ε n ) and ε = (ε 1 , . . . , ε n ) such that ε is independent of ε 1 + . . . + ε n and
Proof
For k = 0, . . . , n, let us consider the following probability space E k . Each element w of E k consists of two coordinates w = (ε, π). The first coordinate ε = (ε 1 , . . . , ε n ) has the marginal distribution of an i.i.d. Bernoulli sequence. The second coordinate π implements the following randomization. Given the first coordinate ε, consider a set I(ε) = {i : ε i = 1} and denote its cardinality m = card{I(ε)}. If m ≥ k, then π picks a subset I(π, ε) of I(ε) with cardinality k uniformly, and if m < k, then π picks a subset I(π, ε) of the complement I c (ε) with cardinality n − k also uniformly. On this probability space E k , we construct a sequence ε = ε (ε, π) in the following way. If k ≤ m = card{I(ε)} then we set ε i = 1 if i ∈ I(π, ε) and ε i = −1 otherwise. If k > m = card{I(ε)} then we set ε i = −1 if i ∈ I(π, ε) and ε i = 1 otherwise. Next, we consider a space E = ∪ k≤n E k with probability measure
On this probability space the sequence ε and ε will satisfy the conditions of the lemma. First of all, X = ε 1 + . . . + ε n has binomial distribution since by construction P(X = k) = P(E k ) = B (n, p, k) . Also, by construction, the distribution of ε is invariant under the permutation of coordinates. This, clearly, implies that ε is i.i.d. Bernoulli. Also, obviously, ε is independent of ε 1 + . . . + ε n . Finally, by construction
Definition 1 Let u > 0 and let C be a set of concepts. Every finite set of concepts c 1 , ..., c n with the property that for all c ∈ C there is a c j such that
is the smallest number for which the above holds.
Definition 2
The uniform metric entropy is log N (C, u) where
Theorem 2
The following holds with probability greater than
where µ r = 2 −r and log N (C, u) is the uniform metric entropy for the class C.
This completes the proof of Theorem 2.
Proof of Theorem 1
For a class with VC dimension V , it is well known that (van der Vaart and Wellner, 1996) 1
Since without loss of generality we only need to consider µ r > 1/l, it remains to apply Theorem 2 and notice that
All other terms that do not depend on the VC dimension V can be combined to give Kt/l.
Convergence of the Leave-one-out Error to the Best in the Class
Now we turn our attention to the cross-validation error and show that the leave-one-out error of the classifier is close to the error rate of one the best classifiers in the class.
Given a training set generated by an unknown concept c 0 and a class of concepts C, the training step selects conceptĉ from this class via empirical risk minimization c ∈ arg min c∈C P l (c c 0 ), where P l (c c 0 ) is the empirical symmetric difference observed on the l points in the dataset
. This error is called the training error. The best classifiers in the class are ones for which c opt ∈ arg min c∈C P (c c 0 ).
It is well known that if C has VC dimension V then with probability 1 − e −t (Vapnik, 1998) 
so the expected error of the empirical minimizer approaches the error rate of optimal classifiers in the class. We now relate the the leave-one-out error to the expected error of the empirical minimizer. The classifierĉ S i is the empirical minimizer of the dataset with the i-th point left out and we write the the leave-one-out error as
Theorem 4.2 in (Kearns and Ron, 1999) states that for empirical risk minimization on a VC class with probability 1 − δ
The above bound coupled with the bound in equation (3) ensures that with high probability the leave-one-out error approaches the error rate of one of the best classifiers in the class.
Relating the Training Error to the Leave-one-out Error
In the two previous subsections we demonstrated that the leave-one-out error approaches the error rate of one of the best classifiers in the class and that the training error on the permuted data concentrates around the smaller prior probability. However, in our statistical test we use the cross-validation error of the permuted data rather than the training error of the permuted data to build the empirical distribution function. So we have to relate the leave-one-out procedure to the training error for permuted data.
In the case of empirical minimization on VC classes, the training error can be related to the leave-one-out error by the following bound (Kearns and Ron, 1999, Mukherjee et al., 2002 ) (see also appendix A)
where E S is the expectation over datasets S, V is the VC dimension, andĉ S i is the empirical minimizer of the dataset with the i-th point left out. This bound is of the same order as the deviation between the empirical and expected errors of the empirical minimizer
This inequality implies that, on average, the leave-one-out error is not a significantly better estimate of the test error than the training error. In the case of the permutation procedure we show that a similar result holds.
Theorem 3 If the family of classifiers has VC-dimension V then
where E S,π is the expectation over datasets S and permutations π,ĉ S i ,π is the empirical minimizer of the permuted dataset with the i-th point left out, x π i is the i-th point after the permutation.
The proof of this theorem is in appendix A. From Section 5.1 we have that
Therefore, one can conclude that for the permutation procedure on average the leave-oneout error is not a significantly better estimate of the random error than the training error.
Comments on the Theoretical Results
The theoretical results in this section were to give an analysis and motivation for the permutation tests. The bounds derived are not meant to replace the empirical permutation procedure. Similarly to VC-style generalization bounds, these would require amounts of data far beyond the range of samples realistically attainable in the real experiments to obtain practically useful deviations (of the order of a few percent), which is precisely the motivation for the empirical permutation procedure. Moreover, we state that leave-one-out procedure is not a significantly better estimate of error that the training error. This statement must be taken with a grain of salt since it was derived via a worst case analysis. In practice, the leave-one-out estimator is almost always a better estimate of the test error than the training error and, for the empirical risk minimization, the leave-one-out error is never smaller than the training error: (Mukherjee et al., 2002) 1 l
Also, it is important to note that the relation we state between the leave-one-out error and training error is in expectation. Ideally, we would like to relate these quantities in probability with a similar rates. It is an open question whether this holds.
Conclusion And Open Problems
This paper describes and explores an approach to estimating statistical significance of a classifier given a small sample size based on permutation testing. The following is the list of open problems related to this methodology:
1. Size of the training/test set. We provide a heuristic to select the size of the training and the holdout sets. A more rigorous formulation of this problem might suggest a more principled methodology for setting the training set size. This problem is clearly an example of the ubiquitous bias-variance tradeoff dilemma.
2. Leave-one-out error and training error. In the theoretical motivation, we relate the leave-one-out error to the training error in expectation. The theoretical motivation would be much stronger if this relation was made in probability. A careful experimental and theoretical analysis of the relation between the training error and leave-n-out error for these types permutation procedures would be of interest.
3. Feature selection. Both in neuroimaging studies and in DNA microarray analysis, finding the features which most accurately classify the data is very important. Permutation procedures similar to the one described in this paper have been used to address this problem (Golub et al., 1999 , Slonim et al., 2000 , Nichols and Holmes, 2001 ). The analysis of permutation procedures for selecting discriminative features seems to be more difficult than the analysis of the permutation procedure for classification. It would be very interesting to extend the type of analysis here to the feature selection problem.
Multi-class classification.
Extending the methodology and theoretical motivation for the multi-class problem has not been done.
To conclude, we hope other researchers in the community will find the technique useful in assessing statistical significance of observed results when the data are high dimensional and are not necessarily generated by a known distribution.
Appendix A. Proof of Theorem 3
In this appendix, we prove Theorem 3 from section 5.3. We first define some terms. A concept will be designated c 0 . A dataset S is made up of l points {z i } l i=1 where z = (x, y). When the i-th point is left out of S we have the set S i . The empirical minimizer on S isĉ S and the empirical minimizer on S i isĉ S i . The empirical error on a set S is
