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Abstract
In the article Recursive queries on trees and data trees (ICDT’13),
Abiteboul et al. asked whether the containment problem for monadic
datalog over unordered unranked labeled trees using the child relation and
the descendant relation is decidable. This note gives a positive answer to
this question, as well as an overview of the relative expressive power of
monadic datalog on various representations of unranked trees.
1 Introduction
The logic and database theory literature has considered various kinds of repre-
sentations of finite labeled trees as logical structures. In particular, trees are
either ranked or unranked (i.e., the number of children of each node is bounded
by a constant, or unbounded); the children of each node are either ordered or
unordered; and there is or there is not available the descendant relation (i.e.,
the transitive closure of the child relation); for overviews see [8, 9, 13, 4].
Considering ordered unranked labeled trees, Gottlob and Koch [5] showed
that monadic datalog, viewed as a language for defining Boolean or unary queries
on such trees, is exactly as expressive as monadic second-order logic. For achiev-
ing this result, they represent a tree as a logical structure where the nodes of
the tree form the structure’s universe, on which there are available the firstchild
relation, the nextsibling relation, and unary relations for representing the root,
the leaves, the last siblings, and the labels of the nodes. Other papers, e.g.
[10, 3], consider representations of trees where also the child relation and its
transitive closure, the descendant relation are available.
For unordered unranked labeled trees, one usually considers logical repre-
sentations consisting only of the child relation, and possibly also the descen-
dant relation, along with unary relations for encoding the node labels, cf. e.g.
[1, 6, 2]. Recently, Abiteboul et al. [1] considered recursive query languages on
unordered trees and data trees, among them datalog and monadic datalog. In
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particular, they asked for the decidability of the query containment problem for
monadic datalog on unordered labeled trees represented using the child relation
and the descendant relation. The present paper gives an affirmative answer to
this question, as well as an overview of the expressive power of monadic datalog
on various representations of trees as logical structures.
The paper is organised as follows. Section 2 fixes the basic notation con-
cerning unordered as well as ordered trees, and their representations as logical
structures. Furthermore, it recalls the syntax and semantics, along with ba-
sic properties, of monadic datalog and monadic second-order logic. Section 3
gives details on the expressive power of monadic datalog on various kinds of
tree representations. Section 4 shows that query containment, equivalence, and
satisfiability of monadic datalog queries are decidable on all considered tree
representations.
2 Preliminaries
We write N for the set of non-negative integers, and we let N>1 := N \ {0}. For
a set S we write 2S to denote the power set of S, i.e., the set {X : X ⊆ S}.
Throughout this paper, we let Σ be a fixed finite non-empty alphabet.
2.1 Relational Structures
In this paper, a schema (or, signature) τ consists of a finite number of relation
symbols R, each of a fixed arity ar(R) ∈ N>1. A τ-structure A consists of a
finite non-empty set A called the domain (or, universe) of A, and a relation
RA ⊆ Aar(R) for each relation symbol R ∈ τ . Sometimes, it will be convenient
to identify A with the set of atomic facts of A, i.e., the set
atoms(A) := { R(a1, . . . , ar) : R ∈ τ, r = ar(R), (a1, . . . , ar) ∈ R
A }.
If τ and τ ′ are schemas such that τ ⊆ τ ′, and A is a τ -structure and B a
τ ′-structure, then A is the τ-reduct of B (and B is a τ ′-expansion of A), if A
and B have the same domain and RA = RB is true for all R ∈ τ .
2.2 Unordered Trees
An unordered Σ-labeled tree T = (V T , λT , ET ) consists of a finite set V T of
nodes, a function λT : V T → Σ assigning to each node v of T a label λ(v) ∈ Σ,
and a set ET ⊆ V T × V T of directed edges such that the following is true:
• There is exactly one node rootT ∈ V T with in-degree 0. This node is called
the root of T .
• Every node v ∈ V T with v 6= rootT has in-degree 1, and there is exactly
one directed path from rootT to v.
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As in [1], we represent unordered Σ-labeled trees T by relational structures
Su(T ) of schema
τu := { labelα : α ∈ Σ } ∪ { child },
where child has arity 2 and labelα has arity 1 (for every α ∈ Σ), as follows:
• The domain of Su(T ) is the set V T of all nodes of T ,
• for each label α ∈ Σ, labelSu(T )α consists of all nodes labeled α, i.e.
labelSu(T )α = {v ∈ V
T : λT (v) = α}, and
• childSu(T ) = ET .
v0
v1 v2
v6 v7
v3 v4
v8
v5
Figure 1: An example tree T labeled by symbols from Σ = {Black,White}.
Example 2.1. Let T be the unordered1 Σ-labeled tree from Figure 1, for Σ =
{Black,White}. The τu-structure A = Su(T ) representing T has domain
A = {v0, v1, v2, v3, v4, v5, v6, v7, v8}
and relations
• labelABlack = {v0, v1, v3, v5, v7, v8},
• labelAWhite = {v2, v4, v6},
• childA =
{
(v0, v1), (v0, v2), (v0, v3), (v0, v4), (v0, v5),
(v2, v6), (v2, v7), (v4, v8)
}
.
The set of atomic facts of A is the set atoms(A) =

labelBlack(v0), labelBlack(v1), labelBlack(v3), labelBlack(v5),
labelBlack(v7), labelBlack(v8), labelWhite(v2), labelWhite(v4),
labelWhite(v6), child(v0, v1), child(v0, v2), child(v0, v3),
child(v0, v4), child(v0, v5), child(v2, v6), child(v2, v7), child(v4, v8)


.
y
1Note that an unordered tree does not contain any information on the relative order of the
children of a node. Thus, the arrangement of children given in the picture is only one of many
possibilities to draw the tree.
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Sometimes, we will also consider the extended schema
τ ′u := τu ∪ {desc, are siblings, root, leaf }, (1)
where desc and are siblings are of arity 2, and root and leaf are of arity 1.
The τ ′u-representation S
′
u(T ) of an unordered Σ-labeled tree T is the expansion
of Su(T ) by the relations
• descS
′
u(T ), which is the transitive (and non-reflexive) closure of ET ,
• are siblingsS
′
u(T ), which consists of all tuples (u, v) of nodes such that
u 6= v have the same parent (i.e., there is a w ∈ V T such that (w, u) ∈ ET
and (w, v) ∈ ET ).
• rootS
′
u(T ) consists of the root node rootT of T ,
• leafS
′
u(T ) consists of all leaves of T , i.e., all v ∈ V T that have out-degree 0
w.r.t. ET .
For a set M ⊆ {desc, are siblings, root, leaf} we let
τMu := τu ∪M,
and for every Σ-labeled unordered tree T we let SMu (T ) be the τ
M
u -reduct of
S ′u(T ). If M is a singleton set, we omit the curly brackets — in particular, we
write τdescu instead of τ
{desc}
u , and Sdescu (T ) instead of S
{desc}
u (T ).
2.3 Ordered Trees
An ordered Σ-labeled tree T = (V T , λT , ET , orderT ) consists of the same com-
ponents as an unordered Σ-labeled tree and, in addition, orderT fixes, for each
node u of T , a strict linear order of all the children2 of u in T .
We represent ordered Σ-labeled trees T by relational structures So(T ) of
schema
τo := { labelα : α ∈ Σ } ∪ {firstchild,nextsibling },
where firstchild and nextsibling have arity 2 and labelα has arity 1 (for every
α ∈ Σ) as follows:
• The domain of So(T ) is the set V T of all nodes of T ,
• for each α ∈ Σ, the relation labelSo(T )α is defined in the same way as for
unordered trees,
• firstchildSo(T ) consists of all tuples (u, v) of nodes such that u is the first
child of v in T (i.e., orderT lists u as the first child of v),
2i.e., the nodes v such that (u, v) ∈ ET
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• nextsiblingSo(T ) consists of all tuples (v, v′) of nodes such that v and v′
have the same parent, i.e., there is an u ∈ V T such that (u, v) ∈ ET and
(u, v′) ∈ ET , and v′ is the immediate successor of v in the linear order of
the children of u given by orderT .
Often, we will also consider the extended schema
τ ′o := τo ∪ { child, desc, root, leaf , lastsibling },
where child and desc have arity 2 and root, leaf , lastsibling have arity 1.
The τ ′o-representation S
′
o(T ) of an ordered Σ-labeled tree T is the expansion of
So(T ) by the relations
• childS
′
o(T ), descS
′
o(T ), rootS
′
o(T ), and leafS
′
o(T ), which are defined in the
same way as for unordered trees, and
• lastsiblingS
′
o(T ), which consists of all nodes v 6= rootT such that orderT
lists v as the last child of its parent u.
For a set M ⊆ {child, desc, root, leaf , lastsibling} we let
τMo := τo ∪M,
and for every Σ-labeled ordered tree T we let SMo (T ) be the τ
M
o -reduct of S
′
u(T ).
If M is a singleton set, we omit curly brackets.
Note that in [5], Gottlob and Koch represented ordered Σ-labeled trees T
by relational structures SGK(T ) := S
{root,leaf ,lastsibling}
o of schema
τGK := τ
{root,leaf ,lastsibling}
o = τ ′o \ {child, desc} =
{ labelα : α ∈ Σ } ∪ {firstchild, nextsibling, root, leaf , lastsibling }.
Example 2.2. Let T be the ordered Σ-labeled tree from Figure 1, for Σ =
{Black,White}, where the order of the children of each node is from left to right,
as depicted in the illustration. The τGK-structure B = SGK(T ) representing T
has domain
B = {v0, v1, v2, v3, v4, v5, v6, v7, v8}
and relations
• labelBBlack = {v0, v1, v3, v5, v7, v8},
• labelBWhite = {v2, v4, v6},
• rootB = {v0},
• leafB = {v1, v3, v5, v6, v7, v8},
• firstchildB = { (v0, v1), (v2, v6), (v4, v8) },
• nextsiblingB = { (v1, v2), (v2, v3), (v3, v4), (v4, v5), (v6, v7) },
• lastsiblingB = {v5, v7, v8}.
Note that the root node of T is not included in any sibling relation. y
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2.4 Monadic Datalog (mDatalog)
The following definition of monadic datalog (mDatalog, for short) is basically
taken from [5].
A datalog rule is an expression of the form
h← b1, . . . , bn,
for n ∈ N, where h, b1, . . . , bn are called atoms of the rule, h is called the rule’s
head, and b1, . . . , bn (understood as a conjunction of atoms) is called the body.
Each atom is of the form P (x1, . . . , xm) where P is a predicate of some arity
m ∈ N>1 and x1, . . . , xm are variables. Rules are required to be safe in the sense
that all variables appearing in the head also have to appear in the body.
A datalog program is a finite set of datalog rules. Let P be a datalog program
and let r be a datalog rule. We write var(r) for the set of all variables occurring
in the rule r, and we let var(P) :=
⋃
r∈P var(r). Predicates that occur in the
head of some rule of P are called intensional, whereas predicates that only occur
in the body of rules of P are called extensional. We write idb(P) and edb(P) to
denote the sets of intensional and extensional predicates of P , and we say that
P is of schema τ if edb(P) ⊆ τ . A datalog program belongs to monadic datalog
(mDatalog, for short), if all its intensional predicates have arity 1.
For defining the semantics of datalog, let τ be a schema, let P be a datalog
program of schema τ , let A be a domain, and let
FP,A := { R(a1, . . . , ar) : R ∈ τ ∪ idb(P), r = ar(R), a1, . . . , ar ∈ A }
the set of all atomic facts over A. A valuation β for P in A is a function
β :
(
var(P )∪A
)
→ A where β(a) = a for all a ∈ A. For an atom P (x1, . . . , xm)
occurring in a rule of P we let
β
(
P (x1, . . . , xm)
)
:= P
(
β(x1), . . . , β(xm)
)
∈ FP,A.
The immediate consequence operator TP : 2FP,A → 2FP,A induced by the datalog
program P on domain A maps every C ⊆ FP,A to
TP (C) := C ∪

 β(h) :
there is a rule h ← b1, . . . , bn in P
and a valuation β for P in A such that
β(b1), . . . , β(bn) ∈ C

 .
Clearly, TP is monotone, i.e., for C ⊆ D ⊆ FP,A we have TP(C) ⊆ TP(D).
Letting T 0P (C) := C and T
i+1
P (C) := TP
(
T iP(C)
)
for all i ∈ N, it is straight-
forward to see that
C = T 0P (C) ⊆ T
1
P (C) ⊆ · · · ⊆ T
i
P(C) ⊆ T
i+1
P (C) ⊆ · · · ⊆ FP,A.
For a finite domain A, the set FP,A is finite, and hence there is an i0 ∈ N such
that T i0P (C) = T
i
P(C) for all i > i0. In particular, the set T
ω
P (C) := T
i0
P (C)
is a fixpoint of the immediate consequence operator TP . By the theorem of
Knaster and Tarski we know that this fixpoint is the smallest fixpoint of TP
which contains C.
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Theorem 2.3 (Knaster and Tarski [12]). Let τ be a schema, let P be a datalog
program of schema τ , and let A be a finite domain. For every C ⊆ FP,A we
have
T ωP (C) =
⋂
{D : TP(D) = D and C ⊆ D ⊆ FP,A }
=
⋂
{D : TP(D) ⊆ D and C ⊆ D ⊆ FP,A }.
y
A k-ary (monadic) datalog query of schema τ is a tuple Q = (P , P ) where
P is a (monadic) datalog program of schema τ and P is an (intensional or
extensional) predicate of arity k occurring in P . P and P are called the program
and the query predicate of Q. When evaluated in a finite τ -structure A, the
query Q results in the following k-ary relation over A:
JQK(A) := { (a1, . . . , ak) ∈ A
k : P (a1, . . . , ak) ∈ T
ω
P
(
atoms(A)
)
}.
Unary queries are queries of arity k = 1.
The size ||Q|| of a (monadic) datalog query Q is the length of Q = (P , P )
viewed as a string over alphabet
edb(P) ∪ idb(P) ∪ {x, y, z, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9} ∪ {(, ), {, }} ∪ {←} ∪ {, }.
Example 2.4. Consider the schema τGK introduced in Section 2.3 for repre-
senting ordered Σ-labeled trees for Σ = {Black, White}. We present a unary
monadic datalog query Q = (P ,Ans) of schema τGK such that for every ordered
Σ-labeled tree T we have
JQK
(
SGK(T )
)
=


{ rootT } if the root of T has exactly two children
labeled with the symbol White,
∅ otherwise.
To this end, we let P consist of the following rules:
Ans(x) ← root(x), firstchild(x, y), White2(y)
White2(x) ← labelBlack(x), nextsibling(x, y), White2(y)
White2(x) ← labelWhite(x), nextsibling(x, y), White1(y)
White1(x) ← labelBlack(x), nextsibling(x, y), White1(y)
White1(x) ← labelWhite(x), nextsibling(x, y), White0(y)
White0(x) ← labelBlack(x), nextsibling(x, y), White0(y)
White1(x) ← labelWhite(x), lastsibling(x)
White0(x) ← labelBlack(x), lastsibling(x)
In particular, Q returns {rootT } on the tree from Example 2.2. y
Remark 2.5 (Folklore). The monotonicity of the immediate consequence op-
erator implies that datalog queries Q of schema τ are monotone in the fol-
lowing sense: If A and B are τ-structures with atoms(A) ⊆ atoms(B), then
JQK(A) ⊆ JQK(B). y
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Let us point out that it is also well-known that datalog is preserved under
homomorphisms in the following sense. A homomorphism from a τ -structure
A to a τ -structure B is a mapping h : A → B such that for all R ∈ τ and all
tuples (a1, . . . , ar) ∈ RA we have (h(a1), . . . , h(ar)) ∈ RB. As a shorthand, for
any set S ⊆ Ak we let h(S) = {
(
h(a1), . . . , h(ak)
)
: (a1, . . . , ak) ∈ S}.
Lemma 2.6 (Folklore). Any k-ary datalog query Q of schema τ is preserved
under homomorphisms in the following sense: If A and B are τ-structures, and
h is a homomorphism from A to B, then h
(
JQK(A)
)
⊆ JQK(B).
Proof. Let A and B be τ -structures and let h : A→ B be a homomorphism from
A to B. Furthermore, let Q = (P , P ) where P is a datalog program of schema
τ . For an atomic fact f = R(a1, . . . , ar) ∈ FP,A let h(f) := R(h(a1), . . . , h(ar))
be the according atomic fact in FP,B. Furthermore, for a set S ⊆ FP,A let
h(S) := {h(f) : f ∈ S} be the according subset of FP,B.
First, note that by the definition of the immediate consequence operator TP
it is straightforward to see that the following is true: If C ⊆ FP,A and D ⊆ FP,B
such that h(C) ⊆ D, then h(TP (C)) ⊆ TP (D).
Next, note that this immediately implies that the following is true: If C ⊆
FP,A and D ⊆ FP,B such that h(C) ⊆ D, then h
(
T ωP (C)
)
⊆ T ωP (D).
Finally, note that h is a homomorphism fromA to B, and thus h
(
atoms(A)
)
⊆
atoms(B). Consequently, h
(
T ωP
(
atoms(A)
))
⊆ T ωP
(
atoms(B)
)
. In particular,
this means that h
(
JQK(A)
)
⊆ JQK(B).
2.5 Monadic Second-Order Logic (MSO)
The set MSO(τ) of all monadic second-order formulas of schema τ is defined
as usual, cf. e.g. [7]: There are two kinds of variables, namely node variables,
denoted with lower-case letters x, y, . . ., x1, x2, . . . and ranging over elements
of the domain, and set variables, denoted with upper-case letters X , Y , . . ., X1,
X2, . . . and ranging over sets of elements of the domain.
An atomic MSO(τ)-formula is of the form
(A1) R(x1, . . . , xr), where R ∈ τ , r = ar(R), and x1, . . . , xr are node variables,
(A2) x = y, where x and y are node variables, or
(A3) X(x), where x is a node variable and X is a set variable.
If x is a node variable, X a set variable, and ϕ and ψ are MSO(τ)-formulas,
then
(BC) ¬ϕ and (ϕ ∨ ψ) are MSO(τ)-formulas,
(Q1) ∃xϕ and ∀xϕ are MSO(τ)-formulas,
(Q2) ∃Xϕ and ∀Xϕ are MSO(τ)-formulas.
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Quantifiers of the form (Q1) are called first-order quantifiers ; quantifiers
of the form (Q2) are called set quantifiers. MSO(τ)-formulas in which no set
quantifier occurs, are called first-order formulas (FO(τ)-formulas, for short).
The size ||ϕ|| of a formula ϕ is the length of ϕ viewed as a string over alphabet
τ ∪ {x, y, z,X, Y, Z, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9} ∪ {(, )} ∪ {=,¬,∨, ∃, ∀} ∪ {, }.
As shortcuts we use the Boolean connectives (ϕ∧ψ), (ϕ→ ψ), and (ϕ↔ ψ),
the statement x 6= y for node variables, and the statements X = Y , X 6= Y ,
and X ⊆ Y for set variables. Note that all these can easily be expressed in
first-order logic. To improve readability of formulas, we will sometimes add or
omit parentheses.
By free(ϕ) we denote the set of (node or set) variables that occur free (i.e.,
not within the range of a node or set quantifier) in ϕ. A sentence is a formula
without free variables. We write ϕ(x1, . . . , xk, X1, . . . , Xℓ) to indicate that ϕ
has k free node variables x1, . . . , xk and ℓ free set variables X1, . . . , Xℓ. For
a τ -structure A, elements a1, . . . , ak ∈ A, and sets A1, . . . , Aℓ ⊆ A, we write
A |= ϕ(a1, . . . , ak, A1, . . . , Aℓ) to indicate that A satisfies the formula ϕ when
interpreting the free occurrences of the variables x1, . . . , xk, X1, . . . , Xℓ with
a1, . . . , ak, A1, . . . , Aℓ. A formula ϕ(x1, . . . , xk) with k free node variables and
no free set variable defines a k-ary query on τ -structures which, when evaluated
in a τ -structure A, results in the k-ary relation
JϕK(A) := { (a1, . . . , ak) ∈ A
k : A |= ϕ(a1, . . . , ak) }.
Example 2.7. Consider the schema τu introduced in Section 2.2 for repre-
senting unordered Σ-labeled trees for Σ = {Black,White}. We present a unary
FO(τu)-query ϕ(x) such that for every unordered Σ-labeled tree T we have
JϕK
(
Su(T )
)
=


{ rootT } if the root of T has exactly two children
labeled with the symbol White,
∅ otherwise.
To this end, we let ϕ(x) be the following MSO(τu)-formula:
¬∃u child(u, x) ∧
∃y ∃z
(
y 6= z ∧ child(x, y) ∧ child(x, z) ∧ labelWhite(y) ∧ labelWhite(z)∧
∀v
(
child(x, v) → ( v = y ∨ v = z ∨ ¬ labelWhite(v) )
) )
y
A ∀∃-MSO(τ)-formula is an MSO(τ)-formula of the form
∀X1 · · · ∀Xm ∃x1 · · · ∃xk ξ
where m, k ∈ N, X1, . . . , Xm are set variables, x1, . . . , xk are node variables,
and ξ is a formula that does not contain any (node or set) quantifier.
It is well-known that unary monadic datalog queries can be translated into
equivalent ∀∃-MSO queries.
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Proposition 2.8 (Folklore). Let τ be a schema. For every unary monadic
datalog query Q = (P , P ) of schema τ there is a ∀∃-MSO(τ)-formula ϕ(x) such
that JQK(A) = JϕK(A) is true for every finite τ-structure A.
Furthermore, there is an algorithm which computes ϕ from Q in time poly-
nomial in the size of Q.
Proof. Let {X1, . . . , Xm} = idb(P) be the set of intensional predicates of P ,
and w.l.o.g let X1 = P . For every rule r of P of the form h← b1, . . . , bn, with
{z1, . . . , zk} = var(r) let
ψr(X1, . . . , Xm) := ∀z1 · · · ∀zk
(
( b1 ∧ · · · ∧ bn ) → h
)
.
Now, let χ(X1, . . . , Xm) :=
∧
r∈P ψr(X1, . . . , Xm). Finally, let x be a node
variable that does not occur in χ(X1, . . . , Xm) and let
ϕ(x) := ∀X1 · · · ∀Xm
(
χ(X1, . . . , Xm) → X1(x)
)
.
Obviously, ϕ(x) is equivalent, on the class of all τ -structures, to the formula
∀X1 · · · ∀Xm
(
X1(x) ∨ ¬χ
)
, and ¬χ is equivalent to
∨
r∈P ¬ψr, while ¬ψr is
equivalent to ∃z1 · · · ∃zk ¬
(
(b1 ∧ · · · ∧ bn) → h
)
. Thus, it is straightforward to
see that ϕ(x) is equivalent to a ∀∃-MSO(τ)-formula, and this formula can be
constructed in time polynomial in the size of Q.
It remains to verify that JQK(A) = JϕK(A), for every τ -structure A. To this
end, let A be an arbitrary τ -structure. By the construction of ϕ(x) we know
for a ∈ A that
a ∈ JϕK(A)
⇐⇒ a ∈ XA
′
1 for every τ ∪ {X1, . . . , Xm}-expansion A
′ of A with A′ |= χ.
Now let C := atoms(A). Furthermore, consider arbitrary sets A1, . . . , Am ⊆
A, let A′ be the τ ∪ {X1, . . . , Xm}-structure obtained as the expansion of A by
XAi := Ai for all i ∈ {1, . . . ,m}, and let D := atoms(A
′). Clearly, C ⊆ D ⊆
FP,A. Furthermore, note that χ is constructed in such a way that the following
is true:
A′ |= χ ⇐⇒ TP(D) ⊆ D.
By the theorem of Knaster and Tarski (Theorem 2.3) we know that
T ωP (C) =
⋂
{D : TP(D) ⊆ D and C ⊆ D ⊆ FP,A }.
Thus, for a ∈ A we have
a ∈ JQK(A)
⇐⇒ X1(a) ∈ T ωP (C)
⇐⇒ X1(a) ∈ D for every D with TP(D) ⊆ D and C ⊆ D ⊆ FP,A
⇐⇒ a ∈ XA
′
1 for every τ ∪ {X1, . . . , Xm}-expansion A
′ of A with A′ |= χ
⇐⇒ a ∈ JϕK(A).
This completes the proof of Proposition 2.8.
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3 Expressive Power of Monadic Datalog on Trees
A unary query q on Σ-labeled (un)ordered trees assigns to each (un)ordered
Σ-labeled tree T a set q(T ) ⊆ V T .
3.1 Expressive Power of mDatalog on Ordered Trees
Let τ be one of the schemas introduced in Section 2.3, i.e., τ is τMo for some
M ⊆ {child,desc, root, leaf , lastsibling}. We say that a unary query q on
Σ-labeled ordered trees is mDatalog(τ)-definable iff there is a unary monadic
datalog query Q of schema τ such that for every ordered Σ-labeled tree T we
have q(T ) = JQK(SMo (T )). Similarly, for any subset L of MSO, q is called L(τ)-
definable iff there is an L(τ)-formula ϕ(x) such that for every ordered Σ-labeled
tree T we have q(T ) = JϕK(SMo (T )).
Often, we will simply write Q(T ) instead of JQK(SMo (T )), and ϕ(T ) instead
of JϕK(SMo (T )).
Proposition 2.8 implies that unary queries on Σ-labeled ordered trees which
are definable in mDatalog(τ), are also definable in MSO(τ). In [5] it was shown
that for the particular schema τ = τGK also the converse is true:
Theorem 3.1 (Gottlob, Koch [5]). A unary query on Σ-labeled ordered trees is
definable in mDatalog(τGK) if, and only if, it is definable in MSO(τGK).
Furthermore, there is an algorithm which translates a given unarymDatalog(τGK)-
query into an equivalent unary MSO(τGK)-query, and vice versa. y
In the remainder of this subsection, we point out that adding the child
and desc relations won’t increase the expressive power of mDatalog or MSO
on ordered Σ-labeled trees, while omitting any of the relations root, leaf , or
lastsibling will substantially decrease the expressive power of mDatalog, but
not of MSO.
Fact 3.2 (Folklore). There are MSO(τo)-formulas
ϕchild(x, y), ϕdesc(x, y), ϕroot(x), ϕleaf (x), ϕlastsibling(x),
such that for every Σ-labeled ordered tree T and all nodes a, b of T we have
So(T ) |= ϕchild(a, b) ⇐⇒ S ′o(T ) |= child(a, b),
So(T ) |= ϕdesc(a, b) ⇐⇒ S ′o(T ) |= desc(a, b),
So(T ) |= ϕroot(a) ⇐⇒ S ′o(T ) |= root(a),
So(T ) |= ϕleaf (a) ⇐⇒ S ′o(T ) |= leaf(a),
So(T ) |= ϕlastsibling(a) ⇐⇒ S ′o(T ) |= lastsibling(a).
Proof. Obviously, we can choose
ϕroot(x) := ¬∃y
(
firstchild(y, x) ∨ nextsibling(y, x)
)
,
ϕleaf (x) := ¬∃y firstchild(x, y),
ϕlastsibling(x) := ¬∃y nextsibling(x, y).
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For constructing ϕchild(x, y) and ϕdesc(x, y), we consider the following auxiliary
formulas: Let ̺(x, y) be an arbitrary formula, let X be a set variable, and let
cl̺(x,y)(X) := ∀x∀y
( (
X(x) ∧ ̺(x, y)
)
→ X(y)
)
.
Clearly, this formula holds for a set X iff X is closed under “̺-successors”.
In particular, the formula
ϕnextsibling∗(x, y) := ∀X
( (
X(x) ∧ clnextsibling(x,y)(X)
)
→ X(y)
)
expresses that y is either equal to x, or it is a sibling of x which is bigger than x
w.r.t. the linear order of all children of x and y’s common parent. Consequently,
we can choose
ϕchild(x, y) := ∃x
′
(
firstchild(x, x′) ∧ ϕnextsibling∗(x
′, y)
)
.
Since the desc-relation is the transitive (and non-reflexive) closure of the child-
relation, we can choose
ϕdesc(x, y) := x 6= y ∧ ∀X
( (
X(x) ∧ clϕchild(x,y)(X)
)
→ X(y)
)
.
In combination with Theorem 3.1 and Proposition 2.8, this leads to:
Corollary 3.3. The following languages can express exactly the same unary
queries on Σ-labeled ordered trees:
mDatalog(τGK), mDatalog(τ
′
o), MSO(τ
′
o), MSO(τGK), MSO(τo).
Furthermore, there is an algorithm which translates a given unary query on Σ-
labeled ordered trees formulated in one of these languages into equivalent queries
formulated in any of the other languages.
In particular, adding the child and desc relations to τGK does not increase
the expressive power of monadic datalog on Σ-labeled ordered trees.
Proof. Since τGK ⊆ τ ′o, mDatalog(τGK) is at most as expressive as mDatalog(τ
′
o)
which, by Proposition 2.8, is at most as expressive as MSO(τ ′o).
By Fact 3.2, MSO(τ ′o) is as expressive on Σ-labeled ordered trees as MSO(τo)
and MSO(τGK) which, by Theorem 3.1, is as expressive on Σ-labeled ordered
trees as mDatalog(τGK).
Furthermore, by Proposition 2.8, Fact 3.2, and Theorem 3.1, the translation
from one language to another is constructive.
Next, we note that omitting any of the unary relations root, leaf , or
lastsibling decreases the expressive power of monadic datalog on Σ-labeled
ordered trees.
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Observation 3.4. For any relation rel ∈ {root, leaf , lastsibling}, the unary
query qrel with qrel(T ) = {v ∈ V T : S ′o(T ) |= rel(v)} can be expressed in
mDatalog({rel}), but not in mDatalog(τ ′o \ {rel}).
Proof. It is obvious that the query qrel can be expressed in mDatalog({rel}).
LetM ⊆ {child,desc, root, leaf , lastsibling} be such that τMo = τ
′
o\{rel}.
Assume, for contradiction, that qrel is expressed by a mDatalog(τ
M
o )-query Q =
(P , P ).
First, consider the case where rel = root. Let T0 be the tree consisting of a
single node v labeled α ∈ Σ, and let T1 be the tree consisting of two nodes u, v,
both labeled α, such that v is the unique child of u. Since τMo = τ
′
o \ {root},
we have
atoms
(
SMo (T0)
)
= { labelα(v), leaf(v) }, and
atoms
(
SMo (T1)
)
= atoms
(
SMo (T0)
)
∪


labelα(u), firstchild(u, v),
lastsibling(v), child(u, v),
desc(u, v)

 .
I.e., atoms(SMo (T0)) ⊆ atoms(S
M
o (T1)) and thus, due to the monotonicity stated
in Remark 2.5, we have JQK(SMo (T0)) ⊆ JQK(S
M
o (T1)). This contradicts the fact
that v ∈ qroot(T0) = JQK(S
M
o (T0)) but v 6∈ qroot(T1) = JQK(S
M
o (T1)).
Next, consider the case where rel = leaf , and let T0 be the tree consisting
of a single node v labeled α ∈ Σ, and let T ′1 be the tree consisting of two nodes
v and w, both labeled α, such that w is the unique child of v. Since τMo =
τ ′o \ {leaf}, it is straightforward to see that atoms(S
M
o (T0)) ⊆ atoms(S
M
o (T
′
1)).
By monotonicity, we have that JQK(SMo (T0)) ⊆ JQK(S
M
o (T
′
1)), contradicting the
fact that v ∈ qleaf (T0) = JQK(SMo (T0)) but v 6∈ qleaf (T
′
1) = JQK(S
M
o (T
′
1)).
Finally, consider the case where rel = lastsibling. Let T1 be the tree con-
sisting of two nodes u, v, both labeled α, such that v is the unique child of u.
Let T2 be the tree consisting of three nodes u, v, w, all labeled α, such that v
and w are the first and the second child of u. Since τMo = τ
′
o \ {lastsibling},
it is straightforward to see that atoms(SMo (T1)) ⊆ atoms(S
M
o (T2)). By mono-
tonicity, we have JQK(SMo (T1)) ⊆ JQK(S
M
o (T2)), contradicting the fact that
v ∈ qlastsibling(T1) = JQK(SMo (T1)) but v 6∈ qlastsibling(T2) = JQK(S
M
o (T2)).
3.2 Expressive Power of mDatalog on Unordered Trees
Let τ be one of the schemas introduced in Section 2.2, i.e., τ is τMu for some
M ⊆ {desc, are siblings, root, leaf}. We say that a unary query q on Σ-
labeled unordered trees is mDatalog(τ)-definable iff there is a unary monadic
datalog query Q of schema τ such that for every unordered Σ-labeled tree T
we have q(T ) = JQK(SMu (T )). Similarly, for any subset L of MSO, q is called
L(τ)-definable iff there is an L(τ)-formula ϕ(x) such that for every unordered
Σ-labeled tree T we have q(T ) = JϕK(SMu (T )).
Often, we will simply write Q(T ) instead of JQK(SMu (T )), and ϕ(T ) instead
of JϕK(SMu (T )).
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Proposition 2.8 implies that unary queries on Σ-labeled unordered trees
which are definable in mDatalog(τ), are also definable in MSO(τ). It is straight-
forward to see that MSO(τu) can express all the relations present in τ
′
u:
Fact 3.5 (Folklore). There are MSO(τu)-formulas
ϕdesc(x, y), ϕare siblings(x, y), ϕroot(x), ϕleaf (x)
such that for every Σ-labeled unordered tree T and all nodes a, b of T we have
Su(T ) |= ϕdesc(a, b) ⇐⇒ S ′u(T ) |= desc(a, b),
Su(T ) |= ϕare siblings(a, b) ⇐⇒ S ′u(T ) |= are siblings(a, b),
Su(T ) |= ϕroot(a) ⇐⇒ S ′u(T ) |= root(a),
Su(T ) |= ϕleaf (a) ⇐⇒ S ′u(T ) |= leaf(a).
Proof. Obviously, we can choose
ϕroot(x) := ¬∃y child(y, x),
ϕleaf (x) := ¬∃y child(x, y),
ϕare siblings(x, y) := x 6= y ∧ ∃u
(
child(u, x) ∧ child(u, y)
)
.
For constructing ϕdesc(x, y), we consider the following auxiliary formula: Let
̺(x, y) be an arbitrary formula, let X be a set variable, and let
cl̺(x,y)(X) := ∀x∀y
( (
X(x) ∧ ̺(x, y)
)
→ X(y)
)
.
Clearly, this formula holds for a set X iff X is closed under “̺-successors”.
In particular, the formula
ϕchild∗(x, y) := ∀X
( (
X(x) ∧ clchild(x,y)(X)
)
→ X(y)
)
expresses that y is either equal to x, or it is a descendant of x. Thus, we can
choose
ϕdesc(x, y) := x 6= y ∧ ϕchild∗(x, y).
However, unlike in the case of ordered trees, mDatalog(τ ′u) cannot express
all unary queries expressible in MSO(τu), as the following observation shows.
Observation 3.6. The unary query qtwo with
qtwo(T ) = {v ∈ V
T : v has exactly two children labeled α}
is expressible in MSO(τu), but not in mDatalog(τ
′
u).
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Proof. It is obvious that the query qtwo is defined by the MSO(τu)-formula
ψ(x) :=
∃y1 ∃y2
(
child(x, y1) ∧ child(x, y2) ∧ labelα(y1) ∧ labelα(y2) ∧ y1 6= y2 ∧
∀z
(
( child(x, z) ∧ labelα(z) ) → ( z = y1 ∨ z = y2 )
) )
.
For contradiction, assume that qtwo is expressed by a mDatalog(τ
′
u)-query
Q = (P , P ). Let T2 be the Σ-labeled unordered tree consisting of three nodes
u, v1, v2, all labeled α, such that v1 and v2 are children of u. Furthermore, let T3
be the tree consisting of four nodes u, v1, v2, v3, all labeled α, such that v1, v2, v3
are children of u. Since
τ ′u = {labelα : α ∈ Σ} ∪ { child, desc, are siblings, root, leaf },
it is straightforward to see that atoms(S ′u(T2)) ⊆ atoms(S
′
u(T3)). Thus, due to
the monotonicity stated in Remark 2.5, we have JQK(S ′u(T2)) ⊆ JQK(S
′
u(T3)).
This contradicts the fact that u ∈ qtwo(T2) = JQK(S ′u(T2)) but u 6∈ qtwo(T3) =
JQK(S ′u(T3)).
Next, we note that omitting any of the relations root, leaf , or are siblings
further decreases the expressive power of monadic datalog on Σ-labeled un-
ordered trees.
Observation 3.7. (a) For any relation rel ∈ {root, leaf}, the query qrel with
qrel(T ) = {v ∈ V T : S ′u(T ) |= rel(v)} can be expressed in mDatalog({rel}),
but not in mDatalog(τ ′u \ rel).
(b) The query qsib with qsib(T ) = {v ∈ V T : v has at least one sibling}, for all
Σ-labeled unordered trees T , can be expressed in mDatalog({are siblings}),
but not in mDatalog(τ ′u \ {are siblings}).
Proof. The proof of (a) is analogous to the according parts of the proof of
Observation 3.4.
For the proof of (b), first note that qsib is expressed by the unary monadic
datalog query Q = (P , P ) where Q consists of the single rule
P (x)← are siblings(x, y).
Now let M = {desc, root, leaf}, i.e., τMu = τ
′
u \ {are siblings}. Assume,
for contradiction, that qsib is expressed by a unary mDatalog(τ
M
u )-query Q =
(P , P ). We will conclude the proof by using Lemma 2.6, stating that datalog
queries are preserved under homomorphisms.
Let T2 be the Σ-labeled unordered tree consisting of three nodes a, a1, a2, all
labeled α, such that a1 and a2 are children of a. Furthermore, let T1 be the tree
consisting of two nodes b, b1, both labeled α, such that b1 is the unique child of
b. Let A := SMu (T2) and B := S
M
u (T1).
Consider the mapping h : A→ B with h(a) = b and h(a1) = h(a2) = b1. It
is not difficult to see that h is a homomorphism from A to B, since
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• labelAα = {a, a1, a2} and label
B
α = {b, b1}
• labelAα′ = ∅ = label
B
α′ , for all α
′ ∈ Σ with α′ 6= α
• childA = {(a, a1), (a, a2)} and child
B = {(b, b1)}
• descA = childA and descB = childB
• rootA = {a} and rootB = {b}
• leafA = {a1, a2} and leaf
B = {b1}.
From Lemma 2.6 we obtain that h
(
JQK(A)
)
⊆ JQK(B). This contradicts the
fact that a1 ∈ qsib(T2) = JQK(A), but h(a1) = b1 6∈ qsib(T1) = JQK(B).
In summary, we immediately obtain the following:
Corollary 3.8. (a) MSO(τu) can express exactly the same unary queries on
Σ-labeled unordered trees as MSO(τ ′u); and there is a polynomial time algo-
rithm which translates a given unary MSO(τ ′u)-query on Σ-labeled unordered
trees into an equivalent MSO(τu)-query.
Furthermore, both languages are capable of expressing strictly more unary
queries on Σ-labeled unordered trees than mDatalog(τ ′u).
(b) Omitting any of the relations root, leaf , are siblings strictly decreases
the expressive power of unary mDatalog(τ ′u)-queries on Σ-labeled unordered
trees. y
4 Query containment, Equivalence, and Satisfi-
ability for Monadic Datalog on Trees
Query containment, equivalence, and satisfiability of queries are important prob-
lems concerning query optimisation and static analysis of queries.
4.1 Query Containment for mDatalog on Trees
Let τ be one of the schemas introduced in Section 2.2 or Section 2.3, and let
S(T ) the corresponding τ -structure representing the tree T .
For two queries Q1 and Q2 of schema τ , we write Q1 ⊆ Q2 (and say that
Q1 is included in Q2 on trees) to indicate that for every Σ-labeled tree T we
have JQ1K(S(T )) ⊆ JQ2K(S(T )). Accordingly, we write Q1 6⊆ Q2 to indicate
that Q1 ⊆ Q2 does not hold.
An important task for query optimisation and static analysis is the query
containment problem, defined as follows:
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The QCP for unary mDatalog(τ)-queries on (un)ordered Σ-labeled trees
Input: Two unary mDatalog(τ)-queries Q1 and Q2.
Output: Yes, if Q1 ⊆ Q2,
No, otherwise.
For ordered Σ-labeled trees, the following is known:
Theorem 4.1 (Gottlob, Koch [5]).
The QCP for unary mDatalog(τGK)-queries on ordered Σ-labeled trees is decid-
able and Exptime-hard. y
Using Corollary 3.3 and the fact that τGK ⊆ τ ′o, this immediately leads to:
Theorem 4.2. The QCP for unary mDatalog(τ ′o)-queries on ordered Σ-labeled
trees is decidable and Exptime-hard. y
To obtain decidability also for the case of unordered Σ-labeled trees, we can
use the following result:
Theorem 4.3 (Seese [11]). The problem
Satisfiability of MSO(τu)-sentences on unordered Σ-labeled trees
Input: An MSO(τu)-sentence ϕ.
Question: Does there exist an unordered Σ-labeled (finite) tree
T such that Su(T ) |= ϕ?
is decidable. y
Combining this with Proposition 2.8 and Fact 3.5, we obtain:
Theorem 4.4. The QCP for unary mDatalog(τ ′u)-queries on unordered Σ-
labeled trees is decidable.
Proof. An algorithm for deciding the QCP for unary mDatalog(τ ′u)-queries on
unordered Σ-labeled trees can proceed as follows:
On input of two unary mDatalog(τ ′u)-queries Q1 and Q2, first use the algo-
rithm from Proposition 2.8 to construct two MSO(τ ′u)-formulas ϕ1(x) and ϕ2(x)
such that, for each i ∈ {1, 2}, the formula ϕi(x) defines the same unary query
on Σ-labeled unordered trees as Qi.
Afterwards, use Fact 3.5 to translate the MSO(τ ′u)-formulas ϕ1(x) and ϕ2(x)
into MSO(τu)-formulas ψ1(x) and ψ2(x), which are equivalent to ϕ1(x) and
ϕ2(x) on Σ-labeled unordered trees.
Finally, let
ϕ := ∃x
(
ψ1(x) ∧ ¬ψ2(x)
)
,
and use the algorithm provided by Theorem 4.3 to decide whether there is an
unordered Σ-labeled tree T such that Su(T ) |= ϕ. Output “No” if this algorithm
outputs “Yes”, and output “Yes” otherwise.
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To verify that this algorithm produces the correct answer, note that for every
Σ-labeled unordered tree T , the following is true:
Su(T ) |= ϕ
⇐⇒ there is a node a of T with S ′u(T ) |= ψ1(a) and S
′
u(T ) 6|= ψ2(a)
⇐⇒ there is a node a of T with a ∈ JQ1K(S ′u(T )) and a 6∈ JQ2K(S
′
u(T ))
⇐⇒ JQ1K(S ′u(T )) 6⊆ JQ2K(S
′
u(T )).
Thus, the MSO(τu)-sentence ϕ is satisfiable on unordered Σ-labeled trees if, and
only if, Q1 6⊆ Q2.
4.2 Equivalence for mDatalog on Trees
Let τ be one of the schemas introduced in Section 2.2 or Section 2.3, and let
S(T ) the corresponding τ -structure representing the tree T .
For two queries Q1 and Q2 of schema τ , we write Q1 ≡ Q2 (and say that
Q1 is equivalent to Q2 on trees) to indicate that for every Σ-labeled tree T we
have JQ1K(S(T )) = JQ2K(S(T )). Accordingly, we write Q1 6≡ Q2 to indicate
that Q1 ≡ Q2 does not hold. We consider the following decision problem.
The Equivalence Problem for unary mDatalog(τ)-queries on Σ-labeled
(un)ordered trees
Input: Two unary mDatalog(τ)-queries Q1 and Q2.
Output: Yes, if Q1 ≡ Q2,
No, otherwise.
By definition, we have Q1 ≡ Q2 if, and only if, Q1 ⊆ Q2 and Q2 ⊆ Q1.
Thus, the decidability of the query containment problem for mDatalog stated
in Theorem 4.2 and Theorem 4.4, immediately leads to the following.
Corollary 4.5.
(a) The equivalence problem for unary mDatalog(τ ′o)-queries on Σ-labeled or-
dered trees is decidable.
(b) The equivalence problem for unary mDatalog(τ ′u)-queries on Σ-labeled un-
ordered trees is decidable. y
4.3 Satisfiability of mDatalog on Trees
Let τ be one of the schemas introduced in Section 2.2 or Section 2.3, and let
S(T ) the corresponding τ -structure representing the tree T .
A query Q of schema τ is called satisfiable on trees if there is a Σ-labeled
(un)ordered tree T such that JQK(S(T )) 6= ∅.
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Example 4.6. There exists a unary mDatalog(τ)-queryQunsat = (Punsat, Punsat)
which is not satisfiable on trees.
For example, for τ = τu the Punsat can be chosen to consist of the single rule
Punsat(x) ← child(x, x)
and for τ = τo the following rule can be chosen
Punsat(x) ← firstchild(x, x)
since in trees no node can be its own (first)child. y
We consider the following decision problem.
The Satisfiability Problem for unary mDatalog(τ)-queries on Σ-labeled
(un)ordered trees
Input: A unary mDatalog(τ)-query Q.
Output: Yes, if Q is satisfiable on trees,
No, otherwise.
Corollary 4.5, together with Example 4.6, leads to the following.
Corollary 4.7. (a) The satisfiability problem for unary mDatalog(τ ′o)-queries
on Σ-labeled ordered trees is decidable.
(b) The satisfiability problem for unary mDatalog(τ ′u)-queries on Σ-labeled un-
ordered trees is decidable.
Proof. Let Q be the input query for which we want to decide whether or not it
is satisfiable on trees. Let Qunsat be the unsatisfiable query from Example 4.6.
It is straightforward to see that Q ≡ Qunsat if, and only if, Q is not satisfiable
on trees. Thus, we can use the algorithms for deciding equivalence of queries
on trees (provided by Corollary 4.5) to decide whether or not Q is satisfiable on
trees.
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