The paper proposes an approach for surrogate-assisted tuning of knowledge discovery algorithms. The approach is based on the prediction of both the quality and performance of the target algorithm. The prediction is furtherly used as objectives for the optimization and tuning of the algorithm. The approach is investigated using clinical pathways (CP) discovery problem resolved using the evolutionary-based clustering of electronic health records (EHR). Target algorithm and the proposed approach were applied to the discovery of CPs for Acute Coronary Syndrome patients in 3434 EHRs of patients treated in Almazov National Medical Research Center (Saint Petersburg, Russia). The study investigates the possible acquisition of interpretable clusters of typical CPs within a single disease. It shows how the approach could be used to improve complex data-driven analytical knowledge discovery algorithms. The study of the results includes the feature importance of the best surrogate model and discover how the parameters of input data influence the predictions.
Introduction
The idea of data-driven knowledge discovery [1] attracts attention in multiple areas where healthcare is not an exception [2] . One of the problematic issues in this area is the development of robust, high-quality algorithms that produce knowledge on considered systems and processes available for integration with domain knowledge corpus. Having a complex evolving knowledge area working with high-uncertainty processes (like the area of healthcare), the integration of knowledgeand data-driven algorithms may become more complicated [3] . On the other hand, under such conditions, the knowledge discovery algorithms become an object for performance optimization both in terms of time and quality. Currently, there exist many works focused on algorithm performance prediction using empirical equations [4] or data-driven models [5, 6] . Still, most of them are mainly focused on the solutions for computationally intensive problems with a particular solution searching. The finding of such (or close enough) solution ends the execution even in iterative algorithms without a predefined number of iterations. On the other hand, knowledge discovery often deals a) continuous increasing of obtained solution (knowledge) quality; b) complex assessment of solution's quality (usually, including interpretability, integration with existing domain knowledge, significance, etc.); c) absence of "ideal" solution especially in case of high uncertainty in process or system under investigation.
Clinical pathways (CP) are used to describe all treatment and patient care processes and should include all sorts of events for the treatment of a disease. Often these clinical pathways are compiled manually with many specialists [7] . Also, the informational systems have been developed to monitor the ongoing processes and compare them with the specified clinical pathways [8] . Still, due to high complexity and uncertainty in disease development, a task of clinical pathway structuring and analysis is often related to unresolved issues. The list of problems includes lack of consistency, completeness, and correctness of medical data to be analyzed [9] , low coverage of rare cases with CPs [10] , weak formalization, and high uncertainty in core medical knowledge [11] . As a result, datadriven, heuristic, intelligent knowledge discovery algorithms are hired for CP identification and analysis. However, tuning the input parameters for this type of algorithm takes a long time and may require significant computational powers.
Within the paper, we propose a surrogate-assisted approach for multi-objective assessing of performance and quality of knowledge discovery algorithms with possible automation of their tuning. Within the study, we use previously developed evolutionary algorithms [12, 13] for identifying clinical pathways as an example to show the applicability of the proposed approach for real-life clinical problems linking the results with interpretability of the solution and parameter influence. The remaining part of the paper is organized as follows. The next section provides a brief overview of related works in the areas of algorithm quality and performance prediction, CP modeling, and multiobjective optimization. Section 3 reviews the previous authors' works in CP modeling algorithms used as an object for assessing and tuning within the current work. A proposed approach is furtherly described in the following section. Sections 5 and 6 describe experimental settings and obtained results, respectively. The next section presents a discussion of the possible extensions of the approach investigated in the study. Finally, Section 8 concludes the paper with final remarks.
Related Works

Algorithm Quality and Performance Prediction
Advance prediction algorithm quality and its performance can reduce the time for tuning parameters and improve the quality of the algorithm in a short time. Meta-Learning is aimed at finding the best algorithm and its parameters for machine learning tasks using previously acquired experience in solving similar problems [14] . However, in the case of any other methods, surrogate modeling or prediction of individual performance parameters is usually used. The authors of [5] describe an approach for predicting algorithm metrics based on input parameters and descriptive characteristics of the input set, including categorical ones. They also developed a modification of the decision tree and demonstrated their approach by predicting the execution time of the algorithm. The authors of [6] use machine learning methods and genetic algorithms to evaluate the speedup of program execution using various microarchitectures. In [15] , the moments of garbage collection are predicted, and the memory profile is estimated using specialized programs. However, the most popular of parameter tuning is based on genetic algorithms, when the algorithm parameters are individuals for evolution, and the algorithm itself is used as an objective function. In this case, the estimated algorithm is run in each generation, which requires a lot of time and computational resources [16] . Moreover, in this case, it is impossible to obtain a universal model for tuning the estimated algorithm to any data.
Surrogate-Assisted Modelling
Surrogate models are used to approximate expensive models in modern complex tasks. The following areas of surrogate modeling can be identified: constrained and non-constrained global optimization [17] [18] [19] , multiobjective optimization [20, 21] , and design space exploration [22] . Many scientific papers are aimed to improve existing methods of surrogate modeling [23, 24] or to create ensembles from developed surrogate models [22, 23, [25] [26] [27] . Often surrogate models are parts of evolutionary algorithms as fitness functions or individuals of a population [17, 20, 21, 28, 29] . The accuracy of surrogate models depends on their structure and the date used to build and train these models. The scientific community has developed intelligent methods for collecting adaptive samples [19, 27, 28, 30] , instructions, manuals, and tools to construct surrogate models for the investigated system [27, 30, 31] . Surrogate models can be classified in different ways [20] [21] [22] 29] . Recently, special environments have been developed to select appropriate surrogate models and tune their parameters automatically [28, 32, 33] . The authors of [28] created a global surrogate modeling environment with adaptive sampling, in which various types of models are developed using the genetic algorithm and compete for the approximation of iteratively selected data. The authors of [32] developed the COSMOS system, which searches for the optimal model at three levels: the optimal type of model, the optimal type of core, and the optimal values of hyperparameters. The authors of [33] introduced a universal criterion that measures the quality of surrogate models: internal accuracy (by design points), predictive performance (by cross-validation), and a roughness penalty.
Knowledge Discovery as Multi-Objective Optimization
Metaheuristic algorithms allow solving complex data analysis and decision-making problems. There is an extensive review of how genetics algorithms are applied in the diagnosis, treatment planning, prediction, and management of health care [8] .
Since evolutionary algorithms have high computational complexity, surrogate models and evolutionary computations are often used simultaneously. There are two ways to facilitate evolutionary computations. In the first case, surrogate models replace objective functions, especially for multiobjective optimization problems when there are many objective functions [20, 21, 34] . In the second case, surrogate models form the population for the genetic algorithm. During evolution, different types of models are developing. The objective function provides the metric to show how accurate a model approximates the iteratively selected data [28] .
In this paper, the multiobjective optimization problem (MOOP) is used (a) as an object of modeling and optimization; (b) as a tool to solve an optimization problem. The solution of MOOP never gives a single optimal solution. Moreover, usually in the real-life complex task, there are no defined algebraic functions that would determine the relationship between the input data and the output solutions of MOOP. Therefore, a heuristic approach (HA) is commonly used to solve the problem, for example, the genetic algorithm (GA). As shown in [35, 36] , the algorithms of HA are often used with default or most common input parameters. There are several types of numerical methods for solving MOOP [37] . The first type includes methods when a generalized objective function is constructed with the objective functions (e. g. an aggregation function), and solutions are found via the optimization of this one-dimensional function. With this approach, only one solution is optimal. However, the main disadvantage is that one of the objective functions becomes dominant and makes the main contribution to the optimized function at the expense of other objective functions [37] . The second type of numerical method is based on the evolution of populations (potential solutions of MOOP). There are several indicator functions that assess the quality of solutions' set, also called an approximation set (see Table 1 ). It is possible to tune the input parameters of MOOP solver with the use of a single indicator. However, what can we do when we would like to tune the parameters according to two or more indicator function? In this paper, we propose an approach to tune a MOOP with many indicators of its solution. Converting the MOOP to a single objective optimization problem (aggregation of objective functions, optimizing the most important objective, etc.) [37] Population-based algorithms [37] The optimal solution One optimal (suboptimal) solution A population of optimal (suboptimal) solutions obtained to Pareto front A population of optimal (suboptimal) solutions obtained to Pareto front The indicators for tuning the input parameters of the MOOP solver
An optimal solution or the number of iterations One indicator of the approximation set is chosen from cardinality, generation distance, spacing, a hypervolume indicator [38] , etc. Custom indicators are possible.
More than one indicator
The method of tuning
Finding the best input parameters of the MOOP solver to minimize the number of iterations or to optimize the solution (grid search, random search, Bayesian optimization, Self-Adaption, etc.) [39, 40] Finding the best input parameters of the MOOP solver to optimize the chosen indicator of the approximation set (grid search, random search, Bayesian optimization, Self-Adaption, etc.) [39, 40] With this study, we define the best input parameters if the solutions' indicators belong to its Pareto front. Because of the curse of dimensionality, we suggest using surrogate modeling to predict input parameters for new data.
Clinical Pathway Modelling
The term clinical pathway can be defined in different ways [41, 42] . In general, the clinical pathway includes methods of treatment, the course of the disease, and other processes occurring with patients. As a rule, the clinical pathway is built for the selected group of diagnoses and/or a specific group of patients. There are several approaches for determining clinical pathways. The most common way is to describe clinical pathways manually using medical guidelines and the experience of specialists. Automatic methods are aimed to discover pathways from real-life processes using data of a hospital and can be divided into data mining [2] and process mining [43] . In this paper, we use a method for discovering clinical pathways [12] as an example to demonstrate the surrogate tuning approach for multiobjective algorithms.
Backgrounds
Within the study, we consider a CP identification problem as a target algorithm for assessing and optimization. An evolutionary algorithm [12] was developed for cluster and discover typical CPs obtaining the interpretable structure of typical healthcare processes enabling simulation-based analysis of patient flow [13] . The method was studied with acute patient's state treatment (using acute coronary syndrome as an example) [12, 13] , chronic disease development (using arterial hypertension as an example) [44] . Also, it was translated to the other problem domains, like predicting purchases for banks' clients [45] . This section briefly describes the algorithm, its main features, and functional characteristics. For further details and experimental studies with the algorithm, a reader may refer to the works mentioned earlier in this paragraph.
Clinical pathways (CPs) define the tracks of hospital processes. In our past works, we developed a concept to discover CPs from the hospital's log files and electronic health records. We showed by the example of the patient flow simulation in hospitals how clinical pathways help to improve the quality of simulation experiments.
Algorithm 1:
Templates' Discovering through a genetic algorithm and Clustering through them (TDC) [12] 1:
← { , , … , } set of sequences of states 2:
← range for clusters' numbers to select the best one 3:
In our previous works, we have proposed methods of discovering clinical pathways consist of several stages, including the pathways formalization, the generation of templates to identify typical CPs, clustering with the Levenshtein distance and the visualization [12] . One of the algorithms for CPs identification with the genetic algorithm is Templates' Discovering through a genetic algorithm and Clustering through them (TDC). For more details, see Algorithm 1 and Fig. 1 . Also, Fig. 2 is the example of clinical pathways for one of the clusters obtained with the TDC method. The cluster presents how the patients move between hospital items during their hospitalizations. The clusters were interpreted by physicians and used in different projects. For instance, these clusters help to simulate the patient flow through a hospital in consideration of its structure and departments. The genetic algorithm (GA) is used in the TDC to generate templates for sequences of states, which can be presented as character strings. In short, a template is a specific state sequence that summarizes all possible states for a group of sequences. The search for such templates is an NP problem for finding the Shortest Common Supersequence [46] . To solve this problem, we developed the GA, which solves a multiobjective optimization problem to find the best templates for a given set of states' sequences. The GA consists of the basic steps shown in Fig. 3 .
The individuals of populations are character strings. The initial population of candidate solutions is formed randomly using all possible states. An objective function (OF) is a vector function and consists of two components: length and aligning number. The aligning number shows how many sequences of the set fit a template. The change of the Pareto Front is defined as a sum of distances from all points of the Pareto front to a zero point (0, 0) in object space. The mutations indicated in Fig. 3 repeat the point mutations of DNA.
The output of the GA depends on many hyperparameters and extremely depends on the structure of an input set of states' sequences. The tuning parameters of GA with offline methods is a hard task because the launch of the GA needs a significant amount of time. Also, to predict the exact result of the GA with a surrogate model is too hard because the output is a set of sequences, and it crucially depends on the structure of an input set. In this work, we propose several surrogate models to predict metrics of the output result, namely the time of the GA execution, two clustering metrics, the number of clusters, and the number of non-clustered sequences. Such models allow reducing the time of tuning the GA parameters and exploring the design space of GA parameters. 
Surrogate-Assisted Prediction and Optimization
Proposed Conceptual Basis
Knowledge discovery algorithms can be considered as a class of data-driven algorithms with the primary purpose of extension of knowledge either about a particular object or within a problem domain. The available forms of knowledge include functional dependencies between characteristics, robust groups of entities, predictive models, optimization results, etc. Knowledge discovery problem introduces several important: 1) Multiple solutions. Often there is no "perfect solution," and a multitude of forms can be interpreted as a valuable approximation of knowledge. Moreover, a complex landscape of a search space causes no reachable analytical solution. This leads to hiring metaheuristics and various numerical technics for searching for the solution. 2) Management of execution time. In many cases, the execution time of the knowledge discovery algorithm is substantial. At the same time, available time is limited due to the available resources or urgent decisions required to be made by a defined deadline. 3) Domain-specific knowledge quality. Critical criteria for assessing the obtained knowledge are domain-specific: interpretability, relevancy, semantic integration, etc. Obtained knowledge should be general and applicable to a particular class of problems within the domain, which leads to the requirements of domain-specific scalability. 4) General-purpose knowledge quality. On the other hand, obtained knowledge can have general-purpose quality characteristics: complexity, data coverage, correctness, etc. 5) Explanatory power and eliminating uncertainty. Significance of the obtained knowledge could be considered in both aspects as absolute or as relative values (concerning available expert knowledge). Absolute value is vital for automatic solutions and solving a particular task, while relative value shows new knowledge added to the domain-specific corpus. A general idea of surrogate assisted algorithm prediction and tuning is illustrated in Fig. 4 . Regular application of knowledge discovery algorithm ("direct run loop" in the figure) usually includes algorithm tuning, execution, and interpretation of data. A key issue here is the balance between execution time and quality of output knowledge. As a solution, surrogate assistance tuning is aimed at eliminating the actual execution of an algorithm replacing it with a surrogate model/algorithm and prediction of output data, characteristics of the execution process, or obtained knowledge ("surrogate loop" in the figure).
Figure 4: Surrogate-assisted algorithm tuning
In the general case, there are two main groups of characteristics: performance (obtained directly after the execution of the algorithm) and quality (obtained after the interpretation of execution results). Mainly the characteristics of these two groups have an inverse relationship: longer execution time leads to a higher quality of obtained knowledge. At the same time, due to the existing limitations, surrogate-assistant tuning could be an essential technique for reaching higher quality of the results within a limited time (e.g., in a deadline-driven approach [47] ). Knowledge discovery algorithms introduce a higher complexity of quality assessment as it involves multiple criteria and specificity of domain knowledge used for interpretation. Within the presented study, we consider a MOOP-based approach for an algorithm's assessing and tuning, which may be used in various knowledge discovery tasks.
Preliminaries
This section introduces the main definitions used in the remainder of the paper. Definition 1 (sequence of states). Let be a finite set of all possible states. A sequence of states is an ordered collection of states: = < 1 , 2 , … , >, ∈ . Let be a set of sequences of states. The set S can be described with parameters , also called set's parameters.
Definition 2 (evolutionary algorithm). Let be an evolutionary algorithm with hyperparameters , also called input parameters. Let solve the multiobjective optimization problem (MOOP).
Definition 3 (solution)
. Let be solutions of the MOOP obtained with the evolutionary algorithm : ( , ) =̂. ̂ is an approximation set of Pareto optimal solutions for the MOOP, which is also called the Pareto front in object space. The solution ̂ can be described with parameters ̂, also called output parameters.
Definition 4 (surrogate model). Let the algorithm be a surrogate model if ( ) = +
where is an error of where includes a hyperparameters or/and set's parameters .
Surrogate models are developed to imitate the output characteristics of a method. We proposed two approaches to surrogate modeling. With the first approach, a surrogate model is built for a specific set to search relations between input and output parameters of a method. With the second approach, a surrogate model is built for all available data, and the set's parameters are used as input of surrogate models. Moreover, we propose to build ensembles of models obtained with the first approach.
Surrogate Models for Each Set of Sequences
Let is a set of sets of sequences: = { 1 , 2 , … , }. Surrogate models for each set of sequences' sets are built as shown below:
It is expected that the machine learning models (MLMs) are used as surrogate models. MLMs are usually trained with a train set first and then are checked with a test set to calculate the accuracy or other metrics of MLMs. The models each are trained with a specific set of sequences and adapt to its features.
General Surrogate Model for Sets of Sequences A general surrogate model is trained under sets' parameters PS and algorithm's parameters PE:
( , ) =̂+ .
Ensembles of Surrogate Models
Ensembles aggregate the results of several based models to improve the accuracy of models' output [48] . There are two common aggregation functions: the voting (used for classification) and weighted averaging (used for regression). In this section, we present two approaches to build ensembles with averaging. With the first approach, the outputs of all surrogate models for each set are just averaged. With the second approach, the most appropriate models are selected first, and then the average output is calculated. 4.5.1 Average ensemble of surrogate models. The average ensemble of surrogate models is based on the surrogate models for each set. For any input set this ensemble gives the average solution despite the parameters of the input set: 
Clinical Pathway Identification: Acute Coronary Syndrome
Data Description
In this research, we used a set of 3434 electronic health records (EHRs) of ACS patients admitted to Almazov National Medical Research Centre (Almazov Centre) 1 during 2010-2015. Patients with ACS usually stay in various departments during their treatment, e. g. admission department, regular care department, surgery room, and intensive care department, and can move between these departments because of their health state and hospital schedule. Hospitals departments are considered as states in this experiment. Each EHR is associated with a sequence of patient's movements between departments. There are 229 unique sequences of patients' movement so that the obtained sequences are different. We used these 229 sequences to generate new sets for the experiment. A set's generator produces a new set with given templates and the probability of mutations.
Using these 229 sequences of the initial set of patients, we have generated different sets of sequences for experiments. Besides the initial set, there are clusters of similar sequences that were derived with our method for clinical pathways identification and clustering [12] . These clusters were obtained from these EHRs of ACS patients, and physicians interpreted the clusters. For example, Cluster #5 contains patients whose treatment strategy agree with clinical recommendations in the best way. Cluster #8 presents people with myocardial infarction who were delivered by an ambulance in a state of a cardiogenic shock or a clinical death. Moreover, the generated sets include mixes of clusters, two separate sets with short and long sequences, three randomly generated sets, and 24 template sets, which were generated with mutated typical templates. Templates sets can be obtained from a different number of templates (from 1 to 10). The list of sets and the statistical parameters of sequences' length is presented in Table 2 .
For each set, the TDC method was run 3125 times (five random values for five GA parameters) on an irregular grid of parameters of the GA. The results of these launches are used as samples to train surrogate models. Also, the data for surrogate models is divided into training and testing sets with 70:30 split.
Parameters
Sets' parameters.
For some surrogate models, the parameters of sets ( ) of sequences are used as input data. These parameters can be divided into two classes: length parameters of sequences and frequencies of states. The length parameters are minimal and maximal lengths, a median, and a standard deviation of lengths among sequences of a set. Also, there is a parameter of the number of length outliers calculated with the interquartile range. The frequencies of n-grams of states are also used as input data. Also, there is a parameter of unique sequences in a set. In this experiment, we have used 1-grams and 2-grams to describe the sequences of sets. 
Parameters of an evolutionary algorithm.
The method TDC includes the genetic algorithm. This genetic algorithm is built according to the scheme on Fig.3 and has the next input parameters ( ):
• an increment means how many times the length of the template may exceed the longest sequence in the population; • a mutation probability is a tuple of three probabilities for each type of mutations, the sum of probabilities equal or less than one; • a mutation number is a maximal possible number of mutations for a sequence; • a parent fraction is a share of parents in the population; • a start population factor means how many times the population size exceeds the size of the initial set of sequences. 5.2.3 Output parameters. The output of the GA is a set of best solutions. Then, the representative templates are selected among the best solutions as the centers after clustering the approximation set of Pareto front with k-means methods. The representative templates are used to divide the initial input set into clusters, which can be visualized with graphs of typical clinical pathways, as shown in Fig. 2 . The developed surrogate models predict the parameters (̂) of launches of the TDC method and the parameters of the clusters:
• time of the GA execution in seconds;
• number of clusters obtained with represented templates;
• Calinski-Harabaz index clustering metric is also known as the variance ratio criterion, first local maximum of this index shows the optimal number of clusters [49] ; • Davies-Bouldin index clustering metric, its minimum value shows the optimal number of clusters [50] ; • number of non-clustered sequences, if there are outliers among the initial sequences of the input set, it is possible some sequences will not be clustered.
Surrogate Models for Each Set of Sequences
We select a random forest regression as a surrogate model ( each ) because of its simple interpretation and short training time. A separate regression model was built to predict each output parameter. The next hyperparameters of the random forest models are selected with the grid search: number of decision trees, maximum possible depth of decision trees, minimum of samples for node splitting. The mean absolute percentage error is used to validate the regression models:
where are true values, and are predicted values calculated with a regression model.
General Surrogate Models for Sets of Sequences
In the previous section, a separate surrogate model ( ) is built for each input set. This approach is appropriate if it is necessary to explore the design space of the parameters of TDC methods. However, this approach does not allow tuning of the parameters of TDC if a new set of sequences is provided. As a result, a general model ( ) is a model which is trained in the data of all sets and consider the parameters of input sets ( ) and the parameters of the GA ( ). Two models are tested to solve this problem: a neuron network (a multilayer perceptron) and separate random forest regressors for each output parameter.
Ensembles of Surrogate Models
The ensemble of separate surrogate models can be built if it is too expensive to train a general surrogate model or if there is not enough information about the set of sequences. Still, it is necessary to explore the design space of a model. Both an average ensemble of surrogate models ( ) and a k-nearest neighbors' ensemble of surrogate models ( ) were built with RF models, as mentioned in section 4.3.
Results and Analysis
For surrogate models of each set ( ), Figures 4 and 5 show the biplots of real and predicted values of output parameters. In a perfect case, points on a biplot should lay on a diagonal line. As can be seen, the biplots for predicted values of train and tests look similar, so there is no overfitting of the models. In the figures, the initial set contains all possible sequences of states from real data, so the biplots for it contain more different points than for the cluster #5. The more diverse sequences in the set, the more diverse the results can be obtained after applying the GA. It is particularly evident in the example of the Davies-Bouldin index. Moreover, the initial set contains many more outliers, which are the cause of the abnormal results of the TDC launches, which is seen in the example of the Calinski-Harabaz index and the number of clusters. For the general models ( ), Figures 6 and 7 show the difference in MAPE of both the neuron network (NN) and the random forest (RF) models. In Fig. 7 , so clearly seen that, despite the long search through the parameters, it is not possible to find such parameters for the NN so that it could describe all the patterns of the input data. Using the number of clusters and the Davies-Bouldin index, it is clear that the NN could not learn to determine a large group of parameters and gave them a constant response, which is depicted as a straight line on the biplots. Also, the NN determines the longest possible execution time for the launches (about 75-80 seconds), which also lower the prediction accuracy. The RF model was able to distinguish subgroups in the input data, as can be seen from the Calinski-Harabaz index (Figure 8 ) and the number of non-clustered sequences. The RF model is better in many indicators: MAPEs are less for all output parameters, and the time of training is much less. The training time of RF is 7.18 sec, whereas the time of NN is 146 sec. The parameters of both models were selected with the random search, and the time of the random search is 18 min 34 sec for RF and 1 h 12min 46 sec for NN. 
Discussion
The proposed approach can be extended and used in various solutions. This section discusses possible extensions of the approach investigated within the study to show how it could be improved with the integration of additional solutions.
Interactive Analysis
Based on the surrogate models mentioned above, analytical instrumental solutions can be developed for interactive analysis of target algorithms. Within our study, we have developed a prototype of a software solution for researchers and analysts. The prototype consists of backend and frontend modules. The backend includes the trained general surrogate model with random forests. The frontend is a website of a single page (see Figure 9 ) where users can upload a file with new sequences of states. The software makes predictions of possible outputs' parameters and defines the best ones. Fig. 9a shows the user's opportunities. A user can upload a new file with sequences, select necessary objectives to define better output parameters, and select the type of table visualization (show optimal solutions or all solutions). In the case of two objectives, the scatter plot with solutions is shown under the space of input parameters for a new set and deciding which parameters are better for launches of the TDC method. Moreover, users can choose the most crucial output parameters according to their research. For example, some researchers prefer CHI, and other ones prefer DBI to define the best number of clusters. Or probably, the most criterion can be time if the system is using in real-time. a) b) Figure 9 : Software prototype a) loading data; b) data analysis and visualization Figure 10 depicts the features' importance for the general surrogate model based on RF. For the number of clusters, the parameters of an input set (the number of unique sequences, the number of length outliers, a standard deviation of sequences' length), and the start population factor of the GA are the most important. In contrast, the states' parameters mainly do not influence the number of clusters. For other predicted parameters, some states' parameters are quite important. For execution time, the transfers from other departments to cardiological departments or an intensive care unit are important. We assume that the patients move to other departments during their hospitalizations when they have comorbidities (other diseases besides acute coronary syndrome). As a result, their clinical pathways become longer, and the GA works for them longer. The transfer from a coronary catheterization department to a cardiologic department has crucial importance on predictions for the Davies-Bouldin index. The above interpretation helps to understand how the developed evolutionary algorithms work. It allows one to make a "smart" selection of model parameters and not just go through the hyperparameters in search of the best. Such interpretations of model parameters can be the basis for constructing explainable artificial intelligence (XAI) [52] . XAI is aimed to create explainable models and their automatic interpretation. In the future, it is also possible to construct an ensemble of surrogate models that will select the weights of the base models based on their interpretation.
Interpretable Prediction
In the future, we plan to optimize the process of tuning surrogate models, to develop a version for parallel calculations for big data, to develop a "smart" system for selecting base models and automatic interpretation of the developed models. Also, we consider testing the proposed approach to other problems that our research team solves.
Conclusion and Future Work
Different surrogate models and ensembles allow solving the problem of tuning parameters in different specified conditions. The most accurate surrogate model is a general model; however, the selection of its parameters and the training time takes considerable time. It is also necessary to have enough input samples for training such a model. Separate surrogate models for each set allow finding the optimal parameters of genetic algorithms tailored to specific input sets. However, if it is necessary to choose parameters for new input sets, and there are no resources for building a general model then it is necessary to ignore the accuracy and use ensembles of simpler surrogate models.
The approach developed in this paper can be applied to any evolutionary algorithms with a large number of hyperparameters and complex output. The proposed surrogate models can significantly reduce the time for tuning the parameters of the evolutionary algorithm, reducing the design space for optimal parameters. As we showed, these surrogate models can be the base for DSS, analytical, and research solutions. Evolutionary algorithms for multiobjective optimization (MOEA) have been a "hot" topic of research for many years. It is because MOEA is actively used in industrial projects, as it allows to model complex objects and their dynamics, if necessary [53] . Thus, we believe that the proposed approach can support the further development of many applications in various areas.
