We trained, validated, and tested the results of our CRF in comparison to other methods on two human annotated stacks of EM images of the larva of Drosophila melanogaster, that we publish in [1] . Each stack contains 20 sections of size 1024 × 1024, corresponding to a volume of 4.7µm × 4.7µm × 1µm of neural tissue.
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The distribution of the stacks into training, validation, and test data for the different parts of the proposed methods is shown in Figure 1 . Since annotated data is rare, we decided to train and validate our CRF on stack 1, that we also used for the training of the DNN. This way we avoid having an advantage for our method that would arise if we train our method on the same stack that we use for testing (even if we used different sections of this stack). In fact, training on stack 1 introduces a disadvantage for our method, since it is trained on classifications that are too good to be true. However, for the competing hypotheses generation method "GapComp" [2] we decided to train and validate on stack 2. This way we give it the advantage of being trained on true (i.e., non-training) DNN classifier outputs. Furthermore, "GapComp" could use more sections, which are even of the same stack of (but disjoint from) the sections used for testing.
CRF Training
The parameters of our model are θ = (v, w), where
are the costs for pairwise interactions and are the weights of the prediction values. Given an annotated learning sample (y, x), we obtain the parameters by maximum likelihood learning [3] . The conditional log-likelihood of a learning sample is the negative log-probability
that we optimize using stochastic gradient descent. Substituting Eq. (1) (from the paper) and building the derivative with respect to the two types of parameters yields the following gradients:
where δ is the Kronecker-delta and i is a shorthand for N (i, α, d). The marginal probabilities are obtained via Gibbs sampling.
Error Measure
The errors made by current neuron reconstruction methods render a manual proof reading necessary. Minimizing the time that has to be spent on correcting the result is therefore a sensible objective. Ideally, the evaluation measure on automatic reconstruction methods should reflect the time and effort needed to correct the errors made by an automatic method. Therefore, we evaluated the error of the reconstruction result in terms of the edit distance to the ground truth. We count four different types of errors that are specific to anisotropic neuron reconstruction (see Figure 2) .
For that, 2D neuron slices within a section are matched between the ground truth and the reconstruction. Every not matched neuron slice in the reconstruction is a false positive (FP), every not matched neuron slice in the ground truth is a false negative (FN). Further, we match the links (i.e., the connections between the neuron slices of two subsequent sections) between the ground truth and the reconstruction. Two links are said to match, if both of the involved slices match. Every not matched link in the reconstruction is a false merge (FM), every not matched link in the ground truth is a false split (FS).
A sensitive part of this procedure is the matching of the neuron slices in a section. For that, only neuron slices that share at least half of the union of their pixels are considered as matches. This gives a matching for each section, each proposing a number of FP and FN errors.
After that, the link errors between every pair of sections are evaluated. The neuron slice matchings of the respective sections suggests a link matching, each providing a number of FM and FS errors.
2D Neuron Candidate Samples
Neuron reconstruction hypotheses generated with our and competing methods are shown in Figure 3 . Each method is using the predictions of our trained DNN. No post-processing was applied. Compared to the other methods, hypotheses generated with our method (D 4 in the figure) appear smoother and propose a clearer segregation between neurons.
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