An artificial neural network (ANN) model is developed for the analysis and simulation of the correlation between the properties of maraging steels and composition, processing and working conditions. The input parameters of the model consist of alloy composition, processing parameters (including cold deformation degree, ageing temperature, and ageing time), and working temperature. The outputs of the ANN model include property parameters namely: ultimate tensile strength, yield strength, elongation, reduction in area, hardness, notched tensile strength, Charpy impact energy, fracture toughness, and martensitic transformation start temperature. Good performance of the ANN model is achieved. The model can be used to calculate properties of maraging steels as functions of alloy composition, processing parameters, and working condition. The combined influence of Co and Mo on the properties of maraging steels is simulated using the model. The results are in agreement with experimental data. Explanation of the calculated results from the metallurgical point of view is attempted. The model can be used as a guide for further alloy development.
Introduction
Precipitation strengthening remains one of the most effective ways of producing ultrahigh-strength alloys. It is achieved by producing a particulate dispersion which acts as obstacles to dislocation movement through a second phase precipitation process. Over the past 40 years, a generic class of precipitation hardening (PH) steels, maraging steels, has been developed, mainly for aircraft, aerospace, and tooling applications. Maraging refers to the ageing of martensite. The hardening is due to precipitation, usually of intermetallic compounds, during the ageing process [1] [2] [3] [4] [5] [6] [7] .
Maraging steels, 1 characterised by a large proportion of alloying elements, are expensive Computational Materials Science 29 (2004) [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] www.elsevier.com/locate/commatsci materials compared with many other engineering alloys. The alloy development is significantly influenced by the availability and price of the alloying elements. For instance, the development of a family of cobalt-free maraging steels in the late 1970s was solely due to the sharp rise in cobalt pricing [8] . Consequently, understanding the correlations between alloy composition, processing parameters, microstructures and final properties of maraging steels is of great importance since they govern alloy design and production. Moreover, the fact that a single grade of maraging steel cannot easily be heat-treated to produce widely different strength levels necessitates different grades of steels, each tailored to a specific strength level. This makes the understanding of such correlations even more desirable.
Essentially there are two ways to understand such correlations. First, one can adopt a model that describes physical relations between parameters, and verify this model using experiments [9] [10] [11] . However, an explicit physical model that quantitatively describes all the relationships between alloy composition, processing parameters and the final properties of maraging steels does not exist. Alternatively, a model can be created by applying statistical techniques to the existing production data [12] . Early attempts usually employed multilinear regression (MLR) methods. However, in maraging steels, rather strong interactions can occur with specific combinations of elements, such as Co and Mo [13] . Such effects are not simply the sum of the influences of each single element.
In this consideration, artificial neural network (ANN) modelling is a powerful alternative. It is essentially an advanced statistical analysis method. Since little prior knowledge of the physical background of the processes is required, this method can dramatically benefit the industry, as industrial metallurgists often have to solve their problems without full comprehension of the scientific background. Though this modelling technique is relatively new, it has found a variety of applications in the field of materials science [14] [15] [16] [17] [18] [19] [20] , including the recent work carried out at QueenÕs [21] [22] [23] .
In the work reported in this paper, the aim was to design an ANN for the prediction of the mechanical properties of maraging steels as a function of alloy composition, processing parameters, and working temperature. Martensitic transformation start temperature (Ms) as a function of alloy chemistry is also studied because it has to be closely controlled for maraging steels. This model will benefit the development of future alloys by optimising composition design and processing.
Model development
ANN modelling is basically a non-linear statistical analysis technique. It is essentially a Ôblack boxÕ linking input data to output data using a particular set of non-linear functions. It provides a way of using examples of a target function to find the coefficients that make a certain mapping function approximate the target function as closely as possible. A fully connected three-layer feedforward network is shown in Fig. 1 . It consists of three layers: the input, hidden, and output layers. Each node in the input layer represents in the network the value of one independent variable. The nodes in the hidden layer are only for computation purpose. Each of the output nodes computes one dependent variable. More details about the principles of ANN modelling can be found elsewhere [24, 25] . As Hornik et al. [26] have shown that a three-layer (one input, one hidden, and one output) ANN with sigmoid transfer functions can map any function of practical interest, a threelayer neural network model is used in the present work.
Input Layer
Output Layer Hidden Layer ANN modelling normally follows these steps: determination of input/output parameters, data collection; analysis and pre-processing of the data; training of the neural network; testing of the trained network; and using the trained network for simulation and prediction. Model training includes the choice of architecture, training algorithms and parameters of the network. The development of this model has followed these steps.
Input and output parameters
The selection of the property-related parameters, or input parameters, is based on the physical background of how the target property is determined. Omitting the parameters which are not important benefits the development of the model and simplifies further application. For maraging steels, there are two major thermal treatment processes: austenitising and ageing. A cold deformation procedure is sometimes used between the two treatments to increase the achievable strength level. As long as the austenitising process ensures a full transformation to austenite, the temperature and time only marginally affect the mechanical properties after ageing, in that an increase in austenitising temperature (T aus ) or time (t aus ) usually leads to slightly better toughness and a slight drop in strength. Therefore, it was decided that T aus and t aus should not be used as inputs. In practice, the chosen T aus and t aus should be sufficiently high and long to ensure a fully austenitic structure, and then as low and short as possible to avoid austenite grain growth. The cooling method after austenitising is usually air-cooling or waterquenching (occasionally oil-quenching). It is chosen to ensure a full martensitic transformation, and was not taken as an input parameter either. The cold deformation and ageing treatment are important to the mechanical properties of maraging steels [3] . Therefore, the input parameters include cold deformation degree (e), ageing temperature (T age ), and ageing time (t age ). As maraging steels are frequently used and sometimes essential for many high-temperature applications, the working temperature is taken as another input parameter to the ANN model. Therefore, the inputs for the present model consist of alloy composition, processing parameters (including e, T age , and t age ), and working temperature. The outputs of the ANN model are the mechanical properties including ultimate tensile strength (UTS), 0.2% yield strength (YS), elongation (EL), reduction in area (RA), hardness (HV), notched tensile strength (NTS), Charpy impact energy (Aj), and fracture toughness (K Ic ), as well as martensitic transformation start (Ms) temperature. The structure of the ANN model is shown in Fig. 2. 
Database construction and analysis
The performance of an ANN model depends on the dataset used for its training. Construction of a reliable dataset is therefore the first critical step. The dataset was constructed by collecting available data on properties of maraging steels and lowcarbon PH steels from literature [27] [28] [29] [30] [31] [32] [33] . In total, 2959 input/output data pairs were collected. All the data was for the longitudinal direction. One should be aware that the difference in strength is not significant between longitudinal and transverse directions, but toughness is more strongly directional [30, [34] [35] [36] . Three types of hardness data, HB, HRC, and HV, were collected. Before model training, the HB and HRC data were converted to HV using a conversion table especially for martensitic steels [37] . When the amount of C is not given for an alloy (less than 50 cases), it was set as Table 1 , containing 13 elements: C, Al, Co, Cr, Cu, Mn, Mo, Nb, Ni, Si, Ti, V, and W. Elements B and Zr are not efficient alloying elements and their uses were rare in the development of maraging steels. Element Be, though classified as a strong hardener, has not been widely employed because of toxicity concerns. Influences from residual impurities Ca, N, O, P, and S were ignored.
For each of the different output properties the number of data pairs collected varied, and an analysis of the database regarding each property is shown in Table 2 . The data availability and temperature range for each property are also shown in this table. This defines the range of application of the ANN model. Although most of the data is for properties at room temperature, a significant amount of data at either cryogenic or high temperature is also available. The availability of data at different temperature ranges is shown in Fig. 3 . Since hardness measurement must be carried out at room temperature, the above data distribution analysis does not apply to hardness data.
As expected, the model, though as a black-box, will be more influenced by steels with many data points and therefore biased. This should not be considered as a disadvantage however, as the trust worthiness will be higher where the number of data points is greater.
Neural network training
Many parameters can be altered in order to get a well-trained model, among which an important one is the training algorithm. It has become standard for some years to train ANNs by a method called backpropagation. The term backpropagation refers to the manner in which the gradient is computed for non-linear multilayer networks. The early standard algorithm consists of assigning a random initial set of weights to the neural network, then presenting the data inputs, one set at a time, and adjusting the weights with the aim of reducing the corresponding output error. This was repeated for each set of data, and then the complete cycle was repeated until an acceptably low value of the sum of squares error was achieved. Such an algorithm is usually both inefficient and unreliable, requiring many iterations to converge if it converges at all. Therefore, a number of variations of the standard algorithm have been developed, based on other optimisation techniques, with a variety of computation and storage advantages [38] . The two most popular algorithms are Levenberg-Marquardt algorithm and Bayesian regularization (TRAINBR). 2 The former method is the fastest training algorithm for networks of moderate size. It has a memory reduction feature for use when the training set is large. The time required for training can be dramatically reduced using this method. However, it is sometimes difficult to find the best model using this algorithm. Bayesian regularization (BR) is a modification of the Levenberg-Marquardt algorithm for obtaining networks which generalize well. It Table 1 Statistical analysis of the alloy composition as input variables (wt%) reduces the difficulty in determining the optimum network parameters. This algorithm itself was first used in modelling the Ms temperature, with twothirds of the data for model training and one-third for model testing. The performance of the resulting model on the testing data was not good. Overfitting seems to have taken place. A method to avoid the overfitting problem is the early stopping technique. This was then used in combination with Bayesian regularization. The data was divided into three groups, one-half for the training set, onequarter for the validation set and one-quarter for the test set. The model obtained through this way demonstrated better performance than using TRAINBR itself. Therefore, training of ANN models was carried out by combining the early stopping technique with TRAINBR algorithm throughout the present work.
Since backpropagation may not always find the correct weights for the optimum solution, a number of re-initializations and re-trainings of the network were carried out to obtain the best solution. Neural networks of other types may also be considered in model creation, such as radial basis function (RBF) networks. Such networks may require more neurons than standard feedforward backpropagation networks, but often they can be designed in a fraction of the time it takes to train standard feedforward networks [38] . RBF networks were created to model the Ms temperature of maraging steels (NEWGRNN). The performance is not as good as the model achieved using backpropagation algorithm, though model training takes less time. Therefore, RBF networks were not used in the present study. Other new generation learning systems, such as support vector machines, are described in dedicated books [39, 40] . Comparatively, the standard ANN method used in the present work is well developed and has been proven to be suitable for modelling metallurgical correlations [22] [23] [24] .
Separate models were developed for individual properties in the present work. This is because training time increases dramatically when the number of outputs increases. Therefore, setting up a series of ANN models where each model deals with only one output value significantly simplifies and speeds up the training of the ANN model. On the other hand, the data available for each individual output property are different. For instance, for one set of input variables whose corresponding UTS is known, the fracture toughness may not be measured. This makes it difficult to setup one single model where both UTS and fracture toughness can be trained. Such models, each corresponding to one individual output property were incorporated into one integrated model, as schematically shown in Fig. 2 . When one set of input parameters is fed into the integrated model, different models, each for one output, will be employed to calculate the set of output properties.
Pre-treatment of ageing time t age
A close study of the hardness database showed that the input parameter ageing time (t age ) ranges from 0.001 to 1968 h with a heavily skewed distribution ( Fig. 4(a) ). The distribution is presented as a form of histograms in 10 equal ranges between the minimum and maximum values. The obtained ANN model did not perform well when untreated ageing time was used as input. When the lnðt age Þ value was used as an input parameter, the performance of the ANN model was different. The distribution of lnðt age Þ is shown in Fig. 4(b) . The performance of the model after this treatment was much better compared with the model without treatment, as shown in Table 3 . This is because, most statistical learning techniques, including ANN modelling, can improve model performance by normalizing the training data. Taking a logarithm of the parameter t age in the present work is akin to a normalization procedure. As shown in Fig. 4 , such treatment makes the distribution of this input parameter close to normal distribution, which is more readily dealt with by ANN modelling to achieve better performance. Such treatment on t age was also carried out for modelling other properties since ln-treatment always leads to a more balanced input distribution.
Other parameters such as data pre-processing methods, transfer functions and the number of hidden nodes were also altered to achieve the best model. A program was written to identify the model with the best performance after model training has been undertaken for several hundred times with different training parameters. When each training parameter was altered manually, about 50-100 times of training were carried out to find the best model for this set of training parameters. This model was then stored for later comparison. Another parameter was then altered, followed by 50-100 times of training to achieve the best model corresponding to this set of training parameters. This model was then stored for later comparison. In the end, the obtained models, of best performance for different training parameters, were compared with each other and the best model was picked up for use of future prediction. For example, the optimised model for Ms modelling is of 12-6-1 structure, with functions PREMNMX, POSTMNMX and TRAMNMX for pre-and post-processing. PREMNMX was used to scale inputs and targets so that they fall in the range ½À1; 1. Such pre-processing procedure can make the neural network training more efficient. POSTMNMX, inverse of PREMNMX, is used to convert data back to standard units. TRAMNMX normalizes data using previously computed minimums and maximums by the PREMNMX function. It is used to pre-process new inputs to networks which have been trained with data normalized with PREMNMX. The transfer functions employed were the hyperbolic tangent sigmoid function (TANSIG) and the linear function (PU-RELIN). Detailed information about these functions can be found in the manual of Neural Network Toolbox for MatLab [38] .
Results and discussion

Model performance
Two parameters were used to evaluate the performance of ANN modelling, Ômean errorÕ and Ôerror deviationÕ as defined in Eqs. (1) and (2):
In the above equations, A i is the calculated result for the ith alloy, T i is the corresponding experimental value and n is the number of alloys in the sample set. When two models are of close mean errors, both of which are smaller than the target error (e.g. 5°C for Ms temperature), the one of smaller error deviation is considered to be better.
Modelling of Ms temperature
The Ms temperature of maraging steels must be closely controlled in order to ensure complete transformation of austenite to martensite. Because Ms is mainly a function of alloy chemistry, the usual requirement for the composition throughout the development of maraging steels is to guarantee an Ms above room temperature. It is highly desirable to quantitatively understand the influence of alloying elements on Ms temperature of steels. For this purpose, empirical relationships between Ms and chemical composition of low-carbon highstrength steels have been derived by employing MLR analysis [41] [42] [43] . However, the existing expressions neither considered the interactions between individual alloying elements, nor were they fully tested for alloys with many different types of alloying elements since most of the data was for ternary or quaternary alloys. In the current database for Ms modelling, most of the data are for alloys with more than four elements. In total, 215 data pairs were collected. The input variables were the concentration of 12 elements: C, Al, Co, Cr, Cu, Mn, Mo, Nb, Ni, Si, Ti, and V (no W).
The performance of the resulting ANN model on different datasets, namely all data, training, validation, and test sub-datasets, is shown in Fig.  5 . The mean error of this model on the whole dataset is )1°C, with error deviation 32°C. On the testing dataset, the mean error and error deviation are )2 and 46°C respectively. For comparison, the error deviation of a MLR analysis of the whole dataset is 64°C (mean error: 0°C). The influence of each element is shown in Table 4,   Table 3 Comparison between two hardness models without and with ln-treatment of ageing time with the mean error and the error deviation as defined in Eqs. (1) together with some previous results for comparison. As can be seen the present results differ very much from previous work [41] [42] [43] especially in the effects of Mo and Ti. MLR analyses cannot predict correctly the influence of Co. This is because one of the important roles of Co in maraging steels is raising the Ms temperature [44, 45] , therefore increasing the permissible amount of other agehardening alloying elements without leaving residual austenite. It would be a major drawback if such effect cannot be predicted. ANN modelling shows its clear advantage in this aspect, as will be discussed later.
Modelling of the mechanical properties
UTS and Charpy impact energy (Aj) were used to demonstrate the performance of the ANN models of mechanical properties (Figs. 6 and 7) . As can be seen in Fig. 6 , the model calculation fits the experimental observation well. The mean error of this model is )4 MPa, with an error deviation 102 MPa. For the test dataset only, the mean error is )2 MPa, with an error deviation of 128 MPa. Evidently, the trained model is capable of predicting for new cases. The model for Charpy impact energy also shows good performance, though less accurate than the UTS model. Statistical analysis of the models for all the properties is summarised in Table 5 . These models perform well overall judging by the performance of the test datasets. The number of nodes in the hidden layer was 6 for all of the models, except for K Ic (3 nodes).
Only the data in training and validation datasets were used in the model optimisation process. The test dataset is not involved in the model training process, but solely for the testing purpose. Therefore, the accuracy of an ANN model in prediction is clearly demonstrated by its performance on the testing dataset ( Table 5 ). The performance of ANN models for EL, RA, and Aj is not as good as that for UTS, YS, and HV. This is because ductility-related parameters are more easily affected by experimental factors, such as specimen condition and dimension, than strength parameters. The performance of the model for fracture toughness is surprisingly better than that of EL, RA, and Aj. Due to the lesser quantity of K Ic data available, the number of the hidden nodes was set as 3. Nevertheless, caution should be exercised when this model is used. All data Fig. 6 . Performance of ANN model for UTS, for all data, training, validation, and testing data respectively.
Comparison of model predictions with experimental data
Ms temperature
Following the development of maraging steels, the most important family of grades are C200, C250, C300, C350, and C450 (the strength level in ksi is indicated in the product grades). They were tailored to certain strength levels by mainly varying alloy composition. The first four grades were based on the classical Fe-18Ni system, with different amounts of Co, Mo, Ti, and Al, whereas Fig. 8 . It can be seen that they are in good agreement.
Room temperature properties
Since most of the data used was for mechanical properties at room temperature, the highest accuracy of the neural network is expected for the prediction of room temperature properties. PH13-8, a martensitic precipitation hardening (PH) stainless steel, was chosen here to test the influence of ageing treatment on mechanical properties. The alloy offers good mechanical properties under severe environmental conditions, superior to PH17-4 and PH15-5 stainless steels [29] . Common treatments of this alloy include ageing at 510, 538, 566, 593 or 621°C for 4 h. The influence of such treatments on UTS, YS, EL, RA, and HV properties of PH13-8 is shown in Fig. 9 . The models perform well; predicting results very close to the experimental results. The accuracy of the ANN models is best for hardness. This is probably because the number of training data pairs was largest for the hardness as compared to the other mechanical properties. However, the accuracy of the network predictions is within the acceptable error range for all the other properties.
Properties over a wide temperature range
One important feature of the present ANN models is the ability to simulate materials behaviour over a wide temperature range. PH13-8 steel, with excellent resistance to oxidation up to approximately 593°C, was chosen here as an example. The properties such as UTS, YS, EL, and RA as functions of working temperature were calculated. The material was aged at 538°C for 4 h and the testing temperature ranged between )196 and 560°C. Comparison between model calculations and experimental measurements is given in Fig. 10 . The models predict reasonably well from room temperature to 300°C. The properties of a 450-grade alloy (Fe-15Cr-6Ni-1Mn-1Si-0.75Mo-0.3Nb) was also studied over a wide temperature range. The ageing treatment was at 482°C for 4 h. Comparison between model calculations and experimental results is shown in Fig.  11 . The model again predicts well when temperature is up to 300°C. Higher temperature leads to larger deviations from the experimental values. This is because there is a lack of experimental data at cryogenic or elevated temperatures in the current database compared with room-temperature data. Therefore the material behaviour at elevated temperatures cannot be well represented. Although there are not many data between room temperature and 300°C, as the material behaviour remains similar within this temperature range, it is easy to predict it with reasonable accuracy. Caution should be exercised when properties at temperatures above 300°C are calculated using the ANN models.
Application of model
As the ANN models perform well overall, they can be used to predict Ms and mechanical properties of maraging steels with sufficient accuracy within the data range used in model development. In maraging steels, the interactions between Co and Mo are complicated. Many alloy developments were based on these interactions. They have been studied here based on model calculations. Since the models have been designed on statistical models, and not on physical theories, some of the results will be discussed from the metallurgical point of view.
Interactions between Co and Mo on Ms temperature
The influence of Co on Ms temperature of maraging systems is simulated using the ANN model. The interaction between Co and Mo is also studied here. The alloy system is chosen to be based around the chemical composition of the classical Fe-18Ni maraging steels, Fe-0.01C-0.1Al-18Ni-0.4Ti-9Co-4Mo (referred to as Fe18Ni-9Co-4Mo in the later context). The amounts of Co and Mo are variables with values as low as zero so that the influence from these elements can be shown (Fig. 12) . As can be seen Co always raises the Ms temperature when no Mo is present, as observed by Yeo [45] . However, with Mo present, the influence of Co becomes complicated. It has been found experimentally that with the addition of 1.5%Mo, Co decreases Ms temperature when its amount is higher than 15% [46] . Such tendency can be seen in the curve corresponding to 2%Mo in Fig.  12 , where the increase in Ms with Co ceases when Co is higher than about 9%. From the ANN model, an amount of Co of above 6% will cause a reduction in Ms when Mo is 6%. The increase of Mo always suppresses Ms, and the absolute value of the reduction is enhanced by the increase in the percentage of Co in the alloys [41, 45, 46] .
The combined influence of Co and Mo on age hardening kinetics
The influence of Co and Mo on the age hardening kinetics of a Fe-18Ni-4Mo system at 482°C was simulated using the ANN model (Fig. 13) . The rate of the precipitation is reflected by the increase in hardness at early stages of the ageing process. It can be seen from Fig. 13 that the rate of increased hardness of systems with Co is greater than for the system without Co. The hardness increase at the peak position of the Co-containing systems is much higher than that of the Co-free system. This effect can be explained from a metallurgical mechanism. One important role of Co in maraging steels is to lower the solubility of Mo in martensite, thus producing more densely distributed Mocontaining precipitates to increase the strength. The equilibrium fraction of such precipitates increases, promoting the hardening effect. This has been suggested in early studies and was confirmed by Sha et al. through atom probe study [4] [5] [6] [7] . Their results show that the precipitation of Mo is strongly modified by the presence of other elements, most noticeably Co. Without Co the precipitation of Mo takes place much more slowly. In conclusion, the prediction of the neural network model is in agreement with what is expected from a metallurgical viewpoint.
The combined influence of Co and Mo on other mechanical properties
The combined influence of Co and Mo on other mechanical properties is demonstrated here, using UTS and Aj as examples. The alloy system is Fe18Ni-xCo-xMo, aged at 482°C for 4 h without cold deformation, and tested at room temperature. The calculated results show that the addition of a small amount of Mo (<about 4%) decreases the UTS (Fig. 14) . Experimentally, Hosomi et al. found that the combined effects of Co and Mo may not be beneficial when the alloying amount of Mo was less than 2% [47] . In fact, in the commercial maraging steels, the amount of Mo is almost always higher than 2% [2] . The influence of Co and Mo on Charpy impact energy (Aj) is shown in Fig. 15 . It can be seen that without Mo, the alloying of Co increases the Aj values but such system will have little ageing response [2, 3] . Alloying with 2% Mo significantly increases the Aj value of the alloy for Co concentrations lower than 8%, in agreement with the finding of Floreen and Speich [48] . When the amount of Mo is further increased, the Aj value is significantly decreased. The establishment of Fe18Ni-9Co-4Mo-0.4Ti as the nominal composition of the commercial grade C250 is of no surprise as this provides a good combination of strength and toughness. In literature, the UTS and Aj of a C250 alloy (Fe-18Ni-8.5Co-5Mo-0.4Ti) aged for 5 h at 480°C were given as 1870 MPa and 37 J [49] , in reasonable agreement with the predicted values shown in Figs. 14 and 15.
Test on a newly designed alloy--1RK91
1RK91 (Fe-12Cr-9Ni-4Mo-2Cu-1Ti-0.3Al) is a relatively new maraging grade. It was developed by Sandvik Ltd. and is characterised with good fatigue strength at elevated temperatures. It can reach ultrahigh strength through ageing treatment. The ageing kinetics of 1RK91 are simulated in Fig.  16 . The experimental hardness data [50] is presented in the same figure for comparison. The agreement between calculation and experimental measurement is acceptable. The calculated UTS value is 2543 MPa (4 h ageing at 475°C, room temperature), within the range of 2450-3000 MPa, quoted by Sandvik for aged products [51] . This alloy differs from many previous maraging grades in that it contains about 2 wt% copper. Without copper, the alloy may still be age-hardened, but the time to achieve considerable hardening will be extraordinarily long, as shown in Fig. 16 . In fact, although the good mechanical properties of this alloy are attributed to precipitates rich in Ni, Al, and Ti, Cu clusters form before these and act as nucleation sites [52] . The application of the neural network model to this new alloy demonstrates that it can be a good guide in the development of new alloys.
As demonstrated from the above results and discussion, these ANN models can predict well even the complicated Co-Mo influences on Ms temperature and mechanical properties of maraging steels. The ANN models have also been demonstrated to be a guide for new alloy design. Based on these models, optimisation of alloy composition and processing parameters can be carried out [23] . For specified working temperature and the required combination of strength and toughness properties, the model can recommend the most economical composition and processing routes and therefore benefit the industry.
Suggestions for future work
ANN modelling is of statistical analysis nature. Its performance is based on the data used for model training. As can be seen from Table 2 , the available data for NTS and K Ic is of small scale. Also, the data available for NTS, RA, Aj, K Ic and Ms do not include one or more input variables. Therefore, from the view of database, it is suggested more data which fill in the above gaps can be collected. The current model is open for development and improvement. From the view of model training, it is reported recently that a robust network can improve the performance of neural network modelling. Therefore, attempts of building a robust network to model the properties of maraging steels can be made.
Conclusions
Using data collected from literature, ANN modelling was carried out to simulate the correlation between alloy composition, processing parameters and properties of maraging steels. The input parameters in the model are the concentrations of 13 elements, C, Al, Co, Cr, Cu, Mn, Mo, Nb, Ni, Si, Ti, V, and W, degree of cold deformation prior to ageing, ageing temperature, and ageing time. Output parameters are eight mechanical properties and the Ms temperature. Different training parameters have been evaluated and the optimum model has been used for simulation. The calculations using the obtained models are in good agreement with experimental data. The simulation of the influence of combined Co and Mo alloying on Ms temperature, precipitation kinetics and mechanical properties has also been compared with experimental data and the results are very satisfactory. An explanation of the simulation results based on metallurgical mechanisms has been put forward. It is believed that the model can be used as a guide for practical optimisation of alloy composition and processing parameters for maraging steels, or low-carbon precipitation hardening steels, in order to achieve the desired combination of properties at different working temperatures. The model is the subject of ongoing development and improvement.
