Abstract
Introduction
Converting old documents, such as museum archive cards, into electronic data is one of the most important applications of OCR techniques [1] . Such archives are typically recorded using poor quality typewriting that dates from the early 20th Century. Depending on such factors as the age of the archive card, and the state of typewriter and its ribbon, archives contain faded or broken characters, or over-heavy touching characters. These make segmentation difficult.
A great deal of effort has been paid to extracting isolated single characters from document images [2] [3] . Some methods propose segmenting touching characters [4] - [8] while others try to restore broken characters [9] - [14] from binary images. These methods extract single characters by one-dimensional partitioning or by assuming that touching characters have only one touching point. Applying a segmentation method for touching characters to images restored by a restoration method may work effectively for extracting isolated single characters from poor quality images. However, such a method is not applicable to images that include both over-heavy touching characters and faded or broken characters.
Further, optimizing such a combination is also a difficult problem.
Wang [15] and Lee [16] pointed out that binarization causes some problems such as touching characters or broken characters. They proposed segmentation methods using gray-scale images. The method of [15] is applicable for both touching characters and broken characters such as dot impact printed documents. The method of [16] can perform the separation nonlinearly. However, these methods still seem to be insufficient for the case of over-heavy touching characters where some strokes in neighbouring characters are merged into the same stroke. Additionally, the features extracted by the method of [15] are specified for a graph-based classifier and the accuracy of segmentation depends on pre-segmentation in the method of [16] .
A segmentation-free approach is vital to avoid the segmentation difficulties in poor quality machineprinted documents. Several methods have been proposed to do this. Sakoda [17] and Rocha [18] [19] proposed segmentation-free methods based on gray-scale feature extraction and a graph-based classifier.
The method employed by Chen [20] extracts geometric features and uses them for a weighted voting to recognize characters. A sliding-window approach is also available for segmentation-free OCR. Sawaki [21] proposed a method of segmenting and recognizing characters in a newspaper by using displacement matching and a complementary similarity measure. Lucas [22] proposed a method with a sliding OCR window and an efficient graph search algorithm [23] . In the case of handwriting, the method employed by Ozdil [24] can extract each individual character from cursive script. Since these segmentation-free methods do not involve any prior segmentation, they are robust to problems such as broken and touching characters. They assume that the region in which the best recognition score is obtained constitutes the best segmentation. However, it is difficult to know how to treat a good recognition score from an area which does not represent the correct single character(s), thus we should not overlook the potential correctness of the segmentation.
Spitz [25] [26] proposed a method of analysing word shape with character shape and lexicon. The word shapes extracted by this method are very simplified character arrangements, but it is useful for roughly recognizing word images. This result implicitly shows the importance of segmentation information.
There are also other segmentation-free approaches such as the holistic approach [27] - [37] and HMM approaches [38] - [43] . Holistic word matching treats the word as a single, indivisible entity and attempts to recognize it using features of the word as a whole [27] - [29] . In the methods of [30] - [32] , features such as holes, vertical bars, side opens and corner opens with their location are used. In the method of [33] , a vertical bar is used for analysing word shape. However, these features are not very robust for images that include partly faded or broken characters. Zhao [34] compared an input image to word image templates containing various fonts. In the methods of [35] [36], the images of two touching numerals are considered as a single pattern coming from a pattern source with 100 classes. However, when the number of characters contained in the word increases, we need huge amounts of training data.
To avoid this problem, Choi [35] synthesized touching numerals and used these as training data. This is a very useful way to generate word images for holistic word recognition. The method employed by Lu [37] generates the word template from individual character templates and then compares the word template to the image to be recognized. Unfortunately, this method is not very robust to the case of including partly faded or broken characters because it eliminates all of the space between the adjacent characters in both the template image and the word image. Such an elimination seriously deforms the shape of the image with included faded or broken characters. Thus, in the holistic approach, evaluating the potential correctness of the segmentation is very important too.
In the HMM method, the potential correctness of the segmentation is not used explicitly [38] - [41] , so HMMs involve the same problem as other segmentation-free approaches. On the other hand, for handwritten word recognition, Lethelier [42] and Gilloux [43] proposed a probabilistic model based on HMMs by which the potential correctness of the segmentation is represented. However, the method proposed by Lethelier [42] generates some segmentation hypotheses, so this method is not a segmentation-free approach. In the method employed by Gilloux [43] , the potential correctness of the segmentation is estimated through the Baum-Welch re-estimation algorithm. It should be emphasized that the methods of [42] [43] represent word images with probabilistic models. Similarly, Senda [44] proposed a likelihood function based on linguistic knowledge, character recognition and segmentation. Such a probabilistic point of view has an important advantage in combining different kinds of information such as linguistic knowledge, segmentation and character image. All these approaches are however based on bottom-up models.
On the other hand, Kopec [45] proposed an approach of document image decoding based on a stochastic model of document image generation. In Kopec's method, input images are recognized by finding the MAP decoding with an image generation Markov source model. Parizeau [46] proposed an allograph model for cursive script recognition, where handwriting generation is a process that transforms allographs into a trace which corresponds to instances produced by a writer, and recognition involves the reverse transformation.
As mentioned above, it is very important to combine different kinds of information such as linguistic knowledge, segmentation and character image. To do this, it is vital to represent the process of word image generation with a probabilistic model.
In this paper we describe a new top-down likelihood word image generation model for holistic word recognition. Since the model proposed in this paper contains three kinds of explicit likelihoods (linguistic knowledge, segmentation and character image), it can generate each word image with its own likelihood value. In the recognition process, first, the model generates the word image which approximates an input best over all search parameters. Next, the model calculates the distance value between the input image and each generated word image. The effectiveness of the proposed method was evaluated in an experiment using type-written museum archive card images. Results show that a recognition rate of 99.9% was obtained.
The rest of this paper is organized as follows. Section 2 presents a definition of the word image generation model. A formulation of the word image recognition problem with the word generation model and algorithm are described in Section 3. Section 4 gives experimental results and Section 5 contains a final discussion and summary.
Word image generation model
In this section, we define the word image generation model. Let us consider the case of a human writing down a given word on a piece of paper by hand. First, the word to be written down is generated from a word generator. Next, the style of writing ( cursive script or block style ) is chosen [47] [48] and the position of the writer's hand and the paper roughly gives a location of each individual character.
Then the writer can draw each character's pattern on the paper. We can also consider the case that the person types a given word on paper with a typewriter. In this case, the status of the typewriter gives the style (font type) and the location of each character. We can consider that each individual character's pattern appears individually and independently.
The word image generation model proposed here consists of four parts. The first is a word generator, the second a style generator, the third a character locator and the fourth a character image generator ( fig   1) .
Figure 1. Word Image Generator
The word generator generates the word Ω to be written as shown below.
The word Ω consists of n characters, and ω i indicates the i-th character's category. Since we are considering the case where the word Ω is given, we can assume that Ω is independent of any other information and thus, the probability of Ω is set as a constant.
The style of writing is also specified. In the case of typewriting, for example, the style gives the type of typewriter (font type, the size of the font and the pitch of individual characters), status of the ink ribbon, and the strength of typing (heavy or light). We assume that the style is independent of any other information, so the probability of the style "k" can be set as constant.
In this paper, we assume that only one style is used in a single word image (style-consistency).
Next, let X be an image canvas consisting of width and height. When the word Ω, the style k and the image canvas X is obtained, the character locator gives the location and the size of each character as S.
Here, s i is the i-th segment which is represented by the size and coordinate parameters. We may consider that the size and the location of the character is independent of its category, because we can write any character in any size anywhere. However, the size and the location of the character is correlated to the previous character's size, location and also category. For example, in the case of the word "Albany", the centre of the "A","l" and "b" on the vertical axis should be almost the same, but the centre of "a" should be lower, and "y" lower still. Thus we assume a bi-gram for the character locator, that the i-th segment s i is correlated to the (i-1)-th segment s i−1 , the i-th character's category ω i , the (i-1)-th character's category ω i−1 and the style k.
We also assume that the size of the image canvas X roughly gives the size of the word image to be generated, so the segment s i is correlated to the image canvas X.
The probability of S can be written as follows.
In the last step, the character image generator fills each segment of the postulated word with corresponding character images (normalized in size) according to the style k.
Here, f i is the i-th character's image, corresponding to ω i and s i .
When we consider the case of typewriting, we can assume that the character's image is generated independently and individually only according to the style k and the law of a probability density function
This means that the i-th character's image to be generated isn't deformed by its location, size and the size of image canvas. Thus, we can write the probability of F as follows.
Since "f i " in equation (4) is not a random variable but a variate value, we can consider the value of the term P (f i | ω i , k) as the prefixed value. In this paper, we set this value as constant.
Then we can obtain the probability of a generated word image W as follows; Figure 2 shows an example of the case where the word Ω={A,l,b,a,n,y} and the image canvas X are given. In this figure, the first character's category ω 1 ="A", the first segment s 1 and the first character's image f 1 are shown. simplified forms of the distribution of the word "Albany". We can consider that the generated word images indicated as dots are actually on the manifold of the word "Albany" (Figure 3(a) ). We can approximate the "Albany manifold" by assuming Gaussian distributions for each generated word image (in figure 3(b) ). The size of the circle for each dots shows the value of the term P (W | X) in figure   3 (b).
(a) Example manifold (b) Example approximated manifold Setlur [49] and Mao [50] proposed a method for generating variant samples of a handwritten cursive string and used generated samples as training samples. However, in this paper, we directly compare the generated word images to the input images.
Word Recognition algorithm
In this section, we discuss how to recognize the input image Y with the proposed word image generation model. A recognition process can be carried out by searching for the generated word imageŴ as shown below.
Since the generated word imageŴ is generated from the parameter values of Ω, k, S and F , the recognition process will be carried out by searching for parameter values that give the maximum value of the equation (6) .
To do this, we can generate all possible word images, trying all possible parameter values, and then compare each generated word image to the input image Y . However, this is computationally very expensive.
Since it isn't difficult to calculate the value of the term P (W | X) with the assumption of certain distributions such as Gaussian for each term in equations (3) and (4) , the most important problem to be solved will be "How can we search for the parameter values which give the maximum value of the term
Let us consider the relationship between the input image Y and the generated image W . Generating word images that are obviously different from the input image makes no sense, because such images generated will be useless most of the time and are unlikely to give a maximum value of the equation (6).
Furthermore, it means wasting computational time. Thus, it is preferable to generate only images W that are similar to the input image Y .
On the other hand, considering the fact that the generated word image
consists of S and F , we can give the constraint that the joint event of S and F should be the same as the input image Y . Thus, when we set the input image Y as the joint event of S and F , F will be the set of part images that are extracted by S from the input image Y .
In the next sub-sections, two different algorithms are described. The first algorithm is based on "sliding windowed OCR within a fixed area".
The first algorithm tries to compute the maximum value of
consists of four steps. Since we are considering the case of typewriting, the size of the segment
is set as constant.
In the first step, we roughly estimate the position and the size of the first character's segment s 1 . This step roughly estimates the probability P (s 1 | ω 1 , k, X).
In the second step, we estimate the maximum value of the term P (
In the third step, we estimate the maximum value of the term P (
where
Finally, in the fourth step, we calculate the distance value between the input image Y and the gener-
This procedure is carried out for all possible words in the dictionary and all defined styles (font types).
Unfortunately, this first algorithm may produce a local maximum rather than the global maximum as a result. Therefore a second algorithm has also been investigated. This algorithm tries to minimize the distance value between the input image Y and the generated word image W by using a level building viterbi-like algorithm [57] . This procedure is also carried out for all possible words in the dictionary and all defined styles (font types).
Simple holistic algorithm (SH algorithm)
Step 1
In step 1, we find the left side edge (x min ) of the input image Y , and the upper edge (y min ) within the fixed area as shown in figure 4 . Here, the fixed area means a standard character area that approximates the standard width of character (w s ).
We can roughly estimate the position of the first character from the position (x min , y min ) and standard width and height of the character. This step allows us to roughly estimate the location s 1 which gives a maximum value of the term P (s 1 | ω 1 , k, X) under the constraint that the input image Y consists of the joint event of S and F . Step 2
In step 2, we find the best location of the first character ω 1 . After the initial location s 1 is obtained in step 1 (Figure 3 ), we optimise this location by moving the template of ω 1 within a fixed area to find the location which gives the best matching (city block distance) between the template and the part image of Y extracted by s 1 . Figure 5 shows the case where we try to recognize the input "Albany" image as the word "Albany".
In figure 5 , the dashed box is the location roughly estimated in Step1 and the larger box surrounding it shows the fixed area within which the template is moved. To find the best location means that we estimate s 1 which gives the maximum value of the term P (
the input image Y consists of the joint event of S and F .
In our current algorithm optimised for typewritten archive cards, we find the location which gives the maximum value of P (f 1 | ω 1 , k), assuming that the probability P (s 1 | ω 1 , k, X) is constant in the fixed area and zero out of the fixed area. The size of the s i (w i and h i ) is fixed for each joint event of ω i and k.
The area to be searched is set as ±3 pixels horizontally and ±4 pixels vertically from the initial position, but these values are variable parameters. In the section on evaluation, we will evaluate various parameter values.
Step 3
In step 3, first, we roughly assume the location of the second character (s 2 ) from the location of the first character (s 1 ) calculated in Step 2. The character's category ω 1 and ω 2 is also used for estimating
The examples of the approximated arrangement relationship between two consecutive characters are shown in Figure 6 . 
Here, we set the value of ∆x at 12, and the value of ∆y at 5. The location roughly estimated is shown in figure 7 as a dashed box, and gives a rough estimate s 2 which in turn gives an initial estimate of the maximum value of the term P (s 2 | s 1 , ω 1 , ω 2 , k, X). Here, s 2 is correlated to the style k, but we neglect this correlation for the sake of simplifying.
Then, as carried out in step 2, we move the template of ω 2 within a fixed area and find the location which gives the best matching between the template and the part image of Y extracted by s 2 . To find the best location of s 2 means that we estimate the value of s 2 which gives the maximum value of the term
. This process then continues until the end of the
Spitz [25] [26] classified the font metrics of characters into seven classes. We use only two classes in this paper, but these classes are used for roughly locating the second character. We can expect that the best location is found by moving the template within a fixed area.
Step 4
After we have generated the word image from step 1 to step 3 for each dictionary word, we calculate the city block distance value between the input image Y and the generated image W . Finally, after repeating steps 1 to 4 for each dictionary word, we choose the word image with minimum distance value as the recognition result.
Level building viterbi-like algorithm (LBV-like algorithm)
In this section, we describe an algorithm to generate the word image using a level building viterbi-like algorithm. Since the algorithm described here does not use an accumulated distance value, it is not the same as the algorithm proposed by Myers [57] .
As defined in Section 2, a generated word image W consists of segmentation information and character images. We can write a generated word image consisting of N characters as follows.
Here, ⊕ is the operation of overwriting the black pixel of the image f i into the part area of the image canvas X specified by s i . When the pixel value of the template to be overwritten has a lower value than the value already written on the image canvas, we skip overwriting.
Since we set the size of a segment as constant in this paper, we can write the joint event of s i and f i as follows.
Let w i be the image which includes i characters on image canvas X. For example, in the case where the word to be written down consists of 5 characters, w 3 includes the first 3 characters, but the 4th and the 5th characters are not written yet.
Then, we can write w 1 as follows.
In a level building viterbi-like algorithm, w i will be estimated as below.
Here, d(A, B) is a city block distance value between A and B, and A i is the area in which the template of ω i (f i ) is to be moved to find the best location. A 1 is estimated by Step 1 of the SH algorithm. The area A i (for i = 1) is set as in Step 3 of the SH algorithm using equations (7) and (8), but the best location of the previous character (x i−1 ,ŷ i−1 ) is calculated as below.
To set the area of A i is similar to slant limitation in DP matching. When the area of A i is set correctly for all the characters, we may obtain a global minimum distance image. However, this limitation may lead search results to the local minimum.
Making character templates
In this section, we describe how to make template images.
Selecting a set of templates according to the degradation of input images is significant for improving OCR performance. Sawaki [51] proposed a method of automatically selecting a set of templates from various sets consisting of blurred or faded images. Several document image defect models have also been proposed [52] - [56] . Using templates including multifont is also vital. Such varieties of the font types and degradations can be represented by the style [47] [48] . In this paper, we defined three types of font and two degradations for each font, based on the font styles found to occur in our archive images.
As a simple approximation of degradation, we constructed degraded templates by using two different binarization levels. Thus, these templates allowed us to estimate the six types of style k for the input image.
Since the images to be recognized are binary images in this paper, the training data were also binary images. First, we manually extracted single character image samples for each character class in each font from part of the archive database. The number of images for each category in each font is not the same. For example, the number of "a" image is about 100, but in the case of "q" only about 20. To make each template, first, we constructed gray scale images by summing all the training data for each character class in each font (the centre of gravity for each training data ample is located at the same position). Then, we binarized the summed image with two different thresholds to generate two different binary images. Each threshold value is calculated from the maximum pixel value of the summed image (p max ), the high threshold value being 0.7 × p max , and the low threshod value 0.3 × p max . 
Evaluation
We evaluated the effectiveness of the proposed method using a word dictionary that consists of about 28,000 genus and species names and includes all the words in the test images. The number of images evaluated was 4468. All the archive cards were scanned by a 200dpi bank cheque scanner.
Recognition Rate
The recognition rates with the proposed methods (SH algorithm and LBV-like algorithm) and with a method proposed by Lucas (evaluated on the same database) [22] are shown in table 1 and 2 below.
We evaluated with three types of parameter sets where the area to be searched in step2 and step3 is ±2 pixels horizontally and ±2 vertically as set1, ±2 pixels horizontally and ±4 pixels vertically as set2 and ±3 horizontally and ±4 vertically as set3. Since the LBV-like algorithm takes a long time to calculate the distance value, we applied the LBV-like algorithm for the top 100 candidates of the SH algorithm results. Example images that are correctly recognized by the proposed method (SH algorithm Set3) are shown in Figure 9 .
Figure 9. Example images (correctly recognized)
As may be seen in Figure 9 , this method can correctly recognize word images including partly faded or heavily touching characters. The proposed method can also adapt to the images such as "approximata" in which characters are not arranged in a straight line.
Example images that are not correctly recognized by the proposed method (SH algorithm Set3) are shown in Figure 10 . In the "ACHROIA" and "unicolor" case, the local minimum in step2 and step3 causes the error. In the "demotellus" case, the second character "e" is heavily touched by the next character "m", so it is difficult to recognize correctly. In the "lutulentalis" case, the noise causes the error.
On the other hand, the "ACHROIA" image is correctly recognized by the LBV-like algorithm. However the "unicolor" image is not correctly recognized, because a correct candidate is not included among 100-best candidates of the SH algorithm results. When the correct candidate is included among 100-best candidates of the SH algorithm results, the "unicolor" image is correctly recognized. The other images are still not recognized correctly.
Comparison of Holistic Method and Non-holistic Method
We also evaluated the non-holistic method where step 4 in the SH algorithm is not used for the recognition process. The score of the word C is calculated by using the equation below.
Here, S(Y , s i , f i ) is the city block distance value between a template f i and a part image extracted from the input image Y by s i , and B a bonus. We evaluated the recognition rate with various values of
The relationship between the recognition rate and the values of B is shown in figure 11 .
Results show that the recognition rate is maximum when the value of B is set at 50 in Set1 and Set2. The recognition rate is 98.8% in both cases. In the case of Set3, the recognition rate is maximum (99.0%) when the value of B is set at 40. The recognition rate of the non-holistic method is lower than the proposed method (SH algorithm), but still higher than the conventional method. The results show the importance of segmentation. In the conventional method, the arrangement of characters is assumed as all capital case characters. On the other hand, both in the non-holistic method and the proposed method (SH algorithm), the arrangement of the characters is not fixed. This causes the difference in the recognition rate between the conventional method and the non-holistic method.
When the individual character images are drawn on the input image arranged with enough gap between neighboring characters, the word score C calculated without bonus will be the same distance value as the proposed method (SH algorithm). That is to say, the bonus means the approximated distance value that is calculated from the part of the input image that has no corresponding template. For example, when the input image consists of three characters but the word generated by the model consists of two characters, the last character's part should be calculated as a distance value. So the bonus B can be considered as a prefixed distance value corresponding to the third character's images.
We compared the distance value of the correct script obtained by the proposed method (SH algorithm) and the non-holistic method. Here, the distance value with the non-holistic method is the word score As may be seen in figures 12(a) and (b), these distributions are almost the same in both cases. These wide distributions mean that we have error accumulation during the process in the non-holistic method.
Since the non-holistic method can't cover the whole word image but only the part image extracted by S, there are many images having smaller distance values than the value obtained by the proposed method (SH algorithm). An example image of this case is shown in figure 13 . Figure 13 shows the original image and the difference image. The rectangles in the difference image are the recognition window for each character. In the non-holistic method, the pixels outside the rectangles are not used in calculating the distance value.
On the other hand, there are also many images having higher distance values than the value obtained by the proposed method (SH algorithm) because the non-holistic method can't eliminate black pixels intruding in the recognition window from neighboring characters. A conceptual form is shown in figure   14 . In this figure, black pixels from neighbouring characters are intruding in the recognition window (rectangles) of each isolated single character.
The example image of this case is shown in figure 15 . The rectangles in the difference image overlap each other.
The small errors will accumulate in the non-holistic method because the non-holistic method can't cover the whole word image but only the part image extracted by S and also can't eliminate the black pixels intruding in the recognition window from neighboring characters. We may assume that these errors have an expectation value of zero and a small enough variance. If the assumption above is reasonable, the recognition rate with the non-holistic method and the proposed method (SH algorithm) should be almost the same. However, our results show that the assumption is not reasonable and the accumulated error reduces the recognition rate in the non-holistic method. To avoid this problem, Sawaki [58] proposed a method which includes part of the neighbouring character in the template. In the proposed method (SH algorithm), we can expect that no such errors will accumulate.
We also compared the distance value of the correct script obtained by the SH algorithm method and the LBV-like algorithm method. algorithm is higher than the value with SH algorithm. These are the local minimum of searching. This is caused by the limitation of searching area to find the succeeding character's location in equation (13) .
As may be seen in figure 16 , when the area gets larger, the number of the local minima decreases.
Next, we compared the distance value of the correct script (Dc) and the minimum distance value of the erroneous script (De). For example, when the first recognition candidate is correct, the distance value of the second candidate is the minimum value of erroneous script. To calculate the De and Dc with the non-holistic method, first, we calculate the word score C with equation (14) As may be seen in figure 17 (a) and (b), the proposed methods (SH algorithm and LBV-like algorithm)
can separate the correct candidate from erroneous candidates better than the non-holistic method in both cases. Since these distributions are almost the same, the area to be searched in step2 and 3 may not affect the separation. Since the LBV-like algorithm minimizes the distance values not only for the correct candidate but also for erroneous candidates, the separations of the SH algorithm and the LBV-like algorithm are almost the same.
The experimental results in this section confirm that the difference between the conventional method and the non-holistic method is caused by the difference of segmentation, and the difference between the non-holistic method and the proposed methods (SH algorithm and LBV-like algorithm) is caused by the difference in error accumulation.
Conclusion
A new top-down likelihood word image generation model for word recognition has been proposed.
We have defined a word image generation model and word recognition problem which applies the model.
The word recognition algorithm is defined as a parameterised search problem.
The difference between a non-holistic method and the proposed method is shown by the evaluation.
Small errors accumulate in non-holistic methods as the matching process is carried out, because the nonholistic methods can't cover the whole word image but only part images extracted by segmentation, and also can't eliminate the black pixels intruding in the recognition window from neighboring characters.
We confirmed that such an accumulated error seriously damages the recognition rate in the non-holistic method. Results show that a recognition rate of 99.9% was obtained in the proposed method.
Future work aims to extend this model in four important ways. The first is an extension for nondictionary applications. Since the likelihood value for linguistic information used in this paper is set as constant, extending this model for non-dictionary applications using character n-grams is very important.
The second is making templates. In this paper, we manually extracted single character images for making templates, but it is feasible to extract prototypes automatically with the method of [59] [60]. The third is an extension for gray-scale applications. Since the model proposed in this paper is not specified except for binary images, extending this model for gray-scale applications is also important. The fourth is speeding up processing. The proposed method takes a couple of minutes to recognize a single word with the size of the segments set as constant. When we set the size as a parameter to be optimized, it takes even more time to recognize the input images. It is therefore very important to speed up the overall process. 
