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a b s t r a c t
In this current paper we reveal a mathematical tool that helps us to comprehend certain
natural phenomena. The main idea of this tool is a possible generalization of approxima-
tions of sets relying on the partial covering of the universe of discourse.
Our starting point will be an arbitrary nonempty family B of subsets of an arbitrary
nonempty universe U . On the analogy of the definition of Pawlak’s type σ -algebra σ(U/ε)
over a finite universe, let DB denote the family of subsets of U which contains the empty
set and every set inB and it is closed under unions. However,DB neither covers the universe
nor is closed under intersections in general. Our notions of lower and upper approximations
are straightforward point-free generalizations of Pawlak’s same approximations which are
imitations of the ε-equivalence class based formulations. Both of them belong to DB. Our
discussion will be within an overall approximation framework along which the common
features of rough set theory and our approach can be treated uniformly.
To demonstrate the relationship of our approachwith natural computing, wewill show
an example relying on the so-called MÉTA program which is a recognition and evaluation
programof the actual state of the natural and semi-natural vegetation heritage of Hungary.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The rough set theory was introduced by the Polish mathematician, Zdzisław Pawlak in the early 1980s [1,2]. It may be
seen as a relatively new mathematical approach to vagueness [3–6]. In the classical form, its starting point is a nonempty
finite set U of distinguishable objects, called the universe, and an equivalence relation ε onU . The partition ofU generated by ε
is denoted by U/ε, and its elements are called ε-elementary sets. An ε-elementary set can be viewed as a set of indiscernible
objects characterized by the same available information about them [6,7]. In addition, any union of ε-elementary sets is
referred to as definable set.
Any subset X ⊆ U can be naturally approximated by two sets. The first set which is called the lower ε-approximation of X
is the union of all the ε-elementary sets that are subsets of X . Whereas the other which is called the upper ε-approximation
of X is the union of all the ε-elementary sets that have a nonempty intersection with X . The vagueness of a set is formally
described by the difference of its upper and lower ε-approximations. This difference is called the ε-boundary of the set. A
set is crisp if its ε-boundary is empty, and rough otherwise. In this context, the notions of ‘definable’ and ‘crisp’ coincide.
Let σ(U/ε) denote the extension of U/ε with all the unions of some ε-elementary sets and the empty set. It is easy to
see that σ(U/ε) ⊆ 2U is a σ -algebra with the basis U/ε, i.e. it is closed under complementation, intersections and unions
and contains every set in U/ε and the empty set. In other words, (U, σ (U/ε)) is an Alexandrov topological space generated
uniquely by the equivalence classes where σ(U/ε) is the family of all open and closed sets [8,9].
In Pawlak’s approximation spaces (U, ε), the lower and upper ε-approximations can be defined in three equivalent forms.
These forms are based on elements, ε-elementary sets and the σ -algebra σ(U/ε) [10–12]. In any case, both lower and upper
ε-approximations of any subset belong to the σ -algebra σ(U/ε).
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The three equivalent definitions offer different interpretations and generalizations of Pawlak’s approximations. Accord-
ing to the element based formulation, the lower and upper approximation operators can be interpreted as the necessity and
possibility operators of modal logic [13,14], whereas the σ -algebra based formulation relates them to interior and closure
operators of topological spaces [15]. The formulation based on ε-elementary sets has been served as the ‘‘pattern’’ of granular
computing developments [16–23]. In addition, our approach relates to inductive extensions of approximation spaces [24,25].
There are several possible generalizations of the rough set theory which can be classified as one of the three equivalent
definitions mentioned above. A natural generalization of Pawlak’s idea via the element based definition is that the
equivalence relation is replaced by any other type of binary relations onU [9,26–28]. Another generalization can be obtained
by using any covering of the universe and the imitation of the ε-elementary set based definition [15,27,29,30].
The case of σ -algebra based definition is a little more complicated. In the language of Alexandrov topological spaces, the
σ -algebra σ(U/ε) is the family of clopen sets, i.e. the family of open sets coincides with the family of closed sets. The family
of open sets relate to the lower approximation or interior operator, whereas the family of closed sets relate to the upper
approximation or closure operator. As a possible generalization, one may use two different subsystems of the powerset of
U [31]. A subsystem for the lower approximation which must be closed under unions and another subsystem for the upper
approximationwhich, in turn, must be closed under intersections. Moreover, in order to keep the duality of lower and upper
approximation operators, the elements of two subsystems must be related to each other through the complementation. In
addition, this latter restriction can be lifted [12].
Let our starting point be an arbitrary nonempty family B of subsets of an arbitrary nonempty universe of discourse U
[32–35]. Its elements are calledB-sets. On the analogy of the definition of theσ -algebraσ(U/ε), letDB denote the extension
ofBwith the empty set and all the unions of someB-sets. In other words,DB is closed under unions and contains every set
inB and the empty set. However,DB neither covers the universe (i.e., it does not contain U) nor is closed under intersections
in general. Similarly to the rough set theory, any union ofB-sets is referred to asB-definable set.
Our notions of lower and upper approximations are straightforward point-free generalizations of Pawlak’s same
approximations imitating the ε-elementary set based formulations. Furthermore, both of them belong to DB by analogy
with lower and upper ε-approximations. So, our lower and upper approximation operators are of the form 2U → DB. In
this context, the vagueness of a subset ofU is formally also described by the difference of its lower and upper approximations
which is called theB-boundary of the subset. A subset isB-crisp if itsB-boundary is empty, andB-rough otherwise. Note
that ε-boundaries also belong to the σ -algebra σ(U/ε), butB-boundaries do not necessarily belong toDB. In other words,
B-boundaries are generally not B-definable. In addition, the notions of B-definable and B-crisp do not coincide in our
approach unlike in the case of rough set theory.
Our discussionwill bewithin an overall approximation frameworkwhose scope ranges fromweak approximation pairs of
maps on U [36] to the notion of Galois connection on 2U [37–39]. Along this framework, the common features of the rough
set theory and our approach can be treated uniformly. In addition, most notions of Pawlak’s rough set theory constitute
compound ones and they are split into two or more parts in our approach. This framework helps us to understand the state
of their compound nature and to specify their constituents in a more general context.
Finally, we will demonstrate the relationship of our approach with natural computing [40] via a biological application.
In particular, we will show how our approach helps us to understand some behavioral features of the natural vegetation
heritage of Hungary. This presentation is based on the so-calledMÉTA programwhich is a recognition and evaluation system
of the state of the natural and semi-natural vegetation heritage of Hungary [41,42].
The rest of the paper is organized as follows. In Section 2, first, we summarize the basic notations used throughout
the paper. Then outlines a general approximation framework to give us an overall framework. Section 3 presents the
fundamental concepts and their basic properties of the classical Pawlak’s rough set theory. Only those facts will be
considered which are important from the point of view of our generalization. The major contributions of this paper are
covered in Sections 4 and 5. Section 4 sums up the basic principles of our approach while Section 5 presents how these
ideas are connected to natural computing. This relationship is demonstrated via a real life example. Finally, in Section 6, we
conclude the paper and give some suggestions for future work.
2. The general approximation framework
Let U be any nonempty set. Let A ⊆ 2U be a family of sets whose elements are subsets of U . The union and intersection
of A are

A = {x | ∃A ∈ A(x ∈ A)} and A = {x | ∀A ∈ A(x ∈ A)}, respectively. If A is empty we define∅ = ∅ and ∅ = U . If ϵ is an arbitrary binary relation on U , let [x]ϵ denote the ϵ-related elements to x, i.e.,
[x]ϵ = {y ∈ U | (x, y) ∈ ϵ}. They are called ϵ-elementary sets, and the family of [x]ϵ is denoted by U/ϵ.
Let X , Y be nonempty sets, f : X → Y be a map. If domf = X , f is total, if domf $ X , f is partial. If f is a partial
map, domf = ∅ is allowed. For the purpose of simplicity we will talk about partial maps without direct references to their
partiality. However, statements with respect to partial maps always concern their restrictions to their domains.
A self-map f : P → P is extensive if x ≤ f (x), contractive if f (x) ≤ x. If (P,≤P) and (Q ,≤Q ) are two posets, a
map f : P → Q is monotone or order-preserving when x ≤P y ⇒ f (x) ≤Q f (y), and antitone or order-reversing when
x ≤P y ⇒ f (y) ≤Q f (x), and order isomorphism between P and Q if f is a bijection and both f and f −1 are monotone.
Let U be any nonempty set. Let A ⊆ 2U be a nonempty family of subsets of U , andDA ⊆ 2U denote its extending which
contains every set in A, the empty set, and is closed under unions. Our initial concept is the following.
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Definition 2.1. The pair of maps f , g : 2U → DA is a weak A-approximation pair on U if
∀X ∈ 2U (f (X) ⊆ g(X)). (1)
Remark 2.2. Düntsch and Gediga in a more general form drawn up this notion [36]. Accordingly, the pair of maps f , g :
2U → 2U is a weak approximation pair on U if ∀X ∈ 2U (f (X) ⊆ g(X)). They also noticed that this constraint seems to be
the weakest condition for a sensible concept of approximations of subsets in U .
Definition 2.3. The pair of maps f , g : 2U → DA is a strong A-approximation pair on U if
∀X ∈ 2U (f (X) ⊆ X ⊆ g(X)). (2)
In [43], a new hypothesis about approximation has been drawn up. According to this assumption, the notion of
‘‘approximation’’ may be mathematically modeled by the notion of Galois connection.
Let (P,≤P) and (Q ,≤Q ) be two posets, and (P, f , g,Q ) denote the pair of maps f : P → Q and g : Q → P .
Definition 2.4. The pair of maps (P, f , g,Q ) is a Galois connection between P and Q , in notation, G(P, f , g,Q ), if
∀p ∈ P ∀q ∈ Q (f (p) ≤Q q ⇔ p ≤P g(q)).
The map f is called the left adjoint and g is called the right adjoint of the Galois connection.
If P = Q , then G(P, f , g, P) is said a Galois connection on P .
Remark 2.5. Here we adopted the definition of Galois connection in which the maps are monotone. It is also called
monotone or covariant form. For more details on Galois connections, see, e.g., [37–39,44].
The following theorem gives a useful characterization of Galois connections.
Proposition 2.6 (E.g., [26], Lemma 79). The pair of maps (P, f , g,Q ) is a Galois connection if
1. p ≤P g(f (p)) for all p ∈ P and f (g(q)) ≤Q q for all q ∈ Q ;
2. the maps f and g are monotone.
Finally, we will need the following notion.
Definition 2.7 ([45], Definition 2.2.2). The pair of maps (P, f , g,Q ) is a partial Galois connection between P and Q , denoted
by ∂G(P, f , g,Q ), if
1. f : P → Q is a monotone partial map,
2. g : Q → P is a monotone total map,
3. f (g(q)) exists for all q ∈ Q , and
4. ∀p ∈ P and ∀q ∈ Q such that f (p) is defined, f (p) ≤Q q ⇔ p ≤P g(q).
Remark 2.8. In [45], A. Miné actually introduced the concept of F -partial Galois connection (D♭, α, γ ,D♯) between the
concreteD♭ and the abstract domainD♯, where F is a set of concrete operators. We will apply this notion in the simplest
form:D♭ = D♯ = 2U and F = ∅. In Section 4.3 we will come back to make this definition clear.
To illustrate this notion, let us see the functions inj : Z → R as the injective embedding of integers in R, and
⌊ ⌋ : R → Z as the floor function from reals to integers. These form a G(Z, inj, ⌊ ⌋,R) Galois connection as follows:
∀z ∈ Z ∀r ∈ R (inj(z) ≤R r ⇔ z ≤Z ⌊r⌋) since inj and ⌊ ⌋ preserve the orderings on Z and R by definition.
Now, let us suppose that we want to model the control of a steam boiler [46]. The water level is defined precisely by a
real number, but it is really measured by a fixed number of sensors in the boiler. A sensor measures whether it is ‘covered by
water’ or not, thus the water level is actually measured by integers. The relationship between these integer and real values
can be expressed by the previously defined G(Z, inj, ⌊ ⌋,R) Galois connection.
Naturally, a minimum and a maximumwater level should be defined for safety reasons. Let us assign 1 to the minimum
water level which is indicated by the first sensor, 2 to the second sensor, . . . ,max ∈ Z (2 ≤ max) to the last sensor. Now,
let us consider inj : Z → R as a partial map where dom inj = {0, 1, . . . ,max}. Then, let us redefine ⌊ ⌋ in order to express
that the water level below the minimum level (none of the sensors is covered by water) and above the maximum level
(the last sensor is covered by water) is not allowed:
⌊ ⌋′ : R→ Z, x →
0, if x < 1;
⌊x⌋, if 1 ≤ x < max;
max, ifmax ≤ x.
It can easily be seen that ∂G(Z, inj, ⌊ ⌋′,R) is a partial Galois connection according to Definition 2.7.
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3. Fundamentals of rough set theory
The basic concepts and properties of rough set theory can be found, e.g, in [2,26]. Here we cite only a few of them which
will be important in what follows. We partly restate these well-known facts on the language of approximations.
Let U be any nonempty set, called the universe of discourse, and ε be an equivalence relation on U .
Definition 3.1. The pair (U, ε) is called a Pawlak’s approximation space.
A subset X ⊆ U is ε-definable, if it is a union of ε-elementary sets, otherwise X is ε-undefinable. By definition, the empty
set is considered to be an ε-definable set. LetDU/ε denote the family of ε-definable subsets of U .
For the historical fidelity, wemust remark that in Pawlak’s original theory the universe is finite. However, all the following
results in this section can be proved without this assumption, so we disregard this constraint.
Remark 3.2. Notice that the idea of approximation space is a bit older than Pawlak’s initial works. For the evolutionary
survey of approximation spaces, see [6].
It is elementary, however, in the context of Pawlak’s rough set theory the following statement is an important fact:
∀X ∈ 2U/ε ∀X ∈ U/ε

X ⊆

X⇔ X ∈ X

. (3)
It follows just from the fact that the partition U/ε consists of nonempty pairwise disjoint subsets of U .
Clearly, by Definition 3.1,DU/ε contains the empty set and is closed under complementation and unions. By the previous
observation (3), it is also closed under intersections, i.e.,DU/ε is a σ -algebra with basis U/ε. In other words, (U,DU/ε) is an
Alexandrov topological space generated uniquely by U/ε.
It is easy to show, that the map uε : 2U/ε → DU/ε,X → X is a bijection and both uε and u−1ε are monotone, and so
(2U/ε,⊆) and (DU/ε,⊆) are order isomorphic via the map uε .
In Pawlak’s spaces, lower and upper approximations can be defined in three equivalent forms [10–12].
Definition 3.3. Let (U, ε) be a Pawlak’s approximation space, and X ∈ 2U be any subset of U .
The lower ε-approximation of X is
ε(X) = {x ∈ U | [x]ε ⊆ X}, (4a)
=

{Y | Y ∈ U/ε, Y ⊆ X} (4b)
=

{Y | Y ∈ DU/ε, Y ⊆ X}, (4c)
the upper ε-approximation of X is
ε(X) = {x ∈ U | [x]ε ∩ X ≠ ∅}, (5a)
=

{Y | Y ∈ U/ε, Y ∩ X ≠ ∅}, (5b)
=

{Y | Y ∈ DU/ε, X ⊆ Y }. (5c)
The set Bε(X) = ε(X) \ ε(X) is the ε-boundary of X . X is ε-crisp, if Bε(X) = ∅, otherwise X is ε-rough.
These equations respectively emphasize the local ((4a) and (5a)), global ((4b) and (5b)) and topological ((4c) and (5c))
nature of Pawlak’s approximations. From another point of view, the local approach is point-wise and the two latter ones are
point-free in nature.
It follows just from the definitions that ε(X), ε(X) ∈ DU/ε , the maps ε, ε : 2U → DU/ε are total, and many-to-one.
Proposition 3.4 ([2], Proposition 2.1(a)). Let (U, ε) be a Pawlak’s approximation space. Then X ∈ DU/ε if and only if ε(X) =
ε(X).
Corollary 3.5. In Pawlak’s approximation spaces (U, ε), ε(X) = X if and only if X = ε(X).
Corollary 3.6. Let (U, ε) be a Pawlak’s approximation space. For any subset X ∈ 2U ,
1. X is ε-crisp if and only if X is ε-definable,
2. X is ε-rough if and only if X is ε-undefinable.
As a consequence of Corollary 3.6, in Pawlak’s approximation spaces the notions ‘ε-crisp’ and ‘ε-definable’ are
synonymous to each other, and so are ‘ε-rough’ and ‘ε-undefinable’. However, the notions ‘ε-crisp’ and ‘ε-definable’ are
two different notions, they only in Pawlak’s approximation spaces are inherently one and the same. As wewill see, in partial
approximation of sets this compound notion splits in two parts.
Proposition 3.7 ([2], Proposition 2.2 (1), (9), (10)). Let (U, ε) be a Pawlak’s approximation space. Then
∀X ∈ 2U(ε(X) ⊆ X ⊆ ε(X))
holds. That is the map ε is contractive and ε is extensive.
In other words, the pair of maps (ε, ε) is a strongDU/ε-approximation pair on U.
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Lower and upper ε-approximations can be generalized via their element based definitions (4a) and (5a) based on arbitrary
binary relations ϵ on U [26]. Thus, the lower ϵ-approximation of X ∈ 2U is ϵ(X) = {x ∈ U | [x]ϵ ⊆ X}, and its upper ϵ-
approximation is ϵ(X) = {x ∈ U | [x]ϵ ∩ X ≠ ∅}. If ϵ−1 denotes the inverse relation of ϵ, in the same manner one can also
define lower and upper ϵ−1-approximations.
Proposition 3.8 ([26], Proposition 134). Let ϵ be an arbitrary binary relation on U. Then (2U , ϵ, ϵ−1 , 2U) and (2U , ϵ−1 , ϵ, 2U)
are Galois connections on (2U ,⊆).
In the next Corollary 3.9, points 1 and 2 are simple and well-known statements (see, e.g., [26]), and point 3 comes from
just Proposition 3.8.
Corollary 3.9. Let ϵ be an arbitrary binary relation on U.
1. The pair of maps ϵ, ϵ is a weak approximation pair if and only if ϵ is connected.
2. The pair of maps ϵ, ϵ is a strong approximation pair if and only if ϵ is reflexive.
3. (2U , ϵ, ϵ, 2U) is a Galois connection on (2U ,⊆) if and only if ϵ is symmetric.
Let DU/ϵ denote the extending of U/ϵ with the empty set and the arbitrary unions of some ϵ-elementary sets. DU/ϵ is a
straightforward generalization ofDU/ε , and, in general, it does not form a σ -algebra. As the next example shows, even if the
relation ϵ is symmetric, it is not sufficient that the straightforward generalizations of ε-elementary based lower and upper
ε-approximations form a Galois connection.
Example 3.10. Let U = {x1, x2, x3} be the universe, and ϵ = {(x1, x1), (x1, x2), (x2, x1), (x2, x3), (x3, x2)} ⊂ U × U be a
symmetric binary relation on U .
We define the straightforward generalizations of U/ε andDU/ε as follows.
[x1]ϵ = {u ∈ U | (x1, u) ∈ ϵ} = {x1, x2}, [x2]ϵ = {u ∈ U | (x2, u) ∈ ϵ} = {x1, x3}, [x3]ϵ = {u ∈ U | (x3, u) ∈ ϵ}
= {x2},
U/ϵ = {[x1]ϵ, [x2]ϵ, [x3]ϵ} = {{x1, x2}, {x1, x3}, {x2}},
DU/ϵ = {∅, [x1]ϵ, [x2]ϵ, [x3]ϵ, [x1]ϵ ∪ [x2]ϵ, [x1]ϵ ∪ [x3]ϵ, [x2]ϵ ∪ [x3]ϵ, [x1]ϵ ∪ [x2]ϵ ∪ [x3]ϵ}
= {∅, {x1, x2}, {x1, x3}, {x2}, {x1, x2} ∪ {x1, x3}  
{x1,x2,x3}
, {x1, x2} ∪ {x2}  
{x1,x2}
, {x1, x3} ∪ {x2}  
{x1,x2,x3}
, {x1, x2} ∪ {x1, x3} ∪ {x2}  
{x1,x2,x3}
}
= {∅, {x1, x2}, {x1, x3}, {x2}, {x1, x2, x3}}.
Case the ‘point-free definition based on U/ϵ’. For instance, let us define the straightforward generalizations of the lower
and upper ϵ-approximations of the set {x2} in a point-free manner based on U/ϵ:
ϵU/ϵ({x2}) =

{Y | Y ∈ U/ϵ, Y ⊆ {x2}} =

{{x2}} = {x2},
ϵU/ϵ({x2}) =

{Y | Y ∈ U/ϵ, Y ∩ {x2} ≠ ∅} =

{{x1, x2}, {x2}} = {x1, x2}.
Clearly, themaps ϵU/ϵ and ϵU/ϵ are generallymonotone. Do {x2} ⊆ ϵU/ϵ(ϵU/ϵ({x2})) and/or ϵU/ϵ(ϵU/ϵ({x2})) ⊆ {x2} hold?
ϵU/ϵ(ϵU/ϵ({x2})) = ϵU/ϵ({x1, x2}) =

{Y | Y ∈ U/ϵ, Y ⊆ {x1, x2}} =

{{x1, x2}, {x2}} = {x1, x2} ⊇ {x2},
ϵU/ϵ(ϵU/ϵ({x2})) = ϵU/ϵ({x2}) = {x1, x2} " {x2}.
That is, by Proposition 2.6, (2U , ϵU/ϵ, ϵU/ϵ, 2
U) does not form a Galois connection.
Case the ‘point-free definition based onDU/ϵ ’. For instance, let us define the straightforward generalizations of the lower
and upper ϵ-approximations of the set {x1} in a point-free manner based onDU/ϵ:
ϵDU /ϵ({x1}) =

{Y | Y ∈ DU/ϵ, Y ⊆ {x1}} =

{∅} = ∅,
ϵDU /ϵ({x1}) =

{Y | Y ∈ DU/ϵ, {x1} ⊆ Y } =

{{x1, x2}, {x1, x3}, {x1, x2, x3}} = {x1}.
Clearly, the map ϵDU /ϵ is generally monotone. The map ϵDU /ϵ is also monotone, since U ∈ DU/ϵ . Do {x1} ⊆
ϵDU /ϵ(ϵDU /ϵ({x1})) and/or ϵDU /ϵ(ϵDU /ϵ({x1})) ⊆ {x1} hold?
ϵDU /ϵ(ϵDU /ϵ({x1})) = ϵDU /ϵ({x1}) = ∅ # {x1},
ϵDU /ϵ(ϵDU /ϵ({x1})) = ϵDU /ϵ(∅) =

{Y | Y ∈ DU/ϵ,∅ ⊆ Y } =

DU/ϵ = ∅ j {x1}.
That is, by Proposition 2.6, (2U , ϵDU /ϵ, ϵDU /ϵ, 2
U) does not form a Galois connection.
Case the ‘point-wise definition’. Let us define the lower and upper ϵ-approximations of {x1} and {x2} in a point-wise
manner:
ϵpw({x1}) = {x ∈ U | [x]ϵ ⊆ {x1}} = ∅, ϵpw({x1}) = {x ∈ U | [x]ϵ ∩ {x1} ≠ ∅} = {x1, x2},
ϵpw({x2}) = {x ∈ U | [x]ϵ ⊆ {x2}} = {x3}, ϵpw({x2}) = {x ∈ U | [x]ϵ ∩ {x2} ≠ ∅} = {x1, x3}.
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Of course, by Corollary 3.9, point 3, the maps ϵpw and ϵpw are monotone, and the formulas
{x1} ⊆ ϵpw(ϵpw({x1})) and ϵpw(ϵpw({x1})) ⊆ {x1},
{x2} ⊆ ϵpw(ϵpw({x2})) and ϵpw(ϵpw({x3})) ⊆ {x3}
hold. Indeed,
ϵpw(ϵpw({x1})) = ϵpw({x1, x2}) = {x ∈ U | [x]ϵ ⊆ {x1, x2}} = {x1, x3} ⊇ {x1},
ϵpw(ϵpw({x1})) = ϵpw(∅) = {x ∈ U | [x]ϵ ∩ ∅ ≠ ∅} = ∅ ⊆ {x1}, and
ϵpw(ϵpw({x2})) = ϵpw({x1, x3}) = {x ∈ U | [x]ϵ ⊆ {x1, x3}} = {x2} ⊇ {x2},
ϵpw(ϵpw({x2})) = ϵpw({x3}) = {x ∈ U | [x]ϵ ∩ {x3} ≠ ∅} = {x2} ⊆ {x2}.
4. Partial approximation of sets
Let U be any nonempty set called the universe of discourse. In this section we deal with the structures which are
nonempty families of the universe, contain empty set, and are closed under unions, however, they may be not closed under
complementation and intersections. This structure is partial in nature [47] and serves as the background structure of partial
approximation of sets.
4.1. Base systems
Definition 4.1. Let B ⊆ 2U be a nonempty family of nonempty subsets of U called the base system. Its elements are the
B-sets.
A family of sets D ⊆ 2U is B-definable if its elements are B-sets, otherwise D is B-undefinable. A nonempty subset
X ∈ 2U isB-definable if there exists aB-definable family of sets D such that X = D, otherwise X isB-undefinable. The
empty set is considered to be aB-definable set.
LetDB denote the family ofB-definable sets of U .
With the help of the next notion, some properties of the rough set theory can be preserved to a certain extent.
Definition 4.2. The base systemB ⊆ 2U is single-layered, if
∀B ∈ B ∀B′ ⊆ B \ {B}

B ∩

B′ ≠ B

.
Let us assume that the intendedmeaning of a base systemB is a collection of primitive properties. Then, in words, a base
systemB is single-layered if everyB-definable subset of the universe has at least one element which can be characterized
by exactly one primitive property.
It is an important question how canwe form a single-layered base system from an arbitrary one. In practice, this problem
can be reduced to finite base systems (#B <∞). A possible way to construct a single-layered base system from an arbitrary
finite one is to form its intersection structure [38]. It is a collection of all possible ‘combined’ properties of primitive ones.
Having rendered several combined properties primitive ones, we could get at a single-layered base system.
Proposition 4.3. For a base systemB ⊆ 2U , the map uB : 2B → DB,D →D is a bijection if and only ifB is single-layered.
Proof. (⇒) By a contradiction, let us assume that the base systemB is not single-layered. If so,
∃B ∈ B ∃B′ ⊆ B \ {B}

B ⊆

B′

.
Hence,

B′ = (B′ ∪ {B}) ∈ DB and B′,B′ ∪ {B} ∈ 2B, B′ ≠ B′ ∪ {B} because of B′ ⊆ B \ {B}. This, however,
contradicts the assumption that the map uB is injective.
(⇐) Clearly, by Definition 4.1., the map uB is onto.
By a contradiction, let us assume that the map uB is not injective. In this case,
∃B1,B2 ⊆ B

B1 =

B2 ∧B1 ≠ B2

.
SinceB1 ≠ B2, there exists B ∈ B such that B is an element of either one or the other. Without any loss of generality we
can assume that B ∈ B1 and B ∉ B2. Clearly, B ⊆ B1 = B2. Hence, B ∈ B,B2 ⊆ B \ {B} but B ∩B2 = B, which,
however, contradicts the assumption that the base systemB is single-layered. 
The following lemma is analogous with the observation (3) in Pawlak’s rough set theory.
Lemma 4.4. ∀B ∈ B ∀B′ ⊆ B (B ⊆B′ ⇔ B ∈ B′) if and only ifB is single-layered.
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Proof. (⇒) By a contradiction, let us assume that the base system B is not single-layered, that is, ∃B ∈ B ∧ ∃B′ ⊆
B \ {B}(B ⊆ B′). From where, B ⊆ B′ but B ∉ B′. This contradicts the assumption that ∀B ∈ B ∀B′ ⊆ B (B ⊆
B′ ⇒ B ∈ B′).
(⇐) Of course, B ∈ B′ ⇒ B ⊆B′ is trivial, and so it is enough to prove that ∀B ∈ B ∀B′ ⊆ B (B ⊆B′ ⇒ B ∈ B′).
Contrary to this statement, let us assume that ∃B ∈ B ∃B′ ⊆ B(B ⊆ B′ ∧ B ∉ B′). Hence,B′ ⊆ B \ {B} and B ⊆ B′,
which, however, contradicts the assumption that the base systemB is single-layered. 
By Proposition 4.3, the map uB is a bijection if and only ifB is single-layered. The monotonicity of the maps uB and u−1B
can easily be proved with the help of Lemma 4.4. So, we obtain the following statement.
Proposition 4.5. Let B ⊆ 2U be a base system. Then (2B,⊆) and (DB,⊆) are order isomorphic via the map uB : 2B →
DB,X →X if and only ifB is single-layered.
4.2. WeakB-approximation spaces
Definition 4.6. LetB ⊆ 2U be a base system and X be any subset of U .
The weak lowerB-approximation of X is
C
♭
B(X) =

{Y | Y ∈ B, Y ⊆ X},
and the weak upperB-approximation of X is
C
♯
B(X) =

{Y | Y ∈ B, Y ∩ X ≠ ∅}.
The setNB(X) = C♯B(X) \ C♭B(X) is theB-boundary of X .
X is B-approximatable if X ⊆ C♯B(X), otherwise it is said that X has a B-approximation gap. Provided that the subset
X ∈ 2U isB-approximatable, X isB-crisp, ifNB(X) = ∅, otherwise isB-rough.
Notice that C♭B and C
♯
B are straightforward set based generalizations of ε-approximations.
Clearly, C♭B(X), C
♯
B(X) ∈ DB, and the maps C♭B, C♯B are total, onto, and, in general, many-to-one. Furthermore, both of
them are monotone. In general,NB(X) ∉ DB, i.e.,B-boundaries are usuallyB-undefinable.
A B-approximation gap, that is when X ⊈ C♯B(X), calls our attention that the available knowledge about the system
encoded inB is not enough to approximate X . It may be natural or not. In the latter case, for the reasonable approximation
ofX , the base systemBhas to be augmented via taking into account additional features about the systemso that the inclusion
X ⊆ C♯B(X) fulfills as far as possible.
Unlike Pawlak’s approximation spaces (cf. Proposition 3.4), the B-definable property is generally not equivalent to the
condition C♭B(X) = C♯B(X).
Proposition 4.7 (Analogous with Proposition 3.4). LetB ⊆ 2U be a base system. Then
1. X ∈ 2U isB-definable if and only if C♭B(X) = X.
2. X ∈ 2U isB-undefinable if and only if C♭B(X) ≠ X.
Proof. 1. It is straightforward, if X = ∅. Let X ≠ ∅.
(⇒) If X ∈ DB, there exists at least one nonempty family of setsB′ ⊆ B so that
X =

B′ =

{Y | Y ∈ B′, Y ⊆ X} ⊆

{Y | Y ∈ B, Y ⊆ X} = C♭B(X).
On the other hand, C♭B(X) ⊆ X , thus X = C♭B(X).
(⇐) ∅ ≠ X = C♭B(X) ∈ DB.
2. It is the contrapositive version of 1. 
By Proposition 4.7, point 1, X is B-definable if and only if X = C♭B(X). However, as the next simple example shows,
X = C♭B(X) generally does not imply X = C♯B(X). Let B = {B1, B2} be a base system, where B1 $ B2 (B1, B2 ∈ 2U ). Then
C
♭
B(B1) = B1 ≠ B2 = C♯B(B1). Hence, the notion ‘B-definable’ does not imply the notion ‘B-crisp’. The converse statement,
however, can easily be proved. Thus, unlike Pawlak’s approximation spaces, the notions ‘B-crisp’ and ‘B-definable’ are not
synonymous to each other.
Proposition 4.8 (Analogous with Proposition 3.7). LetB ⊆ 2U be a base system. Then
1. ∀X ∈ 2U(C♭B(X) ⊆ C♯B(X));
2. ∀X ∈ 2U(C♭B(X) ⊆ X)—that is, C♭B is contractive;
3. ∀X ∈ 2U(X ⊆ C♯B(X)) if and only if

B = U—that is, C♯B is extensive if and only ifB covers the universe.
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Proof. 1. and 2. are straightforward.
3. (⇒) U ⊆ C♯B(U) =
{A | A ∈ B, A ⊆ U} =B,B ⊆ U , soB = U .
(⇐) ∀X ∈ 2U(X ⊆ U =B), thus we get
X ⊆

(B \ {A | A ∈ B, A ∩ X = ∅}) =

{A | A ∈ B, A ∩ X ≠ ∅} = C♯B(X). 
In other words, the pair of maps C♭B, C
♯
B : 2U → 2U is a weak DB-approximation pair on U , and it is a strong one if and
only if the base systemB covers the universe.
Possible interpretations of lower and upperB-approximations are the following [2,7]:
• C♭B(X) is the set of all elements in U which can be certainly classified as belonging to X with respect to B (B-positive
region of X).
• C♯B(X) is the set of all elements in U which can be possibly classified as belonging to X with respect toB.
• U\C♯B(X) is the set of all elements inU which can be certainly classified as not belonging toX with respect toB (B-negative
region of X).
• The elements in C♯B(X) \ C♭B(X) are abstained because they cannot be uniquely classified either as belonging to X or as
not belonging to X with respect toB (B-borderline region of X).
Definition 4.9. The quadruple (U,B, C♭B, C
♯
B) is called a weakB-approximation space.
Recall, that for any arbitrary binary relation on U , (2U , ϵ, ϵ−1 , 2U) and (2U , ϵ−1 , ϵ, 2U) are Galois connections on
(2U ,⊆) (Proposition 3.8). Consequently, upper and lower ε-approximations also form a Galois connection, where upper
ε-approximation is the left, and lower ε-approximation is the right adjoint. Some further observations about upper and
lower approximations as Galois connections see, e.g., [26,43,48–50].
Next, we will investigate what conditions have to be satisfied by a weak B-approximation space (U,B,
C
♭
B, C
♯
B) in order that the quadruple (2
U , C
♯
B, C
♭
B, 2
U) forms a Galois connection on (2U ,⊆).
The next proposition shows that the first half of the condition 1 in Proposition 2.6 satisfies if and only if the base system
covers the universe.
Proposition 4.10. Let (U,B, C♭B, C
♯
B) be a weakB-approximation space. Then
∀X ∈ 2U (X ⊆ C♭B(C♯B(X)))
if and only if

B = U.
Proof. (⇒) By a contradiction, let us assume thatB ≠ U . Accordingly, ∃X ′(≠ ∅) ⊆ U \B. Hence, C♭B(C♯B(X ′)) = ∅,
which gives ∅ ≠ X ′ ⊆ C♭B(C♯B(X ′)) = ∅, a contradiction.
(⇐) C♯B(X) ∈ DB, and so, by Proposition 4.7, C♯B(X) = C♭B(C♯B(X)). Since

B = U , by the claim 3 in Proposition 4.8,
C
♯
B is extensive, thus X ⊆ C♯B(X) = C♭B(C♯B(X)). 
In general, the second half of the condition 1 in Proposition 2.6 also does not hold. To prove this, first, we need the
following lemma.
Lemma 4.11. Let (U,B, C♭B, C
♯
B) be a weakB-approximation space. If
∀X ∈ 2U(C♯B(C♭B(X)) ⊆ X),
the base systemB is singled-layered.
Remark 4.12. The converse statement does not hold. Let B = {B1, B2} be a base system such that B1 ∩ B2 ≠ ∅ but
B1 ⊈ B2 ∧ B2 ⊈ B1. Clearly,B is single-layered, and, e.g., C♯B(C♭B(B1)) = C♯B(B1) = B1 ∪ B2 ⊈ B1.
Proof. By a contradiction, let us assume that B is not singled-layered, i.e., ∃B ∈ B ∧ ∃B′ ⊆ B \ {B}(B ⊆ B′). Hence,
B ⊆B′, but B ∉ B′.
Since B ⊆B′, there exists at least one B′ ∈ B′ such that B′ ∩ B ≠ ∅. Since B ∉ B′, B ≠ B′.
We have to distinguish three cases: (1) B $ B′; (2) B′ $ B; (3) B′ ∩ B ≠ ∅, but neither B $ B′ nor B′ $ B holds.
Case (1) C♯B(C
♭
B(B)) = C♯B(B) ⊇ B′ % B, a contradiction.
Case (2) C♯B(C
♭
B(B
′)) = C♯B(B′) ⊇ B % B′, a contradiction.
Case (3) C♯B(C
♭
B(B
′)) = C♯B(B′) ⊇ B ∪ B′ % B′, a contradiction. 
Proposition 4.13. Let the weakB-approximation space (U,B, C♭B, C
♯
B) be given. Then
∀X ∈ 2U (C♯B(C♭B(X)) ⊆ X)
if and only if theB-sets are pairwise disjoint.
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Proof. (⇒) By a contradiction, let us assume that theB-sets are not pairwise disjoint, i.e., ∃B1, B2 ∈ B (B1 ≠ B2∧B1∩B2 ≠
∅). By Lemma 4.11, the base systemB is single-layered, and so neither B1 ⊆ B2 nor B2 ⊆ B1 holds. Hence, e.g., for B1, we get
C
♯
B(C
♭
B(B1)) = C♯B(B1) ⊇ B1 ∪ B2 % B1, a contradiction.
(⇐) C♯B(C♭B(∅)) = C♯B(∅) = ∅ ⊆ ∅ holds, independently of that theB-sets are pairwise disjoint or they are not.
Let ∅ ≠ X ∈ 2U . If C♭B(X) = ∅, then C♯B(∅) = ∅ ⊆ X .
Let ∅ ≠ C♭B(X) =

B′ ⊆ X for aB′ ⊆ B. Since theB-sets are pairwise disjoint,
Y | Y ∈ B, Y ∩

B′ ≠ ∅

=

Y | Y ∈ B′Y ∩

B′ ≠ ∅

=

Y | Y ∈ B′, Y ⊆

B′

.
Hence, we get
C
♯
B(C
♭
B(X)) = C♯B

B′

=

Y | Y ∈ B, Y ∩

B′ ≠ ∅

=

Y | Y ∈ B′, Y ⊆

B′

⊆

{Y | Y ∈ B, Y ⊆ X} = C♭B(X) ⊆ X . 
Theorem 4.14 (Analogous with Corollary 3.9, Point 3). Let (U,B, C♭B, C
♯
B) be a weakB-approximation space.
The pair (C♯B, C
♭
B) forms a Galois connection on (2
U ,⊆) if and only if the base systemB is a partition of U.
Proof. By Propositions 4.10 and 4.13, and the monotonicity of C♯B, C
♭
B, the conditions in Proposition 2.6 hold. 
4.3. StrongB-approximation spaces
If

B ≠ U , then ∀X ⊆ U \B ∀B ∈ B(X ∩ B = ∅). For all these subsets C♯B(X) = ∅ = ∅, i.e., the empty set is the
weak upper B-approximation of certain nonempty subsets of U . This uncommon cases may be excluded by a partial map
called the strong upperB-approximation.
Definition 4.15. LetB ⊆ 2U be a base system and X be any subset of U .
The strong upperB-approximation of X is
CB(X) =

C
♯
B(X), if X isB-approximatable;
undefined, otherwise.
By Definition 4.1, there exists at least one nonempty B ∈ BB-set. Clearly, B ⊆ C♯B(B), and so, according to Definition 4.15,
CB are defined at least on one nonempty subset of U .
Definition 4.16. The quadruple (U,B, C♭B, CB) is called the strongB-approximation space.
Proposition 4.8, point 2 andDefinition 4.15 just imply that forX ∈ 2U in a strongB-approximation space,C♭B ⊆ X ⊆ CB(X)
holds provided that CB(X) exists.
As Theorem 4.14 shows, the pair (C♯B, C
♭
B) forms a Galois connection on (2
U ,⊆) if and only if theB is a partition ofU . The
question naturally arises whether may the Galois connection generalize so that the pair (CB, C
♭
B) forms a Galois connection
in some sense, and, if the answer is yes, what conditions have to be satisfied by a strong B-approximation space in order
that (CB, C
♭
B) forms a Galois connection of this special type. Recall that C
♭
B is a total and CB is a partial map on 2
U , so the
notion of partial Galois connection drawn up in Definition 2.7 is maybe suitable for our purpose. In what follows, we take
up the conditions 1–4 in Definition 2.7 point by point in order to investigate this question in details.
The next proposition answers the condition 3 in Definition 2.7.
Proposition 4.17. Let (U,B, C♭B, CB) be a strongB-approximation space. Then CB(C
♭
B(X)) is defined for all X ∈ 2U .
Proof. Let X ∈ 2U be an arbitrary subset of U . Since C♭B(X) ∈ DB, by Proposition 4.7, point 1, C♭B(X) = C♭B(C♭B(X)). And so,
C
♭
B(X) = C♭B(C♭B(X)) =

{Y | Y ∈ B, Y ⊆ C♭B(X)} ⊆

{Y | Y ∈ B, Y ∩ C♭B(X) ≠ ∅} = C♯B(C♭B(X)),
that is, by Definition 4.15, CB(C
♭
B(X)) is defined. 
The next two propositions deal with the condition 4 in Definition 2.7.
Proposition 4.18. Let (U,B, C♭B, CB) be a strongB-approximation space. Then ∀X, Y ∈ 2U such that CB(X) is defined,
CB(X) ⊆ Y ⇒ X ⊆ C♭B(Y ).
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Proof. Let X, Y ∈ 2U be two subsets of U such that CB(X) is defined, i.e., X ⊆ C♯B(X) ⊆ Y . Hence, we get
C
♭
B(Y ) ⊇ C♭B(C♯B(X)) = C♯B(X) ⊇ X . 
Lemma 4.19. Let (U,B, C♭B, C
♯
B) be a weakB-approximation space. If ∀X, Y ∈ 2U such that CB(X) is defined,
CB(X) ⊆ Y ⇐ X ⊆ C♭B(Y ),
the base systemB is singled-layered.
Remark 4.20. The converse statement does not hold. Let B = {B1, B2} be a base system such that B1 ∩ B2 ≠ ∅ but
B1 ⊈ B2 ∧ B2 ⊈ B1. Clearly, B is single-layered. Let X ∈ 2U such that X $ B1, X ∩ B2 ≠ ∅ but X $ B2. Then
X ⊆ B1 ∪ B2 = C♯B(X), i.e., CB(X) is defined. Hence, X ⊆ C♭B(B1) = B1, but CB(X) = C♯B(X) = B1 ∪ B2 ⊈ B1.
Proof. First, note that, if ∀X, Y ∈ 2U such that CB(X) is defined, CB(X) ⊆ Y ⇐ X ⊆ C♭B(Y ) holds, then ∀X ∈ 2U such that
CB(X) is defined, CB(X) ⊆ X ⇐ X ⊆ C♭B(X) also has to hold.
By the contractiveness of C♭B, C
♭
B(X) ⊆ X always satisfies. Thus, if X ⊆ C♭B(X)), C♭B(X) = X , i.e., by Proposition 4.7,
point 1, X ∈ DB. On the other hand, the condition that CB(X) is defined, i.e., X ⊆ C♯B(X), and CB(X) = C♯B(X) ⊆ X imply
X = C♯B(X). So, we can restate the previous statement as follows. ∀X ∈ 2U such that CB(X) is defined, satisfy
X = C♯B(X)⇐ X ∈ DB.
Second, by a contradiction, let us assume that B is not singled-layered, that is, ∃B ∈ B ∧ ∃B′ ⊆ B \ {B}(B ⊆ B′).
Hence, B ⊆B′, but B ∉ B′.
Since B ⊆B′, there exists at least one B ≠ B′ ∈ B′ such that B′ ∩ B ≠ ∅. Of course, B, B′ ∈ DB.
We have to distinguish three cases: (1) B $ B′; (2) B′ $ B; (3) B′ ∩ B ≠ ∅, but neither B $ B′ nor B′ $ B holds.
Case (1) C♯B(B) ⊇ B′ % B, a contradiction.
Case (2) C♯B(B
′) ⊇ B % B′, a contradiction.
Case (3) C♯B(B
′) ⊇ B ∪ B′ % B′, a contradiction. 
Proposition 4.21. Let (U,B, C♭B, CB) be a strongB-approximation space. Then ∀X, Y ∈ 2U such that CB(X) is defined,
CB(X) ⊆ Y ⇐ X ⊆ C♭B(Y ),
if and only if theB-sets are pairwise disjoint.
Proof. (⇒) By a contradiction, let us assume that theB-sets are not pairwise disjoint, i.e., ∃B1, B2 ∈ B (B1 ≠ B2∧B1∩B2 ≠
∅). By Lemma 4.19, the base systemB is single-layered, and so neither B1 ⊆ B2 nor B2 ⊆ B1 holds. Clearly, e.g., B1 ⊆ C♯B(B1),
i.e., CB(B1) is defined. We get B1 ⊆ C♭B(B1) = B1, but CB(B1) = C♯B(B1) ⊇ B1 ∪ B2 ⊈ B1, a contradiction.
(⇐) Let X, Y ∈ 2U such that X ⊆ C♭B(Y ) and CB(X) is defined. Then, by the monotonicity of C♯B and Proposition 4.13,
CB(X) = C♯B(X) ⊆ C♯B(C♭B(Y )) ⊆ Y . 
Theorem 4.22 (Analogous with Corollary 3.9, Point 3, and Theorem 4.14). Let the strong B-approximation space (U,B, C♭B,
CB) be given.
The pair (CB, C
♭
B) forms a partial Galois connection on (2
U ,⊆) if and only if theB-sets are pairwise disjoint.
Proof. Clearly, CB is a monotone partial map, and C
♭
B is a monotone total map. Thus the conditions 1 and 2 in Definition 2.7
trivially hold. Proposition 4.17 implies condition 3 in Definition 2.7, Propositions 4.18 and 4.21 implies condition 4 in
Definition 2.7. 
5. The demonstration
To demonstrate the effectiveness of our approach let us examine a real life biological example. It is based on the MÉTA
programwhich is a grid-based, landscape-ecology-oriented, satellite-image supported, field vegetationmappingmethod of
Hungarian habitats (MÉTA stands for Magyarországi Élőhelyek Térképi Adatbázisa: GIS Database of the Hungarian Habitats)
[41,42,51–53]. Itsmain goals include a nationwide survey of the actual state of (semi-)natural vegetation heritage ofHungary
and the evaluation of the present state of Hungarian landscapes from a vegetation point of view.
The survey in MÉTA program was carried out on three spatial levels, which are nested units of the survey: 1. quadrant,
2. hexagon, 3. habitat type inside the hexagon.
The basic units of the survey are the hexagons. A hexagon grid consists of cells of 35 hectares covering the territory of
Hungary comprehensively. 267,813 hexagons cover the whole country.
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For organizational reasons around 100 hexagons form a quadrant. Quadrants are also used for collecting certain vegeta-
tion data. The quadrants are the quarters of the base units of the European Flora Survey. Their territory is approximately 35
km2 and there are 2834 quadrants in Hungary.
In 1996 a new habitat classification systemwas developed in Hungary, called Á-NÉR (the Hungarian abbreviation stands
for General National Habitat Classification System). This system has 112 habitat types, all with detailed and standardized
descriptions [54]. For the MÉTA method the Á-NÉR system was partly extended and thoroughly revised [55,56]. These
Á-NÉR habitat types are recorded as a list for each hexagon.
The data is collected mainly by a single field survey of the hexagons. The mapper estimates the actual status on the
spot. Hexagons with more than 25% natural or semi-natural vegetation are compulsory to survey and to be thoroughly
documented. In most cases satellite images and maps help decide whether a hexagon is compulsory or not. During the field
mapping each compulsory hexagon has to be examined by thematically traveling through the area that it covers. Its most
dominant habitat type is recorded, as well as those types covering at least 25% of the hexagon. Moreover, the vegetation
patches found ‘‘on the way’’ should also be recorded. Vegetation data of noncompulsory hexagons should be documented if
these hexagons are crossed by the mapping route or the data can be derived from the satellite image.
The data for each habitat type collected by the MÉTA method at the hexagon level are as follows [42]:
• The areal cover of each recorded habitat type has to be given as a proportion of the hexagon using the categories
< 1, 1, 10, 50, 100%. Satellite images help make the estimation.
• Spatial pattern of each type should be documented so that it forms only 1-2, 3 or several distinct patches, or it has a diffuse
spatial pattern in the hexagon.
• In order to establish the naturalness-based habitat quality of each vegetation type in the hexagon, the following
standardized naturalness-based habitat evaluation was used : (1) totally degraded state; (2) heavily degraded state; (3)
moderately degraded state; (4) semi-natural state; (5) natural state.
• In each hexagon for each occurring habitat the most characteristic ones from the 28 threat types (Th1–Th28) had to be
selected that actually threaten the survival and maintenance of the habitat type in the MÉTA hexagon in the next 10–
15 years [57]. The strength of the threats is not recorded. The presence of the discernible threats in each case has been
documented. Maximum four threats could be given.
• Prediction of future changes of vegetation patches can be supported by the evaluation of the direct effect of the
neighborhood (<200 m) on the mapped stands. This evaluation defines whether the neighboring patches will aid or
hinder the survival of the particular patch in the next few (10–15) years. The categories are: (1) definitely positive
(sustaining neighborhood), (2) slightly positive, (3) indifferent, (4) slightly negative, (5) definitely negative (destructive
neighborhood).
• The connectedness is the potential of dispersal of the species of one vegetation stand relative to the surrounding areas.
It is documented at two spatial scales: within the distance of several hundred meters (hexagon), and several kilometers
(quadrant). It is recorded whether the patches are (1) isolated (typical species of the habitat are not present in the
surroundings), (2) connected (species are abundant) or (3) the connectedness is intermediate.
Connectedness is also documented at the quadrant level. Categories indicate whether stands are properly connected,
moderately connected or isolated. The first two categories denote any possibilities for dispersal through quadrant
whereas the third category shows whether the dispersal is hindered.
Additional data for each habitat type at quadrant level (invasive species, connectedness, regeneration potential), and
data for the landscape at hexagon level (potential natural vegetation, area of invasive species and old fields, land-use type,
landscape health status) are collected, as well (see [42] for details).
LetH denote the set of all hexagons in Hungary. The hexagons are disjoint and cover the country, i.e. they form a partition.
Let π denote the equivalence relation corresponding to this partition. If A denotes an arbitrary area of the country, one can
approximate A in Pawlak’s framework. So, Pawlak’s lower C♭π (A) and upper C
♯
π (A) π-approximations can be determined.
Now, let us assume that we want to investigate A in relation to the threat types. First of all, we need the following
threat types [57]: Th1 = water shortage, Th2 = access water, Th3 = improper water dynamics, Th4 = overgrazing, Th5
= undergrazing, Th6 = improper grazing regime, Th7 = abandonment from grazing, Th8 = improper mowing, Th9 =
abandonment from mowing, Th10=melioration, Th11= encroachment of shrubs and trees, Th12= non-natural burning,
Th13 = afforestation with improper species, Th14 = woodland patches managed homogeneously, Th15 = improper
selection of trees for timber extraction, Th16 = logging trees at low age, Th17 = new plantations on grasslands, Th18 =
overpopulated game, Th19= colonization by invasive plant species, Th20= tillage, Th21= building and construction, Th22
= spread of gardens threatens vegetation, Th23=mines destroying vegetation, Th24= establishment of a pond destroying
vegetation, Th25= trampling, Th26= pollution, Th27= rubbish, Th28= commercial collection of plants.
According to the MÉTA method, any threat types may determine a well-defined subset of hexagons in H. Let
HTh1,HTh2, . . . ,HTh28 ∈ 2H denote these families of sets, respectively. They do not necessarily disjoint and their union do not
necessarily cover the whole country. Consequently, it is not enough to apply Pawlak’s rough set theory per se to investigate
A in relation to the threat types.
Let BTh = {HTh1,HTh2, . . . ,HTh28} ⊆ 2H be the base system. This base system can directly be applied only in the
case when A is exactly built up by hexagons, which is an extreme case. It is self-explanatory that we first apply Pawlak’s
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π-approximations to A. Only then should we apply our approach, the partial approximation of sets, to its lower and upper
π-approximations.
The lowerBTh-approximation of the lower π-approximation of A is
C
♭
BTh
(C♭π (A)) =

{H | H ∈ BTh,H ⊆ C♭π (A)}.
If C♭BTh(C
♭
π (A)) ≠ ∅, then {H | H ∈ BTh,H ⊆ C♭π (A)} contains the threat types (to bemore exact, the hexagons threatened
with these threat types) which certainly and exclusively appear in A.
The upperBTh-approximation of the lower π-approximation of A is
C
♯
BTh
(C♭π (A)) =

{H | H ∈ BTh,H ∩ C♭π (A) ≠ ∅}.
If C♯BTh(C
♭
π (A)) ≠ ∅, then {H | H ∈ BTh,H ∩ C♭π (A) ≠ ∅} contains the threat types which certainly (but not exclusively)
appear in A.
The lowerBTh-approximation of the upper π-approximation of A is
C
♭
BTh
(C♯π (A)) =

{H | H ∈ BTh,H ⊆ C♯π (A)}.
If C♭BTh(C
♯
π (A)) ≠ ∅, then {H | H ∈ BTh,H ⊆ C♯π (A)} contains the threat types which can exclusively (but not certainly)
appear in A.
The upperBTh-approximation of the upper π-approximation of A is
C
♯
BTh
(C♯π (A)) =

{H | H ∈ BTh,H ∩ C♯π (A) ≠ ∅}.
If C♯BTh(C
♯
π (A)) ≠ ∅, then {H | H ∈ BTh,H ∩ C♯π (A) ≠ ∅} contains the threat types which appear in A at all.
Moreover, we can makeBTh-approximations of the π-boundary of A. They provide information about the spread of the
thread types.
The lowerBTh-approximation of the π-boundary of A is
C
♭
BTh
(C♯π (A) \ C♭π (A)) =

{H | H ∈ BTh,H ⊆ C♯π (A) \ C♭π (A)}.
If C♭BTh(C
♯
π (A) \ C♭π (A)) ≠ ∅, then {H | H ∈ BTh,H ⊆ C♯π (A) \ C♭π (A)} contains the threat types which partly belong to A
and partly not. These are the threat types which spread from inside to outwards.
The upperBTh-approximation of the π-boundary of A is
C
♯
BTh
(C♯π (A) \ C♭π (A)) =

{H | H ∈ BTh,H ∩ (C♯π (A) \ C♭π (A)) ≠ ∅}.
If C♯BTh(C
♯
π (A) \ C♭π (A)) ≠ ∅, then {H | H ∈ BTh,H ∩ (C♯π (A) \ C♭π (A)) ≠ ∅} contains the threat types which may partly
belong to A. These are the threat types which spread from outside to inwards (‘‘Hannibal ante portas’’).
These simple examples clearly show the constraints of Pawlak’s rough set theory and at the same time how Pawlak’s and
our approach can complete each other.
6. Conclusions and future work
In this paperwehave presented a generalization of the rough set theory.Most notions of Pawlak’s classical approximation
spaces constitute compound ones which split into two or more parts in our approach. This new approach helps us to
understand the state of the compound nature of these notions and to specify their constituents.
Moreover, a biological example has been drawn in order to demonstrate the relationship of our approach with natural
computing. Through this example, our approach has successfully shed light on some behavioral features of the natural
vegetation heritage of Hungary. It demonstrates the strength of the partial approximation of sets and additionally how
Pawlak’s and our approach can complement each other at the same time.
Next, the most important task is to work out an information systemmodel which may be analogous to Pawlak’s one but
provides a wider spectrum of practical applications.
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