Sampling is an important primitive in probabilistic and quantum algorithms. In the spirit of communication complexity, given a function f : X Y ! f 0; 1g and a probability distribution D over X Y , w e d ene the sampling complexity of f;D as the minimum number of bits Alice and Bob must communicate for Alice to pick x 2 X and Bob to pick y 2 Y as well as a value z s.t. the resulting distribution of x; y; z is close to the distribution D; f D.
Introduction
A central question in quantum information theory is the amount of information that can be encoded into n-qubits. There are di erent w ays to formulate this question and, surprisingly, they yield completely different answers. The most natural variant of this question is the following: Alice gets a string x = x 1 ; : : : ; x m which is drawn according to some distribution X. The rules of the game are that Alice can encodes x into a superposition over n-qubits n m in an arbitrary way. She then sends to Bob who can measure in an arbitrary way to get a classical random variable Y .
The question is what is the maximal amount o f m utual information between X and Y ? More than two decades ago Holevo 10 proved that the answer is n.
That is, although 2 n , 1 complex numbers are necessary to specify the state of n quantum bits, only n bits of information can be retrieved from the superposition, and communicating qubits is not more useful than just communicating classical bits.
Yet, there is something in quantum bits that is more powerful than classical ones. The rst demonstration of that was in 4 where it was shown that if the two parties share prede ned entangled qubits that are absolutely independent of the message then Alice can communicate 2n classical bits to Bob using only n communication qubits.
Another example was recently supplied by 2 where Alice's task is to encode m classical bits into n qubits m n such that Bob can choose to read any one of the m encoded bits of his choice thereby possibly destroying the information about the remaining m , 1 bits. On the positive side they showe d a s c heme for beating Holevo's bound by a constant factor, but on the negative side they showed that m can be no larger than n logn.
A rich h unting ground for such examples is the communication complexity model 18, 1 7 . 5 showed that if Alice and Bob get two subsets of 1::n and they wish to compute whether their sets intersect or not, then even though any classical probabilistic protocol must exchange a linear number of bits, the task can be carried out with only square root as many quantum bits. The result is based on Grover's quantum search algorithm 9 . This quadratic gap provided the rst asymptotic separation in power between classical and quantum communication.
5 also gave another communication task based on the Deutsch-Jozsa problem 7 , where the number of classical bits required to compute the function with zero error is exponentially larger than the corresponding number of quantum bits. However, there is a probabilistic protocol with a small error probability where the number of bits exchanged is as small as the number exchanged by the quantum protocol.
In this paper we give the rst example of a communication task which can be carried out by transferring exponentially fewer quantum bits than classical bits, even when error is allowed. The task is the following: Alice has a cardinality k subset S f 1; : : : ; n g, and Bob must pick a uniformly random cardinality k subset T f 1; : : : ; n g disjoint from S. We consider the case k = p n, and give a quantum protocol in which Alice sends Olog n log1= quantum bits to Bob, enabling him to sample from a distribution which is close in total variation distance to the desired uniform distribution on subsets disjoint from S. W e also show that any purely classical protocol for this task must involve the exchange of p n bits between Alice and Bob even for constant .
In the quantum model there are two natural notions of sampling: one is sampling a given classical distribution which w e just call sampling, the other is constructing a given quantum pure state which w e call q sampling. We give a tight c haracterization of the complexity of q sampling which w e believe is important b y itself. We also give a tight l o wer bound on the quantum complexity of zero-error sampling. Finally we show h o w a l o wer bound on q sampling translates into a l o wer bound for quantum communication complexity and how an upper bound on q sampling translates into an upper bound on sampling using a quantum protocol.
One interesting aspect of our tight bounds is that the communication complexity of zero error sampling or q sampling of a function f is in the order of the logarithm of the rank of the matrix describing f M f x; y = fx; y. This is the rst example of a communication task for which the famous log-rank conjecture holds, and reduces this conjecture to a polynomial relation between quantum sampling and classical computation.
The Communication Complexity Model
The two party communication complexity model, as introduced by 18 , consists of two players that have private inputs and wish to compute a known function that depends on both inputs. The players follow a prede ned protocol, and exchange communication bits until they are ready to make a decision.
In the quantum communication complexity model 17 Alice and Bob hold qubits. When the game starts Alice holds x and Bob holds y, and so the initial superposition is simply jx; yi. The players take turns.
Suppose it is Alice's turn to play. Alice can make an arbitrary unitary transformation on her qubits and then send one or more qubits to Bob. Sending qubits does not change the overall superposition, but rather changes the ownership of the qubits, allowing Bob to apply his next unitary transformation on the newly received qubits. Each player can also partially measure his her qubits. By the end of the protocol the two players have to decide on a value. If during the protocol the two players are in the system , then Alice denotes the state of the subsystem of Alice's qubits, and Bob is the state of the subsystem of Bob's qubits.
The complexity of a classical quantum protocol is the number of bits qubits exchanged between the two players. We s a y a quantum protocol computes f : XY 7 ! f0; 1g with 0 error, if for any input x; y the probability that the two players compute fx; y i s a t least 1, . W e denote by R f Q f the complexity of the best quantum protocol that computes f with at most error. The deterministic complexity Df i s simply R 0 f.
Sampling complexity
Next we de ne the sampling complexity. In the previous de nitions the two players had to compute the right answer for a given input x; y. A sampling protocol, however, starts with no input to the two players. Instead, by the end of the protocol Alice holds some x 2 X, Bob holds some y 2 Y and they also hold some answer" z 2 f 0; 1g. We s a y the protocol induces a distribution P on x; y; z, where Px; y; z i s the probability that x and y are sampled along with the answer z.
De nition 1 Notice that w.l.o.g. we can assume that P does not do any measurement during its execution. The reason is that the protocol ends up in a superposition a pure" state rather than a mixed state which is impossible if even a single non-trivial measurement occurred.
We also note that Alice can always change, at no cost, the phase of the resulting super-position and this does not change the quality of the approximation.
Hence, we can assume w.l.o.g that h ji is a positive real.
Given a super-position = x;y a x;y jx; yi we identify with the matrix M = a x;y . Clearly, h ji is hM jM i when we treat the matrices M ; M as vectors of length jXjj Y j. Given a matrix M = M i;j the l 2 norm of M is jjMjj 2 2 = i;j jM i;j j 2 = TraceMM y . We note that jjM , M jj 2 2 = hM , M jM , M i and therefore whenever h ji is real we h a ve: jjM , M jj 2 2 = hM jM i + hM jM i , 2hM jM i = 2 , 2h ji. T h us, the following is an equivalent de nition for q sampling:
De nition 1 We stress that we do not know whether the other direction also holds and it is possible that sampling is much easier than q sampling.
Clearly, for any f, R f R f. A trick from 6 also shows that for any f and l 2 product distribution , Q f; 2Q f. For completeness we give the proof in the appendix.
A Tight Bound on q Sampling
The next theorem completely characterizes the complexity of q sampling. Given an N N matrix M, MM y is a non-negative matrix and hence has a complete set of non-negative eigenvalues 1 : : : N 0. Theorem 2 upper bound for sampling suppose f : X Y 7 ! f0; 1g, 0, and is an l 2 product distribution. Let Because i s a p r oduct distribution we can also get a lower bound on Q f: Q f 1 2 n , log 1 1 , 2
Good lower bounds for the computational complexity of the inner-product function are already known. In fact 6 proved a stronger version with better constants that works even when the two parties share entangled qubits. Yet our lower bound applies also for the q sampling case.
Sampling the Disjointness Function
The DISJ k x; y function gets as input two subsets S; T f 1; : : : ; n g each of cardinality k, and outputs 1 i S T = ;. W e apply the above theorem to the DISJ k under the uniform distribution. To analyze the spectrum of M DISJk we use a result by L o vasz 12 . We get:
Theorem 3 For k = p n, Q DISJ k = Ologn log 1 . The result is true even when Alice has an input S, and Bob wants to sample a set T disjoint from S.
In contrast we prove that classically sampling DISJ k is hard.
Theorem 4 let k = p n. There i s a c onstant 0 s.t. R DISJ k = p n.
A Tight Characterization of Zero-Error Sampling
The lower bound of Theorem 1 does not cover the sampling case, and it is still possible that sampling is much easier than q sampling. For the special case of zero-error sampling we supply a lower bound even for the easier task of sampling, using a similar method to that used in Theorem 1. 2 sheds some light on the nature of the Log Rank Conjecture. We can replace the expression logRankM f with Q 0 f. We n o w see that the conjecture has two conceptual steps: one is a transition from Q 0 f t o R0 f, the other is a transition from R0 f t o Df. Up to now w e h a ve no example of a transition from a sampling algorithm to a computational one. Thus, it makes sense to present the Weak Log Rank Conjecture": Conjecture 1.1 the Weak Log R ank Conjecture R0 f poly Q 0 f We do not know whether to believe the above conjecture or not. However, it is implied by the Log Rank Conjecture, so it might be a good place to start.
Sampling vs. Computing
We conclude with some remarks about sampling vs. computing. We notice two things in the sampling model that are di erent from the computational model. First, it seems that in the sampling case, rounds do not help as can be seen for the q sampling in Theorem 1, zero error sampling in Corollary 1.2 and the classical case in Lemma 6.1. This is in sharp contrast to the computational scenario where an extra round can supply an exponential speedup for details see 15 .
We also note that with public random coins, sampling both quantum and classical is easy. Thus, public coins are much more powerful than private coins in the sampling model. On the other hand, public coins are almost equivalent to private ones in the computational model 13, 1 5 .
As a result any l o wer bound technique that proves a l o wer bound on sampling breaks down when the two parties are allowed to use entanglement, and any l o wer bound technique that is powerful enough to prove a lower bound even in the presence of entanglement as the lower bound of 6 for the Inner Product function does not extend to the sampling case. 
Preliminaries
The third equality is due to the fact that for every matrix X and unitary matrix U, jjUXjj 2 = hUXjUXi = hXjXi = jjXjj 2 2 . The last inequality i s since c , 1 c and for 1 2 c 2.
And so we see that approximates we remind the reader that by using an appropriate phase change, which is for free, the two parties can compute a superposition that 0 with h 0 ji 1 , and the protocol uses only dlog K e qubits, hence the upper bound in Theorem 1 follows.
A Lower Bound
The lower bound idea is an extension of an idea from Kremer's thesis 11 where it is attributed to Yao. We rst show that the outcome of any quantum protocol that uses only l communication qubits can be described as a linear combination of up to 2 l product superpositions we give a precise statement soon. We use this to show that a quantum sampling protocol is actually a low rank approximation of M . W e then use the Homan Wielandt inequality to derive a l o wer bound on l. 
An Upper Bound for Sampling
We n o w prove Lemma 1.1 which shows how to sample a function f under a symmetric distribution once you know h o w to q sample it.
Proof: of Lemma 1.1 Suppose the approximation protocol computes s.t. jh jij 1 , where is the ideal super-position = x;y x;y ,1 fx;y jx; yi. W e give a sampling protocol:
1. Alice computes the superposition j00i + j11i in qubits z 1 ; z 2 . She sends the second qubit z 2 to Bob.
2. If they both have a j0i i.e. z 1 = z 2 = 0 they compute in the qubits X;Y the superposition x;y x;y jx; yi this can be done at no cost as is a product distribution and if they have a 1 they compute using dlogK e qubits.
3. Now Bob returns the qubit z 2 to Alice. Alice does a unitary transformation over z 1 ; z 2 that sends j00i to 1 p 2 j00i + j01i and j11i to 1 p 2 j00i , j 01i.
4. Finally, both players measure all their qubits. Now, suppose for the moment that the protocol was run with = . In that case after step 2 the two players are in the superposition x;y x;y j00; x ; y i + ,1 fx;y j11; x ; y i It can then be easily veri ed that after step 3 the resulting superposition is:
x;y x;y j0; f x; y; x ; y i and thus when Alice and Bob measure their qubits they actually sample f according to D with no error. Now, in the actual protocol the two players compute which is not quite but close to it, namely, jh jij 1 , . By Lemma 2.1 we know that the resulting distribution is 2 p close in the l 1 norm to the right one, and the theorem follows.
The DISJ k function
We n o w wish to study the spectrum of M = M f; when f = DISJ k and is the l 2 uniform distribution x;y = 1 =N. In particular we are interested in the size of K for 0. We note that M x; y depends only on the intersection size of x and y. It is not too hard to see that all matrices that are indexed by k-subsets and depend only on the intersection size commute. In particular they share the same eigenspaces. Lovasz 12 analyzed the spectrum of these matrices. Here we give a slightly di erent description of the eigenspaces of M:
Lemma 5.1 12 , a di erent presentation M has k + 1 eigenspaces E 0 ; : : : ; E k . E 0 is of dimension 1 and contains the all 1 0 s vector. E i has dimension , n i , , n i,1
. The typical eigenvector in E i is indexed by x 1 ; x 2 ; : : : ; x 2i,1 ; x 2i 2 f 1; : : : ; n g. The corresponding eigenvector e unnormalized is given by: e S = 0 if there is an index j : jS f x 2j,1 ; x 2j gj 6 = 1 , otherwise e S = j ,1 jS x2jgj . The corresponding eigenvalues are 0 = 2 n,k k , n k n k , and i = 2 n,k,i k,i n k for i 0. The eigenvalues in the spectrum of M decay rapidly.
If we denote q i = wi2Ei j i j 2 so k i=0 q i = 1 then:
Claim: For k = p n, qi+1
Proof: To calculate q i+1 =q i we rst bound i+1 = i .
We get that ,i+1 i = k,i n,k,i 2k n . The number of eigenvalues is Proof: We set t = O log 1= loglog 1= and take = E 0 E 1 : : : E t . W e h a ve: i2 j i j 2 = 1 , i6 2 j i j 2 = 1 , k i=t+1 q i 1 , k i=t+1 c i i! 1 , O c t t! 1 , Hence K j E 0 : : : E t j t , n t n t+1 , and logK t + 1 logn is as required.
By Theorem 2 this implies that Q DISJ k
Ot logn = Ologn log 1= which gives the rst part of Theorem 3. In the next two subsections we prove the second part of the theorem.
Sampling 0 values
Let us denote by M f0 the normalized matrix One way to show that is to compute the eigenvalues of M f0 . H o wever, there is an easier way. M f and M f0 share the same eigenspaces as they commute and can easily be expressed in terms of each other, therefore we can use the analysis we h a ve for M f We remind the reader that M f is the normalized matrix M f x; y = We w ant to show that when we apply the same algorithm over M g;x we get an approximation M g;x s.t. jjM g;x , M g;x jj 2 2 .
We notice that jjM g , M g jj 2 2 = jj x 1 p jXj M g;x , M g;x jj 2 2 = 1 jXj x jjM g;x , M g;x jj 2 2 . The last equality i s true because the non-zero entries of the matrices M g;x , M g;x are disjoint for di erent x's.
The basic observation is that if is a union of eigenspaces then jjM g;x , M g;x jj 2 2 does not depend on x. Once we know that we get that for any x jjM g , M g jj 2 2 = jjM g;x , M g;x jj 2 2 and we are done. To see the basic observation note that jjM g;x , M g;x jj 2 2 = 2 , 2 M g;x jM g;x . t h us, this value depends only on the projection length of M g;x on . However, we show that because of the symmetries of the eigenspaces, the projection of M g;x on each eigenspace, does not depend on x. A full proof will appear in the nal version of the paper.
A Lower Bound on Classical Sampling
We prove a l o wer bound for the problem of sampling a pair of disjoint uniformly random subsets of cardinality k with error probability at most . In general, a sampling protocol for this kind of sampling problem may be described as follows: the game starts with no inputs to Alice and Bob, and after the exchange of a n umber of messages between the two, Alice picks a random sample from the set X and Bob picks a random sample from the set Y . H o wever, we claim that classical sampling protocols can always be made one message at no cost: Lemma 6.1 Given any sampling protocol P with k communication bits and error, there is an optimal one message sampling protocol that samples from the desired distribution with the same complexity.
Proof: The protocol goes as follows:
Alice simulates the protocol P, playing the role of both players. She then announces the resulting sequence of messages M to Bob. Alice and Bob pick inputs S and T according to the respective conditional distributions for the protocol P given the messages M. The crucial observation is that conditioned on the sequence of messages exchanged, the distribution from which Alice and Bob sample is a product distribution.
In the case of the disjoint subsets sampling problem, X and Y are the collection of all cardinality k subsets of f1; : : : ; n g. Let We are now ready to prove the lower bound:
Theorem The nal distribution that Alice and Bob sample is a linear combination of L product distributions, where L, the number of distinct messages, is at most 2 n . Therefore by the claim above, the nal distribution is 2 ,n+1 close to a linear combination of 9n 2 L almost uniform distributions on rectangles.
Since k = n, the probability p that x and y are disjoint is a constant. By Lemma 6.2 any large" rectangle R with jRj jXjjY j = 2 , p n m ust have a t least fraction of pairs which are not disjoint sets. Therefore any almost uniform distribution on such a large rectangle must have at least =4 fraction of its probability on pairs of intersecting sets. This means that there is not too much w eight on large rectangles, or, more precisely, if the error probability of the protocol is less than p =8 than the total weight put on large rectangles is at most p=2.
This implies that at least p 2 , = 1 fraction of the sets are disjoint and covered by small rectangles. This means that the total area covered by small rectangles is at least jXjjY j. But each small rectangle has area at most jXjjY j so the number of rectangles needed is at least 1 = 2 p n . Therefore if we want the error to be smaller than 0 = p =8, we m ust have 9 n 2 L 2 p n . Therefore the number of bits exchanged, log L = p n.
Intuitively, the proof shows that large rectangles introduce large error, while small rectangles provide a very slow progress.
Zero Error Sampling
Finally we show a l o wer bound on zero error sampling. The lower bound idea is similar to that in Theorem 1 and is an adaptation of ideas from Kremer's thesis 11 where it is attributed to Yao.
Given a protocol P for sampling f we de ne the jXj j Y j matrix M 0 P by letting M 0 P x; y be the probability that P samples x; y with the answer 0. We similarly de ne M 1 P . W e let M P = M 0 P , M 1 P . Note that M P does not necessarily correspond any more to the probability the protocol answers with a yes or no to an instance x; y. Lemma 7.1 11 Suppose P uses only l communication qubits. Then RankM 0 P ; RankM 1 P 2 2l . Proof: Let P be a quantum protocol for sampling f using l qubits. Suppose by the end of the protocol the superposition is , and w l , the last qubit communicated, contains the answer 0 or 1.
De ne Y 0 = fw 2 f 0; 1g l jw l = 0 g and 0 x;y = w2Y0 jx; U x w; w l ; y ; V y wi. Then we h a ve:
M 0 P x; y = w;z2Y0 hU x wjU x zihV y wjV y zi If we de ne a matrix A of dimension jXj j Y 0 j 2 by A x; w;z = hU x wjU x zi and a matrix B of dimension jY 0 j 2 jY j by B w;z; y = hV y wjV y zi then we see that M 0 P x; y = AB x; y . That is, M 0 P = AB. In particular RankM 0 P = rankAB rankA jY 0 j 2 2 2l . Clearly, a similar argument shows that 8. Acknowledgments
