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ABSTRACT
Knowledge of the number density of Hα emitting galaxies is vital for assessing the sci-
entific impact of the Euclid and WFIRST missions. In this work we present predictions from
a galaxy formation model, GALACTICUS, for the cumulative number counts of Hα-emitting
galaxies. We couple GALACTICUS to three different dust attenuation methods and examine
the counts using each method. A χ2 minimisation approach is used to compare the model
predictions to observed galaxy counts and calibrate the dust parameters. We find that weak
dust attenuation is required for the GALACTICUS counts to be broadly consistent with the
observations, though the optimum dust parameters return large values for χ2, suggesting that
further calibration of GALACTICUS is necessary. The model predictions are also consistent
with observed estimates for the optical depth and the Hα luminosity function. Finally we
present forecasts for the redshift distributions and number counts for two Euclid-like and
one WFIRST-like survey. For a Euclid-like survey with redshift range 0.9 6 z 6 1.8 and
Hα + [NII] blended flux limit of 2 × 10−16erg s−1cm−2 we predict a number density be-
tween 3900–4800 galaxies per square degree. For a WFIRST-like survey with redshift range
1 6 z 6 2 and blended flux limit of 1 × 10−16erg s−1cm−2 we predict a number density
between 10400–15200 galaxies per square degree.
Key words: galaxies:formation; cosmology: large-scale structure of Universe; galaxies:
statistics; methods:numerical
1 INTRODUCTION
Explaining the observed accelerated expansion of the Universe re-
mains one of the most prominent questions of modern cosmology.
The simplest explanation is that the expansion is being driven by
a negative-pressure component, referred to as dark energy, thought
to dominate the energy budget of the Universe. Whilst the majority
of previous cosmological measurements support the existence of
dark energy, the uncertainties on these measurements are too large
to conclusively rule out alternative theories (such as a modification
of general relativity). Distinguishing between dark energy and al-
ternative theories is possible given high precision measurements of
the expansion history of the Universe and the growth rate of cosmic
large-scale structure (e.g. Albrecht et al. 2006; Guzzo et al. 2008;
Wang 2008a,b).
Recent and upcoming cosmological galaxy surveys have
therefore been designed to obtain these measurements using a set
? E-mail: alex.i.merson@jpl.nasa.gov
of complementary cosmological probes. Amongst these probes are
baryon acoustic oscillations (BAO), which can be used as a stan-
dard ruler to probe the expansion history of the Universe (Blake &
Glazebrook 2003; Seo & Eisenstein 2003), and redshift-space dis-
tortions (RSDs), which are sensitive to the growth rate of the large-
scale structure (Kaiser 1987; Song & Percival 2009). Although
both of these probes have been successfully measured with existing
galaxy surveys (e.g. Peacock et al. 2001; Cole et al. 2005; Eisen-
stein et al. 2005; Guzzo et al. 2008), the precision demanded to ad-
equately test the nature of dark energy requires substantially larger
galaxy samples, thus driving the need for deep, wide-field surveys.
Two such cosmological surveys, the ESA-led Euclid mission
(Laureijs et al. 2011; Vavrek et al. 2016) and NASA’s Wide Field In-
frared Survey Telescope (WFIRST, Dressler et al. 2012; Green et al.
2012; Spergel et al. 2015), aim to measure the expansion history
and growth rate of cosmic structure by using near-IR grism spec-
troscopy to target tens of millions of emission line galaxies (ELGs).
These missions will predominantly target Hα emitting galaxies,
over the approximate redshift range 0.9 . z . 2. WFIRST will
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observe Hα at 1 . z . 2. Euclid is expected to probe a simi-
lar redshift range of 0.9 . z . 1.8. Note, however, that due to
additional detection of [OIII] emission lines, both the Euclid and
WFIRST missions will in fact be able to probe to z & 2, though
we will limit our focus here to the Hα emission line. The Euclid
wide-area survey will cover 15,000 square degrees to an Hα line
flux limit of 2− 3× 10−16 erg s−1cm−2, while the WFIRST sur-
vey will cover∼ 2200 square degrees to a fainter Hα line flux limit
of 1 × 10−16 erg s−1cm−2. The smaller area and greater depth of
WFIRST will be highly complementary to the larger area and shal-
lower depth of Euclid. Note that these missions will also incorpo-
rate multi-band photometric surveys, which will exploit weak grav-
itational lensing as an additional probe of dark energy. The photo-
metric component is expected to probe a similar effective volume
(for example, see Orsi et al. 2010 for a comparison of the effective
volumes of Hα and photometrically selected surveys).
Assessing the expected performance of these future surveys is
essential for optimising their design. The ability of galaxy surveys
to achieve the desired precision, often quantified using a figure-
of-merit, is dependent upon the observed number density of the
type of galaxies being targeted. Therefore, knowledge of the num-
ber density of different galaxies, as a function of redshift, is cru-
cial in both the planning and evaluation of a survey strategy. As
such, much effort has been invested in using existing emission line
galaxy surveys to estimate the number of Hα emitters that Euclid
and WFIRST are likely to observe (for example, Colbert et al. 2013;
Mehta et al. 2015; Pozzetti et al. 2016; Valentino et al. 2017).
Perhaps the most appropriate existing survey to date for mak-
ing such estimates is the Wide Field Camera 3 Infrared Spectro-
scopic Parallels survey (WISP, Atek et al. 2010, 2011), which uses
the G141 (1.2 − 1.7µm, R ∼ 130) and G102 (0.8 − 1.2µm,
R ∼ 210) grisms on the Hubble Space Telescope Wide Field
Camera 3 (HST WFC3) to acquire slit-less grism spectroscopy and
imaging for galaxies in several hundred high-latitude fields. The
wavelength ranges of the blue and red grisms on the WFC3 imply
that the WISP survey is able to directly detect the Hα emission line
for galaxies out to redshifts of z . 1.5. Although the total area
of WISP is relatively small (on the order of 0.3 square degrees at
the end of HST Cycle 23), the implementation of the WISP sur-
vey shares numerous commonalities with the proposed implemen-
tations for Euclid and WFIRST. As such, WISP is a very useful
test-bed for predicting the number counts of emission line galaxies,
the accuracy of redshift measurement, as well as the selection func-
tion and completeness of proposed survey strategies (Mehta et al.
2015).
Measurements of the number density of Hα emitters seen
in the WISP survey have recently been made by Colbert et al.
(2013) and Mehta et al. (2015), who examined the cumulative Hα
galaxy number counts over the redshift range 0.7 < z < 1.5.
Note that neither Colbert et al. (2013) nor Mehta et al. (2015)
made any flux corrections for dust attenuation or contamination
due to the [NII] (6548A˚ + 6584A˚) doublet. Using 29 separate
WISP fields covering a combined area of 0.037 square degrees,
Colbert et al. (2013) estimated a number density of 6,700 deg−2
for Hα-emitting galaxies above a Hα+ [NII] blended flux limit of
2 × 10−16erg s−1cm−2. Corrections due to incompleteness were
modelled by simulating the line extraction process end-to-end. We
refer the reader to Colbert et al. (2013) for further details. Adopting
a larger area of 52 WISP fields, covering a combined area of ap-
proximately 0.051 squared degrees, Mehta et al. (2015) estimated a
number density of 6,000 deg−2 for Hα-emitting galaxies above the
same blended flux limit. When the blended flux limit was reduced
to 1 × 10−16erg s−1cm−2, both Colbert et al. (2013) and Mehta
et al. (2015) estimated a number density of 15,000 deg−2. Updated
galaxy counts, using a larger number of WISP fields are expected
in the near future (Bagley et al., in prep.).
In their analysis, Mehta et al. (2015) also estimated the WISP
Hα counts out to z < 2 by firstly measuring the bivariate Hα–
[OIII] line luminosity function for 0.7 < z < 1.5 and then using
the observed correlation between the Hα and [OIII] luminosities to
predict the Hα counts from the [OIII]-only line luminosity func-
tion (see Mehta et al. 2015 for further details). Over the redshift
range 0.7 < z < 2 Mehta et al. (2015) find the number density of
Hα-emitters to be approximately 11,000 deg−2 for a Hα + [NII]
blended flux limit of 2 × 10−16erg s−1cm−2 and approximately
32,000 deg−2 for a limit of 1 × 10−16erg s−1cm−2 (again they
made no correction for dust attenuation).
Attempts to describe the Hα line luminosity functions (and
hence the number counts) using empirically motivated models have
recently been presented in Pozzetti et al. (2016), who compared
three different models that were fitted to the Hα luminosity func-
tions measured from WISP, the ground-based narrow-band High-z
Emission Line Survey (HiZELS, Geach et al. 2008; Sobral et al.
2009), as well as datasets obtained using the Near Infrared Cam-
era and Multi-Object Spectrometer (NICMOS, Yan et al. 1999;
Shim et al. 2009). In this work we present the cumulative Hα count
predictions from an open-source semi-analytical galaxy formation
model. Our work is complementary to that of Pozzetti et al. (2016),
though has more predictive power since we use simulations that in-
corporate a physical model of galaxy formation and are calibrated
using the observational data. We compare the predicted counts to
the WISP estimates, in particular the estimates from Mehta et al.
(2015). In Section 2 we introduce the model and describe the cal-
culation of emission line properties. After this we present the model
predictions, starting in Section 3 with a comparison with the WISP
number counts. In this section we perform a χ2 minimisation to
calibrate the parameters for several dust attenuation methods, and
briefly examine the impact of fixing the [NII]/Hα line ratio as well
as the impact of cosmic variance. In Section 4 we compare the
model Hα luminosity function to observed luminosity functions at
several redshift epochs from WISP and HiZELS. In Section 5 we
present forecasts for the number of Hα-emitting galaxies expected
from two Euclid-like surveys and one WFIRST-like survey. Finally
we summarise our findings in Section 6. The cosmology assumed
throughout this work, a baryon matter density Ωb = 0.045, a total
matter density Ωm = Ωb + ΩCDM = 0.25, a dark energy density
ΩΛ = 0.75 and a Hubble constant H0 = 100h km s−1 Mpc−1
where h = 0.73, is chosen to match the cosmology used in the
N-body simulation that was used (see Section 2.2).
2 GALAXY FORMATION MODEL
In this work we adopt the open source GALACTICUS1 semi-
analytical galaxy formation model (Benson 2012).
2.1 Overview of the GALACTICUS model
Like other such galaxy formation models, GALACTICUS is de-
signed to construct and evolve a population of galaxies within a
1 Here we use version 0.9.4 of GALACTICUS, which is publicly available
from: https://sites.google.com/site/galacticusmodel.
The Mercurial hash I.D. for the particular revision used is: 4787d94cd86e.
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merging hierarchical distribution of dark matter halos. GALACTI-
CUS does this by solving a set of coupled ordinary differential equa-
tions (ODEs) that govern the various astrophysical processes affect-
ing the baryonic matter within the halos. This includes, for exam-
ple, the rate of radiative gas cooling, the quiescent star formation
rate, the chemical enrichment of the stellar and gaseous compo-
nents, as well as the regulation of feedback processes from super-
novae and active galactic nuclei. Various galaxy properties, such
as the stellar mass or cold gas metallicity, at any given epoch can
the be computed by calling the ODE solver within GALACTICUS
that integrates the set of equations forward to the desired time with
a user-specified level of precision. Galaxy mergers are treated in
GALACTICUS as impulsive events that occur instantaneously and
interrupt the evolution of the galaxy properties by the ODE solver.
(Interruption of the evolution is allowed by the ODE solver.) Once
the merger event is completed the updated galaxy properties are
passed to the ODE solver to continue their evolution. Convolv-
ing the star formation history of a galaxy with a specified single
stellar population synthesis (SPS) model, with the assumption of
a stellar initial mass function (IMF), allows one to construct an
SED for each galaxy, which can be sampled under different filter
transmission curves to obtain photometric luminosities. By default
GALACTICUS uses the FLEXIBLE STELLAR POPULATION SYN-
THESIS code of Conroy et al. (2010) and assumes a Chabrier (2003)
IMF.
GALACTICUS is calibrated to reproduce various observational
statistics of the galaxy population, with particular emphasis on ob-
servations of the population in the local Universe, which are the
most tightly constrained. A principal statistic used for calibration
is the present day galaxy stellar mass function as measured from
the Sloan Digital Sky Survey (SDSS) by Li & White (2009). Fur-
ther details of the calibration of the model, as well as comparisons
between GALACTICUS and several other semi-analytical models,
can be found in Knebe et al. (2015). In this work we use the de-
fault GALACTICUS parameter set and examine only the impact of
varying the strength of dust attenuation.
2.2 N-body Simulation
GALACTICUS is able to model the collapse and merging of dark
matter halos using the Press-Schechter formalism or work with
halo merger trees extracted from a cosmological N-body simula-
tion. Here we adopt the latter approach and work with halos ex-
tracted from the Millennium Simulation (Springel et al. 2005). We
adopt the Millennium Simulation as it is currently one of the largest
volume simulations for which GALACTICUS has been calibrated.
Based upon the ΛCDM cosmology, the Millennium Simu-
lation uses 21603 particles to follow the hierarchical growth of
dark matter structures in a cubical volume with side length of
500h−1 Mpc. The simulation follows the growth of structures from
high redshift (z = 127) through to the present day with particle
and velocity information stored for 63 snapshots at fixed epochs
spaced approximately logarithmically in expansion factor between
z = 20 and z = 0 (Lemson & Virgo Consortium 2006). For each
of these snapshots the SUBFIND halo-finding algorithm (Springel
et al. 2001) was used to identify bound halo and sub-halo structure
down to a resolution limit of 20 particles. Given the particle mass
of 8.6× 108h−1M this yields a minimum halo mass of approxi-
mately 1.72×1010h−1M. The cosmology adopted in the simula-
tion is: a baryon matter density Ωb = 0.045, a total matter density
Ωm = Ωb + ΩCDM = 0.25, a dark energy density ΩΛ = 0.75, a
Hubble constant H0 = 100h km s−1 Mpc−1 where h = 0.73, a
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Figure 1. Projected galaxy counts in GALACTICUS 2 × 2 square degrees
lightcone. The pixel colours indicate the total number of GALACTICUS
galaxies, per square degree, between 0.5 . z . 3 in that small patch on
the sky. Note that no radial selection has been applied to the galaxies. The
pixels clearly show the presence of projected large-scale structure within
the lightcone volume.
primordial scalar spectral index ns = 1 and a fluctuation amplitude
σ8 = 0.9. This cosmological parameter set is consistent with the
first year results from the Wilkinson Microwave Anisotropy Probe
(Spergel et al. 2003). Note that we do not expect our examination of
the number density of Hα emitters to be particularly sensitive to our
choice of cosmology. The scatter in the observed number counts of
Hα emitters is much larger than any differences we would expect
due to cosmology. Furthermore, any uncertainties in the predicted
counts due to cosmology will be negligible compared to our igno-
rance of the underlying galaxy formation physics.
2.3 Lightcone construction
In order to make predictions for the number counts of Hα-emitting
galaxies we need to build a lightcone catalogue, whereby only
structures that intersect the past lightcone of an observer are in-
cluded in the catalogue. The GALACTICUS model uses the light-
cone construction methodology of Kitzbichler & White (2007) to
identify dark matter halos that intersect the lightcone of the ob-
server. We build a lightcone of 4 square degrees (an area compa-
rable to the COSMOS field) that spans the redshift range z ' 0.5
to z ' 3. This redshift range was chosen to encompass the ap-
proximate redshift ranges that will be probed by the emission line
selected spectroscopic components of the Euclid and WFIRST mis-
sions (though in this work we will only be considering redshifts for
which the Hα line is observable). Once the halos are identified,
GALACTICUS will process only the merger trees that contain these
halos. As such, GALACTICUS will simply output all of the galaxies
that occupy the halos in this volume and does not apply any radial
selection criteria, which can be applied in post-processing.
We show in Fig. 1 the projected distribution of GALACTICUS
galaxies on the sky for our 4 square degrees lightcone. The presence
of projected large-scale structure in the lightcone is clear in the
number of galaxies per pixel.
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2.4 Emission line modelling
Emission line luminosities are computed for GALACTICUS galax-
ies by following a methodology similar to that of Panuzzo et al.
(2003), who used the photo-ionisation code CLOUDY (Ferland et al.
2013)2 to compute the luminosity of various emission lines as a
function of the number of ionising photons for various species (HI,
HeI and OII), the metallicity of the inter-stellar medium (ISM), the
hydrogen gas density and the volume filling factor of HII regions.
Our methodology is as follows:
(i) We first generate a grid of CLOUDY models of HII regions
spanning a range of hydrogen gas densities, gas metallicities and
ionising luminosities for the HI, HeI and OII ionising continua. For
each of the given values for the ionising luminosities in the three
continuua we provide CLOUDY with an input ionisation spectrum
consisting of a combination of three black body spectra. The first
black body spectrum is designed to span the HeI ionising wave-
length region, whilst the second is designed to span the HI ionising
region. The third black body spectrum spans the non-ionising re-
gion, i.e. everything at wavelengths longer than the HI Lyman ion-
isation edge. The temperatures and normalisations of these three
spectra are derived as detailed in Appendix A of Panuzzo et al.
(2003). From each CLOUDY model we extract the luminosity for
each emission line that is of interest. These luminosities are then
stored in a library so that this first step need only be performed
once, or whenever additional emission lines are required.
(ii) For each GALACTICUS galaxy an integrated stellar spectrum
is computed by integrating simple stellar population models based
upon the star formation and metallicity histories of the galaxy, as
well as the assumed stellar initial mass function. The ionising lumi-
nosities in HI, HeI and OII are computed by then integrating over
the stellar spectrum. This is similar to the approach taken by Orsi
et al. (2008).
(iii) The characteristic hydrogen gas density, ρH, of the ISM in
the galaxy disc or spheroid (bulge) is computed as,
ρH ∝ MgasfH
µmH
1
4pir3
, (1)
where Mgas is the mass of the ISM in the galaxy disc or spheroid,
fH is the mass fraction of hydrogen (assumed to take the solar
value of 0.707), µ is the atomic mass, mH is the mass of hydrogen
in atomic mass units, and r is the radius of the disc or spheroid.
In GALACTICUS emission line luminosities are computed for the
galaxy disc and spheroid separately. These two components are
summed to give the luminosity of the entire galaxy.
(iv) The number of HII regions, NHII, in the galaxy disc or
spheroid is estimated according to,
NHII ∼ ψ τHII
MHII
, (2)
where ψ is the instantaneous star formation rate in the disc or
spheroid, τHII is the typical lifetime of an HII region and MHII
is the typical mass of an HII region. We assume τHII ∼ 1Myr
and MHII ∼ 7.5 × 103M, consistent with the values adopted by
Panuzzo et al. (2003). Under the assumption that all HII regions
are identical, we divide the HI, HeI and OII ionising luminosities
by NHII to obtain the ionising luminosities for a single HII region.
(v) Taking the hydrogen density, ρH, the metallicity of the ISM
(computed by GALACTICUS) and the ionising luminosities per HII
2 Ferland et al. (2013) presents version 13.03 of CLOUDY. The version
used here is version 13.04.
region, we interpolate over the grid of CLOUDY models to obtain
the emission line luminosity per HII region. We then multiply this
by the number of HII regions in the galaxy disc or spheroid, NHII,
to obtain the total emission line luminosity for that component.
With this approach we are able to self-consistently compute
luminosities for any emission line that is output by CLOUDY. As
such, GALACTICUS is a viable model for performing a wide range
of studies of the properties of different emission line galaxies. In
this first application we will focus only on the Hα emission line.
In planned future work we will examine the predictions for several
other lines, including the [NII] and [OIII] lines, which will also be
detected by Euclid and WFIRST3.
2.5 Attenuation by dust
In GALACTICUS attenuation of stellar and emission line luminosi-
ties due to dust is applied in post-processing. As such, GALACTI-
CUS can be combined with any number of dust attenuation meth-
ods, ranging from simple dust screening methods (e.g. Calzetti
et al. 2000) to sophisticated radiative transfer codes, such as
GRASIL (Silva et al. 1998). In this work we consider three dif-
ferent dust attenuation methods: by Ferrara et al. (1999), Charlot &
Fall (2000) and a simple Calzetti et al. (2000) law. Calibration of
the parameters used in these dust methods, using χ2 minimisation
to match the WISP number counts, is presented in Section 3.2.
2.5.1 The Charlot & Fall (2000) method
The simple model devised by Charlot & Fall (2000) is able to pre-
dict the attenuation due to scattering and absorption of light by in-
terstellar dust using a basic description of the main features of the
ISM. Charlot & Fall assume that young stars are born in the centres
of dense molecular clouds, which are ionised by stellar radiation to
form ionized HII regions, surrounded by HI envelopes.
Based upon the Charlot & Fall (2000) method, we compute
the dust-attenuated luminosity, Latt, for a galaxy according to,
Latt =
(
Lint − Lintrecent
)
exp
(
−τ ISMλ
)
+ Lintrecent exp
(
−τ ISMλ
)
exp
(
−τMCλ
)
, (3)
where Lint is the intrinsic (dust-free) luminosity for the galaxy,
Lintrecent is the intrinsic luminosity coming from recent star forma-
tion, τ ISMλ is the optical depth of the diffuse ISM and τ
MC
λ the
optical depth of the molecular clouds. We assume that Lintrecent cor-
responds to the luminosity coming only from stars formed within
the past 10 Myr. Since emission line luminosities correspond to
recent star formation, we approximate Lint ≈ Lintrecent and so for
emission lines Latt ≈ Lintrecent exp
(−τ ISMλ ) exp (−τMCλ ).
The optical depth of the ISM, as a function of wavelength λ,
is computed as,
τ ISMλ ∝ τˆ ISMV Σmetalsgas
(
λ
λ0
)−n
, (4)
where τˆ ISMV is an effective absorption optical depth of the ISM in
the V-band (5500A˚), Σmetalsgas is the central surface density of met-
als in the cold gas of the galaxy, λ0 is a wavelength zero-point
3 With a grism resolution of R = 461λ, the WFIRST mission is expected
to resolve the [NII] doublet from the Hα line for most galaxies.
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and n is a power law exponent. The optical depth of the molecular
clouds, as function of wavelength λ, is computed as,
τMCλ = τˆ
MC
V
Zgas
ZISM
(
λ
λ0
)−n
, (5)
where τˆMC is an effective absorption optical depth for molecular
clouds in the V-band, Zgas is the cold gas metallicity of the galaxy
and ZISM is the metallicity of the local ISM in the solar neighbour-
hood.
The parameters τˆ ISMV , τˆ
MC
V , λ0 and n are specified in the
Charlot & Fall (2000) method. Following calibration against a set
of local, UV-bright starburst galaxies, Charlot & Fall (2000) set
the values of these parameters to τˆ ISMV = 0.5, τˆ
MC
V = 1.0,
λ0 = 5500A˚ and n = 0.7.
2.5.2 The Ferrara et al. (1999) library
The Ferrara et al. (1999) method uses a set of Monte-Carlo simu-
lations, designed to examine the scattering and absorption of light
due to dust, to generate a library of dust attenuation curves as a
function of various galaxy properties. Within a galaxy, the dif-
fuse dust in the ISM is assumed to trace the distribution of stars.
Given a particular extinction law, the Ferrara et al. (1999) method
will provide dust attenuation factors as a function of wavelength,
galaxy inclination, the ratio of spheroid to disc radial dust scale
length, re/hR, the ratio of dust to stellar vertical scale heights,
hz, dust/hz, stars, and the V-band optical depth when looking face-
on through the centre of a galaxy, τ0V. All of these dust properties
can be calculated directly from GALACTICUS predictions. For ex-
ample, τ0V, is given by,
τ0V ∝ McoldZcold
r2disc
, (6)
where Mcold is the mass of cold gas in the galaxy (both atomic
and molecular gas), Zcold is the metallicity of the cold gas and
rdisc is the radius of the galactic disc. As such, the strength of at-
tenuation due to dust at any particular wavelength for any particu-
lar GALACTICUS galaxy can be determined by interpolation over
the Ferrara et al. (1999) library. The advantage of this physically-
motivated method therefore is that the dust attenuation varies self-
consistently with other galaxy properties, such as the cold gas con-
tent and galaxy sizes.
Although the Ferrara et al. method is currently one of the stan-
dard attenuation options used in GALACTICUS post-processing,
this approach does not include the attenuation due to much denser
molecular clouds embedded within the ISM. Molecular clouds are
regarded as the birth places of new stars and sites of ongoing star-
formation, and so we would therefore expect them to be intense
sources of emission lines. As such, it is necessary to either incor-
porate molecular clouds into the Ferrara et al. method (as has been
done for instance in the GALFORM semi-analytical model, see for
example Cole et al. 2000, Gonzalez-Perez et al. 2013 and Lacey
et al. 2016). We can introduce nebular dust attenuation using the
approach from the Charlot & Fall (2000) method described previ-
ously. We can compute the attenuated luminosity using Eq. 3, but
substituting τ ISMλ with the ISM optical depth computed in Eq. 6.
Hereafter, when discussing the Ferrara et al. (1999) method, we
will refer to this modified method that includes attenuation from
molecular clouds.
2.5.3 The Calzetti et al. (2000) law
Unlike the previous two methods, the Calzetti et al. (2000) method
employs a simpler empirical approach by modelling the attenuation
assuming that all the dust forms an optically thick screen between
the galaxy and the observer. This method, which was originally cal-
ibrated using observations of 39 near-by UV-bright starburst galax-
ies, simply provides a parametrised fit to the dust attenuation curve
and requires little information with regards to other galaxy proper-
ties. For completeness we note that several recent studies of larger
galaxy samples at both low and high redshift have found the law to
be a poor description for dust attenuation at UV wavelengths (e.g.
Noll et al. 2009; Conroy et al. 2010; Wild et al. 2011; Buat et al.
2011a,b, 2012; Lee et al. 2012; Reddy et al. 2012). However, de-
spite this and despite its non-physical set-up, the ease of use of the
Calzetti et al. (2000) law has made it a popular choice in observa-
tional analyses. As such, parametrised fitting of the dust attenuation
curve is a common treatment for dust attenuation and is used by a
wide variety of similar screening methods, (e.g. Seaton 1979; Pre-
vot et al. 1984; Bouchet et al. 1985; Fitzpatrick 1986; Cardelli et al.
1989; Gordon et al. 2003), which typically differ only by their par-
ticular choice of parametrisation. We note that all such screen at-
tenuation methods can be easily applied to GALACTICUS galaxies
and that we have simply chosen the Calzetti et al. (2000) method as
a demonstration.
3 COMPARISON TO OBSERVED NUMBER COUNTS
Before we make number counts predictions for Euclid and
WFIRST, it is necessary to first compare the number counts pre-
dicted by GALACTICUS to existing observations and, where nec-
essary, calibrate GALACTICUS to match these observations. In this
section we will therefore compare the GALACTICUS counts to the
observed counts from the WISP survey, as presented by Colbert
et al. (2013) and Mehta et al. (2015). In particular we will focus on
comparing to the most recent results from Mehta et al. (2015) over
the redshift range 0.7 < z < 1.5. We remind the reader that due
to the upper wavelength limit of the HST WFC3 G141 grism, 1.2–
1.7 microns, the Hα line is only directly detectable with WFC3 out
to z . 1.5. When computing the galaxy counts from GALACTI-
CUS we therefore only consider galaxies within the redshift range,
0.7 < z < 1.5.
3.1 Modelling [NII] contamination
The galaxy counts presented by Mehta et al. (2015) have not been
corrected for dust attenuation or for contamination from [NII]. Due
to the resolution of the WFC3 grisms, WISP is unable to resolve the
[NII] doublet and de-blend it from the Hα line. In their analysis,
Colbert et al. (2013) and Mehta et al. (2015) assumed a fixed [NII]
contamination of 29 per cent, i.e. the Hα flux, fHα, is assumed to
be fHα = 0.71fHα+[NII], where fHα+[NII] is the observed Hα +
[NII] flux.
In GALACTICUS the luminosities for the [NII] doublet lines
can be computed by CLOUDY. However, we find that the [NII]/Hα
ratio computed using the luminosities obtained from CLOUDY are
typically an order of magnitude too small compared to [NII]/Hα
ratios measured by Masters et al. (2014) for a subset of WISP
galaxies. Whilst the WISP galaxies presented by Masters et al. typ-
ically have [NII]/Hα between approximately 0.1 and 0.2, we find
that the CLOUDY luminosities yield line ratios on the order of 0.02.
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Figure 2. Distribution of the [NII]/Hα line ratio in the stellar mass (M?) vs. specific star formation rate (sSFR) plane. The coloured pixels show the logarithm
base-10 of the median line ratio for the galaxies in thatM? vs. sSFR bin. In the left-hand panel we show the distribution for the SDSS galaxies in the catalogue
presented in Masters et al. (2016). In the right-hand panel we show the distribution obtained for the GALACTICUS lightcone when we assign the GALACTICUS
galaxies with line ratios taken from the SDSS catalogue. The GALACTICUS galaxies have redshifts within the range 0.7 < z < 1.5 and we show those
galaxies with an intrinsic (rest-frame), dust-free Hα luminosity above 1040erg s−1. For each GALACTICUS galaxy we first identify in M? vs. sSFR space
the 5 nearest neighbours from the SDSS catalogue and then assign the GALACTICUS galaxy a linear ratio equal to the median of the line ratios from these 5
SDSS galaxies.
This is understandable as we have made no attempt to calibrate the
ISM gas metallicites predicted by GALACTICUS and so our [NII]
luminosities are most likely being underestimated. Calibration of
the galaxy metallicites will be carried out in future work and so in
this work we will simply use a correction factor to correct the Hα
luminosities from GALACTICUS.
For this work we choose to assign an [NII]/Hα line ratio by
cross-matching the GALACTICUS galaxies with the SDSS sample
from Masters et al. (2016), who demonstrate that there exists a
tight fundamental plane-like relation between the [NII]/Hα ratio,
the [OIII]/Hβ line ratio and the surface star formation rate of the
galaxy as a proxy for sSFR, at fixed stellar mass (see also Faisst
et al. 2016; Faisst 2016).
In Fig. 2 we plot the median [NII]/Hα ratio as a function of
position in the stellar mass vs. specific star formation rate (sSFR)
plane. The left-hand panel shows the distribution for the SDSS
galaxies from the Masters et al. (2016) catalogue with signal-to-
noise ratio greater than 5 in strong nebular emission lines. We use
the SDSS galaxies to assign a value for the [NII]/Hα to each of the
GALACTICUS galaxies by, for each GALACTICUS galaxy, identify-
ing the nearest 5 neighbours in stellar mass vs. sSFR space from the
SDSS catalogue and computing the median [NII]/Hα ratio of these
5 galaxies4. This median value is then assigned to the GALACTI-
CUS galaxy. Even though the Euclid and WFIRST missions will
4 Note that we have assumed a Chabrier (2003) IMF, whilst Masters et al.
(2016) originally assumed a Kroupa (2001) IMF. The similarity between
these two IMFs means that negligible correction needs to be applied to the
stellar mass to convert between them.
probe much higher redshifts beyond the range of SDSS we can use
the SDSS in this approach as Masters et al. (2016) argue that the
fundamental plane-like relation is only weakly dependent on red-
shift and that, instead, the stellar mass is the dominant influence.
The distribution of [NII]/Hα ratio in stellar mass vs. sSFR
space for GALACTICUS galaxies is shown in the right-hand panel
of Fig. 2. For the GALACTICUS galaxies we reassuringly see the
same trend of increasing [NII]/Hαwith increasing stellar mass and
decreasing sSFR, at least for the regions of stellar mass vs. sSFR
space that are well sampled by the SDSS galaxies. At the extremes
of the distribution, such as for galaxies with stellar masses approx-
imately 108M or 1012M, we are sampling a smaller number
of SDSS galaxies and so as a result the distribution of [NII]/Hα
for the GALACTICUS galaxies is understandably less smooth and
shows more sub-structure.
Using this approach we can then define the Hα+[NII] blended
flux, fHα+[NII], as
fHα+[NII] = fHα
(
1 +
[NII]
Hα
)
, (7)
where fHα is the Hα flux from GALACTICUS and [NII]/Hα is the
line ratio sampled from the SDSS catalogue.
Further examination of the fundamental plane-like relation re-
ported by Masters et al. (2016) and how it can be used to predict the
[NII]/Hα ratio for a stellar mass selected sample is investigated in
Faisst et al. (2017).
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Figure 3. Calibration of the parameters for the three dust methods applied to GALACTICUS: Calzetti et al. (2000, top row), Ferrara et al. (1999, middle row)
and Charlot & Fall (2000, bottom row). For each dust method we compute the GALACTICUS number counts at a grid of points spanning the optical depth
parameter space: a 1-dimensional space for the Calzetti et al. and Ferrara et al. methods; and a 2-dimensional space for the Charlot & Fall method. At each point
we compare the GALACTICUS counts to the observed counts from Mehta et al. (2015, shown by the open circles in the right-hand column) and compute χ2/ν,
the χ2 statistic divided by the number of degrees of freedom, ν. The left-hand column shows χ2/ν as a function of the dust parameters. For the Charlot & Fall
method, the minimum occurs at
(
τ ISMV , τ
MC
V
)
= (0.032, 0.0) (point [a]), whilst the dotted contour indicates the parameter space for which ∆χ2 < 2.3. In
the right-hand column the thick solid lines show the cumulative counts obtained when adopting the values for the optical depths for which χ2/ν is minimised,
as reported in Table 1. The lighter solid lines show the counts for the grid points for which ∆χ2 < 1, or ∆χ2 < 2.3 for the Charlot & Fall (2000) method,
which correspond to the parameter uncertainties reported in Table 1. For the Charlot & Fall method the counts at
(
τ ISMV , τ
MC
V
)
= (0.026, 0.08) (point [b])
are additionally shown.
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3.2 Examination of dust attenuation
3.2.1 Chi-squared minimisation
For each of the three dust methods we construct a grid spanning
the optical depth parameter space. For the Ferrara et al. (1999)
and Calzetti et al. (2000) methods this parameter space is one di-
mensional. In the Ferrara et al. (1999) method the parameter be-
ing varied is the optical depth of molecular clouds, τMCV , which
is computed using Eq. 5 from the Charlot & Fall (2000) method.
The Calzetti et al. (2000) method assumes a single optical depth,
τV, for the whole galaxy. We allow this optical depth to vary, but
we assume RV to be fixed at the value RV = 4.05. The Charlot
& Fall (2000) method has a two dimensional parameter space, as
we allow the normalisation for the optical depth of the ISM, τ ISMV ,
and the normalisation for the optical depth of molecular clouds,
τMCV , to vary. At each grid point in the parameter spaces we ap-
ply dust attenuation to the GALACTICUS fluxes, using the corre-
sponding dust parameter values, and compute the cumulative num-
ber counts. To quantify the comparison to the Mehta et al. (2015)
observed counts we compute the χ2 goodness-of-fit statistic, de-
fined as χ2 =
∑
(O − E)2/σ2O , where O is the observed counts
from Mehta et al. (2015),E is the expected counts from GALACTI-
CUS and σO is the uncertainty on the Mehta et al. (2015) counts.
Since the Mehta et al. (2015) counts have asymmetric positive and
negative uncertainties we follow the approach of Wang & Mathews
(2002) and define σO = σ− when O > E and σO = σ+ other-
wise. The reduced χ2 is χ2/ν, where ν = Ndata − Npar is the
number of degrees of freedom. We have Ndata = 6 (Mehta et al.
2015 data points), and Npar = 1 for the Calzetti et al. (2000) and
Ferrara et al. (1999) methods, and Npar = 2 for the Charlot & Fall
(2000) method.
In Table 1 we report the minimum values for the χ2/ν statistic
along with the optical depth parameter values that yield these mini-
mum values. Uncertainties on the parameters, which correspond to
±1σ, are estimated by identifying, for each parameter, the range of
values for which ∆χ2 = 1 for the Ferrara et al. (1999) and Calzetti
et al. (2000) methods, and ∆χ2 = 2.3 for the Charlot & Fall (2000)
method. The values for χ2/ν as a function of the optical depth pa-
rameters are shown in the left-hand column of Fig. 3, whilst in the
right-hand column we show the cumulative counts for the optical
depth values reported in Table 1. In the right-hand column of Fig. 3
the faint solid lines show the counts for all of the optical depth pa-
rameters that yield counts for which ∆χ2 = 1, or ∆χ2 = 2.3
for the Charlot & Fall (2000) method, which corresponds to ±1σ
uncertainty.
Considering the the left-hand column of Fig. 3 we see that all
three of the dust methods show clear minima in their χ2/ν distribu-
tions, though of the three methods the Calzetti et al. (2000) method
is the best fit, as can be seen from Table 1 where the Calzetti et al.
(2000) method has a smaller value for χ2min/ν than the other meth-
ods. With a minimum χ2min/ν value of approximately 8 the Ferrara
et al. (1999) method yields the poorest fit to the observed counts,
possibly due it over-predicting the counts at bright fluxes around
1× 10−15erg s−1cm−2. The poorness of fit is perhaps not surpris-
ing given that this method is constrained by the dust attenuation of
the ISM being computed directly from the galaxy properties, with
no parametrisation. For the Ferrara et al. (1999) method χ2/ν is
minimised when τMCV = 0, implying that the best fit to the WISP
counts requires no, or very little, nebular dust attenuation. However,
the uncertainty on τMCV suggests that weak nebular attenuation is
permissible, though increasing the optical depth leads to GALACTI-
CUS under-predicting the counts. Combined with the large value
Table 1. Results of χ2 minimisation procedure to compare GALACTICUS
counts to observed counts from Mehta et al. (2015). Shown for each dust
method is the minimum value for the reduced χ2 statistic, with ν = 5
degrees of freedom for the Ferrara et al. (1999) and Calzetti et al. (2000)
methods and ν = 4 degrees of freedom for the Charlot & Fall (2000)
method. The optical depth parameters that yield this minimum value for
χ2/ν are reported along with an estimate of their uncertainties. The un-
certainties correspond to ±1σ and are estimated by identifying for each
parameter the range of values for which ∆χ2 = 1 for the Ferrara et al.
(1999) and Calzetti et al. (2000) methods, and ∆χ2 = 2.3 for the Charlot
& Fall (2000) method.
Dust Method χ2min/ν Parameter Values
Ferrara et al. (1999) 7.9 τMCV = 0.00
+0.006
−0.00
Calzetti et al. (2000) 2.9 τV = 0.64
+0.03
−0.02
Charlot & Fall (2000) 6.0 τ ISMV = 0.032
+0.002
−0.008
τMCV = 0.0
+0.1
−0.0
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Figure 4. The cumulative flux counts for the redshift range 0.7 6 z 6 1.5
from the GALACTICUS lightcone mock catalogue. The various lines show
the predictions for the Hα-only fluxes and the Hα+ [NII] blended fluxes.
The observed counts reported by Colbert et al. (2013) and Mehta et al.
(2015) are shown by the symbols. For the three dust methods we assume
values for the optical depths as stated in Table 1.
for χ2min/ν, this could also suggest that the ISM attenuation set by
the galaxy properties is too strong and that further calibration of
GALACTICUS is required in the future.
For the Charlot & Fall (2000) method the minimum reduced
χ2 value is approximately χ2min/ν ' 6 and is found at approx-
imately
(
τ ISMV , τ
MC
V
) ' (0.032, 0.0). As with the Ferrara et al.
(1999) method, this again suggests a requirement for no or very
weak nebular dust attenuation. However a clear degeneracy be-
tween the optical depth parameters is clearly evident, with the
shape of this degeneracy suggesting that the ISM optical depth is
the more sensitive parameter when attempting to match the WISP
counts. As such, parameter combinations with τMCV . 0.1 are
identified as having ∆χ2 = 2.3, as indicated by the dotted con-
tour in the bottom left-hand panel of Fig. 3. Parameter combina-
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tions along this degeneracy yield as good a match to the WISP
counts, as seen in the bottom right-hand panel of Fig. 3 where
we additionally show the counts for the parameter combination(
τ ISMV , τ
MC
V
) ' (0.026, 0.08). The allowed values for the τ ISMV
and τMCV parameters are much smaller than the values originally
determined by Charlot & Fall (2000), although we note that we are
calibrating against a different subset of the galaxy population at a
much higher redshift.
In Fig. 4 we show again the cumulative number counts for
each of the three dust methods, obtained using the optical depth pa-
rameters reported in Table 1. In addition, for completeness, we also
show the cumulative number counts for the GALACTICUS galax-
ies when no dust attenuation is applied, both for the Hα fluxes and
the Hα + [NII] blended fluxes. The observed counts from Colbert
et al. (2013) and Mehta et al. (2015) are also shown. We can see
that the Calzetti et al. (2000) and Charlot & Fall (2000) methods
yield very similar counts, whilst the Ferrara et al. (1999) method
yields slightly higher counts for fluxes brighter than approximately
5× 10−16erg s−1cm−2.
In summary, by minimising the χ2 statistic we are able to
identify optical depth parameters for each dust method with which
we can obtain GALACTICUS counts that are broadly consistent
with the WISP counts, particularly at flux limits fainter than 2 ×
10−16erg s−1cm−2. However, the values we obtain for χ2/ν sug-
gest that further calibration or modification of GALACTICUS or the
dust methods is needed in the future. At intermediate flux lim-
its around 5 × 10−16erg s−1cm−2 the slope of the counts ob-
tained with the Calzetti et al. (2000) and Charlot & Fall (2000)
methods leads to these methods under-predicting the Mehta et al.
(2015) counts by up to a factor of 2, as can be seen in Fig. 4. At
bright fluxes of 1 × 10−15erg s−1cm−2, the Ferrara et al. (1999)
method yields counts that are approximately a factor of 2 higher
than the WISP counts. Lightcone catalogues built from other semi-
analytical models have previously under-predicted the number of
galaxies and been unable to match the Mehta et al. (2015) observa-
tions (we refer the reader to the discussion in Pozzetti et al. 2016).
One possible reason that GALACTICUS is able to reproduce the
Mehta et al. (2015) counts could be the use of CLOUDY, which
has not been previously coupled to other semi-analytical models.
Alternatively, the agreement could be a result of our choice of dust
attenuation methods. However, there are substantial differences be-
tween semi-analytical models, both in how they model the astro-
physical processes and how they are calibrated, which would affect
the predicted number counts. Therefore understanding the cause
of the disagreement will require detailed comparison of GALACTI-
CUS with other semi-analytical models (e.g. see Knebe et al. 2015),
which we leave for future work.
3.2.2 Comparison to WISP optical depths
Our examination of the dust parameters has primarily provided us
with a set of optical depth parameters that will yield GALACTI-
CUS fluxes whose counts we know will show a reasonable agree-
ment with WISP. Matching the WISP counts is necessary for mak-
ing predictions for Euclid and WFIRST. These results also tenta-
tively suggest that weak dust attenuation is required to match the
WISP counts. Several observations hint at high redshift Hα emit-
ting galaxies having little dust attenuation (e.g. Domı´nguez et al.
2013; Masters et al. 2014; Reddy et al. 2015). For each GALACTI-
CUS galaxy we can compute the overall dust attenuation at the Hα
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Figure 5. The optical depth at the Hα wavelength, τHα for the GALACTI-
CUS galaxies when processed with each of the three dust methods: Ferrara
et al. (1999), Charlot & Fall (2000) and Calzetti et al. (2000). The param-
eters for each method correspond to the optimal values stated in Fig. 3.
For GALACTICUS we show the mean and ±1σ dispersions in bins of de-
blended dust-attenuated Hα luminosity over the redshift range 0.75 6 z 6
1.5. For comparison we show the WISP results from Domı´nguez et al.
(2013).
line wavelength according to,
τHα = − ln
(
LattHα
L0Hα
)
, (8)
where τHα is the optical depth at the Hα wavelength, LattHα is the
dust attenuated Hα luminosity and L0Hα is the dust-free, intrinsic
Hα luminosity of the galaxy. In Fig. 5 we plot for each dust method
the mean value for τHα (and 1σ uncertainty) as a function of de-
blended dust-attenuated Hα luminosity. In each case we assume the
attenuation parameters that minimise χ2/ν, as reported in Table 1.
For comparison we show the estimates from the WISP analysis of
Domı´nguez et al. (2013). Note that attenuation computed by the
Calzetti et al. (2000) method depends only on wavelength and so
the attenuation is identical for each galaxy, leading to a constant
mean optical depth with zero scatter.
We can see that each of the three dust methods yield opti-
cal depths that are consistent within error with the WISP measure-
ments. For luminosities fainter than 1042.5erg s−1 all three meth-
ods are consistent within error with one another, whilst for the
brightest luminosities there is growing disagreement between the
Ferrara et al. (1999) and Calzetti et al. (2000) methods. From their
measurements, Domı´nguez et al. (2013) report an increase in the
optical depth with increasing observed luminosity. A similar trend
is also reported by Hopkins et al. (2001) and Sobral et al. (2012).
However, the GALACTICUS optical depths for all three dust meth-
ods are consistent with no correlation between optical depth and
observed luminosity. Assuming that this trend is real and not, for
example, due to a selection bias, then the lack of such a trend in the
GALACTICUS predictions could indicate that further calibration of
the model is required. For instance, further calibration of the galaxy
metallicities of bright galaxies may boost the optical depths pre-
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Figure 6. Calibration of the optical depth used in the Calzetti et al. (2000) dust method in the case where [NII] contamination is fixed at 29 per cent and the
case where [NII] contamination is set by assigning the [NII]/Hα line ratio using the nearest neighbours in the Masters et al. (2016) SDSS catalogue. The
left-hand panel shows the reduced χ2 statistic, χ2/ν, for these two cases as a function of optical depth. The right-hand panel shows the cumulative counts
from dust attenuated GALACTICUS fluxes when adopting the optical depth that minimises χ2/ν. The faint red lines show the counts obtained when assuming
optical depths within ∆χ2 = 1 (which corresponds to ±1σ) for the case in which the [NII]/Hα line ratio is assigned using the SDSS galaxies. The dotted
cyan line shows the counts obtained when adopting a fixed [NII]/Hα line ratio but using the optical depth obtained when assuming line ratios from SDSS.
dicted by the Ferrara et al. (1999) dust method. For the Charlot &
Fall (2000) method, the lack of trend could suggest the need for
further parametrisation. We note however that due to the size of
uncertainties of their measurements, the WISP optical depths from
Domı´nguez et al. (2013) could also be consistent with a flat relation
and no change in optical depth with luminosity.
3.3 Examination of [NII] contamination
As mentioned in Section 3.1, Colbert et al. (2013) and Mehta et al.
(2015) in their analyses adopt a fixed [NII] contamination to match
the [NII]/Hα line ratios presented by Villar et al. (2008) and Cowie
et al. (2011) at z ∼ 0. Although Villar et al. and Cowie et al. (2011)
find the [NII]/Hα line ratio to decrease with increasing Hα equiv-
alent width, Mehta et al. (2015) argue that the line ratios measured
by these authors are approximately constant for equivalent widths
below 200A˚. Mehta et al. (2015) state that by assuming a fixed
contamination, their [NII] contamination will be over-estimated for
only 10 per cent of their catalogue. It is worth briefly examining the
impact that fixing the [NII] contamination has on the dust parame-
ters.
In the left-hand panel of Fig. 6 we show again the reduced
χ2 statistic as a function of the optical depth for the Calzetti et al.
(2000) dust method when assuming [NII]/Hα ratios as assigned
from the SDSS catalogue. We additionally show the reduced χ2
statistic when assuming the [NII] contamination is fixed at 29 per
cent, i.e.
fHα+[NII] =
fHα
0.71
= fHα
(
1 +
[NII]
Hα
)
. (9)
By re-arranging this equation we can see that a fixed [NII] contam-
ination of 29 per cent assumed in the WISP analyses corresponds
to [NII]/Hα ∼ 0.41. The right-hand panel of Fig. 6 shows, for
both cases, the cumulative number counts obtained when adopting
the optical depth that minimises the reduced χ2 statistic. We can
see that when adopting a fixed [NII]/Hα line ratio, the value for
the optical depth that minimises χ2/ν becomes larger than when
adopting the [NII]/Hα line ratio from SDSS. The difference in
the optical depths is due to a degeneracy between the strength of
the [NII]/Hα ratio and the strength of the dust attenuation that is
required in order for GALACTICUS to match the observed counts
from WISP. If we consider, in Fig. 4, the GALACTICUS number
counts from the dust-free, Hα fluxes (as shown by the thin dotted
line), then we can see that when we introduce [NII] contamination
we make the fluxes brighter and boost the number counts higher
(as shown by the thick dotted line). Applying dust attenuation to
the fluxes is required to bring the counts back down into agreement
with the WISP counts. However, for the larger [NII]/Hα ratio of
∼ 0.41, the increase in the brightness of the Hα fluxes is larger and
so the boost in the Hα counts is larger. As a result, stronger dust at-
tenuation is required to bring the dust-free Hα+[NII] counts down
into agreement with WISP. Obviously, if we were to assume a fixed
optical depth (i.e. assume a fixed dust attenuation) then adopting
the fixed [NII]/Hα ratio will lead to the GALACTICUS counts be-
ing incorrectly boosted above the counts from WISP, as shown by
the thick dotted line in the right-hand panel of Fig. 6.
A model for the redshift evolution of the [NII]/Hα ratio as a
function of stellar mass is presented in Faisst et al. (2017).
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Figure 7. Distribution of cumulative Hα+[NII] flux counts from GALACTI-
CUS when the lightcone footprint is divided up into 100 cells, each with an
individual area of 0.04 square degrees. The three panels show the predic-
tions for each of the dust methods: Calzetti et al. (top panel), Charlot & Fall
(middle panel) and Ferrara et al. (bottom panel). The lines correspond to
the mean counts whilst the shaded regions correspond to the 1σ uncertainty.
For each dust method the optical depth parameters correspond to those that
minimise the reduced chi-squared statistic, as reported in Table 1.
3.4 Examination of cosmic variance
Another source of uncertainty on the number counts is cosmic vari-
ance. Although the sky area of the GALACTICUS lightcone is ap-
proximately an order of magnitude larger then the total combined
area of all the WISP fields, it is worth briefly examining how cos-
mic variance is impacting the counts. We make an estimate of the
impact of cosmic variance by splitting the lightcone sky area up
into N × N cells and computing the cumulative number counts
in each cell. In Fig. 7 we show the mean and standard deviation
for the counts computed using 10 × 10 cells, each with an area of
0.04 deg2. Note that in their analysis Mehta et al. (2015) worked
with a total area of approximately 0.051 deg2. We estimate that
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Figure 8. Fractional uncertainty in the GALACTICUS cumulative Hα+[NII]
flux counts due to cosmic variance as a function of cell size in square de-
grees for three different flux limits, flim, as labelled in the bottom left-hand
corner of each panel. The lightcone footprint is split into N × N cells
and the counts computed for each cell. For each flux limit, we compute the
mean and standard deviation in the counts over the cells. The fractional un-
certainty is defined as the ratio of the standard deviation to the mean counts.
for a flux limit of 1 × 10−16erg s−1cm−2 there is approximately
8 per cent variation in the total counts. For a flux limit of 3 ×
10−16erg s−1cm−2 this grows to approximately 12 per cent, whilst
for bright flux limits of approximately 1× 10−15erg s−1cm−2 we
see approximately a factor of 30 per cent variation.
In Fig. 8 we plot the fractional uncertainty in the total
counts as a function of cell area for three different flux lim-
its: 3 × 10−16erg s−1cm−2, 2 × 10−16erg s−1cm−2 and 1 ×
10−16erg s−1cm−2. The fractional uncertainty is defined as the ra-
tio of standard deviation to the mean counts at that flux limit. For
a sky area of 1 square degree we see variations of approximately
2–3 per cent in the counts. Since the uncertainty is decreasing with
increasing area, for an area of 4 square degrees we expect the varia-
tion in the counts due to cosmic variance to be even smaller, on the
order of 1 per cent. We do not examine cosmic variance further in
this work but note that the full impact of cosmic variance will need
to be properly examined in future work when larger area lightcones
become available.
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Figure 9. GALACTICUS predictions for the dust-attenuated rest-frame Hα luminosity function estimated for a broad redshift bin in the top left-hand panel,
and for three narrow redshift bins, centred at z = 0.84, z = 1.47 or z = 2.23, as shown in the remaining three panels. The redshift bin is indicated in the top
right-hand corner of each panel. Observational estimates from Colbert et al. (2013) and Sobral et al. (2013) are shown by the data points in the panels for the
appropriate redshift interval. The various lines show the GALACTICUS predictions, with the line colour and style corresponding to the same dust method as in
Fig. 4. For each dust method we adopt the optical depth parameters that minimise the reduced chi-squared statistic, as reported in Table 1. In addition, in each
panel we show the GALACTICUS luminosity function for the dust-free fluxes.
4 LUMINOSITY FUNCTIONS
As a further examination of the GALACTICUS model and our cho-
sen dust attenuation methods, we consider the Hα galaxy luminos-
ity function, which describes the number density of Hα emitting
galaxies as a function of their luminosity. In Fig. 9 we plot the
GALACTICUS predictions for the dust-attenuated, rest-frame Hα
luminosity function for several redshift intervals chosen to match
intervals used in observational analyses by Colbert et al. (2013)
and Sobral et al. (2013). For the comparisons with the observa-
tions from Sobral et al. (2013) we simply take a narrow redshift
interval centred on the appropriate redshift: z = 0.84, z = 1.47
or z = 2.23. The GALACTICUS luminosity function is computed
from the lightcone prior to application of any selection criteria and
so we can simply count all the galaxies within the specified redshift
interval without needing to apply any further volume re-weighting
(such as the in the maximum volume Vmax approach). Note that all
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luminosity functions in Fig. 9 are corrected to a Hubble parameter
of h = 0.7.
Focussing to begin with on the top left-hand panel of Fig. 9,
which compares the GALACTICUS predictions with the luminosity
function estimated by Colbert et al., we see that predicted luminos-
ity function for each of the dust methods has broadly the correct
normalisation and shape consistent with the WISP observations,
though predict an excess of bright galaxy counts for luminosities
brighter than 1043erg s−1. All three dust methods yield an excess
of faint galaxies at luminosities ∼ 1041.5erg s−1.
Considering the narrow redshift ranges in the remaining three
panels of Fig. 9, we see that at the lower redshift of z ' 0.84 all of
dust methods yield luminosity functions that are consistent with the
HiZELS estimate from Sobral et al. (2013). At the higher redshifts
of z ' 1.47 and z ' 2.23 however, all of the dust methods yield
luminosity functions that have an incorrect shape. At z ' 1.47
the GALACTICUS predictions are consistent with the HiZELS es-
timates for luminosities between 1042erg s−1 and 1042.5erg s−1,
but for brighter luminosities all of the methods predict an excess of
bright galaxies compared to HiZELS. The worst agreement is seen
at z ' 2.23 where the Calzetti et al. (2000) and Ferrara et al. (1999)
methods again predict an excess of bright galaxies compared to the
observational estimates, whilst the Charlot & Fall (2000) method
predicts a deficit of galaxies for luminosities between 1042erg s−1
and 1042.5erg s−1.
At each redshift epoch the difference between the luminos-
ity functions for the three dust methods is a direct consequence
of the disagreement between the methods for the prediction for the
strength of dust attenuation. This is most likely a result of the meth-
ods using different approaches to model the attenuation. We remind
the reader that the Ferrara et al. (1999) method is the most physi-
cal, predicting the attenuation from the galaxy properties, whilst the
Calzetti et al. (2000) method is the least physical, adopting an at-
tenuation that is a function of wavelength only. Furthermore, even
if the dust methods were all in agreement, the discrepancy between
the model predictions and the observational estimates suggests a
calibration issue, either with the dust methods or with GALACTI-
CUS itself. For example, the discrepancy between the model pre-
dictions and the observations may indicate that the dust methods
are too simplistic and require further parametrisation, perhaps as
a function of redshift. Alternatively, if we were to assume that the
dust attenuation is correct, then this discrepancy could, for exam-
ple, indicate that the star formation rate in GALACTICUS is incor-
rect at high redshifts. Finally, the luminosity functions in Fig. 9
highlight the difficulty of correctly modelling the redshift evolution
of dust and galaxy properties such that one can recover the statis-
tics both at individual epochs as well as integrated statistics over a
broad redshift range. Since we have previously chosen to adjust the
dust attenuation to match the WISP number counts, it is therefore
understandable that GALACTICUS predictions show the best agree-
ment with the Colbert et al. (2013) luminosity function over the
broadest redshift range. However, we also note that narrow band
surveys targeting single redshift epochs such as HiZELS can suffer
from significant contamination from emission lines from galaxies
at lower or higher redshifts (e.g. see Martin et al. 2008; Henry et al.
2012; Colbert et al. 2013), which may be distorting the shape of the
measured HiZELS luminosity functions. However, Matthee et al.
(2017) have recently presented luminosity function measurements
from 0.7 deg2 of HiZELS overlapping with the Bo¨otes field which
show number densities in good agreement with the Colbert et al.
measurement.
Overall the normalisation of the luminosity function predicted
from GALACTICUS is consistent with the various datasets, though
at redshifts z & 1.5 the shapes of the GALACTICUS luminosity
functions are incorrect, often leading to either a deficit of galaxies
at intermediate luminosities or an excess of bright galaxies. This
could be due to the adopted values for the parameters governing the
strength of the dust attenuation for the various methods, or could
perhaps suggest that the parametrisation requires further modifica-
tion to account for evolution with redshift. Alternatively, the excess
of bright galaxies and deficit of galaxies at intermediate luminosi-
ties could be due to factors such as the instantaneous star formation
rate being too high in the model. Further investigation, including
a thorough investigation of the model parameter space and exami-
nation of the galaxy counts in broad photometric bands, is left for
future work.
5 SURVEY FORECASTS
We now use our GALACTICUS lightcone to predict the Hα-selected
differential and cumulative flux counts as well as the redshift
counts, for survey designs similar to Euclid and WFIRST. In the
case of a Euclid-like survey, we consider two possible strategies.
In both instances we assume a redshift limit of 0.9 6 z 6
1.8, however in the first instance we assume a flux limit of 3 ×
10−16erg s−1cm−2 and in the second instance we assume a deeper
a flux limit of 2× 10−16erg s−1cm−2. These instances are consis-
tent with two of the Euclid-like strategies presented in Pozzetti et al.
(2016). For a WFIRST-like design we consider a redshift range of
1 6 z 6 2 and a flux limit of 1× 10−16 erg s−1cm−2.
5.1 Sampling of optical depth parameters
To account for the distribution of permissible optical depth param-
eters for each dust method we perform Monte-Carlo sampling of
the optical depth parameters.
For each dust method we randomly sample values for the op-
tical depth parameters, by using the appropriate χ2 from Fig. 3 to
construct a likelihood, L,
L ∝ exp (−χ2/2) , (10)
with which we can randomly sample the optical depths. For each
dust method we sample 1000 realisations for the optical depth pa-
rameters. The normalised likelihoods and distributions of the 1000
realisations are shown in Fig. 10.
For each dust method we therefore recompute the dust at-
tenuation 1000 times and in each instance use the dust-attenuated
Hα + [NII] blended fluxes to compute the cumulative and differ-
ential flux counts, as well as the flux-limited redshift distribution.
The forecasts that we present therefore correspond to the mean and
standard deviation of these 1000 realisations.
5.2 Redshift distributions
We begin by presenting predictions for redshift distributions that
we might expect for our Euclid-like and WFIRST-like survey
strategies. The distributions when adopting each of the three dust
methods are shown in the left-hand column of Fig. 11, with the var-
ious lines showing the mean counts over our 1000 realisations and
the shaded regions showing the 1σ uncertainties. The distributions
shown in Fig. 11 assume different flux selections, as specified in
each panel, using the Hα+[NII] blended fluxes. In Table 2 we show
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Figure 10. Normalised likelihoods and distributions for 1000 Monte-Carlo realisations of the optical depth parameters for the Calzetti et al. (2000) dust method
(top left panel), the Ferrara et al. (1999) dust method (bottom left panel) and the Charlot & Fall (2000) dust method (right-hand panels). The distribution of
1000 parameter realisations are shown by the shaded 1-dimensional, or 2-dimensional, histograms.
the mean and 1σ redshift counts for two Euclid-like survey strate-
gies, with Hα+[NII] blended flux limits of 2×10−16erg s−1cm−2
and 3 × 10−16erg s−1cm−2. The counts for a WFIRST-like sur-
vey strategy with a flux limit of 1× 10−16erg s−1cm−2, in the in-
stances of both a blended Hα+ [NII] selection and de-blended Hα
selection, are shown in Table 3. We do not show the de-blended
counts for the Euclid-like surveys as the resolution of the Euclid
grism means that Euclid will not be able to de-blend the majority
of the Hα and [NII] lines. Note that the counts in these tables cor-
respond to the expected numbers of galaxies that will be observed.
For grism spectroscopy, the number of galaxies with redshift mea-
surements will typically be ∼50 per cent of those observed, de-
pending on the efficiency of the survey, which in turn depend on
instrumentation and noise parameters.
All of the redshift distributions in Fig. 11 show a steady de-
cline in the number of galaxies with increasing redshift as a result
of the applied flux limits. The various peaks and troughs are most
likely a result of sample variance and the finite number of galaxies
caused by the finite volume of the cosmological simulation we have
used. In addition, these features could be being further amplified by
the periodic repetition of the simulation box used in the lightcone
construction process. This demonstrates the need for larger volume
simulations. We plan to apply GALACTICUS to larger volume simu-
lations in the future. Understandably, we see that the noise features
are the most pronounced in the Euclid-like strategy with flux limit
of 3 × 10−16erg s−1cm−2, particularly towards higher redshift,
where galaxy number density is lowest compared to lower redshift
bins. Increasing the flux limit to 2 × 10−16erg s−1cm−2 and then
to 1 × 10−16erg s−1cm−2, in the WFIRST-like strategy, leads to
a smoothing of the redshift distributions as more fainter galaxies
begin to be detected and the number density of detected galaxies
increases. Note that in this work we have only considered a sin-
gle Hα selection and do not include galaxies that would have been
detected by additional emission lines, such as [OIII], which would
introduce additional peaks in the redshift distribution as lines of
differing relative strength enter the wavelength ranges of the Eu-
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Figure 11. Predictions for the galaxy redshift distribution (left column) and cumulative flux counts (right column) for two Euclid-like survey strategies (upper
and middle rows) and a WFIRST-like (bottom row) survey strategy. The corresponding flux limit and redshift range for each survey are shown in the top
right-hand corner of each panel. In each panel the various lines represent the mean counts over 1000 Monte Carlo realisations, whilst the shaded regions
show the 1σ uncertainty. In addition, for reference, dotted and dashed lines show the predictions for the three empirical models from Pozzetti et al. (2016),
corrected to show de-blended counts values by assuming a fixed line ratio of [NII]/Hα ' 0.41. Predictions are shown for three different dust attenuation
methods: Ferrara et al. (1999), Calzetti et al. (2000) and Charlot & Fall (2000). Both the redshift distributions and the differential fluxes correspond to blended
Hα+ [NII] fluxes. In the right-hand column the solid grey-shaded regions correspond to fluxes below the designated flux limit.
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Table 2. Predicted redshift distribution of the number counts of Hα-emitting galaxies, dN/dz, per square degree for two Euclid-like Hα-selected surveys
with Hα+[NII] blended flux limits of 3×10−16erg s−1cm−2 (columns 3-5) and 2×10−16erg s−1cm−2 (columns 6-8). Predicted counts are reported for
each of the three dust methods: Ferrara et al. (1999), Calzetti et al. (2000) and Charlot & Fall (2000). In each case we show the mean counts and 1σ uncertainty
over 1000 realisations for the optical depth dust parameters. The efficiency of each survey is instrumentation dependent, and has not been included.
Redshift Euclid-like
(
3× 10−16) Euclid-like (2× 10−16)
Lower limit Upper limit Ferrara et al. Calzetti et al. Charlot & Fall Ferrara et al. Calzetti et al. Charlot & Fall
(1999) (2000) (2000) (1999) (2000) (2000)
0.9 1 3598± 50 4493± 195 4240± 243 7716± 103 10057± 361 10535± 472
1 1.1 3050± 40 3546± 169 3083± 200 6229± 100 8500± 344 8014± 523
1.1 1.2 2467± 44 2582± 114 1964± 121 4475± 72 6323± 273 4998± 472
1.2 1.3 2537± 45 2409± 86 1689± 81 4225± 64 5463± 260 3931± 374
1.3 1.4 2690± 43 2371± 76 1623± 78 4296± 71 5031± 221 3455± 246
1.4 1.5 2193± 27 1926± 55 1227± 60 3384± 51 3690± 148 2446± 178
1.5 1.6 2238± 33 1890± 60 1093± 58 3500± 60 3387± 106 2078± 141
1.6 1.7 2158± 31 1775± 49 1006± 49 3365± 51 3085± 106 1747± 113
1.7 1.8 1951± 23 1627± 43 943± 44 3044± 44 2793± 77 1524± 108
Table 3. Predicted redshift distribution of the number counts of Hα-emitting galaxies, dN/dz, per square degree for a WFIRST-like Hα-selected survey with
Hα+[NII] blended flux limit of 1×10−16erg s−1cm−2 (columns 3-5) and Hα de-blended flux limit of 1×10−16erg s−1cm−2 (columns 6-8). Predicted
counts are reported for each of the three dust methods: Ferrara et al. (1999), Calzetti et al. (2000) and Charlot & Fall (2000). In each case we show the mean
counts and 1σ uncertainty over 1000 realisations for the optical depth dust parameters. The efficiency of each survey is instrumentation dependent, and has
not been included.
Redshift WFIRST-like (Hα+ [NII] blended flux limit) WFIRST-like (Hα de-blended flux limit)
Lower limit Upper limit Ferrara et al. Calzetti et al. Charlot & Fall Ferrara et al. Calzetti et al. Charlot & Fall
(1999) (2000) (2000) (1999) (2000) (2000)
1.0 1.1 20450± 210 25514± 672 27901± 850 14507± 155 19120± 545 20486± 725
1.1 1.2 15094± 173 21723± 652 21359± 1049 10410± 123 15703± 565 14923± 1004
1.2 1.3 13400± 165 21049± 668 18453± 1485 9270± 143 14771± 592 12527± 1352
1.3 1.4 12329± 161 20335± 741 16041± 1842 8664± 137 13864± 587 10595± 1458
1.4 1.5 9039± 137 15077± 581 10596± 1533 6348± 98 10152± 442 6906± 1095
1.5 1.6 8253± 132 13377± 531 8421± 1270 5987± 90 8827± 395 5487± 802
1.6 1.7 7517± 111 11191± 486 6653± 958 5607± 83 7307± 323 4249± 558
1.7 1.8 6617± 101 9174± 407 5169± 670 5025± 74 6035± 252 3409± 419
1.8 1.9 6101± 105 7865± 323 4166± 520 4697± 68 5305± 201 2834± 311
1.9 2.0 5361± 78 6462± 228 3309± 386 4215± 72 4522± 135 2311± 216
clid and WFIRST grisms. We will examine the impact of additional
emission lines, such as [OIII], in future work.
If we focus on any one survey strategy and compare the red-
shift distributions from the different dust methods we can make
several observations. Firstly, in all three cases the Charlot & Fall
(2000) method shows the largest relative uncertainty in the counts,
which is understandable given the degeneracy seen in Fig. 3 and
Fig. 10. In contrast, the Ferrara et al. (1999) method shows the
smallest uncertainty due to the narrow range of permissible opti-
cal depths seen in Fig. 10. Secondly we see that at z . 1 the
Calzetti et al. (2000) and Charlot & Fall (2000) methods typi-
cally show closer agreement, with the Ferrara et al. (1999) method
predicting between 10–20 per cent fewer galaxies. At higher red-
shifts, however, the Ferrara et al. (1999) and Calzetti et al. (2000)
methods show closer agreement, though the redshift at which
the Ferrara et al. (1999) method begins to predict higher counts
than the Charlot & Fall (2000) method increases with increas-
ing flux limit, from z ∼ 1.1 for the Euclid-like fobs > 3 ×
10−16erg s−1cm−2 selection to z ∼ 1.6 for the WFIRST-like
fobs > 1 × 10−16erg s−1cm−2 selection. At high redshifts the
Charlot & Fall (2000) method typically predicts 40–50 per cent
fewer galaxies than the Ferrara et al. (1999) and Calzetti et al.
(2000) methods.
The fact that different methods yield different counts at dif-
ferent redshifts reflects the changes in the relative dust attenuation
strengths of the methods with redshift. In other words, if all meth-
ods showed the same strength of dust attenuation then we would
expect their redshift distributions to agree perfectly and so any dif-
ferences in the redshift distributions are a direct consequence of the
different dust methods disagreeing on the strength of dust atten-
uation. Therefore, the Ferrara et al. (1999) method typically pre-
dicts fewer counts at low redshifts because it typically predicts a
higher dust attenuation at those redshifts compared the other two
methods. In the same way, the Charlot & Fall (2000) method has
a weaker dust attenuation at high redshift compared to the other
two methods. In fact between the upper and lower redshift limit of
each survey strategy, the Charlot & Fall (2000) method consistently
shows the largest overall fractional change in number of galaxies,
perhaps reflecting the greatest overall change in dust attenuation
strength with redshift. In contrast the Ferrara et al. (1999) method
typically shows the smallest fractional change in the number of
galaxies, which might suggest that this method shows the weakest
overall change in dust attenuation strength with redshift. The vari-
ation in the redshifts at which pairs of dust methods agree on the
galaxy counts suggests an additional dependence on luminosity, i.e.
the relative attenuation strength predicted by each of the different
c© 2017 RAS, MNRAS 000, 1–??
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methods changes with redshift and luminosity. This is supported
by the discussion in Section 4, where we saw disagreements be-
tween the Hα luminosity functions predicted by the different dust
methods.
5.3 Flux counts
The right-hand column of Fig. 11 shows the cumulative flux counts
for the three different dust methods. We see that the Ferrara et al.
(1999) method consistently has a shallower slope as a function of
flux, leading to this method displaying an excess of bright galax-
ies compared to the Calzetti et al. (2000) and Charlot & Fall (2000)
methods. The slopes for the Calzetti et al. (2000) and Charlot & Fall
(2000) methods are typically in much closer agreement, with the
Charlot & Fall (2000) method predicting fewer galaxies for fluxes
fainter than approximately 1 × 10−15erg s−1cm−2. By flux lim-
its of 1× 10−16erg s−1cm−2 there is a closer agreement between
the three dust methods, with the Calzetti et al. (2000) and Char-
lot & Fall (2000) methods now predicting a slightly higher num-
ber of galaxies compared to the Ferrara et al. (1999) method. The
counts for all three of the dust methods tentatively show a break,
with the slope becoming shallower for fluxes brighter than approxi-
mately 3×10−15erg s−1cm−2. As with our examination of the red-
shift counts, the similarities and differences in the flux counts from
the three different methods again most likely reflects the relative
strength in dust attenuation between the three methods as a func-
tion of luminosity. For reference, tabulated differential flux counts
for the Euclid-like and WFIRST-like strategies are provided in Ap-
pendix A.
The cumulative blended flux counts as predicted by the three
empirical models from Pozzetti et al. (2016) are also shown for
comparison in the right-hand column of Figure 11. Note that for
the Pozzetti et al. (2016) models we do not have stellar mass or
star formation rate information and so cannot model [NII] con-
tamination using our SDSS catalogue (see Section 3.1). Instead
we simply introduce [NII] contamination into the Pozzetti et al.
(2016) counts using a fixed [NII]/Hα ratio of [NII]/Hα ' 0.41.
We can clearly see that for fluxes fainter than approximately 4 ×
10−16erg s−1cm−2 the scatter between the GALACTICUS counts
from the three dust methods is smaller than scatter between the
counts from the three Pozzetti et al. (2016) models. At the flux
limits for each of the Euclid-like and the WFIRST-like observ-
ing strategies Pozzetti et al. (2016) models one and two predict
an excess of galaxies, by approximately a factor of 2, compared
to Pozzetti et al. (2016) model 3. The GALACTICUS counts from
the three different dust methods are in much closer agreement with
each other, and are typically most consistent with Pozzetti et al.
(2016) model 3. This is not surprising, as the Pozzetti et al. (2016)
model 3 is also calibrated using WISP data. Towards brighter fluxes
the counts from the Pozzetti et al. (2016) models fall off much
more rapidly than the GALACTICUS counts, such that by approx-
imately 1 × 10−15erg s−1cm−2 all three of the Pozzetti et al.
(2016) models predict counts that are lower than GALACTICUS.
At 1 × 10−15erg s−1cm−2 the scatter between counts from the
different GALACTICUS dust models has grown to a factor of ap-
proximately 2, compared to a scatter of approximately a factor of
5 between the three Pozzetti et al. (2016) models. We note that
the scatter in the counts from the Pozzetti et al. (2016) models is
sensitive to the particular observational datasets and parametriza-
tion choices used in their fitting. We could tentatively argue that
our GALACTICUS counts are more predictive since GALACTICUS
is a physical model of galaxy formation with all of the galaxy
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Figure 12. GALACTICUS predictions for the cumulative number of Hα-
emitting galaxies visible above a specified flux limit for a Euclid-like survey
(empty points) and WFIRST-like survey (filled points). The points for the
Ferrara et al. (1999) and Charlot & Fall (2000) methods have been offset in
the x-direction for clarity. We assume that the fluxes are blended Hα+[NII]
fluxes. For each of the three dust methods, the points correspond to the mean
counts from 1000 Monte-Carlo realisations (see text for details). The error
bars correspond to the±1σ uncertainty. The mean values and uncertainties
are listed in Table 4.
properties calculated self-consistently. However, we acknowledge
that GALACTICUS still requires a variety of observational datasets
for proper calibration and so the scatter in the GALACTICUS pre-
dictions will still, to some extent, be moderated by the scatter in
the observations used in that calibration. As such, we stress that
GALACTICUS would need to be calibrated using the same observa-
tional datasets as were used by Pozzetti et al. before a more rigorous
comparison can be made.
The cumulative number counts at the blended flux limits for
the Euclid-like and WFIRST-like strategies are summarised in
Fig. 12, as well as in Table 4 where for the WFIRST-like strategy
we also show the cumulative counts for the Hα de-blended fluxes.
We remind the reader that de-blended counts are not shown for the
Euclid-like strategy as it is expected that the Euclid grism will be
unable to resolve the majority of the Hα and [NII] lines.
For the Euclid-like strategies, over the redshift range 0.8 6
z 6 1.9, we find approximately 3900–4800 galaxies per square
degree for a flux limit of 2 × 10−16erg s−1cm−2 and approxi-
mately 1700–2300 galaxies per square degree for a brighter flux
limit of 3 × 10−16erg s−1cm−2. Use of the different dust meth-
ods leads to scatter of between 2–30 per cent in the counts. We see
that for both of the Euclid-like strategies in Fig. 12, two of the three
dust methods predict cumulative counts that are in good agreement.
At the blended flux limit of 2 × 10−16erg s−1cm−2 we see good
agreement between the counts from the Ferrara et al. (1999) and
Charlot & Fall (2000) methods, which are consistent within un-
certainty with each other, whilst the Calzetti et al. (2000) method
predicts approximately 20 per cent more galaxies per square de-
gree. Considering the brighter limit of 3 × 10−16erg s−1cm−2,
the Ferrara et al. (1999) and Calzetti et al. (2000) methods now
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Table 4. Predicted cumulative number of Hα-emitting galaxies per square degree for a Euclid-like Hα-selected galaxy survey (columns (2-4) and a WFIRST-
like Hα-selected galaxy survey (columns 5-7) In each case, the redshift ranges over which galaxies were selected are shown in the table. The upper half of
the table shows the counts for Hα + [NII] blended fluxes, whilst the lower half of the table shows the counts for Hα de-blended fluxes. Note that for the
Euclid-like survey we only show counts for blended fluxes. Predicted counts are reported for three dust methods: Ferrara et al. (1999), Calzetti et al. (2000)
and Charlot & Fall (2000). Note that the flux limits correspond to Hα+ [NII] blended fluxes. The efficiency of each survey is instrumentation dependent, and
has not been included. On the last row of the table we show again the χ2min/ν values from Table 1.
Flux limit Euclid-like (0.9 6 z 6 1.8) WFIRST-like (1 6 z 6 2)
erg s−1cm−2 Ferrara et al. Calzetti et al. Charlot & Fall Ferrara et al. Calzetti et al. Charlot & Fall
(1999) (2000) (2000) (1999) (2000) (2000)
CUMULATIVE COUNTS FROM Hα+ [NII] BLENDED FLUXES
1× 10−16 N/A N/A N/A 10403± 138 15176± 528 12195± 987
2× 10−16 4036± 62 4849± 192 3884± 252 3797± 60 4307± 170 3059± 230
3× 10−16 2291± 34 2267± 85 1688± 91 2263± 33 2084± 73 1414± 75
CUMULATIVE COUNTS FROM Hα DE-BLENDED FLUXES
1× 10−16 N/A N/A N/A 7467± 102 10566± 402 8365± 765
2× 10−16 N/A N/A N/A 2827± 42 2877± 108 2025± 140
3× 10−16 N/A N/A N/A 1771± 24 1479± 46 1032± 45
χ2min/ν 7.9 2.9 6.0 7.9 2.9 6.0
show excellent agreement, whilst the Charlot & Fall (2000) method
predicts approximately 26 per cent fewer galaxies per square de-
gree. Compared to the Euclid-like strategies, counts predicted for
the the WFIRST-like strategy show a larger spread, with none of
the dust methods agreeing within 1σ uncertainty. For a blended
flux limit of 1 × 10−16erg s−1cm−2 the counts range from about
15200 galaxies per square degree for the Calzetti et al. (2000),
to about 10400 galaxies per square degree for the Ferrara et al.
(1999) method. The scatter in the counts for the WFIRST-case is
between 20–50 per cent, though for a fainter blended flux limit of
2× 10−16erg s−1cm−2 the scatter in the WFIRST-like counts de-
creases slightly to between 20–40 per cent, with count predictions
comparable to those for the Euclid-like case with the same flux
limit. For the WFIRST-like strategy, if we compare the blended
and de-blended flux counts shown in Table 4 we see that for the
WFIRST flux limit of 1 × 10−16erg s−1cm−2 de-blending of the
Hα and [NII] lines leads to approximately 30 per cent fewer galax-
ies per square degree. Following de-blending, the number of galax-
ies brighter than 1×10−16erg s−1cm−2 is between approximately
7500–10600 galaxies per square degree, with a scatter between 30–
40 per cent.
6 SUMMARY & CONCLUSIONS
Assessing the performance of the Euclid and WFIRST missions re-
quires estimates of the expected number density of Hα-emitters as
a function of redshift. In this work we have used an open source
semi-analytical galaxy formation model, GALACTICUS, to predict
the number counts and redshift distributions of Hα-emitting galax-
ies for a Euclid-like and a WFIRST-like survey strategy.
We construct a 4 square degree lightcone catalogue by pro-
cessing the dark matter merger trees of the Millennium Simula-
tion with the GALACTICUS model. Emission lines are modelled in
GALACTICUS by interpolating over a library of emission line lumi-
nosities obtained from the CLOUDY code. The emission line lumi-
nosities are then processed to incorporate attenuation due to inter-
stellar dust, which can be modelled using several different methods.
Here we consider three dust methods from Ferrara et al. (1999),
Charlot & Fall (2000) and Calzetti et al. (2000), though we stress
that any user-specified dust method can be used in conjunction with
GALACTICUS.
Before making predictions for Euclid-like and WFIRST-like
surveys, we first compare the GALACTICUS galaxy counts to ex-
isting observed Hα-emitting galaxy counts over the redshift range
0.7 6 z 6 1.5 from the WISP survey, as presented by Mehta et al.
(2015). Since we are comparing to counts from Hα+[NII] blended
fluxes, we introduce [NII] into the GALACTICUS Hα fluxes by us-
ing the SDSS catalogue from Masters et al. (2016) to assign the
GALACTICUS galaxies [NII]/Hα line ratios based upon a nearest-
neighbour search in stellar mass versus specific star formation rate
space.
By minimising the χ2 statistic we are able to identify opti-
cal depth parameters for each dust method that yield GALACTICUS
counts that are broadly consistent with the WISP counts, partic-
ularly at flux limits fainter than 2 × 10−16erg s−1cm−2, which
are comparable to the flux depths of our adopted Euclid-like and
WFIRST-like survey strategies. However, the large reduced χ2 val-
ues, χ2/ν & 3, suggest that further calibration of GALACTICUS
or revision of the dust methods is required for future analyses. The
Calzetti et al. (2000) method provides the best overall fit to the
WISP data, despite being the simplest and least physically moti-
vated dust attenuation method. The poorest fit is from the Ferrara
et al. (1999) method, which is the most physically motivated of
the three methods, with the ISM optical depths being computed di-
rectly from various galaxy properties that are output directly from
GALACTICUS. This direct computation adds further constraint to
the Ferrara et al. method, reducing the flexibility of this method
compared to the more parametrised methods of Charlot & Fall
(2000) and Calzetti et al. (2000). The optical depths that we identify
suggest that only weak dust attenuation, particularly in molecular
clouds, is required to match the WISP counts. Comparing the op-
tical depths of the GALACTICUS galaxies with optical depths mea-
sured from WISP we find that the model and observations are con-
sistent within uncertainty (though the GALACTICUS optical depths
are slightly smaller).
We have also briefly examined how adopting a fixed [NII] con-
tamination of 29 per cent, consistent with the value adopted in the
WISP analyses, impacts the counts and required dust strength. We
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have also estimated the impact of cosmic variance, which we ex-
pect to have little effect on the predicted number counts at flux lim-
its fainter than 2 × 10−16erg s−1cm−2, comparable with the flux
limits for Euclid and WFIRST. We note, however, that the lightcone
analyses that we have carried out are time-consuming and expen-
sive in computing resources. As such we have limited our lightcone
size to 4 square degrees for this study in order to provide timely in-
put to Euclid and WFIRST projects. We plan to build significantly
larger lightcones in future work.
To further check that our calibrated optical depth parame-
ters are reasonable we also compare the GALACTICUS predictions
for the Hα luminosity function to observational estimates from
WISP (Colbert et al. 2013) and from HiZELS (Sobral et al. 2013).
The GALACTICUS luminosity function has a shape and normalisa-
tion consistent with the luminosity functions from WISP and the
lowest redshift bin from HiZELS. However, at higher redshift the
GALACTICUS luminosity function becomes a progressively worse
fit to the HiZELS observations. This disagreement could suggest
that the dust methods may be lacking some additional redshift evo-
lution or dependence on other galaxy properties, or that GALACTI-
CUS requires further calibration. Investigating these possibilities re-
quires rigorous calibration of the GALACTICUS model, which we
leave for future work.
Finally, we use the GALACTICUS lightcone to present predic-
tions for the redshift distribution and cumulative flux counts for two
Euclid-like surveys and a WFIRST-like survey. To marginalise over
the choice of optical depth dust parameters we use χ2 as a function
of optical depth to construct likelihoods with which we randomly
sample 1000 realisations for the parameters for each dust method.
For each realisation we re-compute the Euclid-like and WFIRST-
like flux and redshift counts. The predictions that we present corre-
spond to the mean and 1σ uncertainty from these 1000 realisations.
We compare our cumulative counts to the counts from Pozzetti et al.
(2016), which we correct to introduce [NII] contamination using
[NII]/Hα ' 0.41, and find that the GALACTICUS counts are most
consistent with Pozzetti et al. (2016) model three. For a Euclid-like
survey with redshift range 0.9 6 z 6 1.8 and Hα+ [NII] blended
flux limit of 3 × 10−16erg s−1cm−2 we predict a galaxy number
density between 1700–2300 galaxies per square degree. Consider-
ing a fainter blended flux limit of 2×10−16erg s−1cm−2 increases
the number densities to between 3900–4800 galaxies per square de-
gree. The scatter in these counts is between 2–30 per cent. For a
WFIRST-like survey with redshift range 1 6 z 6 2 and blended
flux limit of 1 × 10−16erg s−1cm−2 we predict a number density
between 10400-15200 galaxies per square degree. The WFIRST-
like counts have a slightly larger scatter of 20–50 per cent. For
the WFIRST-like survey, we find Hα de-blended counts of 7500–
10600 galaxies per square degree.
Note that all the Hα-emitter counts discussed in this paper are
expected number counts of target galaxies for spectroscopy, and not
the counts of galaxies with redshift measurements. The latter will
depend on the redshift purity and completeness for each survey,
which in turn depends on instrumentation and noise parameters.
In future work we plan to further exploit the GALACTICUS
model to examine a variety of other properties of emission line
galaxies, including the distribution of [OIII] luminosities fluxes and
the contamination from [NII].
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APPENDIX A: DIFFERENTIAL FLUX COUNTS
In Table A1 we show the predicted tabulated differential blended
flux counts for the Euclid-like strategies, with blended flux lim-
its of 3 × 10−16erg s−1cm−2 and 2 × 10−16erg s−1cm−2 over
the redshift range 0.9 6 z 6 1.8. Counts are shown for each of
the three dust methods applied to the GALACTICUS lightcone: Fer-
rara et al. (1999); Calzetti et al. (2000) and Charlot & Fall (2000).
Equivalent differential flux counts for the WFIRST-like strategy,
assuming a blended flux limit of 1 × 10−16erg s−1cm−2 over the
redshift range 1 6 z 6 2, are shown in Table A2. For the WFIRST-
like strategy we show the counts for both the blended Hα + [NII]
fluxes and the Hα de-blended fluxes. De-blended counts are not
shown for the Euclid-like strategy as it is expected that the Euclid
grism will be unable to resolve the majority of the Hα and [NII]
lines.
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Table A1. Predicted differential flux counts, dN/d log10 f , per square degree for a Euclid-like Hα-selected galaxy survey over the redshift range 0.9 6 z 6
1.8. The counts correspond to Hα+ [NII] blended fluxes. Predicted counts are reported for three dust methods: Ferrara et al. (1999), Calzetti et al. (2000) and
Charlot & Fall (2000). The efficiency of each survey is instrumentation dependent, and has not be included.
flux [10−16erg s−1cm−2] Euclid-like (0.9 6 z 6 1.8)
Lower limit Upper limit Ferrara et al. (1999) Calzetti et al. (2000) Charlot & Fall (2000)
1 2 N/A N/A N/A
2 3 9908± 175 14746± 579 12527± 941
3 4 5527± 72 7241± 330 5516± 396
4 5 3980± 53 4328± 170 3025± 189
5 6 3043± 40 2873± 124 2071± 96
6 7 2590± 43 2238± 60 1588± 79
7 8 2253± 44 1918± 27 1346± 53
8 9 1907± 32 1659± 41 1233± 38
9 10 1720± 23 1461± 46 1110± 38
10 20 1212± 16 846± 32 630± 31
20 30 509± 3 257± 9 254± 16
30 40 225± 2 119± 8 121± 12
40 50 147± 1 34± 5 84± 10
50 60 60± 0 17± 2 27± 8
60 70 31± 0 9± 1 4± 4
70 80 23± 1 2± 0 3± 2
80 90 7± 0 2± 0 1± 1
90 100 2± 0 2± 0 0± 1
Table A2. Predicted differential flux counts, dN/d log10 f , per square degree for a WFIRST-like Hα-selected galaxy survey over the redshift range 1 6 z 6
2. The counts presented in columns 3-5 correspond to Hα + [NII] blended fluxes, whilst the counts presented in columns 6-8 correspond to Hα de-blended
fluxes. Predicted counts are reported for three dust methods: Ferrara et al. (1999), Calzetti et al. (2000) and Charlot & Fall (2000). The efficiency of each
survey is instrumentation dependent, and has not be included.
flux [10−16erg s−1cm−2] WFIRST-like (Hα+ [NII] blended) WFIRST-like (Hα de-blended)
Lower limit Upper limit Ferrara et al. Calzetti et al. Charlot & Fall Ferrara et al. Calzetti et al. Charlot & Fall
(1999) (2000) (2000) (1999) (2000) (2000)
1 2 22046± 260 36193± 1198 30484± 2521 15486± 201 25636± 977 21184± 2092
2 3 8720± 165 12696± 523 9412± 904 6044± 109 7972± 369 5699± 551
3 4 5260± 76 6373± 278 4174± 286 4031± 62 4067± 126 2635± 146
4 5 3982± 63 3899± 134 2517± 135 3097± 60 2777± 79 1837± 78
5 6 3198± 36 2777± 100 1827± 80 2529± 36 2097± 37 1415± 48
6 7 2715± 38 2277± 51 1464± 57 2108± 23 1801± 51 1257± 36
7 8 2322± 41 1939± 26 1293± 39 1838± 19 1599± 65 1168± 36
8 9 1973± 27 1645± 40 1205± 38 1687± 15 1358± 44 1033± 50
9 10 1779± 20 1440± 48 1091± 47 1540± 17 1166± 35 868± 58
10 20 1185± 15 797± 33 588± 44 931± 9 595± 22 461± 41
20 30 458± 2 213± 10 201± 19 321± 4 141± 7 140± 18
30 40 171± 2 84± 5 79± 11 137± 1 51± 4 62± 8
40 50 110± 0 24± 4 51± 8 64± 0 14± 2 18± 7
50 60 40± 0 12± 1 14± 7 27± 0 4± 0 5± 2
60 70 22± 0 8± 1 2± 4 11± 0 1± 0 2± 0
70 80 20± 1 2± 0 3± 0 3± 0 0± 0 0± 0
80 90 7± 0 0± 0 1± 0 2± 0 0± 0 0± 0
90 100 0± 0 0± 0 0± 0 2± 0 0± 0 0± 0
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