very high link speeds using advanced optical transmission and switching technologies.
Preplanned path protection with spare bandwidth is the most appropriate for restoration of MPLS networks in real time due to fast restoration speed [3] , [4] and the efficiency of spare capacity [5] . A backup path is pre-established in the preplanned path-protection scheme, with reserved spare bandwidth for each working path.
The cost of establishing a path is the sum of the link costs incurred along the path. The cost of a link is the product of the bandwidth assigned to the link and the link weight representing the state of the link considering congestion, maintenance cost, and usage. Reservation of spare bandwidth on a backup path causes an additional cost and also degrades network efficiency. Minimization of the cost for the backup path can be achieved by either reducing the amount of spare bandwidth or reducing the sum of the link weights along the backup path. In backbone networks transferring a large amount of aggregated traffic with high reliability, links are heavily used and require high maintenance costs. Thus, the link weights are heavy. It is more important to reduce the amount of spare bandwidth for network efficiency than attempting to reduce the link weights in backbone networks.
There have been many studies regarding minimization of backup path costs in which a network-wide cost-minimization problem consists of all working paths and backup paths. The problem is formulated as a multi-commodity flow integer-programming problem, known as NP-hard. Heuristics are required to approximate the optimum solution. Unfortunately, these heuristics are based on a tradeoff between computational complexity and accuracy, and no online heuristics have been found to work effectively in large networks [6] , [7] .
We propose a distributed LSP (D-LSP) scheme as a new approach to reduce the amount of spare bandwidth and the total network cost in MPLS networks. In the D-LSP scheme, traffic on an LSP between an LER pair is partitioned and distributed over a set of sub-LSPs established on different link-disjoint routes connecting the LER pair. The spare bandwidth required for protecting the traffic of a D-LSP from network failures equals the bandwidth assigned to a sub-LSP, rather than the bandwidth required for the entire LSP traffic. In this paper, "link-disjoint route" is defined as follows. For a given set of routes, they are said to be link-disjoint routes if any two of them share no link with each other. Link-disjoint routes can share some nodes with each other.
Less spare bandwidth is required as more sub-LSPs are used for a given D-LSP. Thus, the backup path cost can be further reduced. However, an increase in the number of sub-LSPs increases the number of links included in the sub-LSPs, and in- creases the cost of the sub-LSPs. Since the D-LSP cost is defined as the sum of the sub-LSP costs plus the backup LSP cost, there is a tradeoff between the number of sub-LSPs and the amount of spare bandwidth required to minimize the D-LSP cost. We show that the process of searching for the optimum solution is simple, and the network cost is significantly reduced by minimizing the individual D-LSP cost.
Traffic partitioning in the D-LSP scheme may decrease the statistical multiplexing gain (SMG) obtained by aggregating internet protocol (IP) packet flows into an LSP, as compared with the conventional LSP scheme. The tradeoff between spare bandwidth reduction and degradation of SMG in LSP partitioning is also investigated.
The paper is organized as follows. Section II proposes a D-LSP architecture in MPLS networks. Parameters affecting network cost reduction of the D-LSP scheme are defined, and the allocation of sub-LSPs to link-disjoint routes is described in Section III. The SMG is considered in Section IV with optimum LSP partitioning. In Section V, the D-LSP scheme is applied to example network topologies and the cost-reduction effect of the D-LSP scheme is investigated. Conclusions are presented in Section VI. In the D-LSP scheme, each of the sub-LSPs and a backup LSP are established on different link-disjoint routes. Let be the set of link-disjoint routes connecting the LER pair of D-LSP , where is the number of elements of the set . If we let be the set of link-disjoint routes used for establishing sub-LSPs, where , then . The notation represents the number of elements of a set . The backup LSP of D-LSP is established on the link-disjoint route . We assume that a single link failure is the only networkfailure scenario. Since each sub-LSP is established on a different link-disjoint route, at most, a single sub-LSP can be affected by a network failure in each D-LSP. Thus, the amount of spare bandwidth sufficient for a given D-LSP equals to the maximum of the bandwidth demanded by each sub-LSP of the D-LSP.
II. A D-LSP ARCHITECTURE
In MPLS networks, an IP packet flow can be defined as the set of packets which have the same destination IP address. An ingress LER aggregates a set of incoming packet flows forwarded to the same egress LER into an LSP in the conventional LSP scheme. The ingress LER of a D-LSP groups the incoming IP packet flows into several groups, each of which is assigned to a distinct sub-LSP. It is assumed that splitting a packet flow into different groups is not allowed. Thus, the D-LSP scheme does not suffer from the problem of packet reordering.
III. OPTIMUM LSP PARTITIONING
LSP partitioning is used to reduce the amount of spare bandwidth required in the D-LSP scheme.
LSP partitioning is a process for selecting an optimum set of link-disjoint routes to which sub-LSPs and the backup LSP are assigned. Distribution of the required and the spare bandwidth over the selected link-disjoint routes for minimization of the D-LSP cost is also achieved by LSP partitioning.
The cost of a path is defined as the sum of the products of the bandwidth assigned to a path and the weight of each link along the path. We assume that every link has a weight of unity. Thus, the cost of a path can be represented by the product of the bandwidth and the number of links included in the path.
We can now develop the theoretical basis and algorithms for LSP partitioning. The subscript used previously is dropped from notations, since we consider a single D-LSP hereafter.
A. Definitions
Let be the bandwidth required for carrying the incoming packet flows of a D-LSP, and let be the bandwidth that should be assigned to a sub-LSP established on a link-disjoint route for carrying the group of packet flows assigned to the sub-LSP (1) The cost of a sub-LSP established on a link-disjoint route is the product of and the sum of weights of links comprising . Since the weight of every link is unity (assumed in Section II), the sum of the weights of links included in a link-disjoint route is equal to the length of the route. The length of the route is the number of links included in the route. The D-LSP cost required for establishing a reliable D-LSP is the sum of the working cost and the backup LSP cost. The working cost of a D-LSP required for carrying the traffic is expressed as (2) where is the cost of the link originating from the sub-LSP established on the route , and represents the length of the route .
In order to guarantee restoration after a single link failure, the amount of spare bandwidth reserved on the backup LSP is determined as (3) The cost of the backup LSP established on with the spare bandwidth is defined as for (4) where is the portion of the cost of the link used for backing up the D-LSP.
B. Problem Statement
We investigate the problem of minimization of the D-LSP cost, used by the D-LSP in order to provide reliable services. The objective function is expressed as (5) Equations (1)- (4) are the constraints of the objective function (5) . From (3), the amount of spare bandwidth is minimized when the bandwidth is uniformly distributed over a given number of sub-LSPs. The amount of spare bandwidth can be further reduced as the number of sub-LSPs increases. However, from (2), the working cost of the D-LSP can be reduced by allocating more bandwidth to the shorter sub-LSPs, and thus by establishing a single sub-LSP on the shortest link-disjoint route between the LER pair. The parameters affecting the minimization of the D-LSP cost are the number of sub-LSPs , the set of link-disjoint routes on which the sub-LSPs are established , and distribution of the bandwidth demand among the sub-LSPs and the backup LSP.
From (3) and (4), the cost of the LSP backup depends on the bandwidth distributed over the sub-LSPs and how the set of link-disjoint routes is selected. The solution of the objective function (5) is computationally complex if the dependency is not dissolved. In order to simplify the problem, we first consider the set of link-disjoint routes used for establishing the sub-LSPs, the bandwidth distribution over the sub-LSPs, and the number of the required sub-LSPs, in sequence.
C. Bandwidth Distribution
Let be a sorted vector of link-disjoint routes connecting the LER pair of a D-LSP. Vector is defined as for if (6) Elements of are sorted in ascending order based on length.
We define the bandwidth distribution vector that represents the distribution of bandwidth over the sub-LSPs in a D-LSP as for (7) where is the bandwidth assigned to the sub-LSP established on the route . For a given LER pair, we define the set of all possible bandwidth distribution vectors as (8) From (7), represents a hyperplane.
Lemma 1: For nonnegative real numbers and , the following relation is valid:
If is derived from by sorting the elements of in descending order, such that , then . Proof: This lemma can be proved easily using Lemma 1, and we omit the detailed derivation.
We define as for for (9) Bandwidth distribution vectors included in represent that the bandwidth is distributed uniformly with a constant value of among all the sub-LSPs with the possible exception of the th sub-LSP. Set represents a curve on the hyperplane represented by the set .
Theorem 1: For all , there exists such that , where and are defined as (8) and (9), respectively.
The proof of Theorem 1 is shown in Appendix A. Thus, by Theorem 1, for given and , the vector minimizing always exists in and has the following form:
such that (10) Thus, the space to be searched for the optimum parameters has been reduced from (hyperplane) to (curved line on the hyperplane). Now, we show that we can find the optimum working parameters by evaluating a sequence of a finite number of vectors in (a finite number of points on the line) rather than the entire infinite set .
Theorem 2: For a given D-LSP, at least one of the following relations is true: By Theorem 2, we can minimize the D-LSP cost by distributing the bandwidth demand uniformly among sub-LSPs regardless of the position of the backup LSP among the shortest linkdisjoint routes. The bandwidth distribution vector is specified only by the number of sub-LSPs. Thus, the remaining problem is determination of the optimum number of sub-LSPs in the given D-LSP.
D. Optimum Number of Sub-LSPs
The D-LSP cost is minimized using the optimum number of sub-LSPs. Let be the link-disjoint route on which the backup LSP is established. From (2)- (5), and (13), the D-LSP cost is expressed as a function of the number of sub-LSPs, (14) where is the link-disjoint route on which the sub-LSP is established. In (14) , is given and is determined by a given network topology.
Theorem 3: If there is a such that , then for all . Proof of Theorem 3 is shown in Appendix C.
E. A D-LSP Cost Minimization Algorithm
By Theorems 2 and 3, there exist and such that the D-LSP cost for a given D-LSP is minimized in the network. The algorithm for establishing the D-LSP with the minimum cost is described in Table I .
In Phase 1, the algorithm to determine the minimum cost of D-LSP creates the vector of link-disjoint routes, defined as (6) . The algorithm selects routes from and calculates the D-LSP cost after assigning sub-LSPs and the backup LSP to the selected routes in Phase 2. If the current D-LSP cost is smaller than the previous D-LSP cost, the algorithm increases the number of selected routes by one and repeats Phase 2. Otherwise, the algorithm decides that the D-LSP cost reaches a minimum and determines the optimum parameters used for establishing the D-LSP with the minimum cost in Phase 3.
IV. SMG AND LSP PARTITIONING
Thus far, we did not consider statistical multiplexing of traffic flows in the LSP partitioning problem. In this section, we investigate an LSP partitioning problem considering statistical multiplexing of traffic flows. 
A. Statistical Multiplexing Gain
SMG can be different depending on the characteristics of traffic flows. We consider two types of models for traffic flows. The first one is the two-state fluid-flow model [10] , [11] for Markovian traffic and the second is the fractional Brownian motion model for self-similar traffic.
For Markovian traffic, the SMG is defined as the ratio of the sum of the peak rates of flows to the effective bandwidth that is sufficient for the sub-LSP to guarantee QoS requirements [9] . The SMG obtained in the th sub-LSP is represented as follows: (15) where is the number of IP packet flows aggregated into the th sub-LSP, is the effective bandwidth demanded by the th sub-LSP, and is the peak rate of the th packet flow in the sub-LSP. As shown in (15) , the SMG in a sub-LSP is a function of the number of packet flows aggregated in the sub-LSP. For Markovian traffic, packet flows belonging to a sub-LSP are modeled as an ON-OFF traffic characterized by 3-tuple , where is the peak rate, is the mean burst length, and is the packet-flow source use. The durations of ON and OFF states are exponentially distributed. It is assumed that all packet-flow sources are independent of each other and have identical characteristics, that is, the same , and . We assume that the same packet-loss rate and delay are required at each link, then, the effective bandwidth of a sub-LSP in which flows are aggregated is given by [11] (16) where is the desired queueing delay, and is the desired packet-loss ratio. In this equation, we assume that the QoS requirements of packet-loss rate and packet delay are identical at each LSR node.
However, the peak rate is usually not defined in advance for real internet traffic traces because the use of traffic policing or shaping is not popular yet. Thus, it may not be easy to characterize internet traffic with 3 tuple of parameters . Instead, today's IP traffic is known to exhibit two important properties: self-similarity and long-range dependence [12] - [14] . Thus, we consider self-similar traffic as the second model of internet traffic. Since fractional Brownian motion is widely used for representing the traffic model with these properties, we consider input traffic patterns of fractional Brownian motion type.
For self-similar traffic, we consider only the delay performance for the QoS requirements since many applications and services provided in the internet these days are very sensitive to delay. For a single-server queueing system, if we let , and denote the service rate for the interested set of flows, the queue length in steady state, and the mean delay constraint, then the required QoS is expressed as
The effective bandwidth is defined as the minimum value of the service rate which satisfies the above relation.
We need to note that in this case, the SMG can not be expressed as (15) because the peak rate is not defined in the fractional Brownian motion traffic flow. Instead, we define the SMG in the following way (as in [15] ): (17) where is the number of self-similar traffic flows aggregated into the sub-LSP, and is the effective bandwidth when flows are aggregated into the sub-LSP. We assume that all traffic flows are independent of each other and have identical characteristics. We assume that the same average delay is required at each link, then the effective bandwidth of a sub-LSP is given as the solution of the following equation [15] : (18) where is the mean rate of each flow, is the Hurst parameter of each flow, is the variance of the traffic rate, , and is the queue length for a reference queueing system, where and . The value of can be obtained in an iterative way from the above relation [15] . The Hurst parameter can take a value from , and when is in , the traffic is long-range dependent. Figs. 2 and 3 show typical curves of SMG obtained from (15) and (17) as a function of the number of packet flows, respectively. These SMG curves increase monotonically as the number of packet flows increases. The monotonicity of the typical SMG curves provides the inspiration of the possiblity that the LSP partitioning problem can be solved analytically.
In this section, we investigate partitioning of packet flows considering SMG. Although we consider partitioning on the packet-flow level, we do not allow partitioning of a flow into packet-level subgroups in order to prevent the packet-reordering problem. Thus, each sub-LSP can not have continuous bandwidth as in the previous section, but it can have only a discrete number of bandwidth values, depending on the number of the corresponding packet flows. Thus, we use the total number of packet flows as the constraint instead of (1) in this case.
B. Optimum LSP Partitioning for Markovian Traffic
We first consider an optimum LSP partitioning problem for Markovian traffic. We find the optimum partitioning of total flows into multiple groups , each of which is allocated to a distinct sub-LSP, and that minimizes the cost function given by (19) where is sorted in an ascending order such that is the link-disjoint route on which the backup LSP is established, and is defined as (16).
If we let denote the set of all possible partitioning of total flows, then is expressed as is a nonnegative integer, for
Lemma 3: For , if we obtain by sorting the elements of in descending order such that , then . Proof: This lemma can be proved easily using Lemma 1. In order to reduce the possible range of the optimum solutions, we introduce , a subset of , which is defined as is an integer in for for Now we show that the optimum partitioning can be found in the set . The effective bandwidth defined in (16) has the following property.
Lemma 4: For positive integers and
Proof: From (16), we can obtain the relation shown in the equation at the bottom of the page. Since and . Using Lemmas 3 and 4, we can prove the following theorem.
Theorem 4: For each
, there exists a vector such that . Proof: The proof is given in Appendix D. By Theorem 4, we can find the optimum partitioning of in set instead of the larger set . We define a function for an element in as follows:
The optimum partitioning can be obtained by evaluating for an integer . Thus, the calculation complexity is . We introduce two sets and that are determined as
We can reduce the complexity of the algorithm to find an optimum partitioning by the following theorem.
Theorem 5:
has an integer which minimizes . Proof: The proof is given in Appendix E. Thus, Theorem 5 implies that the optimum partitioning can be found by checking the value of the cost function at points in . Since is usually much smaller than , Theorem 5 reduces the complexity of the solution algorithm from to . The complexity no longer depends on .
C. Optimum LSP Partitioning for Self-Similar Traffic
In this subsection, we are considering the same partitioning problem as the previous subsection, but we consider a different traffic type, i.e., self-similar traffic. The cost function is also defined as (19) , and Lemma 3 is still valid in this case. But the effective bandwidth is determined in a different way from (18) . Since Lemma 4 is dependent on the detailed structure of the effective bandwidth equation, we need to prove this relation for the new effective bandwidth equation. Before proving it, we suggest a condition which guarantees the relation of Lemma 4. Thus, we only need to show that the effective bandwidth defined in (18) satisfies the condition of Lemma 5 in order to show that it also satisfies the relation in Lemma 4. 
Lemma 6: For positive integers and
Proof: The proof is given in Appendix F. Now we can derive the same result for the self-similar traffic as that for Markovian traffic obtained in the previous subsection.
Theorem 6: has an integer which minimizes . Proof: The proof is given in Appendix G.
V. NUMERICAL EVALUATION

A. Example Networks
In order to evaluate the spare bandwidth reduction effect of the D-LSP scheme in various network and traffic environments, we apply the proposed D-LSP scheme to three example network topologies for Markovian and self-similar traffic models. Network topologies are shown in Fig. 4 . These example network topologies are modeled on the LATA telephone service network of New Jersey, USA (NJ-LATA) [16] , the metropolitan area network (MAN) of Toronto, Canada [17] , and the long-haul network of the USA (US-Longhaul).
Network size is generally characterized by the number of nodes in the network. The complexity of a network is defined as the average degree of nodes in the network. In the NJ-LATA, the Toronto-MAN, and the US-Longhaul, the number of nodes is 10, 25, and 28, respectively, with a corresponding average node degree of 4.6, 4.4, and 3.2.
We use the algorithms described in [18] for setting up the linkdisjoint routes between an LER pair. LER pairs are randomly chosen from the set of possible node pairs in the network.
For the Markovian traffic model, every traffic consists of 5000 identical and independent packet flows. Each packet flow is modeled with an ON-OFF traffic with a peak rate of 2.048 Mb/s, a burst length of 0.5 s, a packet-loss requirement of , a source use of 0.75, and a delay requirement of 0.2 s.
And for the self-similar traffic model, every traffic consists of 10 000 identical and independent packet flows. Each packet flow is modeled with a fractional Braunian motion flow with Hurst parameter of 0.8, mean bit rate of 1 Mb/s, queue length of 1.12, and the delay of 0.01 s. The standard deviation of the traffic rate is 0.4 Mb/s.
For numerical evaluation, the effect of statistical multiplexing is considered on each link. The effective bandwidth of each sub-LSP is calculated by using (16) and (18) for Markovian and self-similar traffic, respectively. SMG is calculated by using (15) and (17) for Markovian and self-similar traffic, respectively. The traffic partitioning function is based on Algorithm I.
B. Performance Indicator
In order to quantitatively evaluate the bandwidth reduction effect of the D-LSP scheme, we define a performance indicator (PI) as follows: (23) where is the set of LER pairs in the network, and are the costs of D-LSP and the conventional LSP established between an LER pair , respectively. PI is the network cost-reduction ratio (NCRR) between the conventional LSP scheme and the D-LSP scheme.
C. Optimum Number of Sub-LSPs
Figs. 5 and 6 show the typical D-LSP cost curves for various number of sub-LSPs carrying Markovian traffic or self-similar traffic. The number of sub-LSPs means the partitioning degree of D-LSP established between each node pair.
D. Network Cost-Reduction Ratio
In Fig. 5(a), curves (A) and (B) show the D-LSP cost trends of D-LSPs established between node pairs (14,4) and (19, 4) , respectively, in Toronto-MAN, where Markovian traffic transferred. These two node pairs have the same number (7) of linkdisjoint routes, but different average route lengths (3.9 and 5.3 links, respectively). The level of D-LSP cost is proportional to the average length of the link-disjoint routes between the node pair. Curve (C) of Fig. 5(a) shows the case of node pair (6, 13) having a smaller number (5) of link-disjoint routes.
Curves ( A series of curves in Fig. 6 shows that the trend in the networks of self-similar traffic is similar to that in the networks of Markovian traffic.
In the US-Longhaul network, there are some node pairs having only two link-disjoint routes, and there are node pairs between which the length of the third link-disjoint route is much longer than the length of the second route. Thus, LSP partitioning can result in a higher LSP cost than the cost of a single LSP. For these node pairs, the D-LSP cost-minimization algorithm establishes the protected D-LSP having a single sub-LSP and a backup LSP, as the conventional LSP scheme does.
Observing the trends of curves in Figs. 5 and 6 makes it obvious that the proposed D-LSP scheme is suitable for network serving either Markovian or self-similar traffic with consideration of statistical multiplexing. The D-LSP scheme can minimize the D-LSP cost with a moderate number of sub-LSPs. The D-LSP cost minimization algorithm can run fast with a computational complexity of . Usually is on the order of average node degree whose value is a moderate number, regardless of the network size. In order to evaluate the NCRR for various states in a given network, we consider a network-state parameter. The network activity defined as the ratio of the number of the "active" LER node pairs with LSP connections to the number of all possible node pairs in the network. Fig. 7(a) shows that NCRR is at least 31% for the NJ-LATA, at least 27% for the Toronto-MAN, and at least 15% for the US-Longhaul, when these networks serve Markovian traffic. Fig. 7(b) shows that NCRR is at least 29% for the NJ-LATA, at least 27% for the Toronto-MAN, and at least 16% for the US-Longhaul when these networks serve self-similar traffic. Assuming that all links in the example network topologies have a constant weights, NCRR is not significantly affected by the network activity and the type of traffic model that the network serves. size. Hence, the D-LSP scheme can be a practical method for reducing the bandwidth cost of MPLS networks. Numerical results show that the proposed D-LSP scheme significantly reduces the network cost in comparison with the conventional LSP scheme. NCRR is at least 29%, 27%, and 15% in example network topologies of which average node degree is 4.6, 4.4, and 3.2, respectively. The proposed D-LSP scheme is suitable for networks in which statistical multiplexing is considered. Numerical examples also show that the performance of the D-LSP scheme applied to Markovian traffic and self-similar traffic is quite similar in terms of NCRR. This means that the proposed D-LSP scheme is not affected significantly by the traffic patterns in backbone networks or MANs where a large number of packet flows are aggregated.
Network reliability will be further investigated for multiple failure scenarios in the D-LSP scheme. 
Since
, the theorem is proved.
B. Proof of Theorem 2
Proof: Case 1: Suppose that the first relation is true. Then the proof is done regardless of the status (true or false) of the second relation.
Case 2: Suppose that the first relation is false. Then, subtraction of the left side from the right side of (11) From (A.6) and (A.7), the subtraction of the left side from the right side of (12) is (A. 8) i.e., if (11) is false, then (12) is true.
From Cases 1 and 2, the proof is done.
C. Proof of Theorem 3
Proof: If there exists such that , then from (6) (A.9)
For
, the following relation is derived as:
(A.10)
D. Proof of Theorem 4
Proof: For given , if we make by sorting the elements of in a descending order, then Lemma 3 gives the following relation: (A.11)
Put
. We introduce a new vector , where for , and for . Then, . If we let , we can obtain the following relation: (A.12)
It can be easily shown that the last inequality of (A.12) is valid by applying Lemma 4 iteratively. By (A.11) and (A.12), the proof is done.
E. Proof of Theorem 5
Proof: Originally the domain of is all integers in . In order to make the analysis simple, we assume that the domain is the set of real numbers in . If we let , then
Let us consider an interval . For a real number , and can be expressed as
The second derivative of about is obtained as (A.13) For and thus, the value of (A.13) is negative. Since is concave in , the minimum value of exists at either end point of . However, returning to the original condition, we are interested only in the integer values of in . In case of considering integers in , the minimum value of exists at either or . Thus, global minimum of exists among .
F. Proof of Lemma 6
Proof: In order to use Lemma 5, we assume that the parameter in is continuous. It can be shown by the implicit function theorem [19] that is continuously differentiable, and an implicit formula of is obtained for positive . Using this formula, we can also show that is continuous, and is twice differentiable for positive . Thus, by Lemma 5, it is sufficient to show that . By changing the variable to in (18) and differentiating it twice with respect to , we have where and
In the above equation, we can know that all other terms comprising are positive except , since . Since , we can know that from (18) . This makes sense, because the service rate should not be less than the average traffic arrival rate, in order to guarantee any QoS. Under this range of , we can show that is bounded by Thus, for , and .
G. Proof of Theorem 6
Proof: In order to make the analysis simple, we assume that the domain of is the set of real numbers in . If we let , then
Let us consider an interval . For a real number and can be expressed as
The second derivative of about is obtained as
Since we already showed that for in Lemma 6, the second derivative of is also negative. Hereafter, by the same reasoning as Theorem 5, the proof is completed.
