Abstract-Particle Swarm Optimization is swarm based optimization technique. Swarm consists of particles and the particles fly through the problem space in Particle Swarm Optimization (PSO). Confinement methods and parameters such as Inertia Weight, Neighborhood of the particle have major impact on PSO performance. The paper presents variations of the PSO with adaptive random link neighborhood. The work carried out considers linearly decreasing inertia weight and different confinement methods. The performance of adaptive random link PSO by geometrical updation of velocity with confinement methods is tested here.
I. INTRODUCTION
Particle Swarm Optimization (PSO) is an optimization technique developed by Dr. Eberhart and Dr. Kennedy in 1995 [1] [2] [3] . The swarm is analogous to social interaction. The particle in swarm is a learner as well as a guide. Every particle interacts and changes its position dynamically. The particles fly through problem space. A particle can be repositioned or its velocity can be modified to prevent it from leaving the search space. The repositioning of particle is done by using position confinement approach. Velocity of the particle is restricted in search space by using different velocity confinement methods.
Computational behavior of PSO is affected by parameter modification. Parameters include swarm size, acceleration coefficient and inertia weight or constriction coefficient. The parameters of the PSO are revised by parameter modification. Parameter setting is important as the performance of PSO is sensitive to the parameter settings.
Section II explains particle swarm optimization while section III and IV describe highlights on confinement methods and adaptation. Parameter control and Benchmark functions are briefly described in section V and VI respectively. Section VII focuses on experimental set up. Section VIII experimentally validates the correlation. The paper closes with conclusions in section IX.
II. PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization is swarm or population based optimization technique. The first version of the PSO was published by Kennedy and Eberhart in 1995 [1] [2] and it has rapidly progressed in recent years since then. The particles move iteratively within the search space. Two main versions of PSO namely Global Best version and Local best version were introduced in early phase of PSO research. Global best is the best position achieved by any of the particle in the swarm. Global best particle is influential and influences to update position of all particles. Local best is the best position achieved in the neighborhood of a particle.
Swarm of N particles is represented as-S = {x1,x2,...,xN}
For a D-dimensional search space, the position of the i th particle is represented as:
xi = (xi1,xi2,...,xiD)
T where i = 1,2,...,N Let t denote iteration counter. So xi(t) and vi(t) denote current position and velocity of i th particle respectively. The position of each particle is updated using a proper position shift. This is called velocity and is denoted as
vi = (vi1,vi2,...,viD)
T where i = 1,2,...,N
A. Algorithm of Global Best version of PSO
-Initialize the population of particles randomly Do -Calculate fitness values of each particle as per objective function -Update particle's best position if the current fitness value is better than earlier best position -Determine the best fitness value in the swarm -Update velocity of each particle using (1)
(1) -Update position of particle using equation (2) ( + 1) = ( ) + ( + 1) 
B. Algorithm of Local best version of PSO
-Initialize the population of particles randomly Do -Calculate fitness values of each particle as per objective function -Update particle's best position if the current fitness value is better than earlier best position -Determine the best fitness value in the swarm -Update velocity of each particle using (3)
-Update position of particle using equation (2) While maximum number of iterations or criterion is not attained
C. Standard PSO 2011
Three Standard PSO algorithms have been defined in the literature of PSO [4] , [5] , [6] , [7] , [8] , [9] . Until 2007, the velocity update was carried out dimension by dimension method. It is known that dimension by dimension method is biased [10] . When the optimum point lies on an axis, on a diagonal or on the centre of the system of coordinates then it is easy to find it for PSO. Spear analyzed this in 2010 [11] . Clerc proposed SPSO2011 as a solution to this bias [5] . Standard PSO (SPSO-2011) [8] , [9] exploits the idea of rotational invariance. SPSO-2011 modifies velocity in geometrical way.
Let Gi (t) be the centre of gravity of the current position, a point a bit beyond the best previous position and a point a bit beyond the best previous position in the neighborhood.
Center of gravity is calculated using (4)-
Let xi' be random point defined using uniform distribution in the hypersphere of radius Gi and center (Gi-xi) that is ( , ‖ − ‖) Velocity of the particle is then calculates using (5)
Position of the particle is calculates using (2).
III. PARAMETERS OF PSO

 Swarm Size :
The Swarm size is a size of the population. The swarm consists of particles. Swarm size varies from 20 to 60. Ideally swarm size is considered as 40. The swarm size can also be computed using (6) -
 Velocity Threshold The first issue observed and addressed by researchers is swarm explosion. Solution put forth by researcher was velocity clamping. Velocity clamping prevents particles uncontrolled increase of magnitude from current positions. Whenever velocity goes beyond threshold bound it is directly set to closest bound or threshold. Details of velocity confinement are discussed in section IV.
 Inertia Weight
Inertia weight was not used in the first version of PSO developed by Eberhart. As swarm was not able to converge towards promising position with velocity clamping, a new parameter inertia weight ω was introduced [12] in the equation (1) as shown in (7) ( + 1) = * ( )
The inertia weight defines the impact of previous velocity of each particle to the current one and controls the scope of search. Poli et al. [13] interpreted it as the fluidity of the medium in which particles move.
Many variations of PSO were proposed based on inertia weight. The Linearly Decreasing [12] [14] , Linearly increasing [15] , Nonlinear [16] , Sigmoid decreasing [17] , Adaptive [18] , Random [19] , Chaotic [20] , Oscillating [21] , Logarithmic decreasing [22] , Exponent Decreasing inertia weight strategies [23] , [24] , [25] and Fuzzy Adaptive Inertia Weight [26] were used in the literature. The Linearly Decreasing strategy improves the efficiency and performance of PSO.
 Acceleration Coefficient
Acceleration coefficients c1 and c2 indicate cognitive and social influence values respectively.
 Neighborhood Topology
Neighborhood topology is a scheme to determine the neighbors of particles in a swarm. Information exchange among the particles is related to exploration capability of the swarm. Each particle may have set of other particles as neighbors.
The actual distance of the particles can be calculated to form neighborhood. But this requires (N (N+1)) 2 computations at each iteration, if N is size of the swarm. Simple alternate solution to this is to use indices of particles to decide neighborhood. The cardinality of neighborhood called neighborhood size depends on type of neighborhood topology. In PSO, each particle has communication neighborhood so several studies were performed in order to determine effect of the neighborhood topology on the convergence.
The performance of PSO can be improved by selecting proper neighborhood topology.
The neighborhood topology can be classified as [27] Some topologies are good for global optimization while some topologies are good for local optimization.
IV. CONFINEMENTS OF PSO
A particle tends to leave the search space in Particle Swarm Optimization. A particle can be repositioned or velocity can be modified to prevent it from leaving the search space [29] . These two types of confinement are discussed here.
A. Prevention
Whenever velocity goes beyond threshold bound one of the following confinement is used for Velocity of Particle in the literature-
Where can be a predefined value.
Random back
If velocity goes beyond threshold bound the velocity is reversed back by multiplying with random value drawn from uniform distribution [0 1] 4. Adjust If velocity goes beyond threshold bound it is adjusted using position of the particle-
Hyperbolic If velocity goes beyond threshold bound it is normalized as
B. Repositioning Particle Whenever position of the particle goes beyond threshold bound one of the following confinement is used -1. Nearest
When the position of the particle moves away from the boundary the particle is adjusted using (13)(14)
2. Do not Change When the position of the particle moves away from the boundary the particle is adjusted using (15)
3. Reflex When the position of the particle moves away from the boundary the particle is adjusted using (16)(17)
V. PARAMETER CONTROL
The parameter control can be used depending on how and what is changed. Parameters can be controlled using deterministic rule or by adaptation. The deterministic rule is used to control the parameter value for all iterations. This gives better performance for some cases but not in all cases. Hence the parameter control can be done using current state of the search.
Adaptation used here is based on two parameters-
Inertia Weight
The searching varies from exploratory phase, towards the refinement of local search at the end. Hence deterministic approach is used for inertia weight. A linearly decreasing inertia weight strategy decreases the value of inertia weight with generation number. An inertia weight value is set to 0.9 initially during explorative stage and linearly decremented to 0.4.
Population structure
Adaptive Random topology has been defined in [30] informs K randomly chosen particles in swarm. . Generally K is set to 3. Link modification is adaptive and depends on the fitness values at swarm level. The information links that is K particles are selected at the beginning, and after unsuccessful iteration. Variation of this adaptive random link is tested here. Instead of changing informants after unsuccessful iteration, informants are changed after some threshold number of unsuccessful iterations.
VI. BENCHMARK FUNCTIONS
Both unimodal as well as multimodal benchmark functions [9] are chosen for experimentation and are listed below- The Sphere function is Continuous, Differentiable, Separable, Scalable and Multimodal, defined as follows-
Rastrigin is highly multimodal and the location of the minima are regularly distributed. It is defined as -
Step function is Discontinuous, Non-Differentiable, Separable, Scalable and Unimodal, , defined as follows -
Rosenbrock's function is Continuous, Differentiable, Non-Separable, Scalable and Unimodal, defined as follows:
Where D is the dimension and
VII. EXPERIMENTAL SETUP
The local best PSO is used for experimental tests and parameters are set as discussed below -
 Initial population
The positions for a particle in the swarm are initialized using uniform distribution along each dimension of the problem space.
 Swarm Size
Swarm size is considered as 40.
 Inertia Weight
An inertia weight value starting from 0.9 linearly decreasing to 0.4 improves the performance [12] , [14] .
 Velocity
Initially velocity is set to zero  Acceleration coefficient c1 and c2 are set to 1.4. The procedure is iterative. Stopping criteria is maximum number of iterations (5000) or acceptable error between optimal solution known and calculated as 10E-20.
 Neighborhood Topologies
VIII. RESULTS AND DISCUSSION
The experiments are carried out on both unimodal and multimodal functions. Ten runs are taken for each. Average number of iterations required to obtain acceptable solution are summarized in table 2, 3, 4, 5, 6 and 7. Bold faced values represent minimum number of iterations required for link change after threshold number of unsuccessful iterations (Row minimum). The variations in the average number of iterations required for adaptive random link variants with threshold ranging from 1 to 100 is shown in fig. 1 . Step Rosenbrock perfect Strong weak perfect strong weak 
IX. CONCLUSION
Particle Swarm Optimization is swarm or population based optimization technique. To handle position and velocity confinement, different bound handling methods are used. Fixed pattern for average number of iterations required for type of bound handling methods and link change variations is not observed. But the standard deviation is more when link is changed after 30 to 50 unsuccessful iterations. Adaptive random neighborhood PSO with varying link structure after threshold number of unsuccessful iterations is tested. The experiments carried out using benchmark functions comprising of unimodal, multimodal, separable and non separable functions. The perfect positive correlation is observed in all variations for Adaptive random neighborhood PSO with varying link structure after unsuccessful iteration while the strong positive correlation is observed in all variations for Adaptive random neighborhood PSO with varying link structure after ten unsuccessful iterations. When the threshold number of unsuccessful iterations increases, correlation value moves towards weak.
