The navigation problem involves how to reach a goal avoiding obstacles in dynamic environments. This problem can be faced considering reactions and sequences of actions. Classifier Systems (CS) have proven their ability of continuos learning, however they have some problems in reactive systems. A modified CS, Reactive Classifier System (RCS), is proposed to overcome those problems. Two special mechanisms are included in RCS: the non-existence of internal cycles inside the CS (No Internal Cycles) and the fusion of environmental message with the messages posted to message list in previous instant (Generation List Through Fusion). These mechanisms allow the learning of both reactions and sequences of actions. This learning process involves two main tasks: first, discriminating between rules and second, the discovery of new rules to obtain a successful operation in dynamic environments. Different experiments have been carried out using a mini-robot Khepera to find a generalized solution. The results show the ability of the system for continuous learning and adaptation to new situations.
Introduction
A wide range of robotic systems applied in industry are autonomous mobile robots. Sometimes the working environment is stationary, i.e. automatic floor-cleaning, automatic assembly, transporting parts in a factory, etc. Other problems involve interactions with dynamic environments, where robots have to be able to deal with unexpected events. The successful operation in such environments depends on the ability of adaptation to the changes.
A fundamental requirement for autonomous mobile robots is navigation. This task gets the robot from place to place with safety and no damage. Approaches based on the classical paradigms (abstraction, planning, heuristic search, etc.) were not completely suitable for unpredictable and dynamic environments. Other approaches consider reaction as the new paradigm to built intelligent systems. One classical instance of this kind of architecture is the subsumption architecture which was proposed by Brooks (Brooks 1991) and has been successfully implemented on several robots of MIT and other institutes. The base of the subsumption architecture is "behavior". Each behavior reacts in a situation and the global control is a composition of behaviors. Different systems, from finite state machines to fuzzy controllers, have been used for the implementation of these behaviors. The rules of these behaviors could be designed by a human expert, designed "ad-hoc" for the problem, or learned using different artificial intelligence techniques (Shultz 1990 (Shultz , 1991 .
Machine learning has been applied to shape the behavior of autonomous agents in this kind of environment. Some of these techniques become inapplicable to the learning reactive behavior problem because they require more information than the problem constraints allow. Thus, it would seem reasonable to use an automatic system that gradually builds up a control system of an autonomous agent by exploiting the changing interactions between the environment and the agent itself. Some approaches use Genetic Algorithms to evolve fuzzy controllers (Lee 1993 , Matellán et all 1998 , Evolution Strategies to evolve connection weights in a Braitenberg approach (Isasi et all 1997 , Molina et all 1997 or Neural Networks to learn behaviors (Mondada 1993) .
The above mentioned learning systems evaluate the complete behavior without discriminating among different internal parts, i.e. if the behavior is composed by set of rules the evaluation does not discriminate among rules. However, for discovering new rules in isolation, some kind of measure of the accuracy of each rule is needed.
Classifier Systems (CS) (Brooker et all 1989) are well suited to learn multiple different concepts incrementally under payoff. These systems have been widely implemented and tested for a large number of theoretical problems, (Brooker 1982 , Dorigo 1995 , Holland 1975 , Sanchis 1996a , but there are not many cases in which they are included in real systems (Colombetti 1993 , Dorigo 1995 , Wilson 1987 .
To survive in a dynamic environment, a system has to possess associations between environmental signals and actions that will lead to satisfy its needs. In a CS, these associations are represented by condition/action rules. Conditions match both environment and internal state, and actions modify the internal state or execute an external action. In general, the learning process in CS shows two main problems (Westerdale 1987) :
• Decision Time. In order to produce elaborate solutions, where the rules are interrelated, the decision ought to be taken in several internal cycles. This problem become stronger when CS are applied to problems in which a quick response is needed.
• Rules Chain. CS are able not only to learn rules but to chain previously learned ones. Rules belonging to a chain make no sense in isolation. Then, the loss of a rule in the chain could imply the loss of all the knowledge, due to the high degree of interrelationships between rules.
The principal problem of CS when are applied to reactive problems, as Wilson (Wilson 1985) and Grefeenstette (Grefeenstette 1988) detected, is that during several CS internal cycles, the system gets blind to environmental changes and, furthermore, in dynamic systems these changes happen repeatedly. The solution proposed by these authors does not allow the chaining of rules, then, each time an environmental input arrives an output is produced by a rule in isolation. The solution outlined by Wilson and Grefeenstette is too restrictive, what produces poor results. Therefore, the use of CS was abandoned, in this type of problems, until Dorigo's works (Dorigo 1991 (Dorigo , 1995 . In these works, several designs are introduced in order to speed up the response of CS. The new CS proposed by Dorigo in (Dorigo 1995 ) is based on: parallelism, a distributed architecture and a special training process. The perspective adopted by Dorigo to solve the reactive problem is the division of the problem in several levels, building a hierarchical architecture, where a set of CS learns to co-operate. Then, the "reactivity" is based on "parallelism": different levels of CS are executed in different machines and, besides, different CS take charge of different tasks. Using these ideas, the response time becomes smaller. However, the system continues being blind to environmental changes during internal cycles.
Another interesting approach (Weiβ 1994) employs what the author calls hierarchical "chunking" to the application of CS in reactive systems. The basic idea of this work is as follows: two rules are related when both are executed consecutively. A new aggregated rule (C) is created by two related rules (A and B) in this way: the condition of C is the condition of A and the consequence of C is the response of both in sequence A and B. However, when an aggregated rule is executed, without considering new environmental information, the system gets blind in the same way as in Dorigo's work.
The capacity of the system to facilitate a quick response should not be approached only from techniques that attempt to increase the speed of the process. It can be approached from a different perspective: the introduction of data from the environment at the same time that the CS takes intermediate decisions. In this sense, a modification of the philosophy of CS is proposed, allowing reactions without losing the possibility of rules sequencing. The new CS integrates the environmental input with the internal state of previous input, in order to take a new decision. This CS is named Reactive CS (RCS), and modifies the general process in order to allow reactions without losing the possibility of rules chain. The new process integrates the environmental input with the internal state of the previous input. Then, from an input, the RCS gives directly an action and, at the same time, modifies the internal state. When the next input arrives, the message is fused with the previous internal state to allow a new reaction or an action that chains with the previous action.
In the proposed learning process, the only previous information is about the number of inputs (robot sensors), the range of the sensors, the number of outputs (number of robot motors) and its description. The RCS robot controller starts without information about the right associations between sensor inputs and motor velocities. And, from this situation the robot is able to learn through experience to reach the highest adaptability grade to the sensors information. The robot has to use its experience to discover an effective set of rules. The system should not use all its storage capacity for raw experience, so it must be able to extract relevant information from each situation when it occurs. In this way, the system learns incrementally through a payoff; past experience is implicitly represented by the evolved rules. In order to fit the environmental payoff, several simulations have been carried out. As a result, the reward is built considering four positive payment contributions when: there are no collisions and/or distance to the goal is decreased and/or angle to the goal is decreased and/or the distance to an obstacle is increased.
Definition of a Classifier System
Classifiers Systems are a specialized form of production system that have been designed to be amenable to the use of Genetic Algorithms (Golberg 1989) . These systems were developed by Holland and Reitman (Holland 1978) , and later refined and modeled by Holland (Holland 1986a) . CS are machine learning systems that learn syntactically simple string rules (called classifiers) to guide their performance in an arbitrary environment (Golberg 1989).
Architecture
A schematic representation of a Classifier System is showed in figure 1. In these systems, it can be distinguished three activity levels:
(1) Performance, also called rule and message system: it interacts with the environment, gathering information through the input interface and producing the output through the output interface; it also receives the payoff. Structurally, the performance level consist of: (A) a finite population of fixed length condition/action rules, (B) a message list, (C) an input interface consisting of a set of environmental feature detectors and (D) an output interface for acting in the environment, that are also shown in figure 1.
(2) Credit Assignment: it causes rules to be established (fitting a rate of rules) on the basis of their observed utility to the systems goal. (3) Discovery: it employs a genetic algorithm as a discovery operator that automatically generates new rules. In a CS, rules are composed of two parts: condition and message and they are codified as strings: each condition is a string of fixed length k over the alphabet 0,1,# (don't care symbols, "#", match both 0 as 1) and each message another string of fixed length k over the alphabet 0,1.
Sequence of Operations
In the performance level, when a codified message arrives from the environment (through the input interface), the message is set in the message list. The message list is compared with all the classifiers and those that match with some message are fired. The fired rules post their messages into the message list. Several rules could be activated in parallel by a message. Before rules post messages, the message list ought to be cleaned. Activation of rules is repeated for n cycles, a typical value of n is usually four (Golberg 1989) . Finally, a message is chosen to give the output through the correspondent interface. The sequence of operations is summarized in figure 2.
Ste p Operation 1. A codified message of length k arrives from the environment through the input interface. 2. Clear the message list. 3. The message is set in the message list. 4. All the classifiers that match with some message of the message list are fired.
Several rules could be activated in parallel by a message. 5. When a condition is satisfied, the message is posted to the message list.
6.
Step 4 and 5 are repeated for n internal cycles. 7. Finally, a message is chosen to give the output through the correspondent interface. In the Credit Assignment level, a reinforcement algorithm (called the Bucket Brigade, BB, (Holland 1986b) ) is used to solve the credit assignment problem: how to reinforce individual rules in a multistep chain when the external reward is given only at the chain conclusion. This algorithm also allows selection among incompatible or contradictory solutions. BB assigns to each rule a value, called strength, that indicates the rule usefulness to the systems goal. When a classifier is matched, it is qualified to participate in an activation auction. To participate in the auction, a classifier makes a bid, proportional to its strength and its specificity (this value is concerned with the number of don't care symbols in the rule). Winning classifiers pay a portion of their strength (their bid) to the one responsible of their activation, and their messages are posted to the message list.
A Genetic Algorithm (GA) is used in level three, to generate new, and possibly better, rules into the system. From a CS, a set of rules with higher strength values is selected, genetic operators are applied and the new rules obtained are set into the new CS. After this, the BB will reorganize the rules strength.
Definition of a Reactive Classifier System
In order to develop a CS able to react, the necessities of a reactive controller must be analyzed. A reactive system obtains a new output for each new environmental information sending by the sensors. In this way, it could be defined a decision cycle in a generic robot as is shown in table 1. Step Action 1.
Read the sensors.
2.
Codify the sensors information to obtain inputs for the system.
3.
Apply the rules over the inputs to obtain a new output.
4.
Decodify the output in numerical values.
5.
Write the numerical values over the actuators.
6.
Go to step 1.
This process fixed the time range of reacting to environmental changes. The sequence of operations in a traditional CS only consider a new message, as it is shown in the step 1 of figure 2, from this point all the decisions are taken internally without new environmental information. The necessity of reacting leads the search of a new mechanism in Classifier Systems that allows to include new environmental codified message in each internal cycle of the performance level.
The application of CS to solve the navigation problem needs both actions and reactions. Therefore, a CS able to react (considering only the sensorial input information) and to chain actions (considering information of the sensorial input and the previous state of the CS) ought to be developed. The existence of internal cycles in CS (see figure 2) makes difficult the learning process of a reactive controller. On the other hand, internal cycles are necessary to develop more complex actions sequences. The designed RCS, proposed in this work, modifies the performance level to include the possibility of both actions and reactions. In section 3.1, this new architecture is described. The special mechanisms, included in this architecture, modify the sequence of operations of traditional CS (see section 2.2). This new sequence is presented in section 3.2.
Architecture
Following the architecture presented in section 2.1, the performance level has been modified to learn reaction and actions. The performance level is composed by condition and messages in the same way than a general CS except for two main differences: (1) condition/message length, k, is longer than the environmental message length, m, (k>m), and (2) As it could be seen in figure 3 , rules in a RCS are composed of two parts: condition and message and they are divided in three blocks. Each condition block is a string over the alphabet 0,1,# (as in traditional CS). The first message block is a string over the alphabet # because this block is overlapped with environmental information in each cycle. Then, the first block of the message, environmental block, is empty, and is used to fuse the environmental message with messages of previous activated rules. The rest of message blocks (two and three) are strings over the alphabet 0,1.
The complete sequence of operations will be explained in more detail in section 3.2. This fusion mechanism allows the controller to learn complex actions, composed by a sequence of actions. Besides fused messages, another message with only the first block of message, environmental part, is posted to message list. This mechanism allows learning reactions, breaking the chain of rules. In figure 4 the Performance Level of RCS and the information flow are shown. In order to deal with this new architecture, it is necessary to define a new sequence of operations.
Conditions Messages

Sequence of Operations
When a codified message of length m arrives from the environment through the input interface, the message is fused with messages of previously activated rules. A message composed with the environmental message and don't care symbols is posted to the message list. All the classifiers that match with some message of the message list are fired. A message is chosen from these fired rules. The list is kept to the next decision cycle. These operations do not contain the repetition of the matching process of the general CS because the chain of rules needs the information of the next environmental input. The rule chain is over different inputs, using internal conditions and message fusion, allowing to learn reactions and actions sequence. The sequence of operations is summarized in figures 5 and 6.
Ste p Operation
1.
A codified message arrives from the environment through the input interface. 2. The environmental message is fused with messages of previously activated rules. 3. The environmental message without fusion is also posted to the message list. 4. All the classifiers that match with some message of the message list are fired. 5. All the messages of fired classifiers are posted to the message list. 6. A message is chosen among the rules that satisfied the conditions. 
Time t
Step 1
Step 2. GLTF
Step 3 Step 4 Step 5
Message list Message list
Step 6 This sequence of operations are related with the Performance Level. The Credit Assignment level will be the one which decide what activated rules win in the competition, in the same way that it occurs in the traditional CS. This sequence presents two main differences with the traditional CS:
• Generation of message list through fusion, GLTF. Steps 2 and 3 in the traditional CS, "clear the message list" and "the codified environmental message is posted to the message list," are translated in two new operations in RCS: step 2, named "fusion the new message with previous messages", and step 3, "post a new message".
• No internal cycles, NIC.
Step 6 in the traditional CS, "the repetition of the step 4 and 5 for n internal cycles", is not necessary because the chaining of the rules is performed in each cycle of the performance level.
The loss of the internal cycles (NIC) breaks the rules sequence so characteristic of the traditional CS. To permit rules chaining the codification of the rules in the RCS has been modified. Additional information related to the rules fired in previous instant has been included. This new information is named as internal tags, IT.
In this way, actions chaining is obtained taking into account two special mechanisms in conditions and messages: the environmental message is fused with the previously posted messages (GLTF) and internal conditions are added to evolve a chaining strategy. This strategy allows to chain rules activated by the environmental message with previous activated rules. In addition to the environmental message fusion, the RCS requires the inclusion of internal conditions that provide the evolution of a chaining strategy. The fusion method gives the way to chain rules and the internal conditions support the knowledge about the relationship between rules. The evolution process over the internal conditions provided by the genetic algorithm leads to learn sequences of rules through time.
Although all the messages in the message list are composed by fusion, there is always one message with only the environment block filled with the environmental message (don't care symbols, "#", filling the other two blocks, see figure 4). The matching process considers environmental conditions only and the system is able to break the rule chain and to react to the environment. In this way, reactions are obtained when a message, with the environmental information only, is posted to the message list.
These mechanisms allow the generation of more complex rules needed for the final solution of the problem. An example of Condition/Action rules that could evolve is as follows:
IF
External_Signal IS <type x> AND Last_Rule_Fired IS <type y> AND Decision_Velocity_Part IS <Vi, Vj> THEN Send_Message <001...>
The reaction mechanism, on the other hand, allows the evolution of traditional reaction rules as:
External_Signal IS <type x> THEN Send_Message <001...>
Experimental Environment
Robot Description
The codification of information in CS (the design of environmental and output messages) is based on the particular problem where CS will be applied. In this work, the RCS is used as a controller of an autonomous robot named Khepera (Mondada 1993) . The mini-robot Khepera is a commercial robot developed at LAMI (EPFL, Laussanne, Switzerland). The robot characteristics are: 5.5 cm of diameter in circular shape, 3 cm of height and 70 gr of weight. The sensory inputs come in from eight infra-red proximity sensors. These sensors are composed of two devices: an IR emitter and a receiver. The emitter and the receiver are independent, then it is possible to use the receiver to measure the reflected light (with the emitter active) or to measure the environmental light (without emission). The reflected light measurement can give some information about the obstacles. In fact, this measure is not only a function of the distance to an object in front of the emitter but also the environmental light and the object nature (color and texture). So the value of distance is modified by the measure of the ambient light and the object nature, the light used is constant and all the obstacles used have the same color and texture. The robot has two wheels controlled by two independent DC motors with incremental encoder that allow any type of movement. Each wheel velocity could be read by a speedometer.
Using the ambient sensors it is possible to measure the distance and the angle to a light source. The distribution of the amount of light coming into the eight sensors is used to evaluate the distance and the angle to the source (figure 7). The amount of light received in the sensor depends on the distance of the light source. The response curve of each real sensor is described by a sigmoidal function (Mondada 1993) . When the robot is placed near a light source, figure 7, each sensor gives a value of light intensity based on the sigmoidal function. In figure 7 , an example of different values in each sensor is represented. In this case, the sensor 6 returns the minimum value from all sensors, the value is used to obtain the distance and the sensor number (ID 6) to obtain the angle to the light source. The sensors (proximity, ambient and speedometer) supply three kinds of incoming information: proximity to the obstacles, ambient light and velocity. Instead of using the eight infra-red sensors individually, they have been grouped giving a unique value, obtaining the average from two sensor input values ( figure 8 (a) ), reducing the amount of information received by the RCS. Representing the goal by a light source, the ambient information lets the robot know the angle (the angle position in the robot of the ambient sensor receiving more light) and the distance (the amount of light in the sensor) to this goal ( figure 8 (b) ). The input to the CS consists of three proximity sensors, angle and goal distance (given by ambient sensors) and velocity values obtained by the speedometer.
Mini-Robot Khepera
Environmental Description
Experiments take a long time of continuous functioning of the hardware. In order to prove the different configurations of CS's, both traditional and RCS, a simulator developed in a previous work (Sommaruga et all 1996) has been used, the SimDAI one. In the simulator, the characteristics of the turtle robot model (McKerrow 1991) and the physical restrictions of the Khepera robot have been considered. SimDAI is a working prototype of a mobile r obots simulation environment for experimenting with robot navigation and control algorithms. Each mobile robot is completely independent, can navigate and interacts with other robots in a 2-D simulated world of obstacles, which is separately monitored. This simulator has been used in many other works , Matellán et all 1998 , Molina et all 1997 , Sanchis et all 1996a , 1996b The simulation world consists of a rectangular map of user defined dimensions where particular objects are located. In this world it is possible to define a final position for the robot. In this case the robot is represented with three proximity sensors and two special sensors to measure the distance and the angle to the goal (figure 9). Different simulated worlds which resembles the real ones have been defined in order to tune the payoff from the environment before being implemented in the real world. An example of these environments can be seen in figure 9 and figure 10. The system developed is the same in both cases (simulated and real) except the differences in the treatment of the sensors, by the transformation function.
Environmental and Output Messages
Conditions and messages of the RCS described in the previous section are divided in three parts. The environmental part of conditions and the decision velocity part of messages concerns with robot state.
The environmental part should be matched with the environmental message arriving from the robot and it is defined by codified sensor values. The environmental message includes all the codified sensors, composed as in figure 11 (a) . The first part of the message is composed by the proximity sensors to describe the near environment surrounding the robot. The second part corresponds to the goal description using the angle and distance information. The last part of the message deals with the actual velocity to consider the difference between the real and the last decision velocity.
The decision velocity is codified in the output message. The velocity values are decodified and applied to each wheel in the robot, figure 11 (b). 
Codification
As it has been explained previously, the distance domain of real robot has been transformed, translating it into a simpler domain to codify the values. This transformation allows both the CS and the robot to be independent. So the CS could be developed for any robot by changing the transformation function. The input domain has been partitioned in four crisp sets with the same width. The maximum distance value "seen" by one sensor is 40 units and is divided in ranges as is shown in figure 12 . The angle sets are of different size to consider a fine fitting of the trajectory, avoiding big oscillations when the robot follows the right direction. The sets near 0 and 2π are smaller than the "<π" and the ">π" ones. This definition allows a better navigation properties adjusting the robot sense right to the objective avoiding oscillations. The input domain partitions are presented in figure  13 . To keep the independence between robot and CS, the distance values are translated from the real sensor values to a domain defined from 0 to ∞. The input domain has been partitioned in four crisp sets as is shown in figure 14 . These sets are defined considering the distance over 200 as Very Far from objective and partitioning the distance between 0 and 200 in three sets. The second set is the 50% of 200 (from 200 to 100) and it is defined Far. The third set is defined from 100 to 25, to represent that the robot is Near the objective and the last set represent that robot has reached the objective. Velocity values flow as input to the classifier system and as decision from the CS to the robot. The values are defined by the maximum and minimum velocities (10, -10). This range is divided in four equal sets as is shown in figure 15 . The sets should be codified to build the message from the environment. Two binary digits are needed to represent each set. The codified inputs to the robot are also displayed in figures 12, 13, 14, 15.
Experimental Results
Learning reactions in a real robot by means of a CS involves two main tasks: first, to discriminate the better rules from a set of rules and second to discover new rules to face new situations or to improve its performance. In order to test the performance of the RCS different types of experiments have been carried out:
• The first one is related with adjusting the environmental payoff.
• The second one is related with the validation of BBA in RCS. In this way, it has been carried out a discrimination experiment among rules, without addition of new ones. So a RCS with a constant set of ad-hoc rules and a complex environment where most kind of situations could be found have been used.
• The third one measures the improvements produced by this new approach (RCS) compared with the traditional perspective (CS). The experiment has been carried out with and without background knowledge and it has been executed in the simulator because the long time of functioning needed. In order to compare the two systems, traditional CS and RCS, have been started with random rules.
Payment Function adjustment
To estimate the function, the objective factors that can give an idea of what an action has been good or wrong have been considered. In a navigation problem to a goal through an environment with obstacles those actions that permit the robot not to collide will be considered as positive, for example to increase the distance to some obstacle, or to approach it to the goal, for example the alignment of the robot in the goal direction and, as negative those that, or well remove it from the goal, for example the increase in the distance traveled by the robot, or well that approach it to the obstacles, for example that may have been produced some collision. So, the considered factors to calculate the payment are: increase the distance to an obstacle, approximation to the objective and alignment or draft toward the objective.
If the three previous situations occurs, payment would be positive but, in most cases, the one fulfillment of these points implies the nonfulfillment of the others, therefore these factors will have to be weighted. The function chosen to calculate the payment is given by equation (1), that will constitute the final payment through equation (2). Different constants are employed to obtain the adequate influence of each one of the factors and without distorting strengths values. P s = P 1 x Coef 1 + P 2 x Coef 2 + P 3 x Coef 3
(1) P T = P s x K s
Where: • P 1 is the corresponding part to the approximation to the objective. Its value comes determined by the difference between the distance in previous execution cycle and the current distance.
• Coef1 is a constant applied on P1.
• P 2 is the corresponding part to the alignment toward the objective. Its value determines the difference between the angle in the previous cycle and the current angle, in radians, being positive if turns toward the objective and negative otherwise .
• Coef 2 is a constant applied to P 2 .
• P 3 is the corresponding part to distance to objects. Is calculated evaluating left and right sensors, (S2 and S3). If value of S2 is less than S3 value, is paid turning to the right, and if it is the opposite, is paid turning to the left. If the turn is wrong, is penalized in the same quantity. If S2 and S3 are equal, neither is paid nor is penalized.
• Coef 3 is a constant applied to P 3 .
• P s collect the result of previous payments.
• K s is a constant applied on P s .
• P T is the final payment.
A collision with an object is not included in the previous function In this case, a punishment greater than any other case is applied, with a fixed value of Ps since, as there is no movement, there is no evaluation neither turns nor approximations.
Fitting and correct election of this function will determine the success of this kind of systems; so the steps that have permitted to prove that the elected function results valid will be described. A set of "ad-hoc" elected classifiers is used and not calls to the GA are accomplished, so the discovery phase of the RCS is annulled in order to study the relationship of action and reassignment of credits levels. Besides not to accomplish calls to the GA, the value of the percentage of payment between rules, bids in the credits reassignment algorithm, has to be reduced to avoid that payment among rules hide payment function effect. In this way, the growth or decrement of classifiers strength will be, fundamentally, due to external pay, what is wished to adjust.
It would be necessary to include in an RCS all classifiers, containing all possible conditions and all possible actions (messages) for each condition. Thus, for each possible condition 16 different messages are generated(speed of each wheel is codified with 2 bits, then 2 4 ). Once all the possibilities have been taken into account, when executing the RCS, strength values of better classifiers would have to increase and reduce the values of the worse, until, each one of the classifiers obtains a value of strength that reflect, in a real way, their usefulness in the system. An important problem, related to the number of necessary classifiers to reproduce all the possible situations appears. This number is calculated considering the number of bits involved in each possibility. It will be n the total number of necessary classifiers: n = comb_S1S2S3 x comb_AngDist x comb_V1V2dec, being comb_S1S2S3 = 2 6 , comb_AngDist = 2 4 and comb_V1V2dec = 2 4 .This produces a n = 2 14 = 16.384 different classifiers. It is an excessively high number of rules, that would be impossible to handle, even in the most potent machines of today, what makes necessary to appeal to some other system. The proposed solution is to divide the classifiers of the RCS in two groups: one for following rules and other for avoiding ones. Thus, classifiers of following group will have in their conditions combinations corresponding to the part of following and the rest with symbols "#" and those of avoiding the same but with the conditions avoiding. Thus the number of rules of the RCS would be: n = (comb_S1S2S3 + comb_AngDist) x comb_V1V2dec. This corresponds to 1280 different classifiers and continues being a number of classifiers excessively high, therefore it has been decided to eliminate those classifiers whose conditions will be redundant. For example, if one of the sensors perceives that there is an obstacle very near, 00 in the corresponding position, values of other sensors, distance and angle lose importance since results necessary to turn in opposite sense, and be removed from the object. Thus, three conditions appear (Table 2) : Respect to the following part in conditions, it is only possible to reduce the part that considers the minimal distance to the objective, without considering the angle, since it is considered that the objective has been already reached. In a first approximation this affirmation seems to say that when the robot is at a very small distance to the objective, without considering the direction, the navigation problem will have been solved. Evidently, upon existing rules that previously will have caused the robot alignment toward the objective, when the robot is very near the objective, therefore the direction is irrelevant. Thus they remain the conditions (Table 4) : It is not possible to reduce more the number of classifiers and however, 496 continues being an excessively high number for a RCS applied to a reactive problem. So, 4 RCS, containing 124 classifiers each one, are going to be used and a competition among them is going to be held. It is necessary to assure that for each one possible classifiers conditions, all the possible movements of the wheels are represented. Thus, for each condition the following actions are fixed:
Finally, trying to obtain a generalized solution, 15 executions are accomplished over each one of RCS, with three different initial situations of the robots. First the robot in the position "1" is considered, second from the "2" and in third place from the "3"; the process is repeated 5 times, to obtain 15 executions. Initial values of the three robots are: Robot 1  50  400  0  Robot 2  300  450  180  Robot 3  50  150  0 The competition among all possibilities is held in order to adjust the function. Some initial RCS have been defined that contain rules groups and, through each one execution new RCS have been generated, containing the better rules of the previous. The competition process is defined in the following way: once executed RCS1, RCS2, RCS3 and RCS4 during 15 executions (5 of each one for 3 different initial situations of the robot), better actions for each condition of each RCS are chosen (those with greater values of strength); thus starting from 4 RCS 2 will be obtained, named RCS5 and RCS6. repeating the process with these two new RCS, finally, RCS7 is obtained, that contains the better classifiers of the total. Repeating RCS7 execution and are choosing the better two classifiers for each possible condition, RCS8 has been obtained, that contains 62 classifiers. In figure  16 a schema of selection process of the RCS for the adjustment of the payment function is shown. The empirically obtained payment function is described in equations (1) and (2). Different contributions are: contribution 1, referred to approximation to objective, contribution 2 that is related to the angle between robot and objective and contribution 3 that i s related to distance to the obstacles. Through experiments, it has been determined that contributions 1 and 3 depend on the situations of the robot. Therefore the values of the coefficients 1 and 3 (Coef1 and Coef3 in equation (1)) depend on each situation, and will be divided in two constants, one fixed and other dependent of the situation. With this consideration, the elected function for the payment calculation comes given by equation (3), and final payment will be calculated using equation (2):
Where:
• P 1 , P 2 , P 3 y P s are previously described parameters.
• K 1 is a fixed value applied on P 1 .
• C 1 is a variable value applied on P 1 , function of the near to the objective. Its values are: 4 if the robot is very near to the objective, 2 in the intermediate case and 1 if it is far of the objective.
• K 2 is a fixed value applied on P 2 .
• K 3 is a fixed value applied on P 3 .
• C 3 is a fixed value applied on P 3 whose value depends on the distance to objects. its value is: 8 if it is very near to the object to avoid, 4 in the following distances section and 1 in the rest.
The obtained values for the function constants are the following:
Despite these parameter values have been empirically calculated, these values reflect each one of the contributions importance. Thus, the greater value and, therefore, more important, has to deal with the withdrawal of the obstacles, this value is ten-fold greater t han corresponding factor to contribution of being aligned with the objective . Though the approximation factor to the objective could seem that is smaller, angle magnitude are less than those of traveled distance. Furthermore, this difference of magnitude is take in consideration through the constant C1, according to where the robot is found, thus when the robot is near the objective, this constant causes that the coefficient for the approximation (Coef1) will be equal to the alignment one (Coef2), while when it is far away of the objective both coefficients are specified by K 1 and K 2 keeping the relationship of magnitude.
Validation of BBA for GLTF mechanism in RCS
The system learns from an initial situation using: the reward, the bucket brigade algorithm (to distribute the rule strength when a rule is activated by another rule), and a function that assures that strength of not-fired rules decreases to differentiate them from the fired rules, commonly used in CS (Dorigo 1995 , Holland 1986a ). This decrease of rule strength is called a tax.
Experimental results show a learning behavior where the strengths of the best rules for the problem increase while the strength of the other rules decrease vs. cycles in the execution. The set of rules for the CS is collected in table 5. 011101########1#####  011001########1#####  010111########1#####  011111########1#####  011011########1#####  010110########1#####  011110########1#####  011010########1#####  110101########1#####  111101########1#####  111001########1#####  110111########1#####  111111########1#####  111011########1#####  110110########1#####  111110########1#####  111010########1#####  100101########1#####  101101########1#####  101001########1#####  100111########1#####  101111########1#####  101011########1#####  100110########1#####  101110########1#####  101010########1#####   ##############001111  ##############001000  ##############001000  ##############000010  ##############000000  ##############000001  ##############000010  ##############000100  ##############000000  ##############000000  ##############001000  ##############001000  ##############000010  ##############000000  ##############000001  ##############000010  ##############000100  ##############000101  ##############000000  ##############001000  ##############000001  ##############000010  ##############000000  ##############000001  ##############000100  ##############000100  ##############000101 ##############11100  0  ##############11010  0  ##############11000  1 These rules could be clustered in three groups (table 5) . First group (a) is related with situations in which there are collision danger. With this rules, the robot turns to the right direction in presence of obstacles. Second group (b) corresponds to situations in which there are no obstacles near, in this case, the robot will modify its trajectory in order to avoid obstacles when there are no collision danger. This set of rules allows the robot wandering around the experimental environment without taking into account the goal. The last group (c) consist of rules that independently of obstacles position, change the trajectory of the robot facing the goal.
An example of rule in the three cases is shown in figure 17 . In more detail, the meaning of rule (1) is explained: If there is an obstacle in front of the robot at a distance between 0 and 10 (S1=00, very near) and other obstacle on the left at a distance between 20 and 30 (S2=11, far) and another on the right at a distance between 10 and 20 (S3=01, near) and the last message sent is type 10 (internal=10) Then send a message type 10 that turn abruptly to the left (vel1 =-5, vel2=5).
The essential rules for solving the problem belong to groups (a) and (c). Group (b) rules are superfluous because they allow the robot to avoid obstacles when they are far (something not very useful) and they are not able to follow the goal. The most efficient strategy is following the goal except when there is collision danger. This is accomplished by rules of groups (a) and (c), in an efficient way when the appropriated rules from these groups are selected.
The CS with 52 rules has been applied to the real robot, with different strength initial values (table 6). The CS shows the capability of discriminating among the three rules groups. It has been experimentally tested that rules belonging to groups (a) and (c) have an average strength value above rules of group (b). c  300  300  300  365  202  340  300  300  600  370  210  502  300  600  300  325  305  310  300  600  600  310  315  520  600  300  300  640  201  340  600  300  600  635  204  550  600  600  300  615  295  340  600  600  600  650  276  545 In figure 18 the rule strength evolution (over 900 cycles of running) of a rule belonging to every group is shown. The CS has also showed the ability to discriminate rules inside each set. Some rules of the set are better (useful) than others because they wait until objects are near or turn less abruptly. The CS is able to select (giving higher strength values) the more convenient rules of each set and to chain rules of different sets. Rules that have the ability to solve a great part of the problem by themselves in some special environmental configuration (e.g. when there are no obstacles to the goal) have their strength increased. This strength growing takes place in a short number of cycles as can be seen in figure 18 (a) . The meaning of evolution of strength values is: while the special conditions for these rules to be useful aren't reached yet, their strength is decreased as an effect of the taxes mechanism. On the other hand, when they are fired (or could be fired), and due to the fact that they can solve a great part of the problem, they will be fired once and so on, to grow in strength quickly. If the rules are fired as a part of a chain in execution, their strength values are kept constant, more or less, as a result of composing the growth for firing and the loose for taxes. When the robot faces a complex situation, any rule tries to solve the problem in isolation. In this case, strength values of good rules increases or decreases depending on whether it takes part or not in the chain that is on execution and that execution ends with a positive or negative payoff ( figure 18 (c) ). Finally, all rules have a tendency to decrease their strength as an effect of the taxes. This is more evident in no necessary rules ( figure 18 (b) ). To check the robustness of the developed CS some experiments have been done on the real robot considering different initial strength values. A similar set of rules has been discriminated. The CS selects the better rules, these rules belong to the cluster (a) and (c) where are representing the rules that avoid in danger situations and follow a right path in absence of obstacles. The final effect of this discrimination is that the robot is able to reach the objective avoiding obstacles in an efficient way. Figure 19 shows the results of the experiment where the initial assignation of strength values has been done as follows: if the rule belongs to cluster (a) and (c) it is set to 200 and to 600 otherwise (cluster b). In these conditions evolution of good rules is much more difficult because they have, initially, a third part of the strength. It can be seen that a similar set of rules has been discriminated, all of them belonging to the first and third groups. Also can be seen similar behaviors to those shown in figure 18(a, b, c) . The system has proven, thus, to be insensitive to initial strength values assignation.
Initial Strength Final Average Strength
Group a Group b Group c Group a Group b Group
Learning with Genetic Algorithms
Once it has been tested that the CS is able to discriminate good rules, a GA has been included to discover new, and probably better, rules. Evaluation of the system performance is based on a quantitative measure. This measure doesn't take part on the evolution process but it reflects the system's global performance evolution. For measuring system evolution, the following features have been considered:
• Time needed to reach the goal (seconds in the real robot and cycles in the simulator).
• Trajectory length (measured by means of velocity values of the motor wheels).
• Number of collisions (measured using the minimum value of the proximity sensors). The environment makes the RCS to adapt to the set of rules that cooperate to achieve a common goal in order to incrementally perform the "reach and avoid" behavior with: less time, less collisions and a more straight trajectory to the goal.
There are several approaches for initializing rules in CS's. The most common method is a random initialization. This represents the maximum challenge to the learning algorithm but doesn't take into account the previous acquired knowledge. As an alternative, a method consisting in seeding the initial population with previous learned knowledge can be used (Shultz 1991) .
The first experiment, where RCS has been seeded with previous domain knowledge, has been done to prove the effect of the RCS as a method of selecting and incorporating the necessary knowledge for solving the problem. The initial population of the RCS is composed of the ten better rules obtained in previous experiments (the rules with higher average strength, section 5.2) and for each rule, four random new rules have been added, so 50 rules are obtained. The GA is called at the end of an execution. The robot navigation in an execution starts from an initial random point and it ends when: (a) the goal is reached, or, (b) the time exceeds some limit, or, (c) the number of collisions exceeds a maximum threshold. A problem of the Michigan approach (Holland 1986a) , follows in CS, is the sensitivity of the rules. This is due to the fact that the strength of some rules depends on the strength of others. To overcome this problem, a high degree of overlapping has been used, in such a way that the difference between generations is insignificant. The selected parameters of the GA are: 1 of crossover probability, 0.02 of mutation probability and 0.85 of overlapping. The effects of removing some of the ad-hoc rules (section 4.2) are reflected in the ability of the robot to reach the goal, it is done in an inefficient way. Through evolution some new good rules have been added making the robot follows a better trajectory without collisions.
On the other hand, it has been intended to prove also the capacity of the system as method to solve problems without domain knowledge. This second alternative is the most general one for problems in which it is unknown the final objective, the rules that govern the process or both. For this general case, the experiment intends to accomplish a comparison with the traditional perspective in order to evaluate performances.
In these experiments, the initial population of the RCS is randomly generated. In this case, it can be probed the ability and improvement of the RCS to learn reactions compared with the traditional approach. The parameters of the CS: traditional and new one, are equal:
• The GA is called after 100 cycles of decisions.
• 1 of crossover probability • 0.01 of mutation probability • 0.3 of overlapping
The value of overlapping is lower than in previous experiments to allow a faster generation of new rules due to that now the initial population is randomly generated. Four internal cycles in the performing level are considered in the traditional CS [7] .
The simulator executes the robot controller like in the real world, so, while traditional and reactive CS take a decision the robot is continuously working. The velocity of the robot in this period is the previously decided velocity. This velocity is changed when the CS takes a decision for the incoming environmental message. This consideration takes a main place in traditional CS because it executes four internal cycles before taking a decision. Figure 20 shows the evolution of the evaluation parameters for the two types of classifiers. In figure 20 (c) a function that linearly combines the two parameters is shown, the function is: 1,5*time + distance. In these experiments, the seed to create the populations is changed in each generation, therefore, each experiment is related with a different set of initial rules. In the x axis executions are represented. An execution is the navigation of the robot from the initial situation until the goal is reached. In the y axis the average value over 50 experiments of the measured variable is represented both for CS and RCS. The variance values of these experiments are limited to 10% of average value in each point of curves.
The figure 20(a) shows the time in finding the goal. It could be seen how the rule learning process causes that the robot finds faster the goal in both of the cases. However, while the traditional CS causes a decrease of about 30%, the RCS could reach a 70% of reduction. This is due to the fact that the RCS is able to learn rules that will be fired just in time, because of the lack of delay between a rule execution and its reward from the environment. In figure 20 (b) the trajectory of the robot is represented. This value is related with the previous one, so the same shape of both graphics is expected. The learning of valid chained rules makes the RCS to go faster and straighter to the goal than CS does.
The improvements of the RCS over the traditional CS could be seen in figure 20(c) , where the effects of two measures are combined. The achieved rules in RCS improve the performance of the robot in a 60% compared with the rules obtained with the traditional CS.
Testing RCS in Dynamic Environments
Simulated Experiments
The proposed Reactive Classifier System has learned to react and to chain actions to solve the navigation problem. The learned CS has also been tested in dynamic environments. A subset of static environments from previous experiments has been selected in order to compare with the results over similar dynamic environments. The dynamic experiments are defined in this way: the initial point, the situation of the goal and the static objects are equal than in the static ones but a circular object is wandered on the simulated world. The mobile obstacle starts its movement from the position (x = 100, y = 200, initial direction = 200°) with a random trajectory that crosses in many cases the robot path and avoid obstacles without a predefined goal. When the robot finds an obstacle in its way it is able to react for avoiding the mobile obstacle without losing the tendency to arrive the goal.
The static environments are defined by the initial position of the robot and the objects. Nine experiments have been defined and 50 executions have been carried out in order to obtain the average of trajectory length, collisions and time. Each experiment is defined by the robot initial position (three different positions have been used: Robot1, Robot2 and Robot3) and the number of static obstacles (one, two or three). Static objects are the same than in figure 9 . Each robot is defined by coordinates (x, y) and their initial direction: As it could be seen in table 7 and 8, the robot behavior is similar in different environments. The navigation problem is solved from different initial position and with different configuration of objects (both static and dynamic). Although the robot arrives the goal in any circumstance, the results are different in static than in dynamic environment, there are more collisions, the time and distance are larger in the dynamic ones due to the difficulty of the mobile object. The results show that the learning rate of CS allows to solve the navigation problem in different environments, both static and dynamic.
Real Robot Experiments
Evolved RCS's have been used to control the real robot in different environments. In figure  23 , a real experiment is shown, three frames that represent the starting point ( figure 23 (a) ), intermediate state ( figure 23 (b) ) and the final position ( figure 23 (c) ) are collected. The accomplished experiments resemblance the accomplished in the simulator, in order to compare the results obtained by the same Classifier System both in the simulator and in a real environment, with the robot Khepera. The environment consists of several elements:
• A wood enclosure in white color, of 6.5 cm. of high, and 70 x 70 cm. of perimeter.
• A bulb of 2,5 V., placed in a foam chunk, and fed by a continuous current generator.
• The surface of the enclosure is covered of a black color cardboard, to asses the optimum behavior of the robot respecting to the source of light.
• Three objects have been placed on the enclosure in a similar way to the simulator world. These objects are white color, of 10 x 10 cm. and 6 cm. of height.
In Figure 24 a plan of the described real environment is shown. Three different starting positions of the Khepera appear. These positions are also similar to the ones used in the simulator. 12 experiments have been accomplished, consisting each of them of 20 consecutive robot executions. In the experiments, starting position and robot sense change (positions 1, 2 and 3), and also objects number objects A, B and C, with their possible combinations, eliminating an object). In each execution three objective parameters has been collected: number of produced collisions, time elapsed until arriving the objective, in seconds, and distance traveled, in centimeters. Furthermore, for each experiment, maximum and minimal values, average values and standard deviations have been calculated, for each one of these three parameters. In Figure 25 As can be observed in these obtained data RTCS on a real robot operates almost without collisions in all situations and reached the goal in relatively short times (a similar duration). This results of the RTCS demonstrates that learned rules are useful for the navigation of a real robot with a stable and fixed functioning, so, behavior of the RTCS on the real robot demonstrates that degree of learning of the CS is sufficient to carry out the imposed task.
Conclusions
The proposed RCS has been developed to learn reactions (decision is function of the environmental information) and actions (decision is function of the environmental information and previous internal information). This modified Classifier System (RCS) has proven its ability to learn autonomous robot behaviors in dynamic environments.
The fusion of each environmental message with information of previous fired rules (GLTF mechanism) and the inclusion of internal conditions (IT mechanism) allow the generation of a sequence of actions, defined by a rule chain over different inputs. Sets of cooperative rules emerge from the evolution of the RCS. Cooperation is viewed in this case as a rules chain, where a rule is only meaningful if it matches with the environment and follows an other specific rule in time.
The inclusion of a message without another information but the environmental input allows the evolution of reactions.
Experiments carried out without generating new rules proved the capabilities of our approach to accurately discriminate among rules in a system that is chaining rules at the same time that it is receiving new inputs.
The results obtained consider generation of new rules proved the capability of generating not only new better rules but the mechanisms for chaining new and existing rules.
Another important aspect verified in this work is the possibility of continuously learning and adaptation to new situations that allow to solve the problem even if there are mobile objects, more than one goal, and dynamical goals that could appear and disappear or move when the robot is navigating.
