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URhGe is the first ferromagnet discovered that shows superconductivity at
ambient pressure. It shows a rich temperature-magnetic field phase diagram with
a re-emergence of superconductivity at high magnetic field where the moments
rotate. This suggests that the quantum fluctuations associated with the moment
rotation may provide the pairing interaction for superconductivity. The objective
of this thesis was to study these critical fluctuations with inelastic neutron
scattering and heat capacity measurements, using the latter to test the bulk
nature of the superconductivity and determine the types of gap nodes to help
test this hypothesis.
To perform the heat capacity measurements, it was necessary to develop an
apparatus that measures milligram samples in the temperature range 50-1000
mK, and magnetic field range 0-12 T. The field exerts a mechanical force upon
the sample, which causes it to rotate, perturbing the system destructively. The
apparatus developed in this thesis overcomes this difficulty by holding the sample
with tensioned kevlar wires. Testing was done by making measurements on UPt3,
a well characterised superconductor. It was then used to measure URhGe in zero
magnetic field. The extension to measurements in high magnetic field were not
performed however, due to the structural integrity of the apparatus being weak -
this was in an attempt to reduce the thermodynamic signature of the background.
After many iterations of apparatus design and build, the device was proved not
appropriate for high fields. A discussion of the zero-field data, as well as the
design and build process, is given.
The Curie temperature of URhGe is suppressed with magnetic field (applied
along the b-axis), reaching zero temperature at the moment rotation transition
referred to above. Small angle neutron scattering (SANS) was measured
at both zero and finite fields to detect the evolution and relaxation of the
i
critical fluctuations. The scattering is inelastic and the SANS measurement
integrates over energy. Nevertheless it was possible to compare models with
different dynamical dependences for the magnetic relaxation. In field, however,
the magnitude of the fluctuations was strongly reduced, falling below the
detection limit at half the critical field. Comparing Landau damping to various
forms of non-Landau damping, a result was found that agrees with that for
the ferromagnetic superconductors UGe2 and UCoGe, but the lack of critical
scattering at field is found to be in contradiction with NMR measurements, which
is discussed.
UAu2 is a new material on the heavy fermion landscape. The crystal structure
found suggests some frustrated magnetism, culminating in a Neél temperature
of 43 K and a further transition at 400 mK; this suggests some new quantum
criticality not seen before, and so heat capacity measurements were performed
with the already-tested apparatus to see if, as the resistivity measurements
suggest, a Fermi-liquid state is found. Results revealed differences between
annealed and non-annealed samples in their thermodynamic signature, and the
behaviour expected for antiferromagnetic spin-fluctuations is found to continue
to temperatures below 150 mK, suggesting the existence of a quantum critical
point. The validity of these results along with implications are discussed.
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Lay Summary
This work attempts to understand a particular set of materials, whose properties
come under the banner of Unconventional Superconductors. The property of a
material to display perfect electrical conduction, witnessed in lead, tin, mercury
under certain conditions, defines superconductivity. What this thesis focusses
on are a host of materials that additionally display a property these examples do
not: magnetism. Uranium compounds show a range of magnetic behaviours that,
when combined with superconductivity, display new properties that are relevant
in quantum computing. However, the temperatures required in order to achieve
these results are below 1 Kelvin (K), and so in order to study these, bespoke
equipment is designed and tested in house.
How a material can be both superconducting and magnetic stems from how
electrons are arranged. The signature of that arrangement shows itself in a
particular property that is obervable: the heat capacity. This is a measure of
the amount of order/disorder present within a system, stemming from whether
the electrons are arranged or arranged randomly. Thus, by measuring the
heat capacity, one can determine the electron arrangement, and infer if their
alignment, either with any external magnetic fields or crystallographic axes, leads
to unconventional superconductivity.
Two compounds are studied by these methods, being URhGe and UAu2.
The first, when cooled to below 0.275 K, is simultaneously superconducting
and ferromagnetic; this means that all the spins of the electrons are aligned.
Difficulties in keeping the temperature stable hinder attempts to measure the
heat capacity with large magnetic fields applied. Otherwise, the results reinforce
the fragility of single crystals of URhGe to maintain the hybrid state of
superconductivity and magnetism, and the temperature dependence of the heat
capacity in the superconducting state suggests the electrons do align.
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UAu2, on the other hand, is not a superconductor, despite it containing particular
crystal properties that would suggest otherwise. The hexagonal arrangemnt of its
atoms causes a frustrated type of magnetism to arise, while already displaying an
ordered state of antiferromagnetism. This is somewhat antagonistic, and so the
level of order/disorder is expected to change significantly at temperatures around
0.4 K. The heat capacity measured is of a low-quality crystal, resulting in data
that contradicts with that of a higher quality crystal, down to temperatures of
0.1 K. The expectation of a transition from one type of magnetism to another
was not met. A conclusion is that the higher disorder of the sample leads to a
transition that is visible at temperatures below what is accessible here.
Finally, in order to understand how the superconductivity in URhGe is mediated,
a measurement of neutron scattering is performed upon a sample. The neutrons
scatter off large collections of electrons that, at the right temperatures, fluctuate
in large densities. The amount a neutron is scattered, quantified in what angle the
neutron’s path is changed by, is indicative of the energy associated with the spin
fluctuations. The results suggest the energy scale is much smaller than expected,
meaning future attempts to measure this should take steps to access these lower
scales.
This study helps understand the methods of measuring particular properties of
small crystals, and reinforces the need for good quality crystal growth in order
to better understand these novel materials. The links between superconductivity
and magnetism are established more quantitatively, and a model for the electron
dynamics that relies on both local and non-local properties is reinforced as
representative of uranium compounds’ magnetism.
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In modern day condensed matter physics, a researcher is ideally attempting
to simplify the huge number of interactions and events happening to and
amongst huge numbers of the constituents that govern electricity and magnetism:
electrons. The description of electron motion has gone through many stages of
understanding, from a primitive ballistic approach to including the seemingly
unintuitive rules of quantum mechanics. In this work, an attempt is made to
bridge two worlds of thought, where a quantum phenomena is observable from a
thermodynamic point of view, connecting research that spans many decades.
With time, it has been discovered that the number of electrons present in any
material is beyond the value that any single person can reasonably manage,
in terms of performing calculations. If each individual electron can interact
with every other, and those interactions can differ in nature (be it Coulomb,
gravitationally, through spin, or otherwise), then the number of governing
equations can match that number, and even the most advanced computational
equipment fail to reduce computation times to within human lifetimes. Thus, a
sensible amount of approximation is applied, allowing the knowledge of complex
ideas like the band structure of crystalline solids to be determined, and the fruits
of these labours are in the results, which can be surprisingly accurate when
compared to nature.
The Coulomb interaction, named for the electrostatic repulsion/attraction be-
tween like/oppositely charged bodies, generally governs the motion of all
electrons, but the nature of this interaction leads to non-analytic Hamiltonians.
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Thus, if one were to simplify the system by removing interactions, what’s left is
called the Fermi gas, a collection of non-interacting electrons (or fermions) that
obey a particular set of quantum mechanical rules, the Fermi-Dirac distribution.
This relatively simple construct turns out to be invaluable for describing a large
number of systems, including many of the uranium compounds investigated
in this work. However, the sensitivity of this phase of matter to parameters
like temperature and magnetic field leads to the possibility of a single material
transitioning in and out of this phase at unexpected points of the phase-space.
The third law of thermodynamics tells us that as temperature reduces to 0 K,
so too must entropy follow suit, and so an ordered phase usually comes at a
temperature lower than a non-ordered phase; for example, the transition from
paramagnetism to ferromagnetism as the temperature is cooled below 9.5 K in
URhGe. Additionally, transitions at such low extremes of temperature, far below
10 K, can suggest the presence of quantum criticality.
Quantum criticality, the name given to the type of physics that occurs about
a zero-temperature phase transition [3], opens up another world of scientific
interest. In the vicinity of phase transitions at relatively high temperatures (i.e.
more than 1-5 K), the physics and general thermodynamic properties are governed
by classical thermal fluctuations, those which bring about phenomena such as
Critical Opalescence, where boiling water briefly appears completely black due to
large, slow fluctuations in the density [4]. However, in the vicinity of a quantum
critical point - the point in the phase diagram at which the transition occurs at
0 K- quantum fluctuations govern the physics. What one must realise is that a
T=0 K transition implies there are actually two competing phases, or phrased
another way, two degenerate ground states. This delicate balance can lead to
singularities in quantities like the heat capacity, being a differential of the free
energy, and thus a tangible window exists in the potential to detect quantum
phenomena through thermodynamic variables (for example, in UAu2 as a bulk
transition is measured at 420 mK [5]).
A method of experimentally accessing this quantum phenomena is through the
process of the suppression of a second-order transition temperature. This entails,
usually, the reduction of, say, a magnetic transition temperature, through the
application of magnetic field [6], pressure [3], or even chemical doping [7].
In this thesis, a quantum critical point is investigated in the superconducting
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Figure 1.1 The band structure of Cu, close to the Fermi energy εF , is shown
along lines connecting points of high symmetry in the Brillouin zone
[9].
ferromagnet, URhGe. By applying a magnetic field along a particular axis,
although the magnetic transition temperature is suppressed, a superconducting
phase that is initially destroyed is activated again, for a limited region of
field. The simultaneous existence of these antagonistic phases leads one towards
unconventional theories of how they might be mediated, with the current main
contender being fluctuations in the spins allowing a binding process between
certain quasiparticles [8].
The possibility for a mixture of such correlating features stems from the fact
URhGe has narrow bandwidths, as do many f -electron heavy fermion materials
[2]. An example of bandwidths is shown in Figure 1.1 for Cu, taken from [9].
Correlation effects are usually possible due to the corresponding large density
of states, and thus the energy scale involved in accessing all parts of the phase
diagram is realistic with the laboratory magnetic field. Additionally, the energy
scale associated with the fluctuations encountered during the magnetic transition
can be indicative of electron dynamics, and thus to accompany studies of electron
alignment about the Fermi surface, neutron scattering allows a window upon these
energies [10], clarifying any links between magnetism and superconductivity.
These experimental endeavours are all unique in that performing them in
such conditions has not been attempted in the known literature. Thus, no
direct measurement of the evolution of the entropy of URhGe during the high-
field transition to superconductivity exists. This gap in the knowledge of the
system halts progress with respect to knowing the full degrees of freedom of
this interesting material. Thus, the measurements here have several purposes.
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First, the phase diagram is attempted to be investigated, using specific heat
measurements to elucidate the thermodynamic nature of the transitions as well
as determining the phase boundaries themselves. Second, the neutron scattering
upon URhGe at extremely small angles will arrive at a quantitative result
concerning the energy scale of the electrons that are subject to the fluctuations.
In addition to this, another uranium compound is investigated, UAu2. Being a
little-studied, antiferromagnetic, hexagonal-structured material, this too presents
quantum criticality at temperatures below 2 K [5]. It is thought that due to
apparent ordering at temperatures around 400 mK, the ability for a material to
transition once already within a magnetic phase is suggestive of a new physics; the
quantum critical behaviour is within the ordered state, rather than at the point
order is suppressed. The measurements here hope to clarify what the phases
are down to low temperatures, potentially capturing a second transition that is
expected from such crystal geometries and constituents.
This thesis will cover the following different aspects of the project in subsequent
chapters: background physics and literature in chapter 1. The theory of
heat capacity measurements and how they stem from modelling heat flow is
covered in chapter 2, then the equipment and methods used for low-temperature
thermometry are reported in chapter 3. Chapters 4, 5, and 6 concern the results
for the experiments performed, and then conclusions and appendices, ending
with the bibliography. Chapter 6, describing the neutron scattering experiment
performed, also includes the theory and literature in the first half.
1.1 Entropy and Heat Capacity
The study presented here looks at phase transitions at extremely low tempera-
tures. The lowering of temperature of a system has consequences, as described by
the laws of thermodynamics. The third law concerns what happens when a system
approaches T = 0, and one consequence is that temperature derivatives of most
thermodynamic quantities collapse to zero with T [11]. Thus, when the opposite
is seen, for example in URhGe at 275 mK when the material goes superconducting
[1], or when a system like UAu2 transitions into what one would call frustrated
magnetism [5], one must understand how the third law is maintained. The subject
of phase transitions is covered in many textbooks [4, 12]. Only the aspects that
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are relevant to the measurements reported in this thesis will be discussed briefly.





This states that a system transfers no energy with the outside, and the transfer
of energy along a particular path can be undone. Expressed here is a property
of a thermodynamic state, and so if we define entropy S to be a function of
that state, then its differential is given by dS = dQ/T . Thus, if we assume
that the variables of a system are temperature and magnetic field, then the total












This equation describes how the entropy changes with temperature and field,
and thus we can define two quantities that are measurable. The heat capacity











Exactly what these measurable quantities probe requires more introduction of
concepts. One of these is a Fermi liquid [13]. This is a phase of matter in which
adiabatically increasing the magnitude of interaction energy between individual
particles results in quasiparticles that mimic the characteristics of non-interacting
individual particles. This leads to certain power laws of thermodynamic and
transport variables, characterising the phase.
How we get to those power laws requires first formalising the observables, like
the heat capacity. This is possible by formalising the internal energy of a system
of N particles in terms of wave functions, and then differentiating. From the
Schrödinger equation, one can arrive at the result for fermionic particles via a
method that Slater first conceived [14]; by placing the wave functions of each
fermion into a matrix, then calculating the determinant of that matrix produces
eigen vectors with all the minus signs necessary for the antisymmetric exchange
symmetry between fermions. After calculating the energy bands εN(k), dependent
on the index of the band N , and the momentum vector k, and understanding how
they fill up the Brillouin zone, then one can arrive at an image of the distribution
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of possible states these fermions can fill, defining the Fermi surface. Simple
geometries result in spherical Fermi surfaces, where the magnitudes of all possible
kF are equal [9]. However, materials like UPt3 have Fermi surfaces as shown in
Figure 1.3. Here, the size of kF varies, depending on the direction. Now, knowing
the bands results in knowing the energies of each individual electron, and this










where for a non-interacting system, the spins don’t matter, resulting in the 2 and
the dropped σ index. This simple expression for the total energy can be evaluated
in three dimensions, recognising that the summation can become an integral in
the limit of large volumes. This results in the following [9]:
E = E0 +
π2
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where T is temperature, kB is the Boltzmann constant, and n(εF ) is the density
of states at the Fermi energy. Cel represents the electronic specific heat for
temperatures less than 10 K, corresponding to about 1 meV (this assumption is
applied in a step termed a Sommerfeld expansion, resulting in equation 1.5). The
prefactors to T can be collected into the single term γ, termed the Sommerfeld
coefficient, and it is this that defines whether a particular system is heavy-fermion
or not, due to its implicit (via n(εF )) dependence on electron mass. What can
happen is that this term can be proportional to tens and even hundreds of electron
masses, representing the mass of the quasiparticles that the system renormalises
itself into during the transition into a Fermi liquid.
From another perspective, it is possible to gain a more pictorial version of the
temperature dependence of energy, especially the link between that and Fermi
surface geometry. An excitation can be thought of as a charge carrier, occupying
some energy just below εF , boosted upwards to a new energy above εF , leaving
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Figure 1.2 Three possible node structures for the given temperature dependences
of the heat capacity. The blue lines represent the lowest possible
state, or the state of the superconducting condensate. The red lines
represent the energy gap separating the condensate from the rest of
the conduction electrons; how these two can come together is given
in the text.
behind a hole of opposite charge1. For a spherical Fermi surface, with states
distributed evenly, the dependence of the energy on temperature being quadratic
is easily seen: the number of states in a thin spherical shell about the surface
is proportional to temperature, and the change in energy for a (temperature-
limited) small excitation to just above the Fermi surface is equal to kBT , and
so the combination gives T 2. Superconductivity will be introduced fully in the
next section, but briefly, for superconducting materials the resulting E(T ) can
be wildly different, and some examples are shown in Figure 1.2. Here we see a
Fermi surface that is fully-gapped, has point nodes, and line nodes, from left to
right. What is meant by the gap is as follows: when fermions couple to form an
effective boson, they overcome the Pauli exclusion principle and occupy the lowest
energy state available, represented in Figure 1.2 by the blue lines. The gap then
corresponds to the energy needed to excite a boson out of said state. Thus, the
first example is an isotropic superconductor, and the corresponding heat capacity
follows an exponential T -dependence. If, however, the gap closes at certain
points, as shown in the middle-and-right examples, then for particular values
of momentum k, electrons will be able to be excited above εF with little energy
required. This results in the possibility of a finite thermal conductivity, which
would otherwise be zero for a fully-gapped superconductor. Viewed from above
the point node, the resulting chasm in the energy plane leads to2 a temperature
1In the case of anisotropic superconductors, this excitation can take the form of a Bogoliubov
quasiparticle [15]
2How to arrive at these temperature dependences pictorially is as follows: E = volumeε×ε =
(volcone ×KBT ) or (volvalley ×KBT ), for point and line nodes respectively. The cone is the
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Figure 1.3 The phase diagram















dependence of E ∝ T 4, and furthermore if those point nodes form a line across
the Fermi surface, then this leads to E ∝ T 3. Thus, it is possible to determine
how the Fermi surface is gapped by measuring the temperature dependence of
the heat capacity. An example of this technique is in measurements of Sr2RuO4
in both heat capacity and thermal conductivity. What is measured is that below
the superconducting temperature, Tc, the heat capacity divided by temperature
is proportional to temperature linearly; C/T ∝ T . Additionally, a small jump
∆C/γNTc is observed. This can be explained by gap-anisotropy via short-range
anisotropic ferromagnetic spin fluctuations, and that anisotropy comes in the
form of nodes that are measured as vertical line nodes from thermal conductivity
(vertical meaning perpendicular to the basal plane) [16, 17].
A similar approach was executed for UPt3, resulting in a complex phase diagram
featuring nodes changing with temperature and field, as shown in Figure 1.3;
above 480 mK, the theoretical model used [19] results in a pair of line nodes
crossing at right angles, producing bulges of Fermi surface in the corners. Below
480 mK, the vertical line node splits into two point nodes, becoming points of
high symmetry. This symmetry can be captured in a single quantity which defines
whether the system is in a particular phase or not, called the Order Parameter.
Being a quantity that only takes a value when inside the critical phase, this
could be the magnetisation for a material transitioning from paramagnetism to
ferromagnetism (as it is for URhGe). For an unconventional superconductor
energy-volume a fermion can be excited into from a point node, and the valley the same for a
line node. The volume of the cone is related to the area squared ∝ (kBT )2, whereas the valley
will be 2π× the length of the valley, which is limited to kBT .
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like UPt3, the order parameter is the gap parameter ∆ [20]. This has some
spatial dependence defined by the Fermi surface, and so for the nodes shown,
that parameter can take the form ∆ ≈ k̃z(k̃x + ik̃y)2 [8]. More will be said about
this in the next few sections.
1.2 Superconductivity
1.2.1 Conventional Superconductivity
The combined phenomena of electrons carrying a current without any resistance,
and perfect diamagnetism, requires a particular set of conditions which can
depend on a variety of material properties. The first few superconductors
discovered, being mercury [21], tin, and lead [22], were found to correspond to
BCS theory [23]. This describes a process of crystal lattice vibrations that give
rise to electron coupling. Written down in 1957, it takes the ideas of the London
brothers, namely the penetration depth of magnetic fields into superconductors
[24], and explains them microscopically.
The order parameter for all superconductivity, as briefly mentioned in the
previous section, is the gap parameter ∆k. The formulation of ∆k originates
from BCS theory. The effects upon the order parameter are the following: first,
there is full inversion symmetry of both ∆k and εk, and second, any point group
symmetry operation upon ∆k has no effect upon it [25]. This is summarised as:
∆R̂k = ∆k (1.7)
∆−k = ∆k (1.8)
ε−k = εk (1.9)
This suggests some isotropic pairing across momentum space, defining Cooper
pairs: a pair of electrons of opposite spin coupling together over large distances
relative to the lattice parameters. They can exist at opposite points on the
Fermi surface, and the non-specificity of the location means any pair of points
are equivalent, reinforcing the spherical image. It is on these principles that




First, one simple observation that denies BCS theory as a candidate for certain
materials is their ability to be both superconducting and magnetic. Especially
for ferromagnetism, the alignment of spins contradicts the necessity for opposite-
spin-pairing. Thus, including equal-spin-pairing (ESP) in any theory written
down is essential, as was done by Fay & Appel in the 1980s [26]. They proposed
a pairing interaction that draws similarities with the A1 phase of superfluid 3He3.
Examples of systems that display unconventional superconductivity include
cuprates and heavy-fermion materials. The former appeared when searching for
materials with a high superconducting temperature, which can stem from BCS-
type electron-phonon interactions [27] amongst the Perovskite-type structure.
However, through the tuning of chemical doping and pressure/strain, the same
suppression of critical phenomena is observed in uranium compounds [28],
suggesting its deviation from any Fermi liquid behaviour suggested.
At temperatures above that for superconductivity, for a transition into a magnetic
state, the magnetisation defines the order parameter. Like a regular magnetic
transition, there will be a fluctuation of the order parameter in the vicinity of
the transition. For an anisotropic superconductor, that order parameter can
potentially be key for the activation of superconductivity, due to the idea that
fluctuations mediate some coupling. Fay & Appel claim [26] that only longitudinal
fluctuations, that is along the easy magnetic axis, contribute to the coupling
necessary for superconductivity.
Although not pursued experimentally in this work, it is worth mentioning a
key corollary of unconventional superconductivity. This is the concept of the
enclosure of a half flux quantum [29]. What this entails can be clarified by
discussing the equivalent case in conventional superconductivity. The materials
that come under that classification either fall into one of two categories, type I
and II superconductors. They differ on whether the application of magnetic field
causes a first-order or second-order transition back into the normal state. For type
II, a mixed-state can exist for fields below the critical value Hc2, where vortices
3This phase exists only at some finite magnetic field; the spin & orbital angular momentum
is held by rotational symmetry. If the system is fermionic, then the fermions can be represented
by |ψ〉 = a|↑↑〉+ b|↓↓〉 = a|↑↑〉, aligning with the external field. The spin-splitting of the Fermi
surface leads to one of the amplitudes being preferential (b=0).
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Figure 1.4 For a p-wave
superconductor, a
half-quantum vortex
is enclosed due to
the order-parameter
(arrows) changing by
(ζ → ζ + π,−→η → −−→η )
of normal state penetrate the superconducting condensate. A phenomenon that
arises is a supercurrent j that surrounds the vortices, which can be expressed in
terms of the superfluid density ns, electron charge and mass e & me, the phase
of the superconducting order parameter ζ, and the flux quantum φ0 [25]. If one
integrates the curl of j around the vortex, then the supercurrent simply picks up











At large distances from the vortex, the supercurrent decays to zero, leaving the








What this equation says is that the only parameter that can be changed in
order to maintain the single-valued nature of an electron wave function as it
circumnavigates a vortex is the phase, ζ. Thus, this one-dimensional nature of
the description of superconductivity is deemed representative of the conventional
brand. For unconventional superconductivity, however, the order parameter −→η







where θ is an angle that defines the direction of this vector. This allows some
degree of freedom for the electron’s angular momentum, as expected for a p-
wave electron-coupling symmetry type. This means that in order to maintain
the single-valued nature for the wave function, both ζ and θ can be changed
simultaneously. This is shown in Figure 1.4, where the circle represents a full
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vortex, but ζ and θ have both only been shifted by π rather than 2π. One crucial
corollary from this is that the excitation spectrum of these vortex states include
the possibility for Majorana fermions to exist, being a proposed particle that
can help realise a quantum computer [30]. Their discovery has not yet come to
pass, but candidate materials like UAu2 contain the anisotropy that could permit
the right sort of order parameter required [5]. This would allow the penetration
length λ to be longer than the radius over which the supercurrent decays, or in
other words, the Meissner effect fails to screen charge currents that is otherwise
possible in other geometries [31].
A key property of unconventional superconductors is related to the Fermi
surface. The superconducting gap can close to zero, whereas for conventional
superconductors the gap remains finite along all momentum vectors. Now, if
scattering is possible, especially off magnetic impurities, then any states that
obey time-reversal symmetry are now susceptible to being destroyed. The
scattering of an excitation from a positive to a negative part of the Fermi surface
is only possible from magnetic impurities, and thus the states responsible for
superconductivity are especially vulnerable to these impurities. This proposes
a challenge to sample growth, requiring low impurity concentrations in order to
witness the critical phenomena.
1.2.3 Phonons, Magnons, and UGe2
It is useful to narrow down the constituents that contribute to the heat capacity.
The quanta of a crystal lattice, phonons, have been shown by Debye [32] to
display a cubic temperature dependence in the heat capacity, generally applicable
at temperatures above 5 K. Magnons on the other hand, being quanta of magnetic
correlations, are known to be present when the heat capacity follows T 3/2 [33] for
ferromagnetism, and T 3 [34] for antiferromagnetism.
In order to understand the origin of a change in entropy, the different contri-
butions must be separated. At higher temperatures, this would be done via the
Debye model, but at the temperatures relevant in this thesis, Debye’s contribution
is negligible. Compounds that display magnetic transitions at temperatures in the
region of 5-100 K do have some justification to be dissected into the phononic and
other contributions, where one example is UGe2. This was the first compound to
display both ferromagnetism and superconductivity in the same region of phase
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Figure 1.5 Left: heat capacity of UGe2 minus the lattice contribution, at various
field values. Right: calculation of the magnetic heat capacity from
measured magnetisation, using MFA. The similarities of the two
prove the relevance of MFA [35].
diagram [35], albeit with TCurie ∼ 55 K and at pressures of ∼10 kbar. In order
to separate out the electronic and magnetic contributions, what was recognised
was that in certain conditions, the magnetisation M(T ) can lead back to the pure
magnetic heat capacity CM(T ). Those certain conditions are akin to UGe2, but
not other itinerant ferromagnets like Co and Fe. This is due to the excitation
spectrum being dominated by longitudinal fluctuations of the magnetisation,
usually stemming from a strongly anisotropic magnetisation. These fluctuations
can be re-interpreted as a positive exchange-interaction via some molecular field
with a coupling constant λM , defining the relevant molecular field approach
(MFA). Any external magnetic fields will add to this interaction field, causing
possible Zeeman splitting. This model can be applied to both itinerant and
localised moments, described by either the Stoner or Weiss model, respectively.
The heat capacity predicted [35] is of the form









where µ0 is the magnetic permeability, and Vm is the molar volume. The first
term corresponds to the molecular field heat capacity, and the second the Zeeman
heat capacity. One can simply take the magnetisation data M(T ) and run it
through this equation to find the heat capacity; for UGe2 the results are positive
in that the MFA is highly relevant as a basis for explaining the behaviour at the
conditions stated. This is shown in Figure 1.5.
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1.2.4 Heat Capacity of Superconductors
To determine what the heat capacity data suggests in terms of electron dynamics,
one must know the theory behind it. Tinkham gives a good derivation [20] of what














where β = 1/KBT , fk is the Fermi-Dirac function, and EK is the energy of
the state k. The first term, E2k , is related to how the quasiparticles re-distribute
themselves with temperature, settling into new energy states. Near the transition,
this reduces to a linear temperature dependence, as is the case for normal-state
heat capacity. This dependence is constant throughout the transition, defining a
lower bound.
The second contribution is from a subtler origin: as the gap’s magnitude changes,
so too do the energy levels available, and thus the spacing between those levels
changing leads to a new entropy state. As the gap function reflects the order
parameter, then the discontinuous change in gradient at Tc leads to the same in
heat capacity. The first term being continuous and the second not being so leads
to a prediction that is possible to verify in experiments: the size of the jump in
heat capacity at Tc should be of the order of 1.43 times the heat capacity above
Tc; an easy check for if BCS is relevant.
Now a little more on ∆(T ). For conventional superconductors, this gap function
is generally close to symmetric in momentum states, and so there’s no preferable
direction in which some excitation occurs to remove some electrons from the
condensate. For URhGe, UPt3, and a variety of other heavy fermion compounds,
the story is quite different. Their gap function can take on geometries that close
the gap, creating channels for excitation and thermal conduction - UPt3’s thermal
conductivity reflects the large Sommerfeld coefficient, where a residual value at
T = 0 K from a power law rather than an exponential dependence is observed as
temperature drops below Tc [36].
As stated before, the temperature-dependence of the heat capacity can infer
what the geometry of the Fermi surface is. One can derive this temperature-
dependence from knowing the density of states of the system, and this can in
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turn be calculated from the order parameter. The types of order parameters that
exist for triplet-spin superconductors tend to be vectors, rather than scalars. As
shown in [29], the density of states calculated for two different types of pairing in
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f(E)E2dE → T 2, B state
(1.16)
Here is given an alternative approach to deriving the temperature dependence of
the heat capacity to that given in section 1.1. The distinction between the states
A and B leads to a difference in the Fermi surface gap-closings, or more familiarly
known as nodes. For the A-state, the nodes are points, where the gap collapses
around it. For the B-state, the nodes are lines; an example is shown in Figure
1.3 for UPt3.
4p-wave corresponds to triplet spin symmetry, referencing the naming of angular momentum
states: l = 0(s), 1(p), 2(d)....
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(a) (b)
Figure 1.6 (a) The view normal to the planes within the structure of UAu2;
gold represents gold ions, and grey-blue uranium ions. (b) The side-
on view of the same structure,displaying how close the planes are
relative to the spacing between U in-plane.
1.3 Uranium compounds
1.3.1 UAu2
This material was initially chosen as a candidate for unconventional superconduc-
tivity, with Cooper pairs formed of spins that combine to give non-zero angular
momentum. Even though no evidence to date supports this, the presence of an
inversion centre, hexagonal structure and magnetic frustration all imply quantum-
driven transitions are expected at sufficiently low temperatures, albeit not a
superconducting one.
Crystal Structure
UAu2 crystallises in the AlB2-type structure, where the U atoms form a triangular
lattice, and the Au atoms fit inside the triangles forming a hexagonal lattice,
although the two structures are off-set in the axis perpendicular to the planes;
this is shown in Figure 1.6.
The interatomic distances between the U atoms in the plane is greater than
that between the planes, or put another way, the intra-plane atomic distance is
greater than the inter-plane atomic distance. This leads to complex interactions,
where if one were to apply a tight-binding model with electron hopping, then not
only nearest neighbour but next-nearest neighbour interactions must be taken into
consideration. This property is recognised in high-temperature superconductivity,
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as Anderson stated in his work on La2CuO6, where magnetic frustration and
antiferromagnetic exchange can result in a quantum-spin-liquid state [37].
There is more to this structure, when one considers what happens across the
inter-plane axis, labelled the c-axis. When looking along the c-axis, the U atoms
form triangles normal to that axis, and long chains along the axis, resulting in
triangular prisms throughout the structure; this is shown in Figure 1.7. This
allows one to easily consider modulations in the magnetic order along the c-
axis, and especially so since incommensurate magnetism is found in UAu2.
The evidence for the incommensurability comes from the µSR data [38]; if
the modulation vector is quantified as δ, then as there is some temperature
dependence of δ, then there is thus some temperature dependence of the
magnetic unit cell. If the magnetism was (a) ferromagnetic in nature, or (b)
commensurate, then the size of the magnetic unit cell would be finite, taking up
some number of layers of the hexagonal and triangular layers of atoms. Here,
in the incommensurate phase, the unit cell is infinite along c, and its extent in
the plane requires further explanation. First, a comparison with other materials.
Figure 1.7 With the gold atoms removed,
shown are the long chains
of U-atoms, in blue, forming
along the c-axis.
In Ca3CoRhO6, displaying a similar
crystal structure, the dominant inter-
action is along the chains, fixing the
moments to align into a ferromagnetic
state within each chain [39]. Domain
walls thus arise between the chains,
impeding the transition to a fully
ordered state at lower temperature.
Alternatively, antiferromagnetic order
can develop along the chains in
CsCoCl3 and CsCoBr3, in which a transition to a fully ordered state does take
place, manifesting as two spins up/down, one spin down/up (↑↑↓ / ↓↑↑) [40, 41].
Additionally, some modulated magnetism manifests itself as spins modulating
along the chains, resulting in a wave vector that can be measured with neutron
scattering. This is the case for CsCuCl3, but one key difference is that this system
achieves this modulation through a spiral crystal structure, which approximates
to a triangular structure [42]. UAu2 shares the property of modulation of the
magnetic unit cell, but without the spiral structure.
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In fact, UAu2 is different from all these examples, because they are all insulators.
What is common between them is the change in local magnetic moment relative to
some axis on changing some control parameter. The metallic behaviour of UAu2
still provides some evidence of critical behaviour, however. The Neél temperature
is defined from kinks in the resistivity along both the a- and c-axis, as shown in
Figure 1.8b5 - all experimental work as shown in these figures and referenced
in the next few paragraphs on UAu2 stems from yet-to-be-published work by J.
Schmehr [5]. A transition into AFM is visible in the resistivity. This is inferred
from a rise in resistivity along the c-axis - the crystal unit cell doubles in size
for an AFM system, and the Fermi surface folds to accomodate this change,
reducing the surface area available for conducting states. There is also a lack of
hysteresis in the magnetisation data, which rules out FM. Also, like any second
order phase transition, the presence of fluctuations (in this case, of the magnetic
moment) is accentuated by their increase in both duration and amplitude. Thus,
an increase of scattering of modes off these fluctuations can also lead to an increase
in electrical resistivity. The anisotropy of the resistivity behaviour through the
transition also suggests the fluctuations are fixed along the c axis.
Critical Behaviour below TN
There are further transitions below TNe, at zero field, which add complexity to
the situation. From around 20 K, the slope of ρ(T ) with T increases, indicating a
change in the scattering behaviour. Additionally, moment fluctuations detected
by µSR start to slow down, and a strengthening of the amplitude of a charge
density wave (CDW) detected occurs. These observations are also found in
non-ordered heavy fermion metals, and are explained as such originating from
a Kondo-type overlap with magnetic order. To find a Kondo transition within a
AFM phase is unique enough to warrant study, but add to that the non-Fermi
liquid behaviour inferred from heat capacity studies done both in this thesis and
beforehand, and one has quantum-critical behaviour within an already-ordered
state.
For either annealed or non-annealed samples, when a magnetic field is applied
5To be both AFM and incommensurate is reasonable; treating each triangle of U atoms as
a single spin, collectively those spins will add up to be anti-symmetric, but the spins rotating




Figure 1.8 The temperature-field magnetic phase diagram of UAu2 determined
by magnetisation, resistivity, and neutron scattering [5]. The
ordered state (δ-state) that occupies most of the figure is
incommensurately modulated along the c-direction. Sensitivity to
external field is not shown in TN , whereas it is shown in the
transition to ferrimagnetism, from 6 T upwards. In (b) the
resistivity is normalised to the value at 100 K; the ratio of current
along the c (J ||c) and a-axes (J ||a) is close to 2 over this temperature
range. The inset shows the low temperature behaviour. The dashed
lines are Fermi-liquid T 2 dependences. At 0.42 K there is a change
of slope for J ||a and a weaker change in d2ρ/dT 2 for J//c. The
transitions at TN and Tx are marked and the cross-over in the region
of T ∗.
19
along the c-axis, a transition occurs at around 6 T, resulting in the ordered
ferrimagnetic (↑↑↓) state. One could think of the field enforcing this order upon
the spins, but whether this transition is possible without magnetic field could
be linked to the annealing of the sample - this is discussed in Chapter 4. The
presence of this magnetic order was studied by neutron scattering measurements,
performed on a range of samples, namely powder and single crystals. As
temperature and field were varied, the transition from the incommensurate AFM
phase to the ferrimagnetic phase was not absolute, in that not the entire sample
transitioned. For the powder sample, 28% of the sample was found to transition,
whereas for the single crystals, a maximum of 3% changed into ferrimagnetism.
This is thought to be linked to the strained regions of the sample where the
perfect hexagonal symmetry is perturbed.
When a system is tuned through an antiferromagnetic quantum critical point,
then if that system has a high density of f -electrons, then deviations from Landau
Fermi-liquid behavior can be expected. This is true for compounds containing Yb,
Ce, and U [49]. The AFM boundary is defined by TN , and when TN is driven to
zero through the tuning of some parameter like magnetic field, or chemical doping,
then there is an abundance of low-lying and extended spin-fluctuations which
mediate the interactions between quasiparticles. One can imagine the masses of
the QPs and their scattering cross sections increasing during this suppression of
TN . Thus, one asks how does this phenomena physically manifest itself?
Examples of compounds that follow this are YbRh2Si2[43], UBe13[44], U0.2Y0.8Pd3[45],
and CeCu5.9Au0.1[46]. They are all united in their high density of f -electrons. In
the temperature dependencies of their heat capacities, resitivities, and magnetic
susceptibilities, they are found to deviate from Fermi liquid behaviour, where
C/T = γ, a constant, ρ = ρ0+AT
2, and χ 6= χ(T ). Observed here is a logarithmic
temperature dependence of the heat capacity, portraying an increase in entropy
as temperature is lowered, an either linear or non-integer power of temperature
for the resistivity, and the same for susceptibility. For example, in CeCu5.9Au0.1,
C/T ∝ ln(T0/T ) from 1 K to below 0.1 K. What is assumed is that, when this
model is relevant, spin fluctuations dominate the spectrum of possible spin states,
suggesting the battle between two phases. By utilising a free energy expression
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Figure 1.9 Heat capacity
measurements on
CeCu5.9Au0.1, taken
from [7]. Upper: variation
in amount of Au doping,
x, and its effect on heat
capacity, where x = 0.1
leads to non-Fermi liquid
behaviour, and x = 0.2
leads to a low temperature
magnetic transition.
Lower: applying magnetic
field brings back C/T = γ,
and moves the entropy
upwards in temperature.



















where ω is the frequency of the fluctuating spins, Γq represents the relaxation
frequency of a spontaneous spin fluctuation of wavevector q, and c(ω) is the heat
capacity of a harmonic oscillator of frequency ω, being implicitly dependent on T ;
thus the heat capacity is the sum over all q-states encompassed within the bulk,
leading to a logarithmic dependence; this is dependent on the dimensionality of
the system d being 3, and the critical exponent z being 3 [48]. If this dependence
continues to low temperatures, as shown in Figure 1.9, and specifically does
not seem to deviate from this trend right up to the experimental limit of
measurements, then the possibility of a T = 0 K magnetic transition, or more
likely a very low temperature transition, is present.
Either of these possibilities suggest long-range magnetic order breaking down
Fermi liquid theory, leading to the temperature dependencies seen here. Alter-
natively, these measurements can be explained by the system becoming a “two-
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channel” Kondo system [49], which can occur due to an increase in quadrupolar
interactions; for U atoms in a 5f 2 configuration, and Ce atoms in a hexagonal
Ce3+ symmetry, by allowing local spins to interact with two separate seas
of conduction spins, this achieves the level of interactions required. Thus,
any evidence of similar trends seen in UAu2 could be explained by the same
phenomena, and as is shown in Chapter 4, the case for this being true is laid out.
1.3.2 URhGe
In orthorhombic uranium compounds, the ability to house ferromagnet exchange
fields and superconducting coupling simultaneously leads one to think beyond
current theories. As conventional superconductivity requires electrons of opposite
spin to couple, the constraint on there being only common-spin electrons in
these ferromagnetic materials means their properties are ripe for understanding
unconventional superconductivity. URhGe was first discovered in the 1990s
[51, 52] during a survey of UTX materials, where T represents transition elements,
and X represents either Si or Ge. The orthorhombic crystal structure as shown
in Figure 1.10 supports a magnetic moment of size 0.43µB pointed along the c
axis, being the easy magnetisation axis [50]; the b and a axes represent the hard
and harder magnetisation axes, as shown by susceptibility measurements [53] in
Figure 1.11. At zero field, superconductivity occurs at a temperature Tc of at the
most 275 mK [1], well within the ferromagnetic phase which the system transitions
into at a temperature well over ten times Tc, being 9.5 K. Although a magnetic
field of ∼ 2 T along the b axis breaks down the superconductivity, ramping the
field up to 8 T re-activates the condensate [54], presenting the first material of
its kind to have re-entrant superconductivity; the phase diagram displaying this
behaviour is shown in Figure 1.12.
It should be noted, however, that previous evidence of materials displaying both
magnetism and superconductivity does exist. This is in the form of the Chevrel
phase and borocarbide compounds [55–58], where the Curie temperature is below
the superconducting temperature, indicating a weak form of ferromagnetism, and
there is a lack of interaction between local moments and conduction electrons,
indicating the separation of the phenomena. In fact, the order parameters for
superconductivity and magnetism are thought to be modulated such that they





Figure 1.10 The crystal structure of URhGe as viewed from various perspec-
tives. (a) the ac plane is presented, with the dark-grey-white
spheres representing U-Rh-Ge atoms. U atoms form a chain along
a, and their moments point along c [50]. (b) The same plane is
shown, but only a single layer of the atoms present, with gold-red-
green representing U-Rh-Ge. Also in (b) is the bc plane, showing
the slight displacement of U-atoms. The strong alignment shown
leads to little structural anisotropy. In the ab plane, however,
distorted hexagons are formed by the U-atoms.
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In URhGe, a rotation of the magnetic moment from the c- to b-axis at similar
fields to the re-entrant superconductivity [59] is observed. This is similar to the
transition in UGe2 from one ferromagnetic phase to another, in that there is
no symmetry breaking in the moment rotation, and one can force the moment
to rotate back through applying 1 T along the c-axis. Presented here are all
previous attempts at measuring the heat capacity of URhGe, and the links
between unconventional superconductivity and the coexistence of magnetism and
superconductivity.
Ferromagnetic Superconductivity
There are four compounds to date that display this property, being URhGe, UGe2,
UCoGe, and UIr [1, 28, 61, 62]. What should be clear is that they display a full
immersion of the two phenomena, or phrased another way, the bodies that carry
the spin of the exchange field also conduct the current. Alternative scenarios
include a simultaneous display of both by different aspects of the material, like
ZrZn2 [63], or periodic domain-like magnetic structures characterising ternary
rare earth compounds, allowing the Anderson-Suhl state [64]. Another simple
explanation for how the coexistence is possible involves the upper critical field
Hc2. If Hc2 is above the field felt by the material, whether that’s from an
external or internal field, then the superconducting mixed state defined for type II
superconductors is allowed. This is the case for the low-field superconductivity in
URhGe, which due its large moment is effectively constantly under the influence
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Figure 1.12 The coincidence of a metamagnetic and superconducting transition
in URhGe, for field applied along b [60]. (a) The moment rotation
as determined by neutron diffraction, occurring at B = 12 T. (b)
Resistivity measurements at different temperatures, revealing the
two quantum regions between 40 mK and 350 mK, as well as a peak
at the mid-point of moment rotation. (c) A contour map revealed
from resistivity measurements, with legend indicating phase.
of a field, placing it in a state above Hc1 [65]. This also is the case for UGe2
[66], which requires the application of pressure to achieve superconductivity; at
a pressure of 12 kbar for which Tc is highest, a critical field of 7 T also exceeds
the paramagnetic limit, thus falling into the triplet spin category. However, the
high-field behaviour in URhGe cannot be explained by any of these possibilities,
for any paramagnetism of the normal state is overruled, and any domains left in
the structure are unified. In fact, for all the materials listed above, their Hc2 is
much larger than their paramagnetic limiting fields Hp ∼ 1.84Tsc. Thus, the only
possible coupling that would allow this is triplet-spin Cooper pairs.
The scale of Hc2 and its relation to the superconducting temperature is through
the idea of an “orbital limit”, which is defined as when the density of vortices that
penetrate through the condensate grow to the point where their intra-distance
(distance between the vortices) is comparable to the superconducting coherence
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Figure 1.13 The temperature
dependence of the upper
critical field is shown,
calculated from resistivity
measurements in [67].
The solid lines represent
calculations done for
an ESP gap with line
nodes in the bc plane.
The dashed lines are from
BCS calculations, and the
dotted line for BCS-with-
paramagnetic-limiting
calculations.
length, ξ. The flux density through the condensate is equal to a flux quantum φ0
divided by the area of the vortex core, being roughly πξ2. This leads to an upper





which in turn is proportional to T2sc, and this was experimentally verified [67] by
measuring the resistance along all three axes; these are shown in Figure 1.13. Also
shown are some theoretical predictions for Hc2, depending on certain models; for
a BCS model with paramagnetic limitations, Hc2 is severely reduced compared to
what was measured, whereas a BCS model without the paramagnetic limitations
predicts values just above those measured for the b and c axes, and below those
for the a axis. Thus both BCS and paramagnetic limiting appear irrelevant for
explaining the data. In order to find the right model, the anisotropy between the
axes was found to reveal further insight. The ratio of the values for Hc2 along the b
and c axes was found to be temperature independent, whereas for that between a
and either b or c, as temperature dropped from Tsc to zero, the ratios increase by
20 %. This turns out to be consistent with both an ESP gap, and line node in the
bc plane, shown by the accurate fits to the data. Pauli paramagnetic limitation
only applies to suppressing the component of the order parameter corresponding
to the Cooper pairs that align/anti-align along the field direction, and so for a
material whose spins are confined by the crystal field to be along an axis normal
to the field, this limitation is irrelevant. Triplet pairing suggests that the pairing
mechanism is of magnetic origin.
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Additionally, the authors of [67] performed their measurements on a low-
quality single crystal and a high-quality polycrystal, achieving the observation
of superconductivity only in the latter. This mirrors what was achieved in this
work, as shown in chapter 5. The fall of Tc with the RRR (residual resistance
ratio, where the ratio of electrical resistance at ambient and low temperatures
indicates the crystal quality) turns out to be a strong indicator of unconventional
superconductivity [68]. This is due to the anisotropic nature of the gap; for
BCS theory, the gap is isotropic, so scattering off non-magnetic impurities, which
can be the culprits for the low RRR, will not destroy a Cooper pair. For
unconventional superconductivity, any scattering event can potentially move an
electron pair from the direction of positive to negative gap, breaking the pairing.
As for why a polycrystal has a better chance of displaying superconductivity
than a single crystal, this is related to the difficulties in sample growth. In most
methods of crystal growth, a molten mixture of the different elements is placed at
a temperature which when cooled carefully, will result in the required compound.
From the experience of the crystal growers, namely Prof. A. Huxley, what is found
is that the window of opportunity in which the perfect composition of U, Rh, and
Ge occurs is small. One has two options at this point, each resulting in either a
polycrystal or a single crystal: either place the system at the perfect point in terms
of composition and cool rapidly, or cool slowly and the equilibrium composition
solidifies from the liquid. Any disorder in either is enough to induce pair-breaking
scattering. This is why more successful experiments with URhGe are performed
on polycrystals rather than single crystals. This difficulty is reinforced in [69].
Is the high-field superconductivity in some ways considered to be a different
type of superconductivity to that observed at low fields? This is a question, due
to the fact that Hc2 is overcome at around 2 T [67], and to assume that Hc2
remains constant could be presumptuous. By mapping out the orbital limiting
field over the temperature-field landscape, as is shown in in Figure 1.14, one sees
it smoothly rise up to Hc2, then maintain its position below the external field up
to 8 T, and then rise above again. This evolution of the orbital field is unique;
as stated in equation 1.19, it is dependent on the superconducting coherence
length. The critical fields of both low- and high-field superconductivity conform
to a description of Hc2 ∝ 1/ξ2, peaking at the field value that causes the moment
rotation. BCS provides a cause of this 6, in the equation for the coherence length
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Figure 1.14 The link between critical field and effective mass is made clearer.
(a) A value for the geometric average of the critical field is
calculated from resistivity measurements performed in [54], where
the fit line is an interpolation, and the straight line is manually put
in to pass through the limiting fields of the superconducting regions.
(b) From [2], the change in normalised effective mass as a function
of field drops by a factor of two. (c) The drop in Fermi velocity
calculated from the dropping effective mass, and increasing Fermi
momentum kF ; LT stands for Lifshitz transition, as is proposed in
[2], and the angle θ corresponds to field direction from b axis in the
bc plane.
ξ = ~vF/π∆, and vF = ~kF/m∗ (1.20)
where either a collapsing kF , diverging m
∗, or both simultaneously changing as
such leads to the correct behaviour for ξ to align with what is seen in Figure
1.14. Alternatively, as stated in [54], ξ is inversely proportional to Tsc, so a
significant increase in that would also have the same effect. To achieve that
increase, however, is possible through the transition temperature’s exponential
dependence on effective mass, so moderate changes to m∗ could account for
the superconductivity in URhGe. Later came some measurements of quantum
oscillations in the low temperature resistivity in URhGe [2], and through the
amplitude of those oscillations it is possible to gain a value for the effective mass.
This value drops by a factor of two from 10 to 15 T, also shown in Figure 1.14.
When combined with the values found for kF , this does lead to a decrease in vF ,
which can account for the necessary change in critical field to achieve both low-
and high-field superconductivity.
6It is valid to use these BCS equations, as they are based on the assumption that there is
pairing between electrons to create an effective boson, allowing the condensate to be multiply
occupied. This is true for both conventional and unconventional superconductivity.
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Figure 1.15 The landscape in T-Bb-Bc space for the phases of URhGe [2]. The
green planes indicate ferromagnetism, and as field is increased
along b, a tri-critical point is encountered. This is the point at
which the magnetic moment rotates from the c-to-b axis. Two first-
order transition lines emerge, their temperatures suppressed to 0 K,
defining two QCPs. The colour maps on the Bb−Bc plane indicate
the transition temperature into superconductivity.
Thus, it is clear that these fundamental values of Fermi velocity and effective
mass are strongly coupled to these quantum phenomena, and so the heat capacity
gives another window into these. Now the history of attempts to measure the heat
capacity of URhGe will be detailed, giving reason as for the need for high-field
measurements.
Heat Capacity Attempts
The scale of the heat capacity in URhGe is relatively large. This stems from it
belonging to the “Heavy Fermion” family of materials, displaying a large density
of f -electrons. Below 1 K, as is expected for any material in such conditions,
the heat capacity drops in magnitude along with entropy, as does the electrical
resistivity. This is due to the range of energies available to the electrons becoming
less, as described by a shortening Boltzmann distribution. So, URhGe becomes
a better conductor of electricity, indicating an increase in the measure of order
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Figure 1.16 The superconducting transition measured in a variety of polycrys-
tals of URhGe [1]. (a) The electrical resistivity smoothly dropping
to zero. (b) The specific heat capacity showing Fermi liquid
behaviour above Tc, the characteristic peak and drop below, down to
around 40 mK. (c) Change in static magnetisation with a constant
applied field of 0.05 T.
within, and for this to reflect in a drop in the heat capacity indicates nothing out
of the ordinary is taking place.
The scale of the values can be indicative of electron behaviour; for example, if the
system is in a Fermi liquid state, then the heat capacity divided by temperature
should be independent of temperature, C/T ∝ γ. This has been discussed in
previous chapters, but as a reminder, the value γ is the Sommerfeld coefficient,
being equal to (πKB)
2
3
n(εF ). The density of states at the Fermi surface, n(εF ), is
related linearly to the Fermi velocity vF , allowing insight into the dynamics of
the electrons considered responsible for the high levels of correlation in itinerant
electrons. Between 300 mK and a little above 700 mK, this is exactly the case,
with a value for γ measured to be 160 mJ/mol.K2. For the values of effective mass
shown in Figure 1.14, this gives a Fermi velocity of around 2000 m/s, implying a
large coherence length for the superconducting pairs.
Shown in Figure 1.16 is a variety of measurements reported in [1], performed
on polycrystals of high quality. These cover the superconducting transition
at a temperature of Tc ∼ 250 mK. The authors were able to grow better
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quality polycrystals than single crystals, and due to the effect of crystal
quality being severely detrimental to unconventional superconductors criticality,
lowering Tc significantly, a polycrystal has a much better chance of becoming
superconducting; this was ensured by observing the residual normal-state
electrical resistivity to be below 30 µΩcm.
The resistivity shown drops by just over 2 µΩcm to zero, over a temperature
width of roughly 80 mK. A small tail is seen at the lower-temperature limit of
the drop, which when combined with the temperature width being comparable
to Tc itself, suggests the superconductivity is not uniform across the sample;
domains can exists, especially so for a polycrystal, and thus any fields felt by
the sample are inhomogeneous in their distribution. Nevertheless, this is still an
example of a relatively clean transition into superconductivity.
The heat capacity experiences a jump at the same point as when the resistivity
hits zero, and as the onset of diamagnetism begins. The resistivity and
magnetisation measurements indicate that superconductivity plus the Meissner
effect is being activated, and the heat capacity ensures that it is a bulk property
rather than just some surface effect. Additionally, the size of the jump is
comparable with the magnitude of C/T , meaning that the majority if not all
the quasiparticles that make up the Fermi surface occupation are responsible for
the superconductivity. After the jump, the heat capacity proceeds to steadily
reduce towards a non-zero intercept with the axis. Complex interactions between
spins can cause this, as proposed in [1] in the form of spin-orbit coupling. If the
system is made up fully of spins up or down, such that the Cooper pairs are either
↑↑ or ↓↓7, then by spin-splitting the Fermi surfaces, one could argue that a line
node leads to C ∝ T 2 from one of the surfaces. The opposite spin Fermi surface
would continue to contribute a normal state C ∝ T relation. Thus, C/T = a+bT
being broadly consistent with the data suggests the applicability of this Fermi
surface model.
In [70], the field-dependence of the effective mass was investigated through heat
capacity measurements at a fixed temperature of 400 mK. An enhancement of the
effective mass was found, increasing by 40% at the field of moment rotation. This
can be explained by an increase in magnetic fluctuations. When the field along b
7The possibility of an electron occupying a state described by | ↑↓ + ↓↑> is thought to be
suppressed by the spin-splitting of the Fermi surface.
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(a) (b)
Figure 1.17 (a) Comparison of the field dependence of the effective mass m
for H||b & H||c obtained from magnetization, specific-heat and
transport measurements [70]. (b) The field dependence of the heat
capacity measured by AC methods, in arbitrary units, for a variety
of temperatures. These measurements were made at different
constant temperatures. A single crystal of a few milligrams with a
flat surface perpendicular to the b-axis was glued on to a tensioned
chrome-constantan thermocouple. The AC heating was delivered
via an optical fibre [60].
reaches a value that balances out the anisotropy between the b- and c-axis, this
allows the fluctuations to flourish. This is investigated further in the neutron
studies shown in chapter 6.
The works referenced above are the only evidence of heat capacity measurements
taken below 1 K. Above 1 K, it becomes easier to measure with an applied
magnetic field, as the performance of the equipment involved is more stable.
Thus, some more measurements exist [60]; these are shown in Figure 1.17b, being
heat capacity data taken between 2.4 K and 7.5 K, for a field range of 0 T to
16 T. Here the effective mass changing with field is inferred from the scale of
γ, and as the previously-explained orbital limit is the only applicable limit in a
triplet-spin superconductor, then the effective mass can be an indicator of which
field ranges are above or below the limiting fields. The data shown at 2.4 K
follows a fairly linear increase from 0 T up to the field at which the moments
fully rotate, being in the vicinity of 13 T. The magnitude grows by around
30%, which if the itinerant electrons are fully responsible for, indicates a 30%
growth in the effective mass of the electrons. However, this is not large enough
to account for the high-field superconductivity. Thus, the high temperature
of this measurement can potentially distort the inference of the effective mass,
giving a reading that underestimates the true growth during the field increase.
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Additionally, the authors of [60] claim their values of Ce at 2.4 K & 0 T are 25%
larger than those at 0.3 K from [1]. This isn’t clear due to two reasons: the lack
of units in Figure 1.17b, and the method used to measure heat capacity. The AC
method gives an estimate of the absolute value, as explained in chapter 2. Thus,
there is still an open question about the behaviour of heat capacity in critical
parts of the phase diagram. Finally, the authors of [60] claim that the sample
did rotate when under field, meaning that the true field felt along the b axis was
smaller than what is reported, adding ambiguity to the location of the moment-
rotation transition. This issue was also encountered, and the experimental details
on how to prevent this are given in section 3.2.1.
In addition to these measurements on pure URhGe, studies have been done on
doped compounds. UIr1−xRhxGe was studied [71] to understand the effects upon
the magnetism present; an abrupt first-order transition was found for x = 0.56,
transitioning from ferromagnetism to antiferromagnetism. The heat capacity
curves measured reveal a similar value for entropy between UIrGe and URhGe,
even though the scale of γ for the former is more than four times bigger than for
the latter.
Recent work [53] found that applying uniaxial pressure opened up the supercon-
ducting phases, combining the two field-separated regions into one. Additionally,
the superconducting transition temperature is seen to double, so this effect of
pressure is seen to enhance the superconductivity. This is thought to occur
due to the pressure reducing the distortion of the hexagons in the a − c plane,
lessening the level of anisotropy between the b and c axes. This may allow a
combination of magnetic fluctuations along both the longitudinal and transverse
directions. Measurements of the NMR [72] at high fields also revealed that
although longitudinal fluctuations were enhanced, so too were transverse. The
combination of these pressure and NMR measurements may well contradict the
result found in the 1980s [26] that only longitudinal fluctuations can lead to
superconductivity. More about this is discussed in section 1.4.
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Figure 1.18 Schematic of generic
phase diagram for
quantum ferromagnets,









transitions, and the blue
planes are first order.
1.4 Quantum Ferromagnets - Wing Structure of
Phase Diagram
The phase diagram for URhGe is a relatively common type of shape; a few other
compounds also display a tri-critical point from which two symmetric ’wings’ fall
down to T = 0. Some of these are UGe2 [73, 74], and ZrZn2 [75], where the
generic phase diagram for these compounds is shown in Figure 1.18. The wings
trace out thermodynamic first-order transition lines, which define the boundary
of a full second-order surface. The symmetry of the wings about an axis stems
from the mirror plane in the crystal structure, which for URhGe is the a-c plane.
For T > TTCP , the PM-FM transition is second-order, as is expected [13, 76].
However, the application of an external parameter (like magnetic field for URhGe,
and pressure for UGe2) leads to the change of order; even further application
drives the system past meta-magnetic or structural transitions.
Not only is the absolute position of the end-points of these lines important, but so
too is their slope. As is shown theoretically [77] and experimentally [78] by recent
work, the lines that fall away from the TCP are tangential to the second-order
line, which contrasts with what is shown in [2] and Figure 1.15, where the change
in gradient as the line begins is discontinuous. The Clausius-Clapeyron relation
dictates that the slope of a transition line in a magnetic field - temperature phase
diagram, as temperature tends towards zero, starts to diverge towards infinity [9].
Thus, at low enough temperatures, to cross the transition line will require smaller
and smaller changes of the control parameter, as was verified experimentally for
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the first time in [79]8.
The wing’s shape is therefore very specific to the physics present; a quantum
ferromagnet has the specific properties of the wings existing completely perpen-
dicular to the T = 0 plane, but not so for the H = 0 plane. To be able to support
these specific shapes with thermodynamic evidence would be ideal, as could be
done with heat capacity. This is possible by measuring across the transition
lines, comparing the shape of the C/T vs. T curves for a variety of field values.
A prediction from Belitz and Kirkpatrick [80] is that the phase diagram follows








where n is 1 for Fermi liquids, ∆m is the change in order parameter (being
magnetisation for URhGe), and ∆γ is the change in Sommerfeld coefficient. This
equation comes from applying the third law of thermodynamics to the Clausius-
Clapeyron relation.
In URhGe, recent magnetisation measurements [81] in the high-field region of the
phase diagram revealed further detail concerning the wing structure. Specifically,
the location of the TCP and the Quantum Wing Critical Points (QWCP), which
are the T = 0 ends of the first-order transition lines, are pinpointed to higher
accuracy. High sensitivity to the angle θ between the magnetic field inflicted and
the crystallographic b-axis (all taking place in the b−c plane) of the magnetisation
and magnetic torque imply the sharpness with which the wings turn away from
being parallel to the b-axis to with the c-axis, and the level of the anisotropy
present within this material; an angle θ of 0.8° is all that’s needed for the field at
which the moment rotates to change by around 1 Tesla.
There is also high sensitivity to the temperature; the pinching of the peaks in
dM/dH towards the b-axis as temperature is raised from 1 K to 6 K displays
this for the wings. This agrees with the ideas proposed by Tafour [77], where
the peaks becoming more aligned with the b-axis corresponds to the wings falling
tangentially away from the TCP. This, along with the torque, is shown in Figure
1.19.
8To probe the wing-structure phase diagram requires three separate control parameters to
be varied. As magnetic field technology in the 1970s was not as it is today, then the electrical
field acted as the third parameter, being critical for Dysprosium Aluminium.
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Figure 1.19 The peak of (a)dM/dH
and (b)d(∆Cτ )/dH are
shown in a contour
plot, referring to the
susceptibility and torque
of the sample, spanning
the Temperature-Field(c-
axis) plane, i.e. θ = 0;
(c) the phase diagram
constructed from the
measurements [81].
Details are in the text.
One result that adds complexity is that the first-order transitions are determined
to be relatively weak, inferred from the gradient of the torque decreasing as θ
increases. However, the signature of the transition does remain up to 6 K, but
only again for very small angles. Substantial quantum fluctuations can be found
in a system with weak first-order transitions, because of the broadening of the
transitions with temperature and the small scale of the hysteresis in critical field.
These fluctuations can be visible with small angle neutron scattering, focussing
on such small scattering vectors that weak magnetic fluctuations would be visible.
This is one of the justifications for performing this exact experiment, with results
given in chapter 6.
One final previous measurement that is worth mentioning are NMR measurements
[72]. The high-field critical behaviour can be quantified not only in terms of
a superconducting order parameter becoming non-zero, but also in terms of
a fluctuating magnetic moment, due to the rotation of the moment for fields
around 12 T. The authors were able to map out the intensity of the fluctuations
by measuring their relaxation times, 1/T2, shown in Figure 1.20. The intensity
is highest at Hb = HR, the rotation field, where the values for 1/T2 become too
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Figure 1.20 The results for 1/T2, the
rate of relaxation of a
magnetic fluctuation, are
shown across the Hb-Hc
phase diagram, for T =
1.6 K. The white squares
indicate the superconduct-
ing transition from resis-
tivity, and black trian-
gles indicate the metam-
agnetic transition [59].
small to measure. There are other maxima at fields that include both b-and-c-axis
components, and these indicate phase bifurcation points, previously introduced
in this section. The coincidence of the bifurcation points, the resistivity-drop
indicated by the white squares, and the metamagnetic transitions indicated
by the black triangles, all point to the existence of a tri-critical point (TCP).
These can induce divergent susceptibilities in both the order parameter, and the
physical quantity that is conjugate to the tuning-parameter of the transition,
being the average magnetisation along b. This leads to a divergence of the
longitudinal component of magnetic fluctuations, whereas if a QCP was the
pursued phenomena, then the transverse magnetic fluctuations would become
enhanced. Thus, this presents an opportunity for neutrons to scatter off these






In the first chapter, the various materials under study were described. The
possible mechanism for superconductivity at high magnetic fields in URhGe, or
the presence of antiferromagnetic fluctuations in UAu2, both have an indicator
of sorts within the thermodynamics of the system. In this chapter, that
thermodynamic connection will be clarified.
The non-adiabatic principle of measuring the heat capacity, that is applying
a known amount of heat to a system while measuring the temperature with
time, stems from the early 19th century [82]. Thermal isolation is required, to
maximise heat flow ∆Q purely to the sample, but during the 1960s [83] new
methods were developed, allowing the sample to be thermally coupled to the
bath with non-zero conductance. In this work, a non-adiabatic method was
favoured, due to the small mass of samples. This, plus an adiabatic method,
shall be described in due course. Although the methods used are not new, what
differs from previous experiments are the components employed in the addenda,
the method of thermometry, and the way thermal isolation was balanced with
thermalisation with the cold temperatures reached by the dilution refrigerator.
For more details on the differing methods, one can read a detailed review by G.
R. Stewart, [84], or a more recent review by G. Ventura and M. Perfetti [85].
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2.1 Heat Flow - Methods of Measurement
The fundamental thermodynamic relation, from which the methods used for





where dS is the change in entropy in a closed system through which an amount
dQ of heat flux moves in or out, at a fixed temperature T . That summarises the
experimental process; add heat, and track the temperature of the system as the
heat is dissipated throughout.
Firstly, I will explain two experimental quantities that are frequently referenced
throughout this chapter. They are the relaxation time, or time constant, and
the thermal conductivity. It is the combination of these quantities that results
in knowledge of the heat capacity, and so understanding the individual parts is
required to understand the whole.
Relaxation Time / τ / Time Constant This is the time taken for, on either
applying or switching off a heater coupled to the sample, the relative change in
temperature to be one exponential constant, being around 63%. In this setup,
that time can be of the order of 5-20 s, depending on the value of the other
important quantity, the thermal conductivity.
Thermal Conductivity / K This dictates how much of the heat present at
one end of some thermal link can be transported along to the other end, in units
of W/K. In the setup used here, this is represented by a gold wire connecting the
sample platform to the cold fridge; a temperature difference ∆T will occur from
some input of heat, and thus K will be equal to the power input divided by that
temperature difference i.e. K = Q̇/∆T . As K is generally determined by the
geometry of the gold wire, then an increase in Q̇ will result in a larger ∆T .
The way these two quantities lead into one another is representative of the
underlying property of heat capacity, linking the two multiplicatively. How one
accurately measures these two quantities is varied, explained below.
Three methods will be described, one in comparatively more detail due to it
being used extensively. The first is known as the Adiabatic method [86], referring
to the process with which heat is applied to the sample environment. The
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thermal conductivity between sample and thermal bath, KS−TB, is effectively
forced to be zero by maintaining the temperature of the bath to match that of
the sample, utilising high-speed PID functions to trigger a heater attached to the
bath. The rate of change of the temperature with time gives the heat capacity;
the problem with this method is the reliability of the electronics, and especially
so for compounds that radiate heat naturally.
The second method is the AC method; pioneered by Sullivan & Seidel [83], the AC
label refers to the heater that is connected to the sample, in that the heat supplied
is delivered as a sine-wave. The frequency used is dependent on the relaxation
times within the system. As the link between sample and thermal bath is via
the platform onto which the sample is mounted, then KS−TB is actually dictated
by the link between platform and bath. How this is physically built is described
in section 3.2.3. Thus, this opens the possibility that there is another relaxation
time between sample and platform, introducing some lag of thermalisation. This
is an effect quantified by the values τ1 and τ2, where the former describes the
dominant platform-thermal bath link, and the latter the sample-platform link.
Ideally, τ2 is negligible, such that the temperature of the thermometer on the
platform is exactly that of the sample, but this method was developed to account
for those cases where τ2 is unavoidably non-zero. Examples of this occur when
measuring the thermal conductivity of samples that are large enough that in order
to fully thermalise them with the bath, then they have to be physically in contact
with them.
As mentioned, the limitations of this method rely on the requirement that the
frequency ω falls within a certain range, being ωτ1 << 1 << ωτ2. Additionally,
the method does not gain an absolute value for C, but rather an average value,
due to the ambiguity in where the power from the heater flows to. Examples
of the success of this method exist [87, 88], but the method is not utilised here
due to the ability for the setup to bring the value of τ2 to less than 0.05 s, and
the values measured are not absolutes but rather averages of a small temperature
range. The effects of τ2 are shown in more detail in Figure 2.3.
2.1.1 Relaxation Time Method
In Figure 2.1 is shown a schematic of what the experiment environment consists
of, simplified greatly. As mentioned in the caption, the described conditions are
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to be infinite, whereas that
between sample and bath,
kS-TB is measured.
the ideal case for what is known as the Relaxation Time method, being the third
method. Taking the effect of the heater as a flux of energy ∆Q, the definition






This is achieved by switching on the heater at time t1, and off at t2, causing a
temperature rise from T0 to T1 in the system, where ∆T = T1 − T0. Thus, by
applying a small amount of heat and measuring both the temperature change
and time constant, the heat capacity of the system can be calculated.
The method followed here was pioneered by Bachmann et al. [89], where a single
period of the measurements cycle is shown in Figure 2.2. Initially, the cryogenic
system is regulated to the point where the sample temperature T0 is constant to
within experimental resolution. At this point, the heater is activated, sending
constant power to the system for a duration equal to t2− t1. Once the sample is,
to within the same experimental resolution as in phase I, at temperature T1, the
heater is switched off and the sample cools back to equilibrium with the thermal
bath.
In order to fit to this temperature trace, one looks to literature: Bachmann et
al. showed that by writing down a differential equation that describes heat flow
throughout the system, equations for the heat capacity can be derived. These
equations can be written down in two different ways, depending on how significant
the value of τ2 is. If τ2 << τ1, then one can use the 1-τ model, and otherwise,
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Figure 2.2 How the temperature T
changes with time t dur-
ing a single period of the
measurement cycle. Heat
is delivered to the system
only in phase II, whereas
the sample thermalises to
the thermal bath in phases
I & III.
the 2-τ model.
The experimental conditions necessary for use of the 2-τ model are achieved by
having the sample not pressed firmly to the platform during the glueing process.
The experimental achievement of this is shown in Figure 2.3. To be as accurate
as possible, it is generally preferable to use a model that has the least number
of fit variables, so efforts are made to minimise τ2 enough that the 1τ model is
sufficient. However, because the 1τ is a special case of the 2τ , and because the
magnitude of τ2 is seen to take significant values at the lowest temperatures, then
by focussing on setting the fit parameter limits appropriately, consistent results
are achievable. Here I will briefly describe both models, where their derivations
can be found in the literature referenced.
2.1.2 1-τ model
Starting with the simpler model, if τ2 << τ1, then with reference to Figure 2.2,
during phase II the temperature with time should follow
T (t) = T0 + (T1 − T0)(1− e−(t−t1)/τ1), (2.3)
and during phase III
T (t) = T0 + (T0 − T1)(1− e−(t−t2)/τ1) (2.4)
where CṪ = KS−TB(T − Tbath) + P (2.5)
Thus by fitting to the above, one can find values of T1 − T0 = P/KS−TB and
τ1. Assuming the sample is thermally coupled to the platform, this model can
accurately produce sensible values for the heat capacity, as shown in section 3.4.
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(a) (b)
Figure 2.3 The effects of low conductivity between sample and thermometer are
shown here by comparison between two separate experiments, both
on URhGe but different samples. The sudden rise in temperature
in (b) is characteristic of τ2 being significant, as was expected in
that badly-made sample platform. In (a), however, the steady rise is
characteristic of the signal measured coming mostly from the crystal,
and not the individual components of the addenda. The fit of the
form shown in equation 2.3 is made.
A balance must be met concerning the value of KS−TB, as it determines the
duration of τ1. The longer τ1 is, the more of an exponential curve there is to fit
to, increasing the accuracy of the fit, assuming minimal instability at the base
temperature. However, at the lowest temperatures, this value can approach tens
of minutes for the samples used here, and this process must be repeated at least 5
times for each base temperature value, to gain reliable statistics. Thus, the other
side of the balance is increasing KS−TB to reduce τ1, allowing the experiments to
be completed in a reasonable amount of time; how this is physically achieved is
shown in section 3.2.3.
2.1.3 2-τ model
In this case, the temperature of the system during phase II is given by
T (t) = T0 + A(1− e−
t−t1











τ1 and τ2 shown,
as well as A and
B, where the sum
of the two give the
total ∆T .
and for phase III, the temperature follows





In order to draw appropriate values from these fits, some adjustments are made,
following the work of M.Brando [90]. By analysing the logarithm of the change
in temperature, one can separate out the two periods of time over which the two
relaxation times dominate behaviour. For the region over which τ1 is dominant,
during phase III, the temperature with time simplifies to
T (t) = T1 − Ae−
t−t1
τ1 (2.8)
and thus, the logarithm of the change in temperature simplifies to
ln(∆T ) = − t
τ1
+ ln(A) (2.9)
The gradient of the straight line is therefore linked to τ1, and the intercept to A.
By fitting this equation to the temperature vs. time data after the τ2-dominated
cool-down, then one gains A, B, and τ1. Finally, τ2 (and thus the heat capacity)








) +KS−TBτ2 − Cp (2.11)
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where Cp is the heat capacity of the addenda, ideally measured previously. Ref.
[90] gives derivations for these equations, opening up the heat capacity of the
addenda as a separate variable. As τ2 is also considered a separate variable to τ1,
then the heat capacities of all present components are now considered equally as
separable1. The specific heat capacity is calculated afterwards, once the addenda
and τ2 effects have been accounted for, due to the different masses associated
with the different constituents of the total system.
A critical part of the measurement process is allowing the heating to last long
enough for the addenda and sample to saturate at some new higher temperature.
If the heater isn’t left on for long enough, as shown in Figure 2.3, then the size
of the temperature change isn’t indicative of the power delivered to the system;
by taking the maximum temperature reached, this would correspond to a smaller
amount of power relative to what was actually sent. In this work, setting the
heater to remain on for ∼ 6τ1 was enough to capture the necessary data, but
there are cases where the heater times were short enough for extrapolations to
become necessary, to see the full potential temperature increase. This is the case
for the heat capacity measurements of URhGe, as shown in chapter 5.
Comparing to the AC method described beforehand, the relaxation time method
does gain absolute values of the heat capacity; because the thermal bath regulates
at a single temperature to within experimental resolution, then the data collected
is for that temperature, and repeating the heat pulse adds samplings from the
distribution of possible absolute values across the temperature variance.
2.2 Effects of heater location
One very important detail is the location of the sample heater. In order to
maximise the amount of heat sent to the sample, the heater must be placed in such
a way that the heat flow has no choice but to pass through the sample on the way
to the bath. Unfortunately, due to the dimensions of the devices, it was initially
chosen for this simple rule to be not followed. Figure 2.5 displays the possible
1In reality, as there are at least five separate components within the total setup, then
each link between them presents a separate value of τ . Each τ may be of a similar order of
magnitude, thus combining to create an effective relaxation time, but under certain conditions
those differences may be amplified. However, to save on building a highly-complex model, τ2 is
treated as the average of all τ present
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(a) (b)
Figure 2.5 The two experimental setups encountered within this study; Rt,
Ra, Rs, Rkap and RG are the thermal resistances (reciprocal of
conductivity) of the links shown. The red lines indicate the flow
of heat. (a) the heater delivers power to both sample and bath
simultaneously, and the coupling between heater and sample, Rkap
becomes critical. That between heater and bath can be simplified to
RG = Rkap+Ra. (b) The compromising setup used on UAu2, where
the thermometer additionally delivers power.
setups, and the corresponding thermal couplings that arise. It is these differing
thermal couplings that lead to different equations for the heat flow. Here, the
thermal coupling measured is that between sample and bath, with no additional
materials contributing at all, but in the other setups described, and thus the
setups actually used, the thermal couplings between multiple components are
picked up in the measurements, not all of which are representative of the sample
relaxing. How this is separated out will be shown later.
It must be said that having the heater between sample and bath is what was
used in all of the experiments ran. The reason for this was that building the heat
capacity rig was found to be structurally more sound with the strain gauge used
as the heater, otherwise between measurements the rig would fall apart. Due
to this, the change in calculation of C involves starting from the two situations
shown in Figure 2.5, from which differential equations analogous to equation 2.5
can be written down. Now, each of the situations encountered will be listed, along
with their corresponding quantities.
Heater between Sample and Bath: Shown in Figure 2.6a, the ∆Q from
the heater will be split. Quantifying what fraction of that power is sent to the
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sample is desired. Starting with the split going two ways, one can say that in
terms of the power sent from both heater to sample, Ps, and heater to bath, Pb,
P = Ps + Pb (2.12)
∴ CsṪs = Ps = P − Pb (2.13)
One can represent Pb in terms of the thermal link to the bath, and a similar
process applied to Ps finds the common term between the two is the thermal
conductivity of the material between heater and sample, in this case being Kapton
tape. Parameterising this as the thermal resistance, Rkap, instead of thermal
conductivity, and that between heater and bath as the thermal resistance of gold,























which is in the same form as the 1-τ model dynamic equation 2.5; the proof of this
is given in the Appendix. The denominator of the second term, Cs(Rkap + RG),
is equal to the relaxation time τ . If the resistance between heater and sample is
finite, which would result in a non-zero
Rkap
RG
, then τ is prolonged. Thus, this is
not the absolute relaxation time of the sample, but a perturbed value that can
only be fixed to resemble the true τ once the thermal links are accounted for.
This can be done with the thermal conductivity K. During cooling, K should be
dependent purely on RG. The results of this method are shown in chapter 4.
Sample between Heater and Bath: Shown in Figure 2.6b, the thermometer
is utilised as a heater. To do this involves applying a DC offset for a period
of time while an AC current provides the thermometer excitation. Over the
temperatures spanned, the heat capacity of the RuO2 thermometer is relatively
small. This means that when heated, the RuO2 will saturate in temperature fast,
having a small τ . This effect will be separable from the heating of the sample,
but the mere presence of this additional τ gives reason to use more complex
analysis methods. Starting with the two differential equations describing heat flow
through the sample and thermometer separately, and quantifying the different
thermal resistances in the system as Rt, Rs & Ra (thermometer-platform, sample-
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platform, platform-bath), one can gain








By solving these as shown in the appendix, the relaxation time τ of the sample
is found to be τ = Cs(Ra +
Rs
Rt
(Ra + Rt)). By using the simple model proposed
above, one would over-estimate the true heat capacity. How to actually gain τ
and Rs/a is as follows.
One measures the temperature difference caused by the heater, and as was the
case in the method proposed by Brando [90], the rise of the thermometer is
separable from the rise in the sample and addenda, as is shown in Figure 2.6.
The following can be drawn from those measurements:
Measured ∆T1 = PRt (2.18)
Measured ∆T2 = P (Rs +Ra) (2.19)
∴ CSample = P/∆T2 × τ1 (2.20)
where P & τ1 are the power supplied by the heater, and the relaxation time of the
sample respectively. Thus, by measuring ∆T2 and τ1, one can find more accurate
values of the heat capacity of the sample. Although not implemented in this
study, this provides an approach to calculating the individual thermal resistances
present when one can separate out τ1 and τ2 clearly.
2.3 Effects of Magnetic Field
The effect of a magnetic field upon the method of measuring heat capacity is
simple and accountable. The procedure reduces down to measuring the response
of the sample to heat input, and if a magnetic field applied is constant to some
degree of accuracy, then the system is no different to that of zero field applied,
for the exception that the magnetoresistance present in the RuO2 thermometer
will cause an increase in the induced voltage. This amount of increase has been
accounted for, as detailed in section 3.3.3.
The main source of noise expected is from the vibration of wires inducing an
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(a) (b)
Figure 2.6 A comparison of data taken at (a) 60 mK, and (b) 230 mK, with
the RuO2 as thermometer and heater. ∆T1 and ∆T2 change with
temperature, indicating the change in thermal conductivity, and thus
heat capacity, present over this range.
EMF as they cross the flux lines of even a stable magnetic field.
Inhomogeneities of the field applied can clearly cause problems. As found by
Stewart [84], a Germanium chip used as a thermometer was found to vibrate at a
rate of 0.5 Hz, being an example of magnetoresistive materials vibrating in a non-
uniform field, manifesting in the readings as low-frequency noise. The amount
of inhomogeneity in the magnet used in this work is minimal, given that as the
full addenda aligns axially over a distance of 0.2 cm, radially 0.5 cm, then over a
distance of 1 cm, the field changes by 0.38 % axially and 0.1 % radially.
2.4 Radioactive Samples
The obstacle involved with measuring the heat capacity of radioactive samples
is that the flat temperature upon which heating causes a rise is not necessarily
flat - the absorption of alpha particles from the decaying uranium within the
sample can cause heating. Being an adiabatic approach, a method named “rate
of rise” was discovered by Trainor et al. [91], where the source of the heat input
for calorimetry is the sample itself, and the thermal conductance to the bath
is small enough for that heat to not escape. By calibrating the thermometer
50
separately, rather than during the heat capacity experiment, then any heating
can be measured as a subtractable background, or systematic error. Thus, the





where the radioactive heating due to the sample is quantified as Q̇. For large
samples with a Q̇ ≈ 10 mW/g, this method can work at higher temperatures
where the heat rise can be more than 10 % of the bath temperature, but herein
lies the fault; for low temperatures, the heating is excessive. Thus, the small Q̇
of uranium (of the order of 10 nW/g) could be more appropriate for this method,
but the temperature rise caused by this heating is small enough to be unnoticeable
above the thermal noise across all temperatures down to 30 mK. A calculation
is shown in the Appendix, leading to a radioactive heating for 22 mg of URhGe
of around 70 pW, and similar for 20 mg of UAu2, being the weights of some of
the samples measured. The power output of the heaters used, however, are of
the order of 200 pW. The radioactive heating is thus contributing an additional
maximum 30%. Although not negligible, the effects of this are not taken into
consideration when calculating the heat capacity. Section 3.2.3 and Figure 2.3a
show the calculations behind the addenda to compensate for the potential heating,
and the time-dependence of the temperature at the lowest temperatures, proving




Design & Characterisation of a
Novel Experimental Setup
In the process of investigating the phase diagram of uranium compounds in the
vicinity of a Quantum Critical Point (QCP), one can find oneself implementing
and measuring electrical signals under conditions that are considered, in the
condensed matter physics world, extreme. For example, the high magnetic fields
needed to probe the re-entrant superconductivity in URhGe samples justify the
use of certain materials and bespoke designs. The moment rotation seen in
neutron studies on URhGe [60] from the easy c-axis to the hard b-axis leads
to a torque inflicted upon the system, which must be counteracted in order for
the sample not to become mis-aligned with the magnetic field applied. A new
design was made, along with some prototypes, to optimise the characteristics
needed to counteract all of the experimental issues, being designed, built, and
tested by the author.
In this chapter, firstly an overview of the various components and equipment
used will be given. Secondly, the all-important careful calibration of the
thermometer at low temperature and high magnetic field will be detailed. Finally,
characterisation measurements with UPt3 will be shown.
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3.1 Cryogenic environment
In section 2.1, the importance of high temperature stability of the sample
environment was emphasised, being due to the basic physics of the experiment: a
first-order transition leads to a discontinuous change in entropy, the consequences
of which are observed in the way energy is absorbed and dispersed. If the
entropy changes are small, being on a scale of µJ/K, then the energy inserted
into the system must be appropriately small. The physical manifestation of
this energy is heat, and so in order to have a good signal-to-noise ratio,
the standard deviation of the stable temperature is desired to be of the
order of 1% maximum of the temperature change due to the insertion of
heat. Thus, one can see what an appropriate magnitude of ∆T is by
checking the variance of temperature σT and scaling from there. In the
set-up described here, achieving σT ≈ 0.1 mK leads to a ∆T of 10 mK.
Figure 3.1 Phase diagram of 3He-4He
mixture [92].
A dilution fridge was used to cool the
sample down to temperatures lower
than that of a Physical Property
Measurement System (PPMS) device.
All caloric measurements reported in
this thesis have been carried out in
a Cryogenics dry 3He-4He system,
capable of reaching temperatures of 20
mK. Also installed in the fridge is a 17
T superconducting magnet, also man-
ufactured by Cryogenics. The working
principles of a dilution refrigerator are
well documented [92], having been first
conceived by Heinz London in the early
1950s, and then experimentally verified in various stages in Manchester and
Oxford [93]. When a mixture of 3He and 4He is made at low temperatures,
a particular phenomenon is induced. Due to the boiling point of 3He being
lower than that of 4He, then if a pump is attached to the mixture, then the
fraction of 3He present will reduce first, or faster than that of 4He. This is due to
the lighter mass presenting a smaller energy of vaporisation. One would expect
long pumping times to reduce this fraction to zero, but in fact it saturates at
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Figure 3.2 Overview of the cold finger, coupling the mixing chamber to the
sample probe. Details are given in the text.
around 6%. This is shown in Figure 3.1, where the phase separation line falls
downwards with temperature until it hits the concentration axis at x = 0.06.
The reason for this non-zero fraction can be explained by the following: at small
enough temperatures, being at the most 500 mK, the zero-point motion of the
helium atoms becomes essentially coordinated - Van der Waals forces between the
different isotopes favours some 3He moving quickly between the slower-moving
4He, justifying the continued presence of some 3He. If a volume of pure 3He is
placed at a point such that the dilute mixture is between it and the pump, then by
pumping to the point where x→ 6%, the pure volume will start losing 3He atoms
to replenish the mixture. The 3He expands, leading to the absorbtion of heat,
defining the core cooling power. The name for this part of the fridge is the mixing
chamber, and by coupling some system to this, one can achieve temperatures of
the order of 20 mK. The mixing chamber is located 367.6 mm upwards from
the field-centre of the magnet, being too large to fit in the space, and thus a
“cold finger” is used to extend that cooling power down into the vicinity of the
field; this is shown in Figure 3.2. The maximum field experienced by the mixing
chamber is of the order of 100-200 Gauss, being less than 1% of the field inflicted
upon the field-centre for greater than 1 T.
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It is important to explain the material composition of the cold finger, as when
temperature calibrations are done at finite values of magnetic field, the reference
thermometer in this case is placed outside of the field centre at the top of the
cold finger - thermal conductivity in this context must be significantly high.
Thus, the main material present is silver, assumed high quality as supplied by
the manufacturer, Cryogenics. The Additionally, oxygen free high conductivity
(OFHC) copper makes up the two ends that couple to both the probe and the
mixing chamber. The “top” end, as indicated in Figure 3.2, has four plugs,
associated with four sockets, which are connected together manually while the
fridge regulates at around 4 K. This is the main advantage of this design of
fridge: one can decouple the sample probe from the mixing chamber, and extract
without having to bring the fridge up to room temperature. The plugs act to
both complete the circuitry with the outside, and press the cold finger to the
mixing chamber with such pressure that thermally they can be considered one,
or at least satisfy the zeroth law of thermodynamics. At the “bottom” end, OFHC
probes used extensively in the lab for calibration and heat capacity measurements
couple well to the cold finger with the use of three M3 screws with washers. All
the copper twisted pair wiring up the cold finger is heat sunk on top of the silver -
this minimises temperature gradients. Temperature gradients in wiring can lead
to a lack of impedance matching, adding electrical resistance.
The magnet installed in the dilution fridge consists of an outer coil of Nb3Sn,
and an inner coil of NbTi, with a persistent switch capable of maintaining a
persistent current high enough to create a field of 14 T. The mixture of the two
Nb-based compounds helps increase the critical field of the whole magnet to above
12 T.
3.2 Design of Experimental Setup
As mentioned previously, the measurement of the specific heat of URhGe under
high magnetic fields imposes a series of considerable requirements upon the design
of the sample environment. On one hand, the importance of the perturbation in
temperature applied purely to the sample leads to efforts being made to thermally
separate the sample from the rest of the system. Kevlar wire, whose particularly
useful properties are to be elaborated upon, becomes useful in this respect. On
the other hand, the magnetic moment of the sample can couple with an external
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field, and if the orientation is right, can lead to the sample being ripped off the
sample environment. In the following sections, these competing issues plus their
attributed corollaries will be discussed, giving the motivation for the choice of
particular design. This will be followed with a section displaying work done to
estimate and test the effectiveness of the chosen design.
3.2.1 Probe & Addenda Overview
In chapter 2, the idealised situation for measuring the specific heat capacity of
single crystals was elaborated upon. What was not described was the reality of
what components are thermally coupled to what other components, directly and
indirectly. The importance here is in the direct/indirect nature of those linkages,
as they can be determined by a whole host of different materials with complex
thermal behaviour, ultimately complicating any estimates one would want to do
of the thermodynamics present.
In Figure 3.3 is shown a diagram depicting the relevant experimental situation.
Firstly, the thermal links between the various components are shown: the green
links between the heater and thermal bath, and thermometer and thermal bath,
are realised with NbTi coils, supplied by Californian Fine Wire. Below ∼ 9 K,
these coils are superconducting, and are thus very good thermal insulators below
Tc/10 ∼ 0.9 K - the electrical thermal transport is exponentially suppressed, but
phonons still carry heat - rendering the green resistive links shown as thermally
redundant. This is experimentally ideal, as any heat dissipated away from the
heater to the sample will lead to inaccuracies in the measurements. The green




Figure 3.4 Overview of the experimental setup. (a) and (b) a view from above
and the side of the sample environment, showing both thermal and
electrical links to the bath and beyond.
platform and all other components (apart from the thermal bath), represented
here with black links, are all realised with the use of silver (Ag) 6838 epoxy,
supplied by DuPont. This being a composite of mostly silver brings a high level
of thermal conductivity into the system, necessary to minimise systematic errors
due to temperature instability. Finally, the gold-coloured link between sample
platform and thermal bath is realised with a 25 µm diameter gold wire of length
15 mm. This is connected up in two different ways at either end, and those
connections require some explanation; this is done in section 3.2.3. The tunable
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nature of this link is important for setting the relaxation time to be of the right
order of magnitude.
Figure 3.4a shows a diagram of how the probe looks when viewed from above, with
the sample platform sat upon a crossed pair of Kevlar threads. These threads
are glued with black stycast to OFHC copper rods, which stem from an OFHC
base. When coupled strongly to the probe, the base and rods act as the thermal
bath of the system. The dimensions of the rods are shown in better detail in
Figure 3.4b. The heater is a thin-film strain gauge coupled to the bottom of the
platform, and the thermometer a RuO2 resistor coupled to the top. The whole
stack of components are coupled to the Kevlar threads with GE varnish. Now,
details on each of these components plus the methods chosen.
3.2.2 Sample Platform
The sample platform’s design is based upon satisfying a few constraints. Firstly,
it must have high thermal conductivity and low specific heat capacity. This
allows thermal equilibrium, following a sudden temperature change from the
switching on or off of a heater, to be reached on a time scale that is ideally an
order of magnitude faster than the time scale of thermalisation between platform
and bath, and for the heat capacity measurements to be from the sample more
than any other components present. Secondly, the mechanical stability of the
platform should be high enough for the device to be removed from the probe
and replaced repeatedly, as is necessary for removing and attaching samples, and
for continuous re-calibration. The reason for this comment is because in this
study, a temperature calibration was performed for the thermometers before a
full temperature-magnetic field calibration. Ideally one does the whole calibration
in a single run, but due to the nature of this work, it was sensible to check the
device in zero-field first, to see if the design satisfied the first few constraints. The
final constraint involved mechanically stabilising the platform strongly enough to
minimise rotation due to the torque between the magnetic moment and external
field, but weak enough such that the thermal conductivity was low.
This last condition rules out standard methods of coupling the sample directly
to a copper block, or to rest the sample upon superconducting wires. The design
detailed here therefore involves suspending the platform upon a pair of Kevlar
threads, each one consisting of between 20 and 30 filaments of diameter 17 µm.
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(a) (b) (c)
Figure 3.5 A view into the process of tensioning the Kevlar threads across a
copper (Cu) device. Details are in the text.
The manufacturers supply the wire in bundles of up to 150 filaments, so by
reducing this by a factor of 10, there would be an equal effect upon the thermal
conductivity. This is done under the microscope meticulously, separating out
filaments to the point where between 20 and 30 remain; the difficulty in this
lies in separating out wire 17 µm thick without intertwining them further. This
comes at a price, in terms of the tensile strength of the total thread of filaments.
Although the twisting of those filaments about one another can increase their
strength, estimating the performance of this is near-impossible. Instead, a lower-
bound for the tensile strength is found by assuming the filaments have no effect
upon one another.
One final aspect to consider when using Kevlar wire is their negative thermal
expansion coefficient [94]. When temperature is lowered, the Kevlar threads will
grow in length by around 0.04%. As it has already been said, the tension of these
wires must be high enough to resist motion due to the magnetic sample coupling
with the external magnetic field. Thus, in order to combat this, the probe itself
has been designed in such a way that the tension is maintained. In Figure 3.5a,
the first step is shown in threading the Kevlar bundles through 0.5 mm holes in
copper rods that protrude from a base of width 16 mm. These are manipulated
easily by tying them around paper clips, requiring a bowline knot. Next, the
copper base is placed into a device that allows the protruding rods to be bent
inwards, by turning the four screws shown in Figure 3.5b. Finally, leaving the
rods bent inwards, the Kevlar threads are glued in place using stycast, and finally
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(a) (b) (c)
Figure 3.6 (a) Two of the sample platforms in various stages of build; a
deconstructed view, with Kapton tape and gold foil placed adjacent
for size comparison. (b) The left-hand thermometer is almost
complete, missing the second NbTi coil to be glued with silver epoxy
to the contact pads on the RuO2 thermometer. (c) A schematic of
the sample platform, with all materials and configurations pointed
out. The thickness of each layer is not to scale.
released after 2 hours on a furnace at 180℃; this is shown in Figure 3.5c. The
dimensions of the rods have been chosen such that no plastic limits of the copper
are reached, and that the Kevlar threads are not pulled to the point of breaking.
Details of a supporting calculation are shown in the appendix.
In Figure 3.6 the components present in the addenda: first, a layer of gold pure
to 99.9% of dimensions 100 µm × 3 mm × 5 mm, and weight 1.84 mg. On top of
this is a larger piece of kapton tape, thickness 30 µm and weight 0.51 mg. This
insulates a second gold foil layer from the first. These three layers are all coupled
through a process of applying a thin layer of silver epoxy 6838, compressing the
stack flat with a glass microscope slide, and baking in that state for 2 hours at
180°C. This is done once per layer of epoxy added, totalling twice so far. The
RuO2 thermometer is then added, being carefully glued with the same epoxy in
a way that one of the two contact pads are in both thermal and electrical contact
to the top gold layer. The point of this is simple; by gluing one of the two contact
pads to the foil, the thermal link between sample and thermometer is enhanced,
rather than solely through the thermometer substrate. Finally, the contacts for
the thermometer are glued in the same way to the contact pads, and a thin gold
wire is spot-welded to the bottom layer of gold foil. This wire will lead to the
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probe, and thus the kapton tape isolates the thermometer and sample from the
thermal bath.
3.2.3 Tunable Thermal Link
The main drivers for the choice of heat link are to set the time constant for the
heat capacity measurement. The longer it is the better the temperature at each
point can be measured, but on the other hand, this slows down the measurements.
A longer time constant also limits the minimum temperature that can be obtained
owing to the parasitic heating from the environment.
In order to gain the right order of magnitude of τ , the relaxation time, the
sample should be heated above the base temperature by an amount ∆T that
is a significant number of multiples of the standard deviation, σT , of the base
temperature. This produces an exponential rise / fall of temperature, which to
fit an exponential to is more successful. In the dilution refrigerator used, σT does
change with temperature, but as a rough estimate, between 30 mK and 600 mK
one can acheive a σT as small as 0.1 mK. Thus, this proposes an appropriate ∆T
of at least 1 mK. The source of the noise at such teperatures can be attributable
to a number of physical origins; one is Johnson-Nyquist noise [95], where the
power generated by this noise is of the form P = kBT∆f , where kB is the
Boltzmann constant, and ∆f is the bandwidth of the lock-in amplifier. For a
bandwidth of between 2 and 5 Hz, this produces around 10−24 Watts of power.
For a resistor of tens of kΩ, this corresponds to 0.1 nV, and the voltage induced
during thermometery at temperatures below say 200 mK are of the order of tens
of µV, proving the negligibiility of the Johnson-Nyquist noise. Thus, the source
of this random error, σT , will be in the thermal instability of the mixing chamber
itself, and temperature variations due to the probe heater abiding by the PID
function1.
Upon this reliance of ∆T are the dimensions of the thermal link decided. A
gold wire of a diameter thin and length long enough is used; the maximum length
of wire is calculated below for dispersing the irradiation heat only. At that point,
the upper bound on this length will be known.
1This stands for Proportional Integral Differential, defining a thermostat. With a given
target of temperature (setpoint), the amount of current supplied to the heater is varied over
time. A Lakeshore 370 resistance bridge is utilised for this purpose.
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In order to find this length, a model is proposed that utilises the relevant low-
temperature properties of gold [96]. Initially the power transferred due to thermal
flow is modelled as
Q̇ = ∆T × 1
Rth
(3.1)
One problem here is that the thermal resistivity, Rth, is not known to high enough
accuracy at temperatures below 1 K. The electrical resistivity Rel, however, is,
following a linear temperature dependence from ρ = 2.44 × 10−8 Ωm at 20°C
to of the order of one hundredth of that at 1 K. In order to link the latter to
the former, the Wiedemann-Franz law is utilised. This observable trend sees a
strong relationship between the electrical and thermal resistivity of a large host
of materials and elements, the ratio of the two tending towards a constant as










∴ Q̇ = ∆T × TL0
Rel
(3.3)
where L0 is the Lorenz number, a constant. Now, the resistance encountered
by any heat flowing between sample platform and the thermal bath will come
from both the wire, and additionally the connections made between wire and the
two systems: a spot-weld to the sample platform, and a mechanical clamping to
the bath. The spot-weld is considered the only connection that has some finite
electrical resistance, estimated from experience to be of the order of 1 mΩ.










To see if this system is appropriate for the heating necessary to measure heat
capacity effectively, some values are tested. The square wave sent to the strain
gauge is chosen to be of size 200 nA - this was seen to produce a ∆T of 3-5 mK
- diameter of gold wire 25 µm, and T∆T = 0.2×0.003 K2. This gives a required
length of 2.905 m, but this is specifically an upper bound - anything longer than
this will struggle to conduct the same amount of heat energy away. Here, a length
of wire 15 mm long is used, sufficiently dispersing the heat from the addenda.
This was chosen due to the physical restraints of the system dimensions, where
anything longer than 15 mm would be practically difficult to implement. Every
sharp bend and slight deformation will reduce the RRR, and these are inevitable
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(a) (b)
Figure 3.7 The gold wire thermally coupling the sample platform to the bath is
shown - highlighted with a gold coloured line for clarity. (a) and
(b) show the situation from two different angles, capturing the full
length of the wire from mechanical clamp to spot-weld.
in the manipulation of said wire during setup of the experimental situation.
Alternative sources of heating
In addition to the the above, heating can come from the radioactivity of the
uranium. The amount this produces is calculated to be small, being around 70
pW for 22.08 mg of URhGe. This is easily conducted away with the gold wire
indicated previously. The cooling power of the fridge and the heating power of
the sample heater also contribute to masking the effects of radioactive heating.
Although there are no figures to support the following, the performance of the 15
mm wire was found to be proficient, thermalising the addenda with a relaxation
time of ∼ 10 s. Changes could be made to the length if more heating power had
to be applied to the sample, as was found at higher temperatures.
3.2.4 Thermometer
Absolutely essential to this work is the knowledge of what the temperature of the
sample is. Due to the extreme requirements of the type of measurement - thermal
exclusion, mechanical stability - this requests that the thermometer used must
be small in shape and mass, and functioning over a large range of temperatures
and magnetic fields.
The experimental setup used here includes the use of Lakeshore RuO2 resistance
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(a) (b)
Figure 3.8 (a) The typical temperature dependence of the electrical resistance
for the whole host of chip thermometers provided by Lakeshore. The
chosen RX102A chip was to balance cost with effective sensitivity at
low temperatures. (b) A schematic of the RuO2 chip thermometers,
with A = 1.45 mm, B = 0.3 mm, C = 1.27 mm, and D ≈0.08 mm,
polished down from the original height of 0.67 mm.
chips, model RX-102A. They can be described as a metal-ceramic composite,
being a mixture of conductive RuO2 and Bi2RuO2 embedded in a lead silicate
glass matrix. This is all deposited on an aluminium substrate and heated above
its glass point, to bond the composite together. The physics behind the sharp
rise in sensitivity between electrical resistance and temperature lies in conduction
electrons hopping across the RuO2-glass matrix. This hopping is thermally
activated, thus reducing conduction as temperature is lowered.
In terms of the way the chip is connected, Figure 3.6c shows a schematic of how,
where silver epoxy 6838 glues the chip to the top layer of gold foil. Two NbTi coils
of length 40 cm are also glued with the same epoxy to the contact pads, being
made of palladium silver; solder is another option for a secure connection, but the
heat involved can destroy the RuO2 calibration. This connection is mechanically
secure, requiring no extra substance like stycast or otherwise. Details on the
calibration of these thermometers can be found in section 3.3.2. Additionally,
the aluminium oxide substrate that the thickness of the thermometer is mostly
taken up by was polished down from 0.67 mm to 0.08 mm, to both minimise the




Figure 3.9 (a) The size of a strain gauge being soldered onto is shown, with
specific components pointed out; details in the text. The change in
resistance of the strain gauge as (b) temperature is varied between
50 mK to 300 K, and (c) magnetic field is varied between 0 T and
1 T, T = 1.82 K. The flat reading is due to the signal being at the
limit of the sensitivity of the lock-in amplifier.
3.2.5 Heater
The component responsible for providing the heat, prompting a response and
therefore information, is the heater. This is realised by a sensor device called a
Strain Gauge, being a thin film polyimide backing hosting a resistive element NiCr
alloy film of 5 KΩ electrical resistance. An epoxy film covers the resistive element
for protection. These are cheap, reusable, and highly malleable, making them
ideal for such an experiment with the potential for high levels of mechanical strain.
The device must align to the same restrictions as the thermometer, being small
in mass and size, and having a known behaviour across the relevant temperature
and magnetic field scale.
A benefit of strain gauges is their insensitivity of electrical resistance over a
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large range of temperature and magnetic field. The latter is shown in Figure
3.9b, where the resistance of the same strain gauge was measured as temperature
varied from the base temperature of the dilution fridge up to room temperature,
with a gap between corresponding to the zone where there’s no overlap between
the dilution fridge and conventional 4He cryostat used. As for its performance
under field, as shown in Figure 3.9c, the relative change in resistance for a field of
1 T applied parallel to the device was no more than 0.02%, proving its versatility
in such extremes.
The electrical connections to the solder pads are, in this case, gold. A single NbTi
twisted pair coil is connected up this way, ensuring a superconducting channel
blocks heat flow to the thermal bath. In the way using solder on the RuO2 has
the potential to do chemical damage, this is not the case for the strain gauge, as
the only part vulnerable to heat damage is the resin base, and this contributes
minimally to heat flow. Thus, the solder will contribute to the addenda’s heat
capacity. The solder used is 60/40 Sn/Pb, which goes superconducting below
7.8 K, but once an external magnetic field of greater than 0.2 T is applied,
the substance can be brought into its normal phase and have a more significant
contribution.
3.2.6 Estimates of Thermal Performance
What follows is a series of results for estimations of the heat capacity and thermal
conductivity of the addenda. Due to gaps in the literature, what is presented is
not absolute quantitative data on every single component used, but rather guides
for the rough order of magnitudes plus their variations with temperature and
magnetic field. In the appendix is Table D.1, listing the specific values found for
the various measurable quantities.
Addenda Heat Capacity
Previous measurements of the heat capacity of the majority of materials used
have been made, referenced accordingly. This is shown in Figure 3.10. The data
shows C/T , rather than C, such that it is easily comparable with sample data
shown in later sections, where any data that was given either per mole or per gram
has been scaled relative to the amount of material present within the setup here.
However, some leniency is required, especially when it comes to those materials
made up of an unknown mixture of elements; the 2.4 mg RuO2 thermometer
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used in the setup here consists, as previously mentioned, of a thin film of RuO2,
a reduced thickness of Al2O3, and solder pads of PdAg. In this case, because
the literature for RuO2 was measured per mole, the mass of PdAg relative to
RuO2 is small, and also the molar mass of Al2O3 as compared to RuO2 is small,
then the estimation for the heat capacity of the device uses just the molar mass
present for 2.4 mg of RuO2. Similar estimates are done for the strain gauge, using
the molar mass of 2.54 mg of NiCr and ignoring the polyimide base in which it sits.
The component that gives the largest contribution is the NiCr element in the
strain gauge. References [97] and [98] show heat capacity measurements on strain
gauges, albeit of different resistive elements. For the former, NiCr is measured
from 2 K to 30 K, showing a trend of C/T = a + bT 2. The latter measures the
alloy constantan between 50 mK and 1 K. Although a temperature dependence
of C/T ∝ 1/T 3 is found, no specifics of the coefficients are given. Whether NiCr
shares this temperature dependence at low temperatures is shown in section 3.4.2.
The next largest is the RuO2 thermometer. This has been shown to display
a broad peak around 0.3 - 0.4 K [99], where heat capacity measurements were
made on a range of thermometer types. The origin of this peak is thought to be
due to some magnetic impurities found in the aluminium substrate. This would
be proportional to mass, so polishing down the substrate is akin to cutting down
the size of this peak.
Next, for an estimate of the gold signature, unpublished data by D. Braithwaite
of the ILL, Grenoble, for calibrating a PPMS device was kindly lent for this work;
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the heat capacity of a 14.7 mg sample of gold was measured from 30 K down to
0.4 K, and thus the heat capacity data is known in both J/K as well as J/mol.K.
For silver epoxy, the heat capacity was measured [100] between 3 & 30 K. As
compared to pure silver, as measured by Chatenier and de Nobel [101], the paint
gives a larger reading, assuming to be due to the additional bonding agent used,
here being Hexyl Acetate, and Thylene Glycol Monoethyl Ether Acetate in the
literature. To find the mass of epoxy present, one can take the mass of all the
components individually, then find the difference between the sum of those values,
and the weight of the completed addenda. This measurement has not been made,
so an estimate of the order of 1 mg is carried forward.
The weights measured for each component, and thus the total addenda, are as
follows:
Sample Platform Weight = Au foil + Kapton tape + RuO2
+ Strain gauge + Ag epoxy
≈ (1.84× 2) + 0.51 + 2.45 + 2.54 + (1± 0.05) mg
≈ 10.18± 0.05 mg (3.6)
Thermal Conductivity
Estimates on the thermal link between addenda and bath are extremely useful
in knowing if the heat capacity measurements will be possible within a given
experimental parameter range. There are three types of material acting as a
thermal bridge between the two systems, and each will be detailed.
First of all, there are 2 lengths of Kevlar wire, each of which consists of 25
(averaged) individual fibres, that couple the addenda to the bath. Each fibre is
17 µm in diameter, and 15 mm in length. The thermal conductivity of Kevlar
has been measured before by G. Ventura et al. [94] to follow, for the temperature
range 0.1-2.5 K:
κKevlar(T ) = 3.9× 10−5T 1.17 W/cm.K (3.7)
Second, the already-referred to gold wire in section 3.2.3 has been measured before







= 1.1091× T W/cm.K (3.9)
Even if the conductivity is reduced by a factor of 105 through wire deformation,
this is still significantly higher than that for Kevlar, and also for kapton. The
thermal conductivity of kapton tape was measured by Barucci et al. [102] from
5 K down to 200 mK. The thermal conductivity here was measured to follow a
fit of the form
κkapton(T ) = 6.5× 10−5T 1±0.02 W/cm.K (3.10)
The thermal conductivity expected for the electrical connections to the ther-
mometer and heater is of the order of zero, or at the most, negligible, due to them
being NbTi superconducting wire with an insulating heavy polyimide coating,
composition 48% Nb, 52% Ti, and diameter 5 µm. Their conductivity being zero
is carried forward.
Finally, the electrical contacts should be considered, being of the order of 1-
10 mΩ. One can utilise the Wiedemann-Franz law to estimate the thermal
conductivity, taking forward the assumption of the geometric factor being A/L =







5 mΩ× 0.1 mm
T W/cm.K
= 4.88× 10−4T W/cm.K (3.11)
This is appropriately larger than the conductivity for the non-metallic substances.
For the silver epoxy that links most of the layers together, as well as the NbTi
coils to the thermometer, an estimate of mass present is difficult due to the
lack of a mass measurement. Additionally, how silver epoxy 4929 acquires its
adhesive property is by mixing with a solution of Hexyl Acetate, in proportions
10:1 respectively. The mixing procedure, which takes place on a glass slide and
with a cocktail stick as the stirrer, will never be perfect in producing a completely
homogenous epoxy. Additionally, the epoxy type that requires baking, silver
epoxy 6838, will achieve an equally unpredictable level of homogeneity due to
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the heat from the hot plate not necessarily being uniformly spread. A form of
this type of silver epoxy was measured [103], giving a thermal conductivity of
0.03 W/m.K just above 3 K. This is comparable with the values for the electrical
contacts, but still a few orders of magnitude smaller than that for gold.
Thus, the total thermal conductance of the link to the thermal bath, which due





















κc × 1× 10−4
)
(3.12)
= 1.1802(9)× 10−12 + 1.4518(1)× 10−5 W/K
= 1.4518(1)× 10−5 W/K at 1 K (3.13)
The gold wire is the most contributive factor, by a factor of 107, so care must be
taken with the treatment of the wire in the experimental setup. It is likely that
a 25 µm diameter wire can become slightly misshapen through manipulation,
especially when inserting the free-end of the wire into the hole into which it is
mechanically clamped to the probe. Each bend can decrease the mean-free path
of the conductive electrons, thus leading to a drop in the thermal conductivity.
Thus, this estimated value is treated as an upper-bound, especially so due to the
temperature assumed. This conductance is expected to follow κ ∝ T , and as
shown in section 3.4.2 this is a reasonable assumption.
Relaxation Time Finally, the time taken for the addenda to cool back down
to the bath from some given heat input can be estimated by combining the heat





With an estimated Caddenda of 2×10−4 mJ/K2, and the Fermi liquid value of
the heat capacity CURhGe of 1×10−3 mJ/K2, then the relaxation time will be
significantly different enough for the signal-noise ratio to be at least 5. Thus
far, the estimated theoretical values of this setup have been discussed. Now




Key to the goal of exploring the novel phases of unconventional superconductors
is knowing what the temperature is accurately. Here the use of a RuO2 based
film resistance chip for thermometry is chosen, their properties having been
discussed in the previous section. Now, firstly the known electrical properties
will be discussed, and then the calibrations completed will be shown. Many of
the methods used in experimental techniques stem from what is advised in [95].
3.3.1 Resistance Thermometers
The type of thermometers used here are considered to be secondary thermometers.
Primary thermometers are those whose physical properties are guaranteed to
correspond to a temperature with minimal uncertainty, without the need for a
calibration; for example, gas thermometers that use the ideal gas laws relating
temperature, pressure, and volume. However, their sensitivity is generally lower
than what can be achieved with secondary thermometers. These do require
calibration, as their composition can change from one to another, but their
sensitivity is generally higher than their primary counterparts at the temperatures
relevant for the studies reported here [92].
RuO2 chips have been in use in this field for over 20 years. Their main
advantage is the huge rise in resistance as temperature is lowered, increasing
the sensitivity. This is shown in Figure 3.11a for two of the thermometers
used in this work, labelled thermometers F and G. Additionally, the log-log
plot of resistance verses temperature shows the sensitivity of the thermometer,
formulated as d(lnR)/d(lnT ); a constant gradient implies that the sensitivity is
consistent throughout the temperature range. This is seen, in Figure 3.11b, and
the deviation at low temperature between the two thermometers shows just how
important it is to calibrate for an individual device.
The calibration was performed over a temperature range defined by the reference
thermometers used, being of the order of 50 mK to 1 K2. This range was split
into three ranges, each of which was fit to Chebyshev polynomials of degree 7.
2The thermometers were not calibrated to 40 K, the highest temperature in the ref.
thermometers calibration, due to temperatures above 1 K being irrelevant for the this study.
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(a) (b)
Figure 3.11 The electrical resistance of two of the thermometers used, as a
function of temperature, from 50 mK to 900 mK, plus the log-log
plot of the same data.




Ai cos(i arccos(X)) (3.15)
where X =
(log10(R)− log10(Rlow))− (log10(Rhigh)− log10(R))
log10(Rhigh)− log10(Rlow)
(3.16)
and R is the resistance measured (Rlow/high is the minimum/maximum of that
span of measurements), and Ai are the coefficients. A set of these are provided
by Lakeshore, acting as a rough guide for determining the temperature, but the
calibration process’ main goal is to determine those coefficients to high enough
accuracy such that one can consider the thermometer characterised.
In zero field, a Chebyshev polynomial of order 7 was fit to the temperature vs.
resistance data. The advantages with this come from the presence of a cosine in
equation 3.15, which requires that the each term making up this series will not
be greater than the coefficient of that term, allowing truncation easily.
3.3.2 Calibration
Having now described the resistive properties of RuO2 thermometer chips, the





Figure 3.12 The thermometers’ arrangement on the calibration probe are
shown, together with a schematic from (b) above and (c) the side.
The reference thermometer is a Lakeshore RX-102A-CB, useful
from 45 mK to 40 K. The heater is a 10 KΩ film resistor, powered
by a Lakeshore 370 resistance bridge.
Low Temperature Calibration Probe - Zero Field
In order to effectively calibrate multiple thermometers, a custom probe was made.
This is a simple 30 cm × 2.4 cm × 0.5 cm block of OFHC, with multiple
3 mm threaded holes such that many devices can be attached and calibrated
simultaneously. This is shown in Figure 3.12.
The two uncalibrated thermometers are coupled strongly to the base, and
electrical connections are made via heat-sunk copper twisted pairs that lead from
the probe to the cold finger. These meet the thermometers in a equally-well-
coupled solder pad, into which the NbTi coils from the RuO2 also go. The
coupling is done with silver epoxy 4929, which requires 30 minutes of pressure
until it is set; this is done using a vice with significant amounts of cushioning
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Figure 3.13 The electric circuit used for both heat capacity measurements and
thermometer calibration. The values of R1 to R6 are INSERT
respectively, and C1 and C2 are both 1 pF. The radio-frequency
inductors have an inductance of INSERT, creating an LC circuit
that filters out MHz electrical signals. The current source, both
filter boxes, and lock-in amp. are outside the cryostat at room
temperature.
via the use of teflon tape. Effort must be given to establishing this coupling,
due to the possibility of a small internal thermal relaxation leading to significant
systematic errors.
The circuitry involved is shown in Figure 3.13. Here, a current source that
is outside of the fridge passes an AC current through an in-house-built high-
frequency noise filter, onwards to the breakout box that leads the signal to
the thermometer inside the fridge. More details on the need for the filter are
given in section 3.3.2. Here, a four-probe setup (done so with two NbTi coils)
allows the voltage induced across the thermometer to be measured, excluding the
connections that lead to and from it [95]. The voltage is measured via one of the
NbTi coil that connects back up to the outside of the fridge, through a second
high-frequency filter box, and into a lock-in amplifier. The current source is a
Keithley 6221, and the lock-in amp. is a Stanford Research 7265; these are used
throughout the whole series of experiments detailed in this thesis. The current
source triggers the lock-in amp. via the TTL input, allowing signal comparison
between the two.
High Frequency Noise
High-frequency noise is an issue that can be a significant obstacle in measuring
electrical resistance with AC circuitry. With an excitation current driven by
75
a frequency too high, Joule heating can occur, rendering the measured signals
untrustworthy. To understand this, thermometer design prototypes will be briefly
discussed. In total, 5 previous designs for the thermometer and addenda were
built over the course of the PhD. The measurements from those devices showed
significant errors in their accuracy; as the lock-in amplifier measures both the
X (in-phase) and Y (out-of-phase) signals relative to the input from the current
source, then observing the Y signal to be more than 10-20% of the X signal is
generally a sign of bad circuitry.
The problem with those devices is that the location of the four-probe connections
are not directly onto the thermometer - the voltage across both the RuO2 and the
two NbTi coils is being measured. Given high-temperature stability, especially
below the critical temperature of NbTi, their coil-like state may lead to some
inductance, manifesting in this case as extra electrical resistance.
The electrical resistance calculated from X- and Y-signals picked up by the lock-
in amplifier is ideally insensitive to amplitude and frequency respectively, for
fixed temperature. Thus, for all thermometers built, a test upon their sensitivity
to such parameters is made. This is shown in Figure 3.14 for the thermometer
labelled Thermometer F. A 3-axis plot shows the voltage signal’s temperature and
parameter dependence (parameter is either amplitude or frequency of excitation
current). These readings were taken at 3 K, 400 mK, 50 mK, and 30 mK, over
the amplitude range 5 nA - 16 nA in 1 nA steps, and a frequency sweep from
37.5 Hz up to 237.5 Hz in 10 Hz steps, making sure to not match the UK mains
frequency of 50 Hz. Both plots show the full sweep of both parameters, where in
Figure 3.14a, there is a spread of readings along the voltage axis; each different
coloured line is a different value of frequency. For Figure 3.14b, the case is the
same but for amplitude.
What is expected is, for the amplitude dependence, Ohm’s law. This describes a
linear dependence of voltage upon amplitude. The voltage units are dB, and so
this linear dependence is transformed into a logarithmic trend. For the frequency
dependence, the voltage is expected to be flat, assuming there is no impedance, in
the form of capacitance or inductance present. Whether these two expectations
are fulfilled or not are detailed below. It should be noted that -3 dB is considered




Figure 3.14 Two plots show the amplitude (top) and frequency (bottom)
dependence, as well as the temperature dependence of the voltage
read by the lock-in amplifier. Different colours within the plots
indicate different values of the non-labelled parameter i.e. the
frequency spread in the top plot, and amplitude in the bottom.
Degradation of the signal begins below 50 mK.
First, there is little difference between the readings at 3 K and 400 mK, both
in amplitude and frequency dependence. A continuation of insensitivity to these
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parameters is in line with Lakeshore documentation on RuO2 chips, and is
supportive of the lack of contribution from the addenda.
Between 400 mK and 50 mK, the frequency dependence starts to take effect
around 150-200 Hz, especially for the lower values of amplitude. In the amplitude
dependence, the spread increases somewhat, but not enough for the dB values
of voltage to indicate a serious change of behaviour. Thus, for this temperature
range, amplitudes between 5 nA and 16 nA and frequencies between 77 and 137
Hz are chosen as being appropriate.
Finally, for 50 mK to 30 mK, changes start to occur. The frequency dependence
is strong enough to suppress the voltage signal by up to -1.5 dB for the lowest
amplitudes, whereas the higher amplitudes induce a voltage that is suppressed
by just over -0.5 dB. Ohm’s Law is still obeyed by the majority of the frequency
readings, but this frequency dependence opens up a weakness in the design. One
possible weakness is the thermal coupling between thermometer and addenda,
bringing in an internal oscillation that can appear as low-frequency noise in the
voltage signal, coupling to the range of frequencies applied. Another more likely
cause is the effect of capacitance at such high resistances: the thermometers’
resistance at such temperatures is in the region of 50 KΩ. Thus, some
effective impedance due to said capacitance, which has an inversely proportional
relationship to frequency, will become visible. The resultant systematic error
evident in these frequency and amplitude plots is left as a minor effect, observable
only at the very limits of temperatures measured here. An appropriate amplitude
and frequency for the whole temperature range was chosen to be 8 nA3 and 113.3
Hz or 137.7 Hz, one for each of the two thermometers being calibrated.
Calibration Procedure
Thus far, the obstacles with AC circuitry have been discussed, focussing on the
importance of knowing what the effect of current source parameters is upon
the voltage induced across the thermometers. This leads to an understanding
of what temperatures can be probed accurately, and more importantly, which
temperatures cannot. Now, the process of relating the resistance of the
thermometer to temperature is discussed, and in due course the effects upon
those resistance values from applying an external magnetic field.




Figure 3.15 The reaction of an uncalibrated thermometer, excited with current
8 nA, to a change in set point of the calibrated reference
thermometer. The matching time scale of thermalisation indicates
that there is no systematic thermal insulation between the two.
Shown in Figure 3.15 is one of the temperature steps, that of which is repeated
over the whole temperature range. A probe heater - a 10 kΩ resistor - is given
a set point at time t = 0. This is 700 mK in this example, being in the higher
range of temperatures probed in this thesis. The amount of time taken for the
reference thermometer to reach the set point matches that of the uncalibrated
thermometer, represented here by the X-signal voltage reading. This indicates
the thermal coupling between the two is high, ruling out any significant thermal
resistance at this temperature. Once both devices have stabilised relative to the
changes due to the set point, the range of stability is averaged over, the mean
and standard deviation of which is chosen as a single data point and error bar
in the resistance versus temperature plot shown in Figure 3.11a. The points are
spaced out non-linearly, with temperature steps being 4 mK between 50 mK and
100 mK, 10 mK between 100 mK and 300 mK, 20 mK between 300 mK and 500
mK, and 40 mK between 500 mK and 900 mK, resulting in 52 data points4. Over
4Lakeshore provide a calibration over roughly half the number of data points.
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Figure 3.16 The fits over the three temperature ranges are shown, with the
residuals given in mK. Given that all temperatures are at least 50
mK, this gives a maximum error smaller than 0.1%.
the whole temperature region, the current source sent 8 nA to both thermometer
F at 113.7 Hz, and thermometer G at 137.7 Hz. The results of fitting Chebyshev
polynomials to the data are shown in Figure 3.16, where overlap in the regions
over which different calibrations are done help keep the continuity in the values
of resistance that are converted to temperature.
3.3.3 Magnetoresistance
The performance of these thermometers under a range of temperatures allows
probing of one part of the phase diagram of the investigated materials, and so in
order to probe the other axis, the effects of external magnetic field must be found.
Previous work [104] showed a field-dependence of the form R ∝ B0.5 for fields
above 2 T, and at lower fields a negative relative change of electrical resistance.
Here, similar results were observed, allowing measurements to continue without
significant design changes.
Compared to the experimental set-up for temperature-calibration, there were
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no major differences for this setup, other than making sure the thermometers
are placed as close to the field centre as possible. The more certainty there
is of the field inflicted upon the thermometers, the more accurate one can be
in position on the phase diagram. In practice, the deviations from the real
field felt by the thermometers can be a systematic error, potentially adjustable
from comparing to previous data. The thermometers were thus placed at the
following positions, given as coordinates relative to the field centre: thermometer
F (6,-2), thermometer G (4,-3), units are mm, and the coordinate system
is (radial,axial), and positive/negative refers to vertically upwards/downwards.
These two positions give a relative difference from 14 T of 99.87% and 99.99%
respectively, and so these fractions of the true field are applied throughout.
The magnetic field was swept from 0 T to 14 T in 0.5 T steps, with
thermalisation time given for each field value due to the heating from induced
eddy currents in the circuitry. Three of these steps, while the system is
Figure 3.17 An example of three steps
in the calibration procedure;
the voltage (blue) of the
RuO2 thermometer changes
with field (orange).
regulated at 285 mK, are shown
in Figure 3.17; the blue line is
the response signal from one of the
thermometers, and the orange line
is the value of the magnetic field.
The eventual range of values that
the thermometer saturates to are
taken as the voltages characteristic
of those external conditions, with
a data point defined here as the
mean-average of that range of the
data.
In Figure 3.18 is the full collection of
data taken, interpolated over a finer set of temperature and magnetic field values,
for one of the two thermometers calibrated. Also shown is the relative errors in
fitting to B1/2, with a maximum of around 3%. The largest deviations occur at
the highest temperatures, where the initial dip expected at low temperatures is
non-existent (as shown in Figure 3.19), and so the square-root trend of magnetic
field has strong origins in the significant rise of resistance above B = 1 T.
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(a) (b)
Figure 3.18 (a) A surface is interpolated between the data points taken, over a
grid of temperature steps 2 mK and field steps of 1.25 T. (b) The
relative error in fitting R = R0 +R1B
1/2 to the interpolated data.
Figure 3.19 Literature data of the resistance across a RuO2 chip changes with
temperature and field, with the curves offset for clarity [105].
3.4 Characterisation Run
3.4.1 Heat Capacity of UPt3
In Figure 3.21, the heat capacity measured for UPt3 is shown. The sample
used is of high quality, originating from a batch of high quality crystals grown
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(a) (b)
Figure 3.20 (a) The sample of UPt3 used is attached to the addenda, mounted
upon a pair of Kevlar wires. The RuO2 used is to the left of the
sample. (b) The sample is shown, where the hexagonal planes
defined as being normal to the table top.
previously by A. Huxley; the sample is shown in Figure 3.20. This material shows
two distinct discontinuous changes in C/T , corresponding to the presence of a
modulated phase which can be suppressed with external field. Previous work done
[106, 107] on this material shows the two temperatures, T−c and T
+
c , to be 480
mK and 550 mK. Above T+c , the Sommerfeld coefficient γ is 440 mJ/mol.K
2, one
of the largest in the heavy fermion family. Below T−c , a temperature dependence
of C/T ∝ T is measured, corresponding to line nodes [36]. The size of the
jump, ∆C/T , in this case equal to 80 mJ/mol.K2 and 160 mJ/mol.K2 for T−c
and T+c respectively, is also indicative of the fact that the heavy quasiparticles
present at these conditions are responsible for these transitions. Additionally,
the sharpness of the transitions indicates that it is not a smeared-out transition,
which could be true for a inhomogenous sample split into superconducting and
non-superconducting parts.
The critical temperatures measured were T−c = 465 mK and T
+
c = 530 mK, being
roughly 4% lower than the literature values [107], also shown in Figure 3.21. The
value of the Sommerfeld coefficient above T+c is closer to 400 mJ/mol.K
2, and the
jumps ∆C are approximately 160 mJ/mol.K2 and 80 mJ/mol.K2, and the same
Schottky anomaly is seen at the lowest temperatures. Each of these are discussed
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Figure 3.21 Heat capacity divided by temperature as a function of temperature
for both measurements performed by the author, and performed by
[107], displaying both the separate phases, and the C/T ∝ T below
∼480 mK.
below.
For the temperature measured at the jumps in heat capacity to be lower in
magnitude, this would mean the resistance across the thermometer is higher.
This is found to be true in another property: T+c − T−c is invariably fixed across
multiple samples and measurements [36]. For an ideal value of 70 mK, here the
difference is 65 mK. Additionally, the transition width is generally sharp, being of
the order of Tc/100; here, widths of 10 mK and 8 mK are found, being double the
tolerance stated. A culprit for this can be found in the current source used. In
these measurements, an Agilent B2962A was found, below 10 nA, to be delivering
a noisy current across the thermometery. This resulted in an increase in resistance
measured across the thermometer, accounting for part of the mismatching critical
temperatures.
For the lower γ, this can be attributed to the duration of heating - if the heater
is switched off before the thermometer has fully thermalised, then the value of
thermal conductivity calculated is lower than ideal, being proportional to the
temperature difference caused by the heater. This would cause the whole dataset
to be shifted down, the amount being dependent on the time the heater is on.
The jumps in heat capacity are equal to those from literature, indicating the
relative contribution from heavy quasiparticles being constant. Finally, the
presence of the Schottky anomaly is across both measurements, establishing the
continued presence of a low-degeneracy multi-level system.
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As previously mentioned, the set-up used here has not been used again due
to disintegration. This is a common occurrence, due to the sensitivity of the
components to extremes in heat, and mechanical pressure. Thus, what was taken
forward was the design of the thermometer, and the specifics of the methods i.e
how much power the sample heater delivered, but what was to be added were
design aspects that make the device less destructible. What these are are detailed
in the corresponding results chapters that follow.
3.4.2 Heat Capacity of the Addenda
Here the measurements done upon the addenda with no sample, focussing on the
magnitude of heat capacity in units of J/K, rather than per mole or kilogram,
are detailed. A temperature sweep from 50 mK up to 900 mK was implemented,
allowing the amount of heat supplied by the heater to change accordingly with
the size of the noise in the addenda thermometer. As it was for the thermometer
calibrations, the excitation current sent to the thermometer was 8 nA. However,
for the higher temperatures, that amplitude was increased up to 20 nA. The
prospect of added noise due to heating from the applied current is only relevant
below 100 mK; one can be more liberal with amplitude above.
In Figure 3.22, the values found for the heat capacity and thermal conductivity
are shown as a function of temperature. The noteworthy features are as follows.
First, the low temperature heat capacity diverges while cooling, which was
expected due to magnetic impurities present in the aluminium substrate of the
RuO2 thermometers, as well as both the NiCr and the anomolous film in the
strain gauge. Second, the heat capacity becomes insensitive to temperature as it
increases. Third, in the thermal conductivity data, a general linear dependence
on temperature is followed, as expected from the gold wire linking the addenda
to the bath, obeying the Wiedemann-Franz law. The intercept is found to be
positive, reinforcing the dominance of the gold present in the thermal path.
For a direct comparison with separate material components, Figure 3.22a shows
the contribution of gold, emphasising the dominance of that component. The data
for gold came from PPMS calibration measurements performed by D. Braithwaite.
Concerning the rest of the addenda present, it is thought that the RuO2, Kapton
tape, and NiCr of strain gauge fill the gap in heat capacity magnitude, especially
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(a) (b)
Figure 3.22 (a) The heat capacity divided by temperature of the addenda with
no sample, as a function of temperature. Also shown is the heat
capacity of gold, measured by D. Braithwaite of the ILL, Grenoble.
(b) From the same measurement, the thermal conductivity of the
addenda-bath link as a function of temperature.
the low temperature rise; magnetic impurities in the substrate of the RuO2, the
unmapped heat capacity of NiCr at low temperatures, and anomolous epoxies
present are assigned responsible for this.
To account for the behaviour shown, a fit is made. In section 3.2.6 it is made clear
that the NiCr present in the strain gauge should give the largest contribution,
obeying a temperature dependence of the following [97]: a fit of C/T = a + bT 2
to the data without the low-temperature peak results in a = 2.96 × 10−7 J/K2
and b = −7.82 × 10−8 J/K4. If, however, a fit to the whole dataset is made of
the form C/T = a + bT−3, then a = 2.86× 10−7 J/K−2, and b = 2.44× 10−10 J.
These are both shown in Figure 3.23, in green and red respectively. The latter,
adhering more to the low temperature data, is expected for a strain gauge made
of constantan [98]. Thus, assuming the strain gauge is the largest contributor
to the heat capacity, then NiCr is thought to follow constantan in temperature
dependence.
Whether or not this addenda is small can be clarified by comparing the magnitude
of the heat capacity with that taken for UPt3. In units of J/K, the heat capacity
from 50 mK to 600 mK spans 2→4 µJ/K2, whereas for the addenda one can see
the values are between 0.5→2 µJ/K2, atleast half the magnitude over the same
temperature range. This establishes a small but subtractable background to be
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Figure 3.23 Two fits applied
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Results: Heat Capacity of UAu2
In this chapter, results are shown for heat capacity and resistivity measurements
performed upon a single crystal of UAu2. This is to determine whether there are
any low-temperature phase transitions, and to see the full extent of the already-
measured non-Fermi-liquid phase. The reason for both types of measurement was
to provide more conclusivity on phenomena occurring at a particular temperature,
and for comparison with previous samples measured by colleagues. First the heat
capacity measurements are described, followed by resistivity.
There are already some data on the heat capacity of UAu2, over the temperature
range of around 350 mK - 50 K [5]. The lack of heat capacity data below 350
mK was due to the limitations of the device used, being a Physical Properties
Measurement Device (PPMS), built by Quantum Design, and so the puck built
here is considered ideal to cover the temperature range accessible by the dilution
fridge.
Inferred from both measurements are a few different phases of matter, all
occurring below the Neél temperature, 43.5 K. The heat capacity is sensitive
to all changes of the free energy of a system, and so magnetic phase transitions,
cross-over periods between different phases, and a Fermi-liquid transition should
all be visible. The Neél transition is already established to be visible in the
heat capacity, as shown in Figure 4.1, as is a magnetic transition at a much
lower temperature of 420 mK. However, as opposed to that described here, the
sample used in the measurements reported in this thesis was annealed, reducing
crystallographic disorder to allow the emergent magnetic structure to stand out.
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Figure 4.1 Temperature dependence of the heat capacity divided by temperature
of an annealed sample of UAu2, displaying the key transitions,
cross-over periods, and a fit related to quantum oscillations, on a
logarithmic scale in temperature.
Also shown in Figure 4.1 is a fit of the form C/T = γ′ ln(T ∗/T ). This, as explained
in section 1.3.1, is a form for the heat capacity in a non Fermi liquid phase. The
modified Sommerfeld coefficient, γ′, is present, as is the temperature indicative
of spin fluctuations, T ∗. For this fit, those values are γ′ = 66.28 mJ/mol.K2, and
T ∗ = 75.31 K. The implications of these values will be more relevant when the
full data set is shown.
4.1 Heat Capacity Results
Shown in Figure 4.2 in the left-hand plot is the heat capacity measured in the
dilution fridge in blue, as well as that taken beforehand in the PPMS. The
measured values of relaxation time and thermal conductivity are shown in the
right-hand plots. There are a few important details to raise with reference to
these two separately measured quantities.
First, the thermal conductivity was measured from 80 mK to 600 mK, by the
method detailed in section 2.1. It is noticeably unstable at the extremes of those
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Figure 4.2 Left: Both the previous data taken by the PPMS, and the data
taken presently, plotted over a logarithmic temperature scale. The
downturn of C/T is explained in the text. Right: the thermal
conductivity and relaxation time measured, with fit details given in
the text.
temperature ranges, because the effect of the heater at those extremes was weak.
The ∆T inflicted was too small to see an effective cooling from which K can
be calculated. The heater in this case was the RuO2 thermometer, rather than
the strain gauge, to maximise the amount of power passing through the sample;
problems with using the thermometer as a heater simultaneously are detailed
below in section 2.2.
The relaxation time was measured over the full range of 46 mK to 1 K, using the
strain gauge as a heater. Generally, because K is a property of the total coupling
between sample and bath, then τ is much more reflective of the sample properties,
and thus any expected jumps or discontinuities would be visible in τ too. Here,
a steady increase of τ with lowering temperature is maintained from 1 K to just
below 110 mK, at which point an upturn occurs. What this reflects is an increase
in the heat capacity, which for a material displaying quantum oscillations, can be
suggestive of a magnetic transition approaching. Whether that transition is seen
here or not is dependent on the extrapolation performed on K. The reason for
the extrapolation is because of the different temperature ranges measured across
for τ and K. To combine the two sets of data, they must be taken at the same
temperatures. To extrapolate, a linear function K = αT + β was fitted to a
section of the K data, not including the low-and-high ends due to temperature
instability. This fit is shown in Figure 4.2, and clearly has a negative intercept
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Figure 4.3 The temperature dependence of the heat capacity with the non Fermi-
liquid fit shown, fit to the range 100 mK to 3 K. Results of this
fit, plus a fit to different temperature ranges, are explained in the
text. Note that the transition around 420 mK has been removed,
to allow the possibility of the novel behaviour continuing beyond the
transition.
value, β ∼ −6.5 × 10−8W/K, and so is taken as not physical below 100 mK.
Some aspects of the data below 100 mK are discussed in the analysis section,
for completeness, but generally the data is not treated as representative of the
sample.
4.1.1 Non Fermi-liquid fit
Temp. range γ′ (mJ/mol.K2) T∗ (K)
∼129 mK - 3 K 73.50 50.37
∼500 mK - 3 K 66.28 75.31
Table 4.1 Results of fitting to two different temperature ranges, where γ′ is the
modified Sommerfeld coef., and T ∗ is the temperature at which spin
fluctuations begin.
Shown in Figure 4.3 is a fit to the data of the form C/T = γ′ ln(T ∗/T ). As
described in section 1.3.1, the origin of the fit is from an AFM system with
quantum fluctuations, contributing to the entropy of the system. The full range
of temperature over which the heat capacity seems to follow a logarithmic change
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is from 129 mK to 3 K.
As shown below, the resistance measurements suggest that a T2-dependence
is achieved at a temperature of around 300 mK. This is supported by those
measurements done for the annealed sample, and so the heat capacity of the un-
annealed sample doesn’t retain the corresponding behaviour expected for that
phase. Thus, there is the possibility that the un-annealed sample doesn’t become
a Fermi liquid until below around 100 mK.
The peak at 420 mK in the PPMS heat capacity data is removed for further
analysis. Although potentially indicative of a low-temperature ordering, errors
in the calibration of thermometers installed within the PPMS machine can lead
to such effects. This is possible due to recent repairs performed upon the PPMS,
leading to new thermometers, and the calibration process is subject to the same
errors that the process described here in section 3.3.2 is subject to, namely the
reliability of already-calibrated thermometers, and ensuring thermalisation across
all components. However, the matching gradient and magnitude between the
two measurements of heat capacity contributes to the idea that the logarithmic
increase is independent of crystal quality, and that the separately-calibrated
thermometers inside both the PPMS and dilution fridge are giving equal readings.
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(a) (b)
Figure 4.5 (a) The electrical resistance and first derivative with respect to
temperature. A feature in dR/dT at 490 mK is visible, as are a
series of similar features at lower temperatures. (b) A fit is made
to specific ranges of the resistance vs temperature data, allowing the
power of temperature to vary; below and above near 300 mK, the
power changes from 2.1 to 1.2, indicating a smooth transition out of
almost Fermi liquid behaviour.
4.2 Electrical resistance measurements
To accompany these heat capacity measurements, the resistance of the un-
annealed sample was also measured between 20 mK and 950 mK, with the current
applied parallel to the c-axis. To know the resistivity would have been ideal, but
due to three dimensions of the sample differing on whether you measured from
one side or another, there was therefore no useful geometric factor to measure.
However, since the point of the measurements is to see at what temperature the
resistance retains a T 2-type trend, and to see if there are any features around 420
mK, then the absolute values are not important.
Shown in Figure 4.5a is the temperature dependence of both the electrical
resistance and first derivative of resistance with respect to temperature, the
data shown in blue and orange respectively. This was measured by sending 100
µA through the sample with the output oscillator of a lock-in amplifier. While
measuring the voltage induced via the four-probe method, the temperature of
the dilution fridge was ramped. Although, due to the set point and ramp-rate
of the mixing chamber PID, temperature oscillations were unavoidable, it is still
possible to filter the data and smooth it into the line shown without losing any
significant behaviour or features.
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(a) (b)
Figure 4.6 (a) The temperature dependence of the electrical resistance of two
samples; “old” refers to the annealed sample, and “new” for the
unannealed sample. A normalisation process has been applied to both
sets of data, where Rmax is the resistance at 1 K. (b) The same type
of plot as (a), but for the first derivative of resistance with respect
to temperature. The similarities between behaviour along different
crystal axis is discussed in the text.
At a temperature of 490 mK, a kink in the first derivative is seen. On cooling
further, a series of further kinks occur, while the general trend of the derivative
is to drop towards zero, following the flattening out of the resistance. The kinks
are attributed to the effect of taking the derivative of already-smoothed data -
the range of a kink defines the data averaged over. The feature at 490 mK has
been witnessed in another sample of UAu2, although at a different temperature,
as shown in Figure 4.6b [5]. What this transition may point to is a magnetic
phase that is currently labelled as the f -phase, representing the possibility of
ferrimagnetism. A larger fraction of the sample becomes ferrimagnetic when the
crystal structure is strained, like when in powder form. This was seen in neutron
scattering measurements [5]. The hexagonal structure that is perturbed by the
process of powdering a crystal could be considered similar to an unannealed
sample like that measured here. A higher temperature at which the transition is
witnessed is a signal of the sample’s low quality compared to previously measured
samples. This could well be the reason for the lack of a hump in the heat capacity
data.
A strange occurrence from comparing with the annealed sample is the similarity
between the resistance along different crystal directions: shown in Figure 4.6a, the
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Figure 4.7 By varying the lowest tem-
perature that is fit to in
the heat capacity data, the
values of T∗ and γ′ change
accordingly. As tempera-
ture is lowered, the value
of T∗ approaches TN , but
the switch in the gradient
of both parameters around
600 mK indicates a possi-
ble limit to the applicability
of the model.
resistance along the a-axis in the old sample has a similar temperature dependence
to that along c in the new; additionally, in Figure 4.6b, dR/dT for current
along the a-axis is visibly most similar to the resistance measured here, both
in relative magnitude, and in the presence of a smooth peak around 400-500 mK.
The implications of these results are discussed below.
4.3 Results Analysis
First, the results of the fit to the heat capacity are discussed. As the temperature
range over which the fit is applied is extended to lower temperatures, the value
of T∗ decreases significantly. This can be seen in the intercept of the fit with the
temperature axis. By making the lower temperature that is fit to variable, the
plot shown in Figure 4.7 is found.
One simple implication of these results is that T∗ approaches the Neél tempera-
ture, opening the possibility that this temperature represents not only the edge
of the anti-ferromagnetic phase, but also a further phase dominated by spin-
fluctuations. This would make the possibility of a transition below the Neél
temperature more reasonable, as it loses its exclusivity as an anti-ferromagnetic
transition temperature. The entropy calculated from the heat capacity measured
here, being the integral of C/T over the temperature range measured, is shown
in Figure 4.8a.
The physics implied by these measurements and the fit comes under the heading
of a “two-channel Kondo model” [49]. This represents a system of quasiparticles
that would normally constitute a Fermi liquid, but with the addition of a single
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(a) (b)
Figure 4.8 (a) The entropy calculated from the full heat capacity data is shown
with said data. The expected value of S = R ln(10) for UAu2,
with total angular momentum j = 9/2, is reached at 30 K. (b)
Temperature dependence of both C/T and C/T 2, displaying no
discontinuities above 101 mK. Additionally, the non-linearity of the
latter data proves the irrelevance of a C/T ∝ T ln(T ∗/T )-fit.
impurity interacting antiferromagnetically with two separate conduction seas of
electrons. The entropy is predicted to saturate to a value of R
2
ln 2 at zero
temperature, implying the presence of another degree of freedom. Simply put,
each coupling between a local impurity and the seas’ constituents leaves a residual
spin, which is free to do the exact same. If Kondo screening is represented by the
initial coupling, then long-range order is represented by the residual/spare spin.
An alternative to this model is a “one-channel Kondo model” [108], where the
modulation of spins along the c axis allows the existence of interstitial spins
that are free to be made into a singlet with another spin from the conduction
band. This results in a spread of Kondo temperatures across the system, and a
logarithmic heat capacity. However, this theory predicts an inverse relationship
between electrical resistivity and temperature, which is not witnessed across the
temperature range measured both here and in [5]. The fit applied to the heat
capacity is of logarithmic form, and the fit parameters are left undefined as to
their corresponding meaning. Lonzarich argues [48] that for a non-Fermi liquid,
the heat capacity follows a T 2 ln(T ∗/T )-form; Figure 4.8b disproves this fit. The
relevant trend is for C/T ∝ ln(T ∗/T ), only holding true if the critical exponent
z as well as the dimensionality of the system d is equal to 3 [48].
Additionally, for this system, a total spin of j = 9/2 implies the number of
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microstates available is 2j + 1 = 10, and thus a value for entropy of R ln(10) is
expected as some low-energy limit. This is reached at T ∼ 17K, but the Debye
contribution has not been removed, so this is actually a lower bound for the actual
temperature at which R ln(10) is reached.
For the resistivity measurements, the issue of how the resistance along one axis in
one sample can resemble the resistance along a different axis in a different sample
could be explained as follows: due to the small size of the sample, cutting a single
crystal from the larger grown crystal can be inaccurate in whether the cuts are
parallel to the crystallographic axis or not. To add to this, as the samples oxidise
in a matter of hours, the sense of urgency can lead to further errors. Thus, there
is the possibility that a cut thought to be parallel to the c-axis is not so, leading
to contributions from the other axes. Given that the resistance along c in the
old sample gives no sign of a transition at 420 mK, then the visibility of a peak






In this chapter, the results of measurements upon a few samples of URhGe
are displayed and discussed. These measurements are of the heat capacity of
both single-and-poly crystals, casting light on the fragility of superconductivity
within these particular structures. The intention of these measurements was to
find the temperature dependence of the heat capacity below the superconducting
transition temperature. This can indicate what the arrangement of nodes upon
the gap is, whether being lines, points, a combination of the two, or other. This
anisotropy of the Fermi surface is an expected property of an unconventional
superconductor. The measurements of both single- and poly-crystals will clarify
whether their differences lead to a difference in thermodynamic properties.
Previous measurements [1] of single crystals have been shown to follow a C/T ∝
γ + aT 2 form, implying the presence of not only a line node but also some sort
of Fermi liquid state in superposition. This line node has been also suggested
in thermal conductivity measurements [67], thought to manifest in the b-c plane
due to the apparant anisotropy between b-c, a-c, and a-b, compared to the harder
magnetic a axis. This is explored in more detail in section 1.3.2. Whether the
same result is observed here for these particular crystals is discussed.
Although the previous chapter also detailed the results of heat capacity measure-
ments, the methods used here were different. This is due to these measurements
taking place before those of UAu2, and so developments of the technique and
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(a) (b)
Figure 5.1 (a) A polycrystal of URhGe is shown with the batch and selection
number, and in (b) this sample is loaded onto the heat capacity probe.
The size of the sample is large compared to the sample platform, and
the coils that make the electrical connections are seen to be bending
around the sample.
equipment used came after the measurements detailed in this chapter. However,
the results show key aspects that are indistinguishable from previous data taken
(namely that by Aoki et al [1]), proving some validity of the approach used.
In terms of components used, the sample heater is a strain gauge of room
temperature resistance 5 KΩ, the thermometer a RuO2 resistance chip, and
sample platform a 100 µm thick plate of gold. All of this makes up the addenda,
and to thermalise this with the bath, a pair of 25 µm diameter, 15 mm long gold
wires spot welded to the gold foil are clamped to the copper probe onto which
the kevlar wires are mounted. The heater was placed between sample and bath,
and so the problems encountered with that setup detailed in the previous chapter
most likely occurred here too, although unnoticed.
5.1 Results
5.1.1 Polycrystal
First, the results found for a polycrystal of URhGe. This crystal is from a batch
from which the results in [1] also originate. This sample is shown in Figure 5.1a,
being of size 3×2 mm, and 1 mm deep (in the axes perpendicular to the camera).
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Figure 5.2 The temperature dependence of the specific heat capacity of a
polycrystal of URhGe is shown for 70 mK to 700 mK. The units
are in J/mol.K2 on the left-hand axis, and de-dimensionalised by
dividing by the Fermi liquid value γTc for the right-hand axis.
Details are in the text.
Due to its origins, it is expected to display a superconducting transition at a
temperature close to 275 mK. This would indicate the high level of accuracy in
growing the crystal in equal proportions of U, Rh, and Ge. By performing the
relaxation method, the heat capacity data was acquired, shown in Figure ??.
The temperature was ramped from a base temperature of 70 mK to just under
700 mK, over 86 data points. The spacing between points was chosen to
be generally proportional to the temperature itself, reducing to around 3 mK
for close to the transition and growing to 10 mK at the higher temperatures.
Above 300 mK, the sample is supposedly in a Fermi liquid state. This would
indicate a constant value of C/T = 0.16 J/mol.K2. As can be seen, the
value of C/T measured is approximately the same to within 10%, albeit with
a random scatter about that value. Skepticism can be treated with respect
to the accuracy, due to the value on which the heat capacity settles to after
dropping from the peak at the lower temperature; a steady drop to 0.15
J/mol.K2 can be inferred from the data shown. Usually, the addenda or
sample-disorder can add a contribution, rather than take away. However, as
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shown in section 2.2, the presence of thermal resistance between heater and
sample can lead to a reduction in the heat capacity magnitude. A difference of
0.01 J/mol.K2, referring to the difference between the measured and expected
Sommerfeld value of 0.16 J/mol.K2, corresponds to values for the thermal
resistance that are indicative of the power from the heater becoming split.
Figure 5.3 The thermal resistance of
kapton, quantified here as a
fraction of that of gold, over
the Fermi liquid temperature
region is found to be signifi-
cant.
Concentrating on the range of temper-
atures defining the Fermi liquid phase,
the calculated ratio of the thermal
resistance of gold to Kapton is shown
in Figure 5.3. How this calculation
is performed is shown in Appendix B.
These values do not take into con-
sideration the difference in geometric
factor between the two components
involved, being kapton tape and gold
wire1. The effect of the geometric
ratio would be to severely reduce
the resistance of kapton, and increase
that for gold, bringing coherence with
literature values listed in section 3.2.6. This reinforces the more intuivive result of
gold maintaining a lower thermal resistivity than the non-metallic kapton tape.
Thus, it is possible to account for a splitting of the power sent by the heater.
Ideally, this issue is made redundant by reducing the thermal resistance between
heater and sample to zero.
A large peak is seen, reaching a maximum at a temperature of 158 mK. The
corresponding Tc, however, is taken as the midpoint of the rise in C/T , equating
to 232 mK. Compared to the literature value of 275 mK, this is a 16% difference.
Whether this can be accounted for through sample properties like mosaicity or
the disproportionate combination of U, Rh, and Ge is difficult to narrow down.
The size of the peak is also an indicator of whether the material is a conventional
or unconventional superconductor; as shown in section 1.2.4. Thus, because the
size of the peak relative to the Fermi liquid value, as shown in Figure ??, is
less than the BCS value of 1.43, then less ambiguity exists in saying the sample
displays unconventional superconductivity.
1For the sheet of kapton, area/length = 6mm2/30µm = 0.2 m. For the gold wire,
area/length = π(12.5)2/15 mm = 32.7 nm.
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(a) (b)
Figure 5.4 (a) A single crystal of URhGe is shown with the batch and selection
number, and in (b) two laue scans displaying the consistent crystal
structure throughout the sample, with details in the text. The
crystallographic b axis, being into the page, is shown to be 2.3° off
from being completely perpendicular to the flat face, which in finite-
field measurements can be adjusted for in the probe.
5.1.2 Single Crystal
Shown in Figure 5.4 is the single crystal used in this study. This particular
sample was grown in Grenoble by Prof. Huxley. Whether or not this sample is
a single crystal was clarified in the use of Laue scattering, performed in-house.
By scattering a white beam of X-rays off one side of the sample, rotating it
180° in the horizontal x-y plane, then scattering again off the new face, then one
detector image should be a 180° rotation of the other in the vertical plane; this is
achieved and shown in Figure 5.4b. Additionally, whether or not this is a high-
quality single crystal is a separate issue, and this is quantified fully after the heat
capacity results are presented. Now, a discussion of two different approaches to
calculating the heat capacity follows.
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Figure 5.5 By the 2-τ model, the temperature dependence of the specific heat
capacity is measured and shown. The increase at lower temperatures
stems from the values calculated for τ1, shown top right. The lower
right plot shows the thermal conductivity of the link between sample
and bath, linear in temperature-dependence down to 50 mK.
2-τ Model
In Figure 5.5 are shown the values of heat capacity found for the sample URhGe
#3/2. At 205 temperature points between 50 mK and 890 mK, a heat pulse is
applied four times consecutively, and a 2-τ model is applied to the data. This
results in values for both relaxation times, as well as the thermal conductivity of
the link between sample and thermal bath.
The results are somewhat different to those for the polycrystal, while still
sharing some features. First, the high-temperature values do average around
the Sommerfeld value for 0.16 J/mol.K2, finding a mean value of 0.167 ± 0.034
J/mol.K2, although with a spread in errors proportional to temperature. Second,
the temperature at which a rise in heat capacity begins is around 130 mK, well
below 300 mK as measured for the polycrystal. Down to the lowest temperature
measured, this rise does not seem to cease, increasing by a factor of two by 50
mK. This rise is seen also in both relaxation times τ1 and τ2, shown in Figure 5.5.
However, the thermal conductivity remains linear to the lowest temperatures,
indicating the reliability of the addenda and thermal link to the bath.
Why there is an increase in τ2 as temperature is lowered can be attributed to the
silver epoxy bonding the sample to the addenda. Although literature suggests
silver epoxy has a lack of temperature sensitivity in its heat capacity, as shown
in section 3.2.6, the thermal quality of the bond will reduce at these extremities
104
Figure 5.6 By the 2-τ method, the heat capacity is calculated over the
temperature range shown. At the same temperatures, the relaxation
times τ1 and τ2, the power output of the sample heater, and the
corresponding change in ∆T for the sample thermometer are shown.
The coincidence of the discontinuities in C/T , τ and in P are
discussed in the text.
of temperature. A failure in the bond will naturally cause a lag in thermalisation
between sample and platform, resulting in some finite τ2. This quantity can be
measured separately by another method, detailed below.
Brando Method
First, Figure 5.7 shows an anomaly that is the heart of the issues encountered
here. The gradient of the logarithm of the change in temperature, in this
case shown during the cooling period, is equal to τ1. Shown are two plots
of this, where the base temperature is different by 0.6 mK, but the power
applied is different by more than double. A significant difference in τ1 over
a very small temperature range is drawn from these measurements, leading
to the results shown in Figure 5.6. Large steps simultaneously in C/T , τ1,
and τ2 (calculated from equation 2.10) occur at a variety of temperatures,
corresponding to when the power sent by the heater is discontinuously changed.
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Figure 5.8 Left: the raw data from which τ and κ are calculated. Red→blue
indicates chronological order of measurements, repeating over the
given T -range with a power 2.25 times bigger than the first run.
Right: The resulting heat capacity over the same T -range, leading
to a lack of uniqueness.
Figure 5.7 The dependence of sample
thermometer temperature on
power applied from sample
heater, for the same tempera-
ture to within 0.6 mK.
The total temperature increase, ∆T ,
experienced by the sample thermome-
ter suffers too from this discontinuity,
and the proportionality between P
and ∆T is what leads to a smooth
thermal conductivity, κ = P/∆T .
The relaxation time should well follow
suit too, whereas these measurements
give multiple values of τ for the same
temperature. By looking at the raw
data, it is possible to see these effects,
shown explicitly in Figure 5.8. From
red to blue, the sample thermometer
data taken in chronological order are shown, repeating over the range 142 mK to
152 mK with an increased value for the power output of the sample heater, and
an increased value for the excitation current of the thermometer. These changes
were performed due to the very small ∆T observed leading to large variations
in τ , as well as the noise being larger than the temperature resolution. The
corresponding heat capacity is shown to drop for the repeated temperatures, and
this is seen to stem from the values of τ shown.
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Figure 5.9 URhGe sample #3/2 is shown glued to a terminal with GE varnish,
to be loaded into a 4He cryostat. Four 25 µm gold wires lead to
solder pads, arranged in such a way that the Van der Pauw technique
is implemented.
The rest of the heat capacity data is no more illuminating as to the causes of
these anomalies. The increase in excitation current applied to the thermometer
may slightly shift the temperature, due to self-heating, although this has been
argued to be non-applicable above 100 mK. The calibration of the thermometer
changing between measurements could also be a cause, although unlikely given
the small number of times the thermometer had been thermally cycled2.
The scale of the full data set is much larger than those values found for the
polycrystal, and the general increase of C/T with temperature could well be
proportional to the increasing thermal instability of the probe. Thus, in order
to see if the sample is superconducting, resistivity measurements were performed
to see the second-order transition, and quantify the quality of the sample in
terms of its relative resistive ratio (RRR). However, all attempts to measure the
superconducting transition ultimately failed, due to grounding issues; however,
the RRR measurements provide some support for the reason no superconductivity
was observed in the heat capacity of the single crystal.
5.1.3 Sample Quality and Characterisation
The single and polycrystals used during this experiment were grown by Prof. A.
Huxley. The crystal quality, or RRR, of URhGe #3/2 was measured previously
2The thermometers used were delivered pre-thermally cycled, thus insensitive to further
changes.
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Figure 5.10 Left: resistivity data during cooling and heating of the cryostat,
with the voltage and current pins swapped between. Right: values
for RRR measured plus their respective errors. Details in the text.
by Prof. Huxley to be of the order of 8, which corresponds to the lower end
of sample quality. To measure the RRR, the sample is placed in a Cryogenics
cryostat, a device that can regulate a base temperature of 2 K. Spot-welded to
the top surface are four 25 µm diameter gold wires in a four-probe Van der Pauw
arrangement, to allow a lock-in amplifier to send a current through two of the four
wires, and measure the induced voltage with the remaining pair; this is shown in
Figure 5.9. 5 V are applied across a 1 KΩ resistor, which sends 5 mA into the
cryostat and through the sample. The signal is then fed back out the cryostat,
into a transformer which amplifies the signal by 500, and finally read with the
lock-in amplifier at a frequency of 37 Hz.
An average value for the RRR is collected, as the Van der Pauw method dictates.
If it was required to know the RRR along a specific axis, then the wires would
be arranged along that axis, but because the heat capacity measurements taken
here are at zero field, then even though the c-axis may be most susceptible to the
electron dynamics present, these non-axis-specific measurements should still be
useful.
In Figure 5.10 is the data collected over the temperature range 2 K - 10
K. The resistance data is converted into resistivity, taking into consideration
the geometry of the sample: 3.5 × 2.5 × 1 mm. After measuring during a
steady cool-down, then because the electrical connections were arranged in a
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square, then the pins chosen for voltage are swapped and the resistivity re-
measured during the temperature increase; a different resistivity is expected
between the two temperature ramps, due to the electrical path changing. Those
paths, although not confirmed with a Laue scan, are thought to be roughly
along the a-axis during cooling, and c-axis during heating. In the left-hand
plot, the two separate resistivity readings are shown, both obeying a non-
linear temperature dependence. In the right-hand plot, the x-axis represents
the maximum temperature to which a Fermi-liquid fit is applied. The idea here
is that the inclusion of more data adds statistical weight, balanced with the risk
of including data that is not necessarily conforming to that model. That balance
is quantified in the right-hand axis, displaying the sum of squares error for each
maximum temperature chosen.
The results for the RRR are 8 and 8.6 for the cooling and heating ramps
respectively. This agrees with previous measurements, and as the amount of data
included in the fit is increased, the variation in those values reaches a maximum
of ∼ 10% ( = 100×(1 - RRRminRRRmin )).
In order to account for possible deviations from quadratic behaviour, one can let
the power of temperature drift, i.e. ρ(T ) = ρ0 +AT
n. Despite the fitting, above 2
K the resistance isn’t expected to adhere to a T 2-dependance. Additionally, the
many paths the conduction electrons take between the pins, due to the van der
Pauw arrangement, adds a potential source of systematic error. Thus, in Figure
5.11 is shown the results of allowing the power of T to drift. By allowing n to
drop to a value of 1.8±0.05, the RRR increases above the previously-thought
value of 8. The scale of that increase however is not large enough to bring the
crystal into a higher level of quality where the superconducting temperature is
within 10% of 275 mK.
In [1], the authors report that the values of ρ0, being the residual resistivity,
required in order for superconductivity to be visible are less than 30 µΩcm. One
can see by eye in Figure 5.10 that ρ0 is of the order of 20 µΩcm, by following the
lines into the y-axis; this could well be not low enough to satisfy the samples’
requirements. Additionally, in [67] a sample of RRR = 5.5 is reported to not
display superconductivity to the lowest temperature measured of 30 mK, so the
crystal reported here is unsurprisingly following the same behaviour given its
similar RRR to within a factor of 2.
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For the single crystal, its superconducting properties were not detectable with
the addenda designed and implemented here. The temperature stability of the
sample thermometer was low, failing to keep the variation less than 10% of the
set point. This fed into the heat capacity measurements, meaning that when a
fit is made to T (t), the error in the fit parameters is large.
The polycrystal, on the other hand, does display a transition when a simple 1-τ
model is applied. Figure 5.12 shows this, plus the heat capacity measured in [1].
The offset in critical temperature can be explained by differing quality, despite the
origins of both data being from the same crystal growth - inhomogeneities can lead
to varying qualities of polycrystal. Additionally, the size of the jump is reduced for
the present sample, and the width of the peak is larger. This can occur due to the
splitting-up of the superconducting phase across the multiple domains throughout
the crystal structure, which leads to a staggered transition. Also shown in Figure
5.12 are the fits to both sets of data for there being a line node in the b-c plane,
indicated in the legend by the fit parameters γ & A. These fits differ, as can be
seen clearly, with γpoly = 0.171 J/mol.K
2, and γAoki = 0.106 J/mol.K
2. For the
coefficient of temperature, Apoly = 1.052 J/mol.K
4, and AAoki = 2.887 J/mol.K
4.
The γ term indicates a non-zero heat capacity at T = 0, and the two values
here differ by 38%, significantly different to the percentage difference between
the critical temperatures.
A feature common to both, however, is potentially the most interesting in terms of
Fermi surface geometry. The non-zero value of γ implies that at zero temperature,
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Figure 5.12 The heat capacity divided by temperature of the poly-crystal
measured both here and in [1], versus temperature. A fit is applied
to both sets, with the differing fit parameters shown in the legend.
These are discussed in the text.
there is still some finite non-superconducting fraction of the electrons present.
Figure 5.13 Normalised C vs. nor-
malised T for an impurity
concentration of 0.01 and a
variety of node types gives
finite entropy at T = 0
[109].
This property is common to UPt3,
and in [36, 109] it is made clear
what it can imply: with the sufficient
type of impurities, scattering at low
temperatures results in a phase shift
of π/2 for the electrons present. Such
scattering broadens the angular range
over which the gap is suppressed to
zero close to a node. Calculations for
the heat capacity for a generic spher-
ical Fermi surface with anisotropic
coupling is shown in Figure 5.13, where
for a variety of both nodal types
and impurity concentrations, the finite
C/T at T = 0 is maintained. For
UPt3, this results in the line nodes
being opened up into a partially-two-
dimensional gapless region, allowing
residual normal quasiparticles to exchange energy across the surface. This shows a
111
certain sensitivity of the material to impurities, where even the cleanest of crystals
with critical temperatures very close to the ideal still display normal behaviour;
the density of states, as formalised in equation 1.15, immediately becomes finite at
the Fermi surface in the presence of some level of disorder. The type of scattering
that can induce this phenomena is unitary scattering, corresponding to an infinite
scattering length and zero effective range, thus affecting all electrons within the
vicinity of the Fermi surface. It is not unreasonable to extend this phenomena to
URhGe, due to the large residual heat capacity.
However, the opening up of line nodes into larger areas of gapless normal Fermi
surfaces is not the only possible explanation for URhGe. Another source of
error for this material is the inhomogeneity of the sample, leading to a spread of
transitions and a broadening of the peak. The ferromagnetism can also lead to,
say, up-spins becoming superconducting, and the remaining normal-state down-
spins in some domains adding some residual entropy.
In summary, the result found here is that this polycrystal of URhGe is a
superconductor, and the finite entropy when extrapolating the data to T =
0 can be most reasonably explained by the samples’ inhomogeneity. The
single crystal measured also showed some criticality at temperatures below 200
mK, but the magnitude and temperature dependence were different enough
from the polycrystal for the low crystal quality to be clearly detrimental
to the measurements. The method and equipment used was suitable for
measurements above 100 mK, but temperature stability below became bad
enough for measurements of single crystals to be inconclusive.
5.2.1 Future Work
In order to measure the heat capacity at finite values of magnetic field, a
few components of the addenda would need to be finalised. First, the RuO2
thermometer would require another calibration across both temperature and field
values, to account for any drift in resistance that has occurred after multiple
uses, and to see if the same issues regarding relaxation times when measuring the
magnetoresistance would arise, as shown in section 3.3.3.
The magnetic signature of the addenda heat capacity would need to be traced
accurately. The anomalous materials present (silver epoxy, GE varnish) have
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potential impurities which are sensitive to such magnetic effects, although there
is literature to suggest their field dependence is minimal [87]. A source of large
Schottky anomalies is Manganin wire, which has been avoided in the setup used
here. Further difficulties regarding the field-dependence of Schottky anomalies
would also need to be dealt with, as was discussed in [110]; what was inferred from
measurements of CeCoIn5 at temperatures as low as 119 mK with the anomaly
subtracted away, lose significance when compared to measurements at 300 mK,
implying the difficulties of practicing at these temperatures.
The sample to measure would be a higher-quality single crystal, ideally from the
same batch as used in [2], and all necessary characteristics would be measured
beforehand. This includes electrical resistance at all fields down to, at the most,
50 mK. This guarantees the ability of heat capacity measurements to probe the
nature of phase transitions at all parts of the phase diagram. Additionally, the
method used to attach the sample to addenda would be made more robust, to
minimise the effects of τ2. Using a vice would help provide the necessary force,
and a thin wooden or plastic rod to apply local pressure to the sample.
Finally the kevlar wires used to suspend the addenda would be tensioned to
a higher degree; there was slackness present while attaching the addenda to the
wires. This would be done with the careful application of stycast epoxy to a





Results: Small Angle Neutron
Scattering on URhGe
The use of neutrons allows the observation of electron dynamics within heavy
fermion materials. The realisation of electron dynamics in URhGe is in the form of
longitudinal fluctuations of the magnetisation. Here the background and theory of
small angle neutron scattering is introduced, followed by the results of performing
such measurements upon a single crystal of URhGe.
6.1 Background and theory
Here I will detail the use of neutrons for probing both structural and magnetic
correlations within appropriate materials. The use of neutrons to provide insights
into crystallographic and magnetic structure is well understood, having been used
for decades. A particle of neutral charge, the penetrative abilities of a neutron
compared to a proton or electron is extremely high due to the lack of a Coulomb-
type interaction between the bombarding particle and the sample. Magnetic
scattering is achieved in this work, where the spin of the neutrons interacts with
the spin of the electrons present in the particular phase being probed.
For more detail than that given here, one can look to Chaikin & Lubensky [4]
and to G.L. Squires [111] for magnetic neutron scattering. However, some detail
is necessary; Bragg scattering is the constructive scattering of neutrons from
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points of high symmetry, usually the locations of atoms with a crystallographic
structure. By analysing the phase difference between incoming and outgoing
neutrons, one can have an idea of the dimensionality of the crystal structure
by utilising the relation between wavelength and crystal spacing: nλ = 2d sin(θ).
The coherent scattering that arises from domains of such periodicity is not limited
to crystal structure; magnetic correlations can cause the same peak in scattering.
For example, Ferromagnetism can occur in domains, with each domain’s spins
aligning, but the domains not necessarily aligning with one another. Each domain
can have some characteristic length, ξ, and thus a function that encompasses
whether two spins are in the same domain or not must be a function of distance,








Sj represents the spin of a fermion within some domain. The measured
intensity from neutron scattering is related to the correlation function via a
Fourier transform [112]. The correlation function gives an indication of the
characteristic length of a domain of, say, ferromagnetism, where if r  ξ then
the pairs of common points are within the same domain and G(r) ≈ 1, and if
r  ξ, then any magnetic ions present are pointing in directions unrelated to one
another, and G(r)→ 0.
Neutron scattering of the type performed here probes, at the simplest level, a
collection of nanoparticles in a matrix. That separation of the system into two
parts is key, as they can be separated out in the analysis by writing down what
is known as the scattering cross section, formulated as σ. There are different
contributions to σ, being σscat and σabs, the latter accounting for those neutrons
absorbed by the sample, and the former for those scattered onto the detector;
this is the σ that’s measured. In layman terms, σ is the effective shadow cast by
the system when shone at, and thus has dimensions of area. Traditionally the
unit of barns is used, being equal to 100 fm2. The measured quantities in these
experiments are functions of this σscat, and although one can write down a generic
“simple” form for σscat, complications concerning the spin-state of the neutron
bombarding the system, the magnetic orbitals of the system, and interactions of
the two leads to complex formula. Here, a relatively simple form for σscat is used,
based on a few assumptions.









Figure 6.1 Geometry of the experiment, showing the detector plane normal to
the neutron beam, including the physical realisation of the angles θ
and φ that are utilised in equation 6.18. The sample alignment is
also shown, with the b-axis aligning with both the magnetic field B,
and neutron beam n.
determination of low-energy phenomena [9]. In this method, a beam of highly-
collimated neutrons is shone at a sample, the wavelength of the beam being
chosen to maximise scattering off the crystal itself. The beam is scattered weakly
over a range of angles, captured on a detector which can be moved in the axis of
the beam, the larger the distance from sample corresponding to a smaller angle
detected significantly. The pattern captured is analysed to see where the peak
scattering occurs in q-space. The geometry of the setup is shown in Figure 6.1.
A few simple assumptions about the neutrons can lead to some very powerful
proposals. For example, the energy of the neutron scattered from the sample
is assumed to have lost near to zero energy in the process, thus defining an
elastic type of scattering. This means that the scattering wave vector,
−→
Q , can




, θ is the scattering angle,
and λ the neutron’s de Broglie wavelength. However, in order to account for any
inelastic scattering, energy is integrated over when simulations are performed, as
detailed in section 6.4.
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(a) Unpublished Inelastic neu-
tron scattering performed
on URhGe, showing a peak
at 9.5 K at an energy low
enough to justify the need
for SANS.
(b) How the scattering changes in UPt3 when
zero-field cooled to different temperatures.
Panel C shows scattering along the crystal-
lographic directions of the hexagonal structure
in the B-phase; panel D shows a rotation of
those scattering peaks to along the lines of
symmetry of the SC order parameter in the
C-phase [18].
Figure 6.2
6.1.1 Previous SANS Studies
This requirement of the resolution of small angles was evident after an inelastic
experiment using triple-axis neutron scattering on URhGe at ISIS, England, the
results of which showed the need for higher resolution. This is why this technique
was chosen for this experiment, as the magnetic fluctuations expected in URhGe
occur at an energy below 0.1 meV, as shown in Figure 6.2a [113]. Although
scattering may occur across the whole spectrum of q-space, by placing the detector
a distance of up to 12 metres away, this focuses the range of measured scatterings
on those of low q, as the higher range will miss the detector completely. Why the
key phenomena occur at such low energies is related to the spectrum of scattering
existing over a large range in q, especially so for non-interacting electrons. If,
however, there are some electron interactions as might be the case for URhGe,
then the fluctuations can be slowed down to a point that they are measurable,
particularly near a ferromagnetic transition.
This approach is also useful for measuring the flux-line lattice in type-II
superconductors [18], where for UPt3, shifts in the location of diffraction spots
were detected during the transition from one superconducting phase to another,
displayed in Figure 6.2b. In the same way this shift can be quantified in terms
of the order parameter gaining/losing symmetry as temperature is lowered, a
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shift in the critical scattering as field is applied can be quantified in terms of the
energy scale of magnetic fluctuations. The similarities stop there, as it wouldn’t
be possible to image the flux-line lattice in this particular sample of URhGe. It’s
lack of superconductivity is due to the difficulties in gaining the right proportion
of Ge relative to U and Rh, bringing the RRR down. Smaller samples, being of
inappropriate dimensions for SANS, are more likely to display superconductivity.
6.1.2 Magnetisation Fluctuations
Why there are fluctuations in the magnetisation can be answered as follows.
As mentioned in section 1.3.2, the Curie line represents a phase transition from
paramagnetism to ferromagnetism. Like there is for any phase transition, the
order parameter for the low-temperature phase goes through a few changes
during this transition. These changes concern the fluctuation of the value
of that order parameter, which in this case is the magnetisation, physically
manifested by collections of electrons flipping their spin repeatedly. As the
amplitude of fluctuations grow, the magnetisation will grow in sparse domains to
some finite value. Accompanying this, the timescale over which the fluctuations
reach peaks and troughs increases, dilating the lifetime of each possible domain.
At T = TC exactly, both the length-scale and time-scale diverge completely,
establishing the new phase. What SANS can observe is specifically low-energy
electrons fluctuating along the directions corresponding to the easy-magnetisation
axis, being the same electrons potentially responsible for superconductivity.
Quantifying their contribution involves formalising the susceptibility in terms
of those possible fluctuations.
To understand how one quantifies a fluctuating order parameter within a magnetic
system, the Fluctuation Dissipation Theorem can be utilised [48]. What this
encompasses is understanding what happens when two systems dissipate energy
into one another, finding some stability from two unstable systems. In this case,
the two systems are the crystal-and-magnetic structure, and how they dissipate
energy into one another is seen as the magnetisation fluctuations being damped
by one of a few different dissipative processes. In this work, one can narrow down
those processes to three possibilities, each manifesting in reciprocal space their
own q-dependences of γq, the energy of fluctuation-damping. They are ballistic
Landau-damping, γq ∝ q [48], diffusive Landau damping, γq ∝ q2 [114], and non-
Landau damping due to itinerant electrons, γq ∝ γ′ [115]. The diffusive model
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has been observed in Ni, Ni3Al, and Fe [116–118]. The constant γq model is the
newest addition, originating from itinerant electrons absorbing the magnetisation
density.
A fluctuation can also be defined in real-space, corresponding to spins rotating
rapidly along a particular direction. Most examples of magnetic fluctuations can
be simplified into longitudinal and transverse components, and in [26] the former
are proposed to induce pairing for superconductivity.
6.1.3 Dynamic and Static Susceptibility, χ′′ & χ−10
As the magnetisation in URhGe is considered due to local moments, then the
no-q-dependence model works on the basis of some interaction between local and
itinerant electrons; this results in γq = γ
′. The other two models work on a basis
of there being some motion of the local moments, and their trajectories either
being ballistic and at the Fermi velocity (γq ∝ q), or diffusive and at slower
velocities (γq ∝ q2). Each of these possibilities are observable in the imaginary














where χ′′(q, ω) is the imaginary part of the magnetic susceptibility, assigned as
being related to the dissipative processes within the response function of the
system. In a conventional paramagnon theory of nearly ferromagnetic metals,
the intensity of the scattering of neutrons is directly proportional to this term,
and thus should be known exactly. Additionally, the proportionality of Γq to
χ−1q means that, at the point of transition, the rate of damping will freeze up,
supporting the idea of time-dilation associated with a phase transition.
The correlation length of a fluctuation can be defined in terms of the static
susceptibility χ0, and magnetic stiffness parameter cα [48], where α represents
a crystal axis. The former has a temperature dependence that diverges at TC ,





Figure 6.3 The inverse magnetic susceptibility χ−1, as measured [1] and
predicted [9] for a value of Curie-Weiss moment of 1.8µB and
TCurie = 9.5 K; the similarities between them are indisputable.
being equal. There is frequency dependence, the origin of which is the damping
expressed in equation 6.3. This allows one to express the susceptibility as follows,
due to the Curie-Weiss law [9].





 1T−TC , for T > TC1
2(TC−T )





In Figure 6.3 is shown both the results of the above calculation for χ−10 , and the
direct measurement from [1], proving the relevance of the Curie-Weiss model.
Here, the susceptibility will be split into the highly-anisotropic b- and c-axis
contributions, as shown in Figure 1.11. As field increases, the value of TC changes
appropriately, so this is taken into consideration within the calculations. What is
expected is an increase of ξb as the field approaches values of 11-12 T, reflecting the
rotation of the magnetic moment. This will be revealed in chapter 6. In practice,
the singular nature of χ0 around TC will mean small errors in temperature can
cause large changes to ξ. This will be taken into consideration when performed
in chapter 6.
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6.1.4 Implications of Landau & non-Landau Damping
Landau Damping
In [119], Lonzarich and Taillefer discuss the calculation of the dynamic sus-
ceptibility for a system under an external magnetic field. They derive forms
for the fluctuation parameters that are sought after here, γq and cα, from the
dynamic susceptibility. The energy difference between spins aligning and anti-
aligning with said field leads to a difference in occupation number of those states.
The resulting magnetic susceptibility, including its q-dependence, is calculable
from the Lindhard function, a form of response function for electron dynamics.





























= 2µ2Bg(εF ) (6.8)
This relation between susceptibility and the density of states g(εF ) allows one to
understand more about the microscopic contributions to the magnetic behaviour.
The total dynamic susceptibility calculated from this gives an equation of the
form
χ(q, ω,M) = χ−1(M) + c(M)q2 − iω
γ′(q, ω,M)q
(6.9)
Landau damping has been implemented here, originating in the response function
proposed in the Lindhard function. From this, the power spectrum for magnetic
fluctuations can be calculated by taking the imaginary part, and the resulting
Lorentzian has the familiar width Γq. At this point its possible to extract the









Thus, it is possible to gain a value for the Fermi velocity vF of the electrons
present from measuring γ′.
122
Figure 6.4 Shown is the lack of
q-dependence of γq =
Γqχq at a variety
of temperatures above
TC in UGe2, suggest-
ing the magnetisation
density is not con-
served, and that spin-
orbit coupling may
well be contributive;
inset, how γ changes
with temperature at
q=(0,0,0.04) [10].
Non-Landau Damping - Random Motion Aspects & Itinerant Electrons
As laid out in [114], for γq ∝ q2, the motion of the electrons around the Fermi
surface is thought to be governed by the same equations that control random





By relating the distance travelled, 2π/q, to the scattering time τ and number of
collisions N , and by recognising that the magnetic fluctuations’ energy can be
interpreted as a frequency through Γq = ~ω, then γq can be calculated. The mean




N × vF τ (6.13)

















Thus, the product of the Fermi velocity and the scattering time can be drawn
from measurements of Γq.
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In the compounds most similar to URhGe in terms of magnetic and supercon-
ducting properties, UCoGe [120] and UGe2 [10], non-Landau damping is observed
from inelastic neutron scattering, as temperature is tuned across the magnetic
transition line. These systems are thought to be controlled by a two-component
order parameter, stemming from the interplay of localised and itinerant electrons.
The localised electrons contribute to long-range order, like in an RKKY-type
system, and also to a static susceptibility above TCurie. Mineev argued [114] that
the q2-dependence of γq only shows significance above a certain range of q. As
the localised electrons contribution to S(q, ω) dominates, which leads to spin not
being conserved by those electrons, then as q → 0, γq can remain finite. Shown in
Figure 6.4 is an example of this, being the results of triple-axis neutron scattering
on UGe2 at zero pressure [10]; the values for γq are displayed alternatively as
χ(q)Γq, being equal in the approach detailed here. The q-dependence of γq is
found to be fairly flat, with the error bars shown encompassing the possibility
for a full straight line intersecting the γq axis at a value of 0.70 µeV, for a
susceptibility in cgs units. The inset plot shows the temperature dependence
of γq for a particular value of q = 0.04 r.l.u, reducing significantly below the
Curie temperature of UGe2.
In the rest of this chapter, the results from performing small angle neutron
scattering (SANS) upon a sample of URhGe are presented. Also shown are
simulations of the scattering, built from a model that quantifies the magnetic
fluctuations associated with the phase transition into ferromagnetism. The form
of the coupling between electrons within a magnetisation fluctuation is inferred
from these results, clarifying further what is already known from heat capacity
measurements on URhGe. Two slightly different approaches of applying these
simulations to the data are shown, the latter accounting for lower sample quality
that the former assumes to be perfect.
6.2 Equipment setup
The experiment was performed on beamline D33 at the ILL, Grenoble. The source
of neutrons is a 10 kg core of highly enriched uranium, moderated by heavy water.
This produces a flux of neutrons that are fed in various directions, the choice of
which depends on whether hot or cold neutrons are required; a core of Graphite
set to 2900 K bombarded with the neutron flux results in hot (fast) neutrons, and
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Figure 6.5 Schematic of the path of neutrons from source to detector; the
choppers and polarisers were not used in this case, as time-of-flight
methods were unnecessary. The long evacuated tube inside of which
lie the detectors is shown at the bottom.
a 20 K sphere of Deuterium leads to the cold neutrons used in this experiment.
Depending on the rotational speed and tilting angle of the velocity selector relative
to the incident neutron-beam direction, a mean wavelength between 4.5 and 40
Å, with wavelength resolution δλ/λ around 10% (full width at half maximum),
can be selected. In the pre-sample neutron path, a series of apertures of diameter
4 mm collimates the beam. The full setup of the beamline is shown in Figure 6.5.
In the lower section is shown two sets of detectors, four front and one rear. The
front detectors only show high-q scattering, irrelevant for this experiment. For
the rear detector, a distance of 2.3 m was chosen, generally quite a short distance
in SANS usage. The phenomena observed are for such low energies that the flux
of critical scattering was only detectable at this distance, after trying distances of
8-12 m. A pixel is defined as the crossing point between horizontal and vertical
tubes containing 3He, and the charge division across the tube is determined by
the encounter of a neutron. The spacing between the tubes determines the size of
the pixels, resulting in those horizontal being 2.5 mm long, and 5 mm tall. Thus,
this forms an array of 128 x 256, allowing a more detailed coverage of horizontal
scattering.
In order to capture enough data to see any critical scattering, the beam is inflicted
upon the sample for 90 minutes in each of the points of the phase diagram to be
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Figure 6.6 Image of the URhGe sample secured to an aluminium sample holder,
and aluminium support bracket for mounting to the mixing chamber
of the cryostat. Not shown are small cadmium plates that absorb
neutrons before they scatter off the aluminium mounts themselves.
Sample’s crystal orientation axis a, b, and c are shown.
investigated i.e. along the Curie line at various values of external magnetic field.
Thus, the total experiment lasted a full week, including overnight runs.
The sample was mounted into the beamline’s view by attaching it to the
aluminium plates shown in Figure 6.6, and mounting that onto an aluminium
cup shown in Figure 6.7. This cup is placed in the neutron beam, housed within
a vacuum. The design of this evacuated volume decreases time wasted in breaking
the vacuum to replace samples, built by Prof. E. Blackburn and colleagues from
the University of Birmingham [121].
The magnet used was a standard superconducting coil, aligning the field direction
along the axis of the beam. By aligning the b-axis of the sample along the same
axis, as shown in Figure 6.1, then the moment-rotation at 4 K, 12 T is accessible.
Once the data are collected, corrections are performed; normalisation to the
incident beam monitor counts, a correction for the planar geometry of the sample
(quantified by the solid angle for each pixel), and further corrections related to
sample transmission, background scattering, and detector efficiency.
For analysing the scattering data, a mask is applied over the central few pixels.
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(a) (b)
Figure 6.7 (a) Sample mounted to aluminium cup for insertion into evacuated
environment, shown in (b). A manipulable arm protrudes out of the
vacuum can; this allows the movement of samples in and out of the
neutrons beam/magnet centre, without breaking the vacuum. In the
background in green is the main body of the cryostat used.
The function of the mask is to block out those detected points that correspond
to neutrons that have not scattered with the sample, passing straight through
instead. Their intensity is significantly higher than any of the scattered neutrons’
intensity, and so must be blocked out to see any of the required data. A square
shape, rather than circular, was chosen. This is due to the process of applying
a mask within Matlab, which is achieved by multiplying a null matrix by the
data, both of which are two-dimensional arrays. The mask was made as small
as possible such that it didn’t block out any significant scattering at the lowest
q-values, but large enough to block out all of the straight-through neutron beam.





the total detector size, or roughly 0.09Å× 0.09Å. This is the mask featured in




First, the scattering events collected are shown. In Figure 6.8 is the scattering
collected upon the detector for the sample at 9.4 K, 0 T, with a background
of scattering at 25 K, 12 T removed; this process results in negative values for
the intensity. Over the small q-range available in these conditions1, there is
some increase of scattering along the vertical axis. The extent of the increase of
scattering is visible near the top and bottom of the mask applied, and to a weaker
degree across the whole q-range shown up until around |q| ∼ 0.15 Å−1. This is
treated as scattering from spin fluctuations along the magnetic easy axis, being
the c-axis. Scattering is from moments perpendicular to the scattering plane,
which in this case are the a axis and c axis, and so for the magnetisation aligning
with either b or c, scattering will be visible either horizontally or vertically in
significance, respectively.
As the conditions inflicted upon the sample were changed such that one is
effectively moving along the Curie line, then given that this line represents
a transition between two magnetic states, then these critical fluctuations are
expected to continue to occur. The rotation of the moment from pointing along
the c to the b axis would also result in a shift of the critical scattering orientiation,
from being along the vertical to circularly symmetric about the detector plane, is
the scattering follows the moment direction. The most controversial outcome of
this experiment is that the critical scattering was not detected at any field values
above 1 T. This will be discussed after the results are presented fully.
Shown in Figure 6.9 are the range of data taken at 0 T, where radial averages for
each value of |q| result in this one-dimensional representation. This reduces the
size of the data for each temperature and field down enough to allow fitting to
effectively take place. This was generated in GRASANSP, the Matlab interface
specifically built for SANS experiments, written by C. Dewhurst and colleagues
at the ILL, Grenoble [122]. This was done by drawing arcs of 45°upon the two-
dimensional detector image, symmetric about the vertical. Arcs of constant |q| are
extracted, from 0.035 Å up to 0.15 Å, and the values for the intensity averaged,
1In other types of neutron experiment, like triple axis spectroscopy, the q-range accessible
is of the order of at least 1 Å with a resolution generally of 10%.
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Figure 6.8 Critical scattering from magnetic fluctuations at a temperature of 9.4
K, over a small range of scattering vector q. Detector distance is 2.8
m, incoming neutrons are of wavelength 4.77 Å, and a background
of scattering at 25 K, 0 T has been removed. The vertical and
horizontal directions correspond to the a and c axis of the sample,
respectively. A mask is applied in the centre, removing any direct
neutrons that passed through the sample unperturbed. An increase
of scattering in the vertical corresponds to coherent scattering from
fluctuations in URhGe along the c axis.
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Figure 6.9 |q|-space radial averages of the scattering across all temperatures
encountered in zero field. Each scattering event at each temperature
is juxtaposed, such that the q-axis spans qmin → qmax repeatedly,
where qmin = 0.02 Åand qmax = 0.15 Å, the former defined by the
mask used.
resulting in Figure 6.9.
As the temperature passes 9.4 K, being close to TCurie, the rise in critical
scattering is clear; a rise in intensity as q → 0 indicates the low-energy phenomena
expected from a ferromagnetic fluctuating system. There is some residue of this
behaviour up to 10.9 K, but above that and below 9.4 K, flat scattering ensues.
The error bars are larger at minimum |q|, due to the significantly smaller number
of possible |q| states available to average over, compared to when scattering is
collected further out along the detector.
6.3.2 Finite field
In Figure 6.10 the phase diagram of URhGe is shown, adapted from [123]. The
detector images created from scattering are placed at a point on the diagram
that correspond as-close-as-possible to the experimental conditions inflicted at
the time. All scattering shown has been normalised relative to the maximum and
minimum of the 0 T data, to see the dominant size of the critical scattering. This
was done through the following transformation.
snormalised =
(s− smax.0T )− (s− smin.0T )
smax.0T − smin.0T
(6.16)
where s is the scattering data. Only the 1 T data shows any reminiscent critical
scattering at low-q, whereas the 6 T and 12 T lose any stand-out features, instead
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Figure 6.10 A summary of the scattering events taken, placed in their
appropriate place in the phase diagram of URhGe depending on
the conditions inflicted. The images are shown in more detail with
the colour scale in Figure 6.11.
displaying flat scattering, albeit at different scales of intensity; whether this is
significant or not has not been pursued, but the similar amounts of scattering
time given to each event suggest that the origin of this difference can be found
in sample alignment, or a lack of fluctuations at 12 T, 4.1 K.
A more detailed image of the effects of field are shown in Figure 6.11, all
normalised in the same way as above. The critical scattering above and below the
central mask is not observed once a field of 6 T is applied; some non-symmetric
points of high intensity are discarded as being due to the direct beam. The critical
scattering at zero field is significantly higher than the scattering at all other q,
and that significance is reduced in the 1 T data.
6.4 Simulations
For an unpolarised plane-wave beam incident upon a body experiencing ferro-
magnetic fluctuations, the cross-section per sample volume per solid angle Ω and
energy E of neutrons scattered from some initial momentum ~ki to final value






















Figure 6.11 Neutron scattering minus a 25 K, 0 T background, with a detector
distance of 2.8 m, incoming neutron wavelength 4.77 Å. The
vertical and horizontal axes correspond to qc and qa, corresponding
to the c- and a-axes. The middle square represents a mask that
cuts out any of the neutron beam not scattering off the sample,
thus making the sample scattering statistically significant. The
temperatures shown are as close to TCurie(B) as was possible in
the experiment, being 9.5 K, 9.54 K, 7.9 K, and 4.1 K. For 0 T
and 1 T, there is visibly more scattering above and below the mask;
this effect is suppressed by field. The difference in the average
colour between 6 and 12 T is treated as a statistical effect, where
filtering the image into worse resolution would confirm this.
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where mn is the neutron mass, µn the neutron magnetic moment, |FQ|2
the magnetic form factor, χ′′αα′(q, E) the imaginary part of the magnetic
susceptibility, and the exponential in the denominator is the Böse factor,
representing occupation of Böse states within the sample. The factor in brackets,(
δα,α′ − Q̂αQ̂α′
)
, represents a multiplicative factor that is maximum when
scattering perpendicular to the magnetic axis. The factors α and α′ represent
cartesian directions.
Dissipative effects are represented by χ′′αα′(q, E), and in the conditions determined
by small scattering angles and low energies, the main contributions to it are spin
and orbital moment fluctuations. This can lead to approximations for χ′′αα′(q, E)
in terms of Γq, the effective relaxation rate. Following [124], a re-expression of the
full scattering cross section in terms of Γq, while keeping the q-dependence generic
as explained in Chapter 6.1, leads to the following expression for the intensity of





















































This is the equation from which simulations are built to compare to the scattering
observed. The two terms within the square brackets correspond to scattering
from moments along the b-axis and c-axis, respectively. The origins of θ and φ
are shown in Figure 6.1, as is the sample geometry relative to the neutron beam.
Thus, as φ approaches π/2, corresponding to the vertical axis, the second term





→ 1. From the physics of
URhGe, only moments along the c- and b-axes are considered, i.e. when αα′ = bb
& cc.
How this equation is used is as follows: the integral is calculated for some given
values of γα, cα, and χ
−1
0 (T ) at which the data was collected; the latter parameter
is discussed more below. The resulting intensity will cover the full possible range
of kf , being the final momentum neutrons posses after scattering with the sample
- most of the contribution to this integral will come from values of kf similar
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to ki, the initial momentum of the neutrons, as the denominators will diverge.
Then, this is fit to the data and some resulting value of the error is calculated,
quantified in a χ2. After enough iterations, the best-fit values for γα and cα are
found. The results for this method are shown below.
However, the quantity that requires forethought is the inverse static magnetic
susceptibility, χ−10 ; this is covered in section 6.1.3. Taken from a Curie-Weiss
model, this has a temperature dependence that is reflected in the correlation
length, such that the product of the two produces a temperature-independent
quantity, being cα. This means that a single value of cα will be fit to the whole
range of temperatures encountered, but through the use of χ−10 (T ), the values
for ξα(T ) are found. At the Curie temperature, ξα(TCurie) is expected to diverge,
enforced by χ−10 (TCurie) = 0. Thus, the fitting is therefore very sensitive to
the exact value of TCurie, which can vary with sample quality, or owing to the
quality of the thermometer calibration. Thus, a second method of allowing this
temperature to vary is also tried, with those results also shown below.
6.5 Non-Landau and Landau model
6.5.1 Results for TCurie fixed
Shown in Figure 6.12 are the results of fitting to the azimuthally-averaged data,
for the non-Landau model of γq = γ. This is displayed in the form of a three-
dimensional plot where the third axis is non-linear temperature. Also shown is
the resulting correlation length ξc(T ) of the magnetic fluctuations along the c-
axis, calculated from values of cc inferred; γb and cb are fixed at zero due to the
expectation of the system being magnetically aligned along the c-axis.
The energy scale of the magnetic fluctuations is found to be 572.43 ± 36.2 µeV, a
relatively high value compared to that for UGe2, being 9.67 µeV in SI units [10].
This value and corresponding error was obtained through the Matlab routine
“lsqcurvefit” which gives the mean and variance. More will be said about this in
the discussion.
The results of fitting Landau-damping and q2-damping to the data are shown
in Figure 6.13, as is the constant-γ model. Away from TCurie, all models do not
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Figure 6.12 The zero-field data and fits are shown for the constant γq model,
noting the non-linear temperature axis. The colour changing from
red to blue corresponds to data of higher temperature, as also
shown in the right-hand plot of the temperature dependence of the
correlation length; the lines representing the fits remain black.
differentiate between one another, mostly due to the flat scattering presenting no
features to allow the different relaxation rates to display any peaks. Near TCurie,
however, these models do adhere to the rising intensity. Corresponding values for
ξc are of the order found beforehand, being around 35 Å± 4 Å, but the values for
γ′ differ significantly. This is somewhat expected, due to the change in units: for
γq = γ
′q, γ′ = 0.15 neV.Å. For γq = γ
′q2, γ′=0.22 neV.Å2. However, the units of
Γq remain as energy, when γ
′ is multiplied by the corresponding q-dependence.
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Figure 6.13 For fixed TCurie, the three proposed models are fit to the radial-
averaged SANS data. In blue, red, and green respectively are
the constant-γ, ballistic-Landau damping, and diffusive-Landau
damping models. Although fairly similar away from TCurie, the
models start to differ at 9.4 K and 9.9 K, with the constant-γ model
prevailing. The q-axis follows the same rule as that found in Figure
6.9.
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Table 6.1 Full results of fitting to SANS data with fixed TCurie, giving rate of relaxation and correlation lengths for both crystallographic
axis. The values for ξα are calculated for temperatures close to TCurie.
γq ∼ const γq ∼ q γq ∼ q2
γ′b(µeV) γ
′








2) ξb (Å) ξc (Å)
0 T 0 572.43 0 39.73 0 0.182 0 41.11 0 0.223 0 43.58
1 T ∼0 338.17 93.85 69.87 ∼0 0.000861 0 64.14 ∼0 0.000577 0 49.70
6 T 0.068 900 136.05 123.00 2×10−7 3.1×10−6 150.52 122.75 8.9×10−6 13.5×10−6 170.29 116.25
12 T 50.35 ∼0 39.19 0 0.000819 ∼0 54.35 0 0.00223 ∼0 52.70 0
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6.5.2 Results for varying TCurie
“Brute-force” approach to fitting
Figure 6.14 The results of fixing γc to be a variety of values, while fitting
the data to the same model as in equation 6.18, with the extra
step of allowing TCurie to vary. The left-hand plot shows how the
correlation length changes at TCurie − δ (a small parameter) and
2TCurie, in blue and dashed blue respectively, and χ
2(γc) in orange.
The right-hand plot shows the results found for ∆TCurie. A black
dashed line corresponding to χ2min is on both plots. The span of γ
′
covers both the values found previously, and those that correspond
to temperatures in the mK range.
The above methods rely upon the Matlab function “lsqcurvefit”, which uses
the method of minimising the area of squares between the data and calculated
fit. Some skepticism was employed in the results, due to the large difference with
the values of γα found for UGe2. Thus, fixing one fit parameter, monitoring the
resulting χ2, and then shifting the value of that fixed fit parameter and repeating
leads to a set of values for γα and cα that are known to satisfy the system to
varying levels of quality. Thus, by allowing γc to vary between 0.1 µeV and 600
µeV, the results found are shown in Figure 6.14.
In addition, due to large amount of sensitivity on temperature for both correlation
length and static susceptibility, then the value of TCurie for the sample used
is allowed to vary, up to ±0.5 K. This can account for the varying sample
quality that naturally arises out of the difficulties in sample growth. Due to
a lack of thermodynamic or transport measurements, the accuracy of the Curie
temperature cannot at this time be compared to. Additionally, due to the method
138
of applying this variability, this extra variable can alternately account for errors
in the thermometer used within the experiment.
In the left-hand plot is the γc-dependence of both the correlation length at two
temperatures, and the value of χ2. One can immediately see that the previously-
found value for γc of 572.43 µeV is in a large plateau-region of χ
2, such that
there isn’t significant difference between roughly 150 µeV and 600 µeV. However,
this does not explain why the previous method did not arrive at the clear χ2-
minimising value of 44.50 µeV, indicated by the black-dashed line. This is an
order of magnitude closer to that for UGe2, indicating the relevance of the model.
However, the amount by which the Curie temperature shifts must be taken into
consideration; the right hand plot in Figure 6.14 shows the γc-dependence of this,
taking a value of around 60 mK at the critical point. This is a shift of about
0.6%, so considered small enough to be within the bounds expected for typical
sample-quality variation. The full set of results from above process is shown in
Table 6.2, where the values chosen are for where there is a minimum in χ2.
Reasons for how the matlab procedure fails include the use of too many fit
variables. This is a common problem, where optimising even four variables
becomes a processor-heavy process. Additionally, the order in which the program
varies a fit variable can result in differing results. This was not experimented with
due to time restrictions.
The rate of relaxation for UGe2, as stated previously, is measured to be 9.67 µeV.
To see if this possible candidate value is plausible within these measurements, then
the error and temperature shift should be not outside the realms of reality. The
corresponding values of χ2 and ∆T for this γ′ are 1.21 and 29 mK respectively,
both well within reasonable limits. Thus, in summary, a reliable value for γ′ is not
extracted from these measurements, but rather a range of candidate values that
correspond highly with that found for the comparable material, UGe2. From this
point, the value of γ′ will be fixed at 44.5 µeV, and the analysis will concentrate
on the value of c, the magnetic stiffness parameter.
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Table 6.2 Full results of fitting to SANS data with variable TCurie, giving rate of relaxation γq and stiffness parameter cα for both
crystallographic axis. A reduction/growth of γc/γb is observed for the constant-γq model as field is increased, coinciding with
the rotation of the magnetic moment. This is somewhat reflected in the alternative models.














0 T 0 44.50 0 2019.76 0 0.01 0 2656.60 0 0.51 0 2141.92
1 T 0 9.18 0 4224.05 0 0.13 0 9675.00 0 0.46 0 1903.25
6 T 0 2.03 0 2015.51 ∼0 7.17 0 1387.57 ∼0 0.01 0 9088.71
12 T 25.26 8.23 9340.93 1886.49 0.01 10.0 9875.16 1981.36 0.11 9.74 9999.99 1993.01
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Figure 6.15 The sum of scattering
collected at a variety
of temperatures
(non-linear scale),
with a field applied of
6 T. The scattering






The data at 6 T is generally lacking in distinct features to allow fitting to produce
significant results for the values of rate of relaxation, and magnetic stiffness. In
Figure 6.15 is shown the temperature dependence of the sum of intensity,
∑
I(q).
The Curie temperature under a field of 6 T is expected to be 8.4 K, where the
increase in
∑
I(q) is not significant when compared to the rest of the data. The
temperature control could well be unstable enough to give an offset of 0.5 K, but
given the analysis done previously in calculating the ∆T needed to fit the 0 T data,
this seems unlikely. In terms of fitting to I(q), this amounts to effectively fitting
to the tails of possible peaks found in the beam stop; any scattering variations
adds enough ambiguity to render any conclusions from fits inconclusive. Thus,
this and the 12 T data is disregarded when making further calculations.
Magnetic Stiffness Field Dependence
The parameter cα changes with field. From Figure 6.16 one can see the steady
increase of both cb and cc as field increases from 0 T to 1 T, in all models applied.
This supports the notion of a Lifshitz transition at a field higher than 6 T, which
is thought to be expected at the rotation of the magnetic moment. The reason for
this is as follows: a Lifshitz transition dictates a change in Fermi surface, which
can be quantified by the change in the Fermi wave vector kF . If that change came
in the form of a shrinking of kF , then this would lessen the range of momentum
space in which any magnetic fluctuations exist; if they were to be measured with
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Figure 6.16 The variation and errorbars of (a) γc, and (b) cb and cc with
field, showing the three models applied. The data for 6 T can be
disregarded, but the general trend is indicative of a shrinking Fermi
surface; details in the text.
SANS, then those critical scatterings would be found at values of q smaller than
what is detected here. Taillefer and Lonzarich show [119], for parabolic dispersion









The Fermi wave vector can be calculated from this by formulating the Pauli















where n(εF ) is the density of states at the Fermi energy, µB is the Bohr magneton,
γhc is the Sommerfeld value from heat capacity, and kB the Boltzmann constant.
An increase in ĉ leads to a shrinking of the Fermi wave vector, and therefore
magnetic fluctuations. The mask in the centre of the image shown in Figure 6.8 is
then effectively blocking off those relevant critical scatterings found at |q| < 0.05
Å−1. One could potentially image these by placing the detector further away,
but during the experiment it was found that in order to see these low-intensity
scatterings, the relatively-short distance of 2.3 m between sample and detector
was required.
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This proposal of a Lifshitz transition at high fields is supported in measurements
of the effective mass via quantum oscillations in electrical resistivity [2]. Here
a shrinking of kF is observed via the measurement of the quasiparticle mass
decreasing, although for the magnetic field inflicted θ = 10° away from the




the values for Fermi wave vector at high fields are calculated and shown
in Figure 6.17, as well as that for the data taken here via equation 6.19.
Figure 6.17 Calculations of the Fermi
vector kF from both the data
taken here, and measure-
ments from [2]. Details in
the text.
Neglecting the difficulty in comparing
data at different field-values, there
is general agreement that there is
a shrinking of the Fermi surface as
field increases. The values of kF are
of a similar magnitude, although the
sensitivity to field is much smaller in
the SANS calculations. This could
be due to the high-field neutron data
not measuring any critical scattering,
creating ambiguity in their fit. The
shrinking of kF does also support
the changing orbital limit required
to induce re-entrant superconductivity,
although the disparity with the literature data may well coincide with this




Conclusions and Future Outlooks
The aim of this work was to further establish how superconductivity is mediated
in uranium compounds. Both compounds studied, URhGe and UAu2, exhibit the
right crystal structure, inversion symmetry, and f -electron density in order to be
superconducting, but to date only the former has proved fruitful in this respect.
However, the measurements performed here have helped understand further the
fragility of these low-temperature states, especially with respect to the magnetic
order present. Additionally, the magnetic fluctuations present in both compounds
were studied in order to, in URhGe, see if their energy scale coresponded with
any aspect of the superconductivity, and in UAu2, understand if the presence
of a peak in the heat capacity suggested the spontaneous symmetry break of a
degenerate pair of ordered states, while already in a magentically ordered state.
The project can be divided into three main parts:
7.1 URhGe Nodal Structure and Magnetic
Fluctuations
The measurements of URhGe at zero field lead to results that were not of sufficient
quality to justify moving onto applying a magnetic field. However, they did reveal
more concerning the ability of poly-crystals to superconduct more-so than single
crystals. This result was only possible due to the high level of thermal coupling
between thermometer and sample. Within the superconducting phase, the heat
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capacity drops in magnitude, and when extrapolated to 0 K, shows some residual
entropy. This is also true for previous measurements, implying that scattering
between impurities adds entropy. In terms of the nodal structure, the proposed
line nodes within the basal b-c plane are thought to open up into two-dimensional
regions. This would allow further excitations to bring quasiparticles out into
the normal state. Thus, the requirement of single and poly-crystals to be of
sufficiently high quality is reinforced, in order to observe any quantum phase
transitions expected at high magnetic fields.
Measurements of neutron scattering at small angles revealed the existence of
fluctuations at zero field with energy 44.5 µeV, being close to the corresponding
energy for Tc = 0.275 mK → E = 23.7 µeV. The q dependence of this energy
was also found, as is the case for UGe2 and UCoGe, to be non-existent. This
implies that both itinerant and localised electrons contribute to the dynamics at
play, which should be the case for materials with high densities of f -electrons.
Measurements at high field showed no critical scattering, with one conclusion
being that the q-range over which there is observed critical scattering reduces
down below that measured. This is supported in the values of magnetic stiffness
cα inferred from the measurements.
Future Work
Changes to the heat capacity setup and methods would be made; these are
laid out separately below. The presence of a line node proposed by previous
measurements would be pursued in heat capacity measurements, revealed by
a quadratic dependence upon temperature. The transition of the Curie line
from being second- to first-order at fields of 12 T would be pursued in these
measurements, visible in the nature of the transition becoming discontinuous.
The sample suitable for these measurements would be either grown in house, or
requested from colleagues with access to samples of much higher RRR.
The pursuit of observing critical neutron scattering throughout the entire
temperature-field phase diagram would entail a combination of the following:
running the experiment for longer times, moving the detector further away, and
scattering off samples of higher quality to ensure the magnetic structure is as
expected. Additionally, since the writing of this thesis, further work has been
performed upon UGe2, in which critical behaviour at much smaller angles than
that measured here reveal longitudinal fluctuations arising from 5f electrons that
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are neither fully local or itinerant [125]. This suggests a route for the exploration
of URhGe that will reveal stronger links between these fluctuations and the
superconducting coherence length.
7.2 Non-Fermi liquid behaviour in UAu2
Heat capacity measurements revealed the continuation of non-Fermi liquid
behaviour from 1 K down to just above 100 mK, all at zero field. Measurements
below 100 mK broke down in reliability, due to an extrapolation of thermal
conductivity becoming unphysical. The sample measured was un-annealed,
whereas a previously measured sample did unergo annealing, reducing the
fraction of impurities present. A peak at 400 mK seen in the heat capacity
of the annealed sample was not recreated in the un-annealed sample, although
resistance measurements did show some features at that temperature. Thus, the
bulk properties of the un-annealed sample would benefit most from annealing,
establishing the transition at 400 mK as characteristic of the whole sample.
This non-Fermi liquid behaviour observed is indicative of a proximity to a





relies upon there being spin fluctuations and a level of interaction between the
quasiparticles, defining the breakdown of the Fermi liquid phase. A characteristic
temperature T ∗ and energy scale γ′ is suggested by this fit. Although the values
are not established as corresponding to confirmed phenomena, the conformity of
the data to the form given alone implies the presence of impurities adding entropy
that the system must overcome in order to be considered in an ordered phase.
Future Work
As is the case for URhGe, measurements at finite values of magnetic field are
the natural next step. These have already taken place upon the same sample
reported in this thesis, where the same divergence of the relaxation time is
observed at low temperatures, with no signs of a transition all the way down to
70 mK. A transition was found at around 7 T, where ferrimagnetism is enforced,
and the heat capacity dropped significantly, implying the release of entropy and
establishment of order. The same measurements are planned to be done upon
the sample that exhibited the 0 T, 400 mK transition, to understand how the
sample quality can affect these impurity effects.
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7.3 Heat Capacity Developments
Concerning both the equipment used, and the setup of said equipment, maximis-
ing the success of detecting a critical transition was not completely succesful.
Making measurements at temperatures as low as 20 mK requires thermometry
of high sensitivity and stability. Here it was possible to achieve this down to 50
mK, but not below. Much time was spent experimenting with how wires were
connected to the thermometer, hoping to reduce the amount of heat lost via those
wires to zero. Due to the time spent on these couplings, whether it was mending a
connection that had come apart due to the epoxy disintegrating, or implementing
the connection in the first place, a reliable solution that helped gain data at 20
mK was not found. To date, measurements of thermodynamic and transport
properties at these temperatures are few and far between, with the most recent
being thermal conductivity measurements down to 15 mK [126]. The different
components’ performance at such temperatures become, in most cases, singular,
due to the presence of magnetic impurities. These are the the aluminium oxide
substrate of the RuO2 thermometer, and the thin film that makes up the heater.
Future measurements would consist of a calibration of the RuO2 thermometers at
both low temperature and high field. The heater would be either a strain gauge
with known resistance at all temperatures, or a resistor of smaller size than the
thermometer. The heater’s position would be closer to the sample than that




Radioactive Heating of Uranium
Depleted uranium, that which is used in this thesis, is a byproduct of the enriching
process for producing uranium of majority-235U, the most unstable isotope. The
byproduct is 99.8% 238U [127], and on decaying, emits mostly α particles with an
energy of 4.26 MeV/Bq.
There are two ways to derive the heating power of a particular mass of uranium.
The first relies on the known rate of decay of one mole, dN/dt, and the half life
of 238U, τ1/2 = 4.5× 109.
P = energy of decay particle × dN
dt
(A.1)
= 4.26 MeV/Bq × N0 ln(2)
τ1/2
(A.2)




(4.5× 109)(π × 107)
(A.3)
= 8.425× 10−9 W/Bq (A.4)
In one second, for one gram of U, this results in 8.425 nW/g. Thus, for a 22.08
mg sample of URhGe, assuming the U makes up one third of the sample, this
results in 62 pW.
Alternatively, [127] gives a value of 14.6 KBq/g as the activity for depleted
uranium. Thus, by assuming this activity is mostly α particles of the same
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energy as in the calculation above, the value for the power is
14600× 4.26 MeV = 9.951× 10−9 Bq/g J/Bq (A.5)
= 9.95× 10−9 J/g (A.6)




B.1 Heater between Sample & Bath
For a model of the heat capacity addenda where the power sent by the heater
will be split between the sample and elsewhere, it is required to know how
the relaxation time and thermal conductivity will be affected. These are the
quantities calculated from measurements, so their shift due to the presence of
extra thermal links not accounted for in an ideal model must be quantified. Thus,
the data is determined to be representative, or not, of the sample measured.
Figure 2.6a is representative of the analysis performed here. First, the power
sent by the heater is split between the sample and the thermal bath.
P = Ps + Pb (B.1)
A differential equation that describes heat flow through the sample involves the
heat flow to the sample.
CsṪs = Ps (B.2)
Thus, to find the relaxation time τ and thermal conductivity of the link to the








In order to do this, the power to the bath and sample must be formulated in
terms of the measureable quantities, being the power supplied by the heater P ,
temperature of the sample Ts. The power supplied to the bath is related to the
thermal conductivity of the link between the two. This comes in the form of a
gold wire, so this conductivity is represented in terms of its reciprocal quantity,
the resistivity Rg = 1/Kg = 1/Kb. The temperature of the heater Tk too is
important, where here this is represented in terms of the material between heater





The power to the sample is related to the temperature difference between heater





Inserting one power into the other, by rearranging equation (B.4), results in the








































The relaxation time τ is elongated by the finite resistance between heater and
sample, Rk, and the power sent to the thermal bath decreased by the finite ratio
Rk/Rg. The combination of these leads to a reduction of the apparant heat
capacity, Cs = τ/Rg. The value of Rk/Rg can be calculated, by the following,
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noting that C ′ and P ′ are the observed values of heat capacity and power delivered
by the heater.






























The effects of this are discussed in chapter 4.
B.2 Sample between Heater & Bath
To see what the relaxation time is when the sample is situated between the
heater and the bath, the heat flow is modelled as shown schematically in Figure
2.6a. Concentrating on the heat capacity of the sample, rather than that of the
thermometer (which has been shown to be comparably negligible), the heat flow





where Cs is the heat capacity of the sample, Ts is the temperature of the sample,
Tp is that of the platform that binds all components together, and Rs is the
thermal resistance between platform and sample. Ideally this is zero, but this
calculation will show its contribution when finite.
An equivalent of Kirchoff’s law for heat flow can be performed here, where the
power delivered by the heater is conserved.










where T0 is the temperature of the bath, and Tt is the temperature of the
thermometer. The goal is eliminate Tp and Tt from the equation for the heat
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capacity, and once in the form of equation B.3, extract the augmented relaxation
time.
First, substituting for Tp from equation B.15 into equation B.16, one achieves
RsCsṪs + Ts − Ts
Rs
+
RsCsṪs + Ts − T0
Ra
+



















Here, two assumptions are made: (a) T0 = 0, the bath temperature is set to zero,
without loss of generality, and (b) Ts = Tt, the steady-state sample temperature













Thus, by rearranging into a form which resembles the expected main contributor
to thermal resistance, Ra, multiplied by a factor, one can see the effect upon the
relaxation time to be its elongation.

















By setting the ideal conditions, i.e. sample and thermometer are fully thermalised
with the platform and thus one another (Rs = Rt = 0), one arrives at the
original result of the thermal resistance between platform and bath being the





A model for the forces experienced by a bent solid rod is shown. This was first
worked on around 1750 [128], but was applied in large scale to the Eiffel Tower in
the 19th century. Here, the copper rods that hold the kevlar wires and ultimately
the heat capacity addenda are treated as rods with a geometry shown in Figure
C.1b. It is shown that the forces inflicted by the tensioned Kevlar wire do not
exceed those needed to irreversibly break the rods.
Define the bending moment = |τ |. When the rod is in equilibrium, the total
torque = 0. That is to say, the torque applied to the stretched-top-end of the rod





∴ F = −∂τ
∂x












Now if we consider a rod that has a finite 3rd dimension, lets say of length dz,
then to calculate the spread of forces along the y-dimension, one must consider
the relative radius of curvature for every point along the beam. The difference in
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(a) (b)
Figure C.1 (a) Breakdown of forces at play upon a bent rod; the top is tensioned,
whereas the bottom is compressed. (b) Dimensionality of beam.
the relative radius of curvature between the upper-and-lower edges (y = t/2 and
y = −t/2) gives a scale for the difference in torque across the beam.
f = E(







where E is the Youngs Modulus of the material. Now if we treat the length L as




























It should be noted that the integral for τ multiplies together the height and depth
of the rod, which acts as a geometric factor to scale in the amount of matter that’s
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Let I = t3dz/12, and treat this as a geometric factor that can be taken purely
from observations.








If we are to gain an equation for the profile of the rod from this equation, then
this means integrating up to get y(x), and thus we can expect something of cubic
order. An assumption that simplifies things is considering the weight of the rod
to be negligible as compared to the magnitude of the forces at play. This is
considered valid, due to the weight of the whole copper mount being ∼ 100 g,
equivalent to just under 1 N.
∴ W = 0, so y = A+Bx+ Cx2 +Dx3 (C.13)
The first coefficient A is zero, otherwise the beam would be displaced from the
point that it’s fixed. If we use previously derived equations, rather than boundary
conditions, then we can gain a form for the other coefficients:
F = −EI d
2y
dx2






= EI(2C + 6Dx) (C.15)
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For this second constraint, we know from the basic mechanics of moments that
relative to the end at which the force is applied, one can say τ = F (L− x), and
so for x = 0:





















Now we have a handle on relating the forces at play with the required stretching
distance. This distance is calculated from a combination of the thermal expansion
of Kevlar and its tensile stretching limit from tensioning. These are defined below:





ymax where ymax = (1.04849− 1)L0 (C.22)
The repeating of the 2.4%, indicative of the length increase from stretching [129],
is due to the cooling down of Kevlar causing growth. The size of the growth due to
cooling is calculated from the thermal expansion coefficient α = −2.2× 10−6K−1,
and is negligible compared to that from mechanical stretching.
Below is a calculation of the forces inflicted by a copper rod, of size 2 mm × 2 mm
× 22 mm, after being strained as modelled in Figure C.2, with L0 spanning 5 mm
and 8 mm. To get a handle on whether the wire shall be stretched to its absolute
limit or not, a range of the fractional expansion coefficients are trialled, between
1 and 1.04849. The second plot is for a single fractional expansion, namely the
maximum of 1.04849, which shows that even if 7 mm of kevlar wire is used, the
forces inflicted by the rod fail to exceed 15 N. This shows that the dimensions of
the components used all fall within reasonable bounds, allowing the heat capacity
measurements to take place without the threat of any breakages occuring.
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Figure C.3 Upper: Calculation of forces upon the bent beam, indicated by
colour. This is found by spanning the length of Kevlar wire used,
and a variable coefficient of expansion as a fraction of the length.
Lower: results for L=L0×1.04849, resulting in a maximum force of
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