Invariant manifolds provide the geometric structures for describing and understanding dynamics of nonlinear systems. The theory of invariant manifolds for both finite and infinite dimensional autonomous deterministic systems, and for stochastic ordinary differential equations is relatively mature. In this paper, we present a unified theory of invariant manifolds for infinite dimensional random dynamical systems generated by stochastic partial differential equations. We first introduce a random graph transform and a fixed point theorem for non-autonomous systems. Then we show the existence of generalized fixed points which give the desired invariant manifolds.
INTRODUCTION
Invariant manifolds are essential for describing and understanding dynamical behavior of nonlinear and random systems. Stable, unstable and center manifolds have been widely used in the investigation of infinite dimensional deterministic dynamical systems. In this paper, we are concerned with invariant manifolds for stochastic partial differential equations.
The theory of invariant manifolds for deterministic dynamical systems has a long and rich history. It was first studied by Hadamard [9] , then, by Liapunov [12] and Perron [16] using a different approach. Hadamard's graph transform method is a geometric approach, while Liapunov-Perron method is analytic in nature. Since then, there is an extensive literature on the stable, unstable, center, center-stable, and center-unstable manifolds for both finite and infinite dimensional deterministic autonomous dynamical systems (see Babin and Vishik [2] or Bates et al. [3] and the references therein). The theory of invariant manifolds for nonautonomous abstract semilinear parabolic equations may be found in Henry [10] . Invariant manifolds with invariant foliations for more general infinite dimensional non-autonomous dynamical systems was studied in Chow et al. [6] . Center manifolds for infinite dimensional non-autonomous dynamical systems was considered in Chicone and Latushkin [5] . due to Ruelle [17] to stochastic differential equations driven by semimartingals. In Caraballo et al. [22] an invariant manifold for a stochastic reaction diffusion equation of pitchfork type has been considered. This manifold connects different stationary solutions of the stochastic differential equation. In Koksch and Siegmund [11] the pullback convergence has been used to construct an inertial manifold for non-autonomous dynamical systems.
In this paper, we will prove the existence of an invariant manifold for a nonlinear stochastic evolution equation with a multiplicative white noise: is the noise. The precise conditions on them will be given in the next section. Some physical systems or fluid systems with noisy perturbations proportional to the state of the system may be modeled by this equation.
In order to show the existence of an invariant manifold, we will first show this stochastic evolution equation generates a random dynamical system by using a standard technique to transform this equation into a conjugated random evolution equation without a white noise but with random coefficients. Then, we will prove the existence of an invariant manifold for the conjugated random evolution equation, and finally we will transform the results back to the original stochastic evolution equation.
Our method showing the existence of an invariant manifold is different from the methods mentioned above, which is an extension of the result by Schmalfuß [18] . We will introduce a random graph transform. This graph transform defines a random dynamical system on the space of appropriate graphs. One ingredient of a random dynamical system is a cocycle (see the next section). An invariant graph of this graph transform is a generalized fixed point for cocycles. A generalized fixed point defines an entire trajectory for the cocycle. Applying this fixed point theorem to the graph transform dynamical system we can find under a gap condition a fixed point contained in the set of Lipschitz continuous graphs which represent the invariant manifold.
The main assumption is the gap condition formulated by a linear two-dimensional random equation. This equation allows us to calculate a priori estimate for the fixed point theorem. We note that this linear random differential equation has a nontrivial invariant manifold if and only if the gap condition is satisfied. Hence, our results are optimal in this sense.
We believe that our technique can be applied to other cases that are treated in Bates et al. [3] .
We also note that we do not need to use the semigroup given by the skew product flow.
In Section 2, we recall some basic concepts for random dynamical systems and show that the stochastic partial differential equation (1) generates a random dynamical system. We introduce a random graph transform in Section 3. A generalized fixed point theorem is presented in Section 4. Finally, we present the main theorem on invariant manifolds in Section 5.
RANDOM DYNAMICAL SYSTEMS
We recall some basic concepts in random dynamical systems. Let
. This flow is supposed to be 
. Then ¡ together with the metric dynamical system forms a random dynamical system.
Random dynamical systems are usually generated by differential equations with random coefficients
or finite dimensional stochastic differential equations
provided that the global existence and the uniqueness can be ensured. For details see Arnold [1] . We call a random dynamical system continuous if the mapping . Note that the theory in [7] requires that the associated probability space is complete.
In order to apply the random dynamical systems techniques, we introduce a coordinate transform converting conjugately a stochastic partial differential equation into an infinite dimensional random dynamical system. Although it is well-known that a large class of partial differential equations with stationary random coefficients and Ito stochastic ordinary differential equations generate random dynamical systems (for details see Arnold [1] , Chapter 1), this problem is still unsolved for stochastic partial differential equations with a general noise term # ¡ "
. The reasons are: (i) The stochastic integral is only defined almost surely where the exceptional set may depend on the initial state s ; and (ii) Kolmogorov's theorem, as cited in Kunita [13] Theorem 1.4.1, is only true for finite dimensional random fields. Moreover, the cocycle has to be defined for any
However, for the noise term ¡ " considered here, we can show that (4) generates a random dynamical system. To prove this property, we need the following preparation.
We consider the one-dimensional linear stochastic differential equation:
A solution of this equation is called an Ornstein-Uhlenbeck process. 
exists and generates a unique stationary solution of (6) given by
Proof. i) It follows from the law of iterated logarithm that there exists a set
ii) This can be proven as in Øksendal [15] Page 35. The existence of the integral on the right hand side for
follows from the law of iterated logarithm. Using the law of iterated logarithm again, the function
Hence the continuity at £ $ H ! follows straightforwardly from Lebesgue's theorem of dominated convergence.
iii) By the law of iterated logarithm, for 
The proof is complete.
#
We now replace
for given in Lemma 2.1. The probability measure is the restriction of the Wiener measure to this new d -algebra, which is also denoted by § . In the following we will consider the metric dynamical system
We now back to show that the solution of (4) defines a random dynamical system. To see this, we consider the random partial differential equation
. It is easy to see that for any 
be the solution mapping of (4) which is defined for
and its inverse transform ¡ is the random dynamical system generated by (7) . Then
is a random dynamical system. For any s H e this process is a solution version of (4) .
gives a solution of (7) . The converse is also true, since
gives a solution of (4) for each Y H c . It is easy to check that (11) defines a random dynamical system. Since ¡ is measurable with respect to ¤ so is this ¡ . # Similar transformations have been used by Caraballo, Langa and Robinson [22] and Schmalfuß [18] . Note that our transform has the advantage that the solution of (7) generates a random dynamical system for the Y -wise differential equation.
In Section 5 we will prove the existence of invariant manifolds generated by (7) . These invariant manifolds can be transformed into invariant manifolds for (3).
RANDOM GRAPH TRANSFORM
In this section, we construct a random graph transform. The fixed point of this transform gives the desired invariant manifold for the random dynamical system ¡ generated by (7) .
We first recall that a multifunction . We consider the system of equations
on some interval
This latter mapping will serve as the random graph transform.
for ¡ generated by (7) .
For the measurability statement see Section 5 below.
# By this theorem, we can find invariant manifolds of the random dynamical system ¡ generated by (7) by finding generalized fixed points of the mapping defined in (13) . To do so, we will use a generalized fixed point theorem for cocycles and thus we need to show that the above mapping is in fact a random dynamical system. For the remainder of this section we will show that defines a random dynamical system. We will achieve this in a few lemmas.
In the following we denote by 
denotes the Banach space of bounded continuous functions, with value zero at zero and with linearly growth. The norm in this space is defined as
We first present a result about the existence of a solution of the integral system (12) . The proof is quite technical and is given in the Appendix. in the random partial differential equation (7) . Then for any We would like to calculate a priori estimates for the solution of (12). To do this we need the following lemma and its conclusion on monotonicity will also be used later on. Lemma 3.4. We consider the differential equations
with generalized initial conditions
Then this system has a unique solution on The proof is given in the Appendix. Now we can compare the norms for the solution of (12) and that of (15)- (16) . we can calculate explicitly for the solution of (15), (16) " 
We show that the right hand side satisfies (12) . Suppose that
is given by (12) on some interval Now we consider the second equation of (12) with initial condition . The measurability follows now by the composition formula (18) . 
EXISTENCE OF GENERALIZED FIXED POINTS
By Theorem 3.2, the problem of finding invariant manifolds for a cocycle is equivalent to finding generalized fixed points for a related (but different) cocycle. In this section, we present a generalized fixed point theorem for cocycles. Let and¨be as in Section 2, except that, in this section, we do not need any measurability assumptions. Namely, is an invariant set (of full measure) under the metric dynamical system¨. Let be a cocycle on a complete metric space The following generalized fixed point theorem for cocycles is similar to the third author's earlier work [19] . 
Recall that a mapping
To see that this sequence is a Cauchy sequence, we compute by using the cocycle property
for H !
. We denote the limit of this Cauchy sequence by is an invariant manifold for the random dynamical system ¡ generated by (7) . 
We now check the contraction condition. To this end we consider problem (12) for two different elements is the unstable manifold for (7) .
However, our intention is to prove that (4) has an invariant (unstable) manifold. On account of conjugacy of (4) and (7) by (9) and (10) we will now formulate the following result.
Theorem 5.4. Let ¡ by the random dynamical system generated by (7) and ¡ be the solution version of (4) generated by (11 We now give the proof of the technical lemmas 3.3, 3.4 and 3.5 which are based on the usual Banach fixed point theorem.
Proof of Lemma 3.3:
We consider the following operator 
