used to investigate our ability to detect recombination from the correlation between r 2 or ͦDЈͦ and distance.
We simulated a population of N haploid circular genomes of length L under a model of mutation, random genetic drift, and recombination. In each generation, U mutations and R recombination events were distributed across the population, where U and R were random numbers drawn from Poisson distributions with means of NLu and Nr, respectively, where u is the nucleotide mutation rate and r is the recombination rate per chromosome. For each recombination event, two genomes were chosen at random, along with a starting point. From the randomly chosen starting point, z nucleotides were transferred between the genomes in a gene conversion-type process. Most simulations were performed using reciprocal recombination, but we also investigated nonreciprocal recombination by transferring the information from one chromosome to the other but not reciprocating the process (this yielded very similar results; not shown). To form the next generation, we randomly sampled N genomes with replacement.
Initial simulations showed that the model parameterized in Nu and Nr as expected. We therefore performed all subsequent simulations with a population size of 500 genomes, assuming a chromosome length of 16,500 bases, the approximate length of the human mtDNA. The simulation was allowed to run for 10N generations to equilibrate, after which 100 samples of 49 genomes were sampled at intervals of 2N. These samples could be considered largely independent, since a haploid population is expected to coalesce, on average, every 2N generations; this was checked by calculating the autocorrelation between successive samples. For each sample, we calculated the correlation between r 2 (and ͦDЈͦ) and the distance between sites. Significance was assessed using a one-tailed Mantel test with 500 randomized data sets (see Awadalla, Eyre-Walker, and Maynard Smith [1999] for details).
To begin our investigations, we followed Awadalla, Eyre-Walker, and Maynard Smith (1999) and restricted our analysis to sites at which both alleles were present at a frequency of Ͼ10%, and we set the mutation rate so that ϳ50 sites were polymorphic at that level. We arbitrarily chose to exchange 5,000 nt in each recombination event and varied the recombination rate across a broad range of values. The results are presented in table 1. As expected, the probability of detecting recombination increased as the rate of recombination increased, and there was no evidence of excessive type I error when there was no recombination. Over all rates of recombination, r 2 and ͦDЈͦ performed at levels that were very similar to each other. We then investigated a broad range of other parameter combinations by varying NOTE.-The mutation rate was set such that ϳ50 polymorphisms were at a frequency of Ն10%, and 5,000 bp were transferred in each recombination event. b It has been suggested that the polymorphism at site 4985 in the data set of Awadalla, Eyre-Walker, and Maynard Smith (1999) is the result of a sequencing error (Kivisilid and Villems 2000) .
c Only the synonymous variants from the data set of Ingman et al. (2000) were used. * P Ͻ 0.10. ** P Ͻ 0.05. *** P Ͻ 0.01.
(1) the recombination tract length from 500 to 8,000 bp, (2) the frequency above which alleles were included in the analysis from 0 to 0.2, and (3) the mutation rate such that either 50 or 10 polymorphisms were, on average, included in the analysis. While changing many of these parameters changed the probability of detecting recombination, it did not alter the relative performances of r 2 and ͦDЈͦ, which were very similar in all cases. Our simulations suggest that ͦDЈͦ and r 2 have similar abilities to detect recombination when they are correlated against the distance between sites, at least under the conditions we simulated. Why, then, is there a negative correlation between r 2 and distance in many hominid data sets, while there is no correlation between ͦDЈͦ and distance? The most likely explanations are that r 2 is detecting recombination, but from a different source of information than ͦDЈͦ, or that r 2 is being misled by some other signal in the data. ͦDЈͦ detects recombination from the pairs of sites which have all four genotypes; if there are no such pairs of sites, then it cannot detect recombination, since ͦDЈͦ ϭ 1 for all pairwise comparisons (PWCs). However, r 2 could potentially obtain some, if not all, of its information from the two and three genotype PWCs. This appears to be the case; the proportion of samples in which r 2 detects recombination is little affected by the removal of the four-genotype PWCs from the analysis (table 1) .
A similar pattern is observed in the human and chimpanzee data sets analyzed by Awadalla, Eyre-Walker, and Maynard Smith (1999) and others; removing the PWCs with four genotypes from the analysis makes little difference in the value of the correlation between r 2 and distance or the significance of the result (table 2) . Thus, the r 2 test appears to make little use of the fourgenotype cases, and this may be the reason ͦDЈͦ and r 2 give different results in the hominid mtDNA data setsthey use different information. But this leaves us with two questions: (1) if recombination is occurring, then why does ͦDЈͦ not detect it in the hominid data sets, and (2) how does r 2 detect recombination when it ignores the most obvious evidence of recombination, the presence of all four genotypes?
There are several processes that were not modeled in our simulation: (1) hypervariable sites, (2) population size expansion, and (3) population subdivision. Any one of these could potentially be responsible for the different results obtained with r 2 and ͦDЈͦ in the hominid data sets, but we suspect that hypervariable sites are the most likely candidate. Both population subdivision and population expansion will reduce the proportion of PWCs that have four genotypes and therefore reduce the efficiency of ͦDЈͦ, but all the hominid data sets show a reasonable proportion of four-genotype PWCs, and population sub-division will also affect the efficiency of r 2 by introducing LD which is unassociated with distance. In contrast, hypervariable sites may introduce a source of noise into the distribution of the four-genotype PWCs, which does not greatly affect r 2 . We ran our simulations at a mutation rate at which almost all the mutations occurred at sites which were monomorphic (i.e., the simulations conformed to the infinite-sites assumption); therefore, almost all of the PWCs with four genotypes were produced by recombination. However, if some of them were generated by repeated mutation, they would be distributed at random with respect to the distance between sites, and this would act as noise. This may affect the ability of ͦDЈͦ to detect recombination, and it may explain the differences between r 2 and ͦDЈͦ in hominid data sets, particularly since it seems likely that some of the four-genotype PWCs are produced by multiple mutation, and not recombination, in the hominid data. The rate of change in mtDNA is such that some four-genotype PWCs are produced by multiple mutation, even if we assume that all sites are equally likely to change (EyreWalker, Smith, and Maynard Smith 1999a, 1999b) ; since Stoneking (2000) has shown that there is variation in the rate of change across sites, in the control region at least, a substantial fraction of the four-genotype pairwise comparisons could be due to multiple mutations.
Resolving the different results obtained with r 2 and ͦDЈͦ in hominid mitochondria will require further work, but it seems likely that they are associated with the different information that the two statistics employ.
