Abstract. Iterative aggregation{disaggregation (IAD) is an e ective method for solving nite nearly completely decomposable (NCD) Markov chains. Small perturbations in the transition probabilities of these chains may lead to considerable changes in the stationary probabilities; NCD Markov chains are known to be ill{conditioned. During an IAD step, this undesirable condition is inherited by the coupling matrix and one confronts the problem of nding the stationary probabilities of a stochastic matrix whose diagonal elements are close to 1. In this paper, the e ects of using the Grassmann{Taksar{Heyman (GTH) method to solve the coupling matrix formed in the aggregation step are investigated. Then, the idea is extended in such a way that the same direct method can be incorporated into the disaggregation step. Finally, the e ects of using the GTH method in the IAD algorithm on various examples are demonstrated, and the conditions under which it should be employed are explained.
Introduction
NCD Markov chains are irreducible stochastic matrices that can be ordered so that the matrix of transition probabilities has a block structure in which the nonzero elements of the o {diagonal blocks are small compared with those of the diagonal blocks. Such matrices often arise in queueing network analysis, large scale economic modeling, and computer systems performance evaluation. We have n 1 n 2 n N (1:1) P n n = 0 B B B @ P 11 P 12 P 1N P 21 The subblocks P ii are square, of order n i , with n = P N i=1 n i : Let the stationary distribution of P, (i.e., P = ; k k 1 = 1), be partitioned conformally with P such that = ( 1 ; 2 ; : : :; N ): Each i , i = 1; 2; : : :; N; is a row vector having n i elements. Let P = diag(P 11 ; P 22 ; : : :; P N N ) + E: The quantity kEk 1 is referred to as the degree of coupling and it is taken to be a measure of the decomposability of the matrix (see 5] ). If it were zero, then P would be reducible.
NCD Markov chains that appear in applications are quite large and sparse, possibly having more than thousands of states. For such large chains, direct methods can generate immense ll{in during the triangularization phase of the solution process, and due to storage limitations they become impractical. Moreover, when the system is nearly completely decomposable, there are eigenvalues close to 1, and the poor separation of the unit eigenvalue implies a slow rate of convergence for standard matrix iterative methods 12] . IAD methods do not su er from these limitations 7] , 23] .
The idea in IAD methods is to observe the system in isolation in each of the diagonal blocks as if the system is completely decomposable (see 15] ) and to compute the stationary probability distribution of each diagonal block. However, there are two problems with this approach. First, since the diagonal blocks are substochastic, the o {diagonal probability mass must somehow be incorporated into the diagonal blocks. Second, the probabilities obtained by this approach are conditional probabilities, and this condition has to be removed by weighing each probability subvector by the probability of being in that group of states. Only if these two problems are overcome can one form the stationary distribution of the Markov chain by weighing the subvectors and pasting them together.
For the transition probability matrix P, the stochastic complement of P ii 8] , is S ii = P ii + P i (I ? P i ) ?1 P i ; where P i : n i (n ? n i ) matrix composed of the i th row of blocks of P with P ii removed, P i : (n ? n i ) n i matrix composed of the i th column of blocks of P with P ii removed, P i : (n?n i ) (n?n i ) principal submatrix of P with i th row and i th column of blocks removed. Each stochastic complement is the stochastic transition probability matrix of a smaller irreducible Markov chain obtained by observing the original process in the corresponding block of states. The conditional stationary probability vector of the i th block is i =k i k 1 and it may be computed by solving ( i =k i k 1 )S ii = i =k i k 1 (see 8] for details). However, each stochastic complement has an embedded matrix inversion which may require excessive computation. An alternative solution technique is to approximate S ii by accumulating the o {diagonal mass P i into the diagonal block P ii on a row by row basis. There are various ways in which this can be done 21].
Thereafter, an approximation of the conditional stationary vector of the block of states may be found by solving the corresponding linear system as before.
To determine the probability of being in a certain block of states, one needs to construct the so{called coupling matrix which shrinks each block down to a single element, forming an N N irreducible stochastic matrix. This is accomplished by rst replacing each row of each block by the sum of elements in that block row. The sum of elements of row k of P ij gives the probability of leaving state k of block i and entering into block j. Therefore, the operation to be performed for each block is P ij e. In what follows, e is a column vector of 1's whose length is determined by the context in which it is used. Moreover, each column vector P ij e must be reduced to a scalar. The total probability of leaving block i to enter into block j may be determined by summing the elements of P ij e after each element of this vector has been multiplied by the probability of being in that state (given that the system is in block i). These multiplicative constants may be obtained from the stationary vector elements; they are the components of i =k i k 1 . Hence, the ij th element of the coupling matrix is given by c ij = ( i =k i k 1 )P ij e. The stationary vector of the coupling matrix gives the stationary probability of being in each one of the block of states. In other words, the weighing factors mentioned before are the elements of the stationary vector of the coupling matrix. However, the stationary vector itself is needed to form the coupling matrix. Since the aim is to compute the stationary vector, one can approximate the coupling matrix by using an approximate stationary vector and improve on the approximate solution iteratively 21]. 5. Test i for convergence. If the desired accuracy is attained, then stop and take i as the stationary probability vector of P. Else set k = k + 1 and go to step 2.
In the IAD algorithm, steps 2 and 3 form the aggregation step and 4(b), which is essentially a block Gauss{Seidel iteration, forms the disaggregation step. In step 2, The next section discusses how a modi ed version of Gaussian elimination may be used to enforce stability in the solution of the coupling matrix. In x3, the idea is extended so that it can be used in a nonsingular system of equations with a substochastic coe cient matrix. Section 4 discusses certain implementation issues, and x5 provides numerical experiments with the IAD algorithm on NCD Markov chains.
Solving the Coupling Matrix
The coupling matrix is an irreducible stochastic matrix of order N; that is, each of its two dimensions is equal to the number of blocks in the NCD Markov chain, and all states form a single communicating class. The goal is to solve the singular system is a linear combination of the others, and inclusion of the normalization equation enables one to replace the redundant equation, thus achieving full rank in the set of equations. Being an irreducible stochastic matrix, the coupling matrix has a unique unit eigenvalue. All other N ? 1 eigenvalues are close to 1. The distance of these other eigenvalues to 1 depends on the degree of coupling.
A careful inspection reveals that one can solve the equivalent tansposed system (2:1)
The justi cation for considering this form of the problem is the following. (2.1) is the conventional form in which a (homogeneous) linear system of equations is expressed: the coe cient matrix postmultiplied by the unknown vector equals the (zero) right{hand side. Besides, there are already existing algorithms that may be used with this form of a linear system. But most importantly, as it is explained later in x4, a row{wise sparse storage implementation will spend extra time in the substitution phase of the non{transposed system of equations.
T is a singular M{matrix (see 1]) with 0 column sums, and the unique null vector of unit 1{norm is sought. For such a matrix, Gaussian elimination (GE) preserves column diagonal dominance throughout its computation so that the multiplier element at each step is bounded by 1 thereby eliminating the need for pivoting. This follows from the fact that the pivot element at a given step has the largest magnitude among all elements that lie in the unreduced part of its respective column. Note that the same argument would be valid for the original system of equations if C (k) were doubly{stochastic.
It is well known that since C (k) is a perturbation of the identity matrix, all its nonunit eigenvalues are close to 1. Due to this fact, iterative methods tend to converge slowly. On the other hand, certain stability issues need to be addressed if direct methods are used. As it is shown next, ordinary GE is not stable in the presence of rounding errors on a coupling matrix whose diagonal elements are close to 1.
Example. Consider the following irreducible stochastic matrix:
Assuming is small, P is clearly NCD. Additionally, the degree of coupling is 2 : Now, suppose 2 is less than machine epsilon (smallest representable positive oating{point number such that 1 + > 1). Let Hence, it is necessary to apply some sort of pivoting strategy in order to proceed with GE. Otherwise, the algorithm breaks down contrary to the general belief that GE applied to stochastic matrices is always stable. Before going any further, this issue should be explained some more. It is possible for an irreducible NCD Markov chain ordered as described in (1:1) to have zero blocks. Consequently, the coupling matrix of such a chain at any iteration has zeros in locations corresponding to zero blocks in the transition probability matrix. However, the zeros in the coupling matrix occur in just the right places so that the coupling matrix is still irreducible ( 8] ). Keeping this in mind, the situation that causes GE to break down occurs when the pivot element at a given step of GE is zero in the matrix (I ? C (k) ) T during the k th iteration of the IAD algorithm. A su cient condition for the failure of GE during the aggregation step is to have a transition probability matrix with a degree of coupling less than machine epsilon. In this case, all diagonal elements in (I ? C (k) ) T will be zero, as in the example, and GE will fail in the rst step. The advocated approach to nding a remedy for this situation is the GTH algorithm described in 4] and the direct method discussed in 16]. The original GTH algorithm emerges from probabilistic arguments, and it is shown that the stationary distribution of a Markov chain can be calculated using only nonnegative numbers and avoiding subtraction operations. This algorithm achieves signi cantly greater accuracy than other algorithms described in the literature 11], 5] since there is no loss of signi cant digits due to cancellation 6]. Interestingly, the inspiration for the algorithm presented in 16], which is speci cally for the solution of NCD Markov chains, is the GTH algorithm.
In a recent paper 10], it is shown that the stationary probability vector of an N N irreducible Markov chain stored in oating{point form is close to its exact stationary vector. In other words, even if one has an algorithm that does not introduce any errors by itself, the best that can be done is to compute the stationary vector of an N N Markov chain with an entrywise relative error of only about 2Nu of the exact stationary vector. In fact, the relative error incurred by each element of the oating{point stationary vector is about 2Nu, where u is the unit roundo (i.e., the maximum relative error in approximating a real number by its nearest oating{point number). This result follows from the fact that the perturbation introduced by storing the matrix in oating{point form is of order unit roundo . Moreover, in the same paper it is proven that, if GTH is employed in the solution process of this N N Markov chain, the relative error in each entry of the stationary vector will be of order N 3 u. It should be remarked that the entrywise relative error in the stationary vector for the GTH algorithm is independent of the structure of the matrix and the magnitude of its elements.
The following lemma shows that the GTH way of calculating the pivot element may also be applied to the transposed system of equations (2:1). It is this form of the equations in which multipliers are bounded by 1, and it will be demonstrated by numerical experiments that the type of implementation chosen (i.e., transposed versus nontransposed system of equations) has no e ect on the accuracy of the results obtained. The properties of a singular M{matrix coupled with the GTH idea of avoiding subtractions and negative numbers suggests the following modi cation to GE. At each step of GE, rather than calculating the pivot element in the usual way, one can correct the pivot by replacing it with the negated sum of the o {diagonal elements in the unreduced part of the same column as the pivot. When one mentions the GTH method, it is this approach used in calculating the pivot elements that is implied.
Using the GTH Method in the Disaggregation Step
In a given iteration, the disaggregation step of the IAD method uncouples the NCD Markov chain to obtain a new estimate for the stationary distribution. As indicated in 21], in order to achieve an even better approximation of , at the (k + 1) st iteration of the IAD algorithm, one solves P ii is a strictly substochastic matrix of order n i , and b i 6 = 0, which gives a nonhomogeneous system of linear equations with nonsingular coe cient matrix. Had the coe cient matrix been stochastic, the same GTH technique that is utilized in solving the coupling matrix could be clearly employed. In order to be able to use GTH in solving the diagonal block system, rst certain modi cations must be made. These modi cations involve adding one more equation and augmenting the matrix with b i to put the system into the form are irrelevant, because just as in (2:1), one has a singular system with n i + 1 equations, and after W T i is reduced to upper{triangular form, the last row will be all 0's. Hence, the reduction needs to be carried out for only n i steps. What needs to be done for the computation of (
is to use the rst n i elements of column n i + 1 in the upper{triangular matrix as the right{hand side in the back substitution phase.
It is not possible to put GE to use in the disaggregation step in the previous example in x2 or in similar problems on the diagonal blocks for which kP i k 1 < . Under the given condition, I ? P T ii is a singular matrix in oating{point form; however, the vector b i is still nonzero, and therefore the system of equations in (3:2) is inconsistent. On the other hand, GTH computes w T i in W T i by using the nonzero elements in P i and forms the pivot by summing o diagonal entries in the unreduced part of the same column as the pivot. Hence, GTH may be applied to solve such blocks.
Implementation Considerations
As mentioned before, NCD Markov chains that arise in real{life applications are generally large and sparse. This necessitates the design and employment of sparse storage schemes, which essentially store only the nonzero elements of the transition probability/rate matrix.
So far, the application of the GTH (and GE, for that matter) algorithm to the systems (2:1) and (3:1) is considered. (3:1) is written in the form of (3:2) so that it has a singular M{matrix with 0 column sums as its coe cient matrix just as in (2:1). Now, the alternative nontransposed systems of equations may be written. The system that corresponds to (2:1) is given by
Similarly, the equivalent of (3:2) is (4:2) (
)W i = 0:
De ne Scheme 1: The transposed systems of equations in (2:1) and (3:2). Scheme 2: The nontransposed systems of equations in (4:1) and (4:2). Unless otherwise speci ed, reductions mean row{reductions (i.e., the addition of a multiple of a lower{indexed row to a higher{indexed row) in a given system of equations. The last assumption is that the coe cient matrices are supplied to both schemes in the nontransposed version. This is a fairly reasonable assumption, since the matrices are usually generated by following the possible transitions from a given state, implying a row{wise generation.
The advantage of reducing the coe cient matrices in Scheme 1 rather than the ones in Scheme 2 to upper{triangular form is twofold:
the multiplier elements at each step of the reduction are bounded by 1 and only the upper{triangular matrix needs to be stored during the reduction process. Although the multipliers in Scheme 2 are not necessarily bounded by 1, the growth factor still cannot be greater than 1 as indicated in 22]. However, if row{reductions are carried out in Scheme 2, both the upper{triangular matrix and the lower{triangular matrix, which contains the multipliers, have to be stored during the triangularization process. The reason is that if row{reductions are performed on the nontransposed coe cient matrix, the LU decomposition will provide a nonsingular lower{triangular matrix and a singular upper{triangular matrix that has 0's in the last row. Although the decomposition is premultiplied by the stationary vector, one only has to carry out a single substitution phase (see 9], p.724) just as in the transposed system of equations (but this time involving the lower{triangular matrix), thereby making it necessary to store both the lower and the upper{triangular matrix during the reduction. One cure that comes to mind is to store only the upper{triangular matrix during the reduction process and to reconstruct the multiplier matrix after the reduction is over. Though quite straightforward, this solution is ine cient due to the super uous operations performed in calculating the multipliers for the second time. On the other hand, Scheme 1 calls for the transposition of the coe cient matrix before executing GE or GTH.
What follows is a discussion of the e ects of the two implementation schemes on a semisystematic row{wise sparse storage format (see 13]). A row{wise sparse storage format is a data structure that stores the nonzero elements in the coe cient matrix row by row. Semisystematic means the elements of row i precede those of row i + 1, but the elements within a given row need not be ordered. Together with the real value of each nonzero element, the column index of the element is stored as well. Hence, two arrays of the same length, one real and the other integer, are needed. Last, in order to have access to the rows, the starting location of each row has to be stored in an integer array. To facilitate the computation of the number of nonzero elements per row, an extra element whose value is equal to the total number of nonzero elements plus 1 is appended to this array.
The GE algorithm, no matter which scheme is chosen, may be implemented using delayed updates, which means at step k all reductions on row k + 1 may be carried out and the row compacted and stored before the algorithm continues in the next step with the update of the next row. The property of the GE algorithm which makes this e cient implementation possible is that reduction on a given row requires the addition of appropriate multiples of lower{indexed rows to it. Hence, there is no data dependency between a row to be reduced and higher{indexed rows in GE. The importance of this idea lies in the fact that, it is su cient to fully expand only the row to be updated at a given step, whereas all other rows with higher indices can still be held in compact form. However, this is no longer applicable when GTH is used in Scheme 1, since all updates due to a row must be nished before the algorithm proceeds with the next step. This situation is dictated by the new way of calculating the pivot elements. In the GTH algorithm, the pivot element is formed by summing the most recently updated elements that lie below the pivot, which implies a dependency of data between the pivot row and the higher{indexed rows. Since storage is limited, one possibility is to expand each row that is operated on, update it, and nally store it back in the appropriate location. The drawback is that this sequence of operations on a row, depending on the ll{in, most probably causes other elements in sparse storage to be shifted around the data structure (extra nonzero entries are likely to occur after a row update). Consequently, it is safe to assume that GTH, with such an implementation, spends more time doing memory reads and writes for larger chains. As pointed out in x2, there is a slight di erence in the way the single substitution phase in Schemes 1 and 2 is implemented in the GTH algorithm when a row{wise sparse storage format is used. In the substitution phase, Scheme 2 calls for the solution of a homogeneous linear system in which the stationary vector is postmultiplied by the lower{triangular matrix obtained >from the LU decomposition. The substitution is accomplished by accessing a di erent column of the lower{triangular matrix at each step. This situation makes it necessary to have a doubly{nested loop in the code for accessing the elements of the columns. On the other hand, the substitution phase of Scheme 1 requires the solution of a homogeneous linear system in which the stationary vector is premultiplied by an upper{triangular matrix. This being so, the substitution phase of Scheme 1 conforms nicely to a row{wise sparse storage implementation, and, therefore, it may be handled in a single loop that accesses a row of the upper{triangular matrix at each step. In the actual implementation, the normalization equation (i.e., k k 1 = 1) is used to discard the last equation and form a nonzero right{hand side in both schemes. A suggestion made by G. W. Stewart ( 18] ) as a compromise between the high accuracy of GTH and the implementation e ciency of GE is the following. Rather than performing a correction on the pivot element at each step of GTH, the suggestion is that a pivot should be corrected only when cancellation would produce an inaccurate pivot. For the systems arising in the IAD algorithm, cancellation seems to occur at quite predictable places. Speci cally, for the coupling matrix C (k) , cancellation occurs in the computation of the diagonal elements of I ? C (k) . The suggested cure is to compute the diagonal elements of I ? C (k) from the o {diagonal elements at the start and to use GE thereafter. For the solution of the diagonal blocks, cancellation is most likely to occur in the computation of the last pivot element. In this case the recommendation is that GE should be applied to the augmented system in (3.2) (or (4.2)), and only the last pivot should be computed by summing the o {diagonal probability mass as in GTH. It is expected that using the suggested scheme in the IAD algorithm will result in a competitive solver (with the GTH method in terms of relative accuracy and with the GE method in terms of total time spent in the IAD algorithm).
Results of experiments with this scheme are discussed in x5.
An alternative storage scheme is one that keeps the unused array elements in the form of a linked list (basically, a freepool). In this case, an extra integer array, which, for each nonzero element, stores the location of the next nonzero element in the same row, is required. If a given element is the last in its row, then the corresponding pointer may be set to 0. Though this scheme circumvents the problem of moving array elements back and forth in memory, it introduces overhead due to the manipulation of the freepool. Note that just as in the ordinary row{wise sparse storage format, all elements in a row may be kept ordered according to their column indices in this last implementation. Finally, it should be pointed out that the e ect of using a column{wise sparse storage format with Scheme 2 is the same as using a row{wise sparse storage format with Scheme 1 and vice versa.
Although, not as costly as the extra reads and writes due to the discussed implementation Note that both programming di culties and overhead storage (arrays to store the indices of nonzero array elements and pointers between elements) increase with the sophistication of the storage scheme. Together with the row{wise sparse storage format, experiments with the sparse storage format proposed by Knuth (see 13] for a brief explanation), which provides equally fast access to columns and rows of a matrix, are conducted. For each nonzero element, in addition to having a pointer to the next nonzero element in the same row, there is an additional pointer to the next nonzero element in the same column. Obviously, there are two arrays that keep the locations of the rst nonzero element in each row and each column, respectively. However, as remarked earlier, extra time will be spent for obtaining memory elements from and returning memory elements to the freepool with this kind of implementation. With Knuth's sparse storage format, there is no need to transpose the matrix because rows may be treated as columns and columns as rows. Although one may be inclined to think that Knuth's sparse storage format is more advantageous than the row{ wise sparse storage format, due to the overhead of handling the freepool, numerical experiments suggest that Knuth's format is likely be useful only if implemented in a programming language that provides primitives for pointers to memory.
If some information about the structure of the coe cient matrix is available, then another possibility may be to employ a two{dimensional banded storage structure. As for GE, the row{ wise sparse storage format with Scheme 1 is recommended.
Keeping in mind that memory is much slower than CPU, one must evaluate the signi cance of extra operations performed and excess time spent in a sparse storage implementation as opposed to the increased stability and accuracy that accrue from GTH in the context of real{life applications.
Numerical Results
Experiments with the IAD algorithm are carried out in sparse storage on a SUN SPARC station Table 1 .
The problem associated with GE, when NCD Markov chains with a degree of coupling less than machine epsilon are to be solved, has already been shown. Therefore, the emphasis is on problems with a degree of coupling larger than machine epsilon in order to see how GE and GTH behave Table 2 Solvers Used. GE 1 Sparse Gaussian elimination using Scheme 1 GE 2 Sparse Gaussian elimination using Scheme 2 GTH 2 Sparse Grassmann{Taksar{Heyman algorithm using Scheme 2 GTH 1 Sparse Grassmann{Taksar{Heyman algorithm using Scheme 1 comparatively in this case. Experiments are performed with implementation Schemes 1 and 2 on the row{wise sparse storage format used in MARCA. The GTH implementation of Scheme 1 is accomplished by shifting contents of arrays rather than using the alternative with the freepool. See Table 2 .
The rst problem appears quite frequently in the literature. Although the order of the matrix considered in this problem is quite small, it is still instructive to examine the e ects of using the IAD algorithm on such a problem. The second problem investigated is a real{life example and had been studied with a variety of parameters in the past. The scheme suggested by G. W. Stewart 18] in x4 is implemented, and the outcome of the related experiments are discussed following the presentation of the numerical results.
The decomposability parameter (in Table 1 ) is input by the user; it is used to determine the strongly connected components in the transition matrix by simply ignoring the elements that are less than the suggested value. Therefore, may be taken as an approximation of the degree of coupling. If the matrix is not already in the form (1:1), then symmetric permutations are used to put it into the form in which the diagonal blocks form the strongly connected aggregates.
Test Problem 1
The rst problem that is considered is the 8 8 Table 3 Results for Problem 1: n = 8; n z = 41; = 0:001; N = 3; nzb = 15 
Test Problem 2
The second problem considered appears in 19]. It represents a time{shared, multiprogrammed, paged, virtual memory computer system modeled as a closed queueing network (see Fig. 1 ).
The system consists of a number of users using the terminals, a central processing unit (CPU), a secondary memory device (SMD), and a ling device (FD). The degree of multiprogramming in the system at any given time is = 0 + 1 + 2 , where 0 , 1 , 2 are, respectively, the number of processes in the CPU, SMD, and FD queues at that moment. Furthermore, t represents the number of processes currently being generated at the terminals but not yet transmitted to the CPU for execution. is the mean generation time of processes by users working on the terminals. The mean service rate of the CPU depends on and is given by 0 ( ): The processes that leave the CPU proceed to the SMD, to the FD, and back to the terminals with probabilities p 1 , p 2 , 1 ? p 1 ? p 2 , respectively. The mean service rate at the SMD is given by 1 and at the FD by 2 . All arrival and service rates are exponential. Note that, it is not possible to apply analytical techniques to solve the above model since the CPU execution time depends on the degree of multiprogramming. An interactive computer system Given the necessary parameters, MARCA generates the transition probability matrix corresponding to the speci c queueing system under consideration. Experiments with di erent combinations of parameters are carried out because the e ect of making the transition probability matrix larger, and closer to the identity matrix so that it is almost decomposable is to be observed. The generated matrix has a block tridiagonal structure with a small percentage of nonzero elements. It must be remarked that this type of matrix is frequently encountered in queueing network analysis. Table 4 Sizes of the aggregates for Problem 2(a): = 10 ?3 . 10 6 3 1 Table 5 Results for Problem 2(a): n = 20; n z = 80, = 10 ?3 ; N = 4; nzb = 10. M (e) The parameters in this example are the same as those in 2(d). Table 10 Sizes of the aggregates for Problem 2(e): = 10 ?4 . 65 55 165 Table 11 Results for Problem 2(e): n = 286; n z = 1; 606, = 10 ?4 ; N = 3; nzb = 7. M Sizes of the aggregates for Problem 2(f): = 10 ?3 . In all problems considered, both IAD with GE and IAD with GTH converged (see Iter in Table 1 ) with a residual of order machine epsilon regardless of the implementation scheme chosen. For each problem, the number of iterations taken by both methods is the same. However, the relative error in IAD with GE is much larger than that of IAD with GTH in the rst small problem (see Table 3 ) where IAD with GTH has a relative error almost of order machine epsilon. It is presumed this is due to the smaller size of the systems solved in this problem. The rst test problem has a small coe cient matrix giving rise to a coupling matrix of size 3 3. Similarly, the largest system solved in the disaggregation step of the IAD algorithm is of size 3 3. Consequently, one expects to lose a relative accuracy of roughly 2 digits in this problem when IAD is used with GTH. The results con rm that IAD with GTH performs even better than the expectations, and only a single digit of accuracy is lost. However, as in the second problem, there are cases where the GTH algorithm does not achieve its worst case bound due to statistical e ects in rounding error accumulation although the matrices solved are considerably larger (see Tables 4, 8 , 10, 12, and 14) . Moreover, just as indicated in 10], it is possible to improve the entrywise relative error in the GTH algorithm even further by forming the pivot element in higher precision (quadruple{precision for the given system parameters).
As expected, the number of iterations taken to achieve the prespeci ed tolerance criterion decreases as the decomposability parameter becomes smaller for a given problem. Among the problems considered, when the decomposability parameter is greater than or equal to 10 ?6 , IAD with GE provided results in which 3 to 5 digits of accuracy are lost (see Tables 3, 5 , 9, 11, 13, and 15). An observation regarding the results of the second test problem is the di erence between T total 's for implementation Schemes 1 and 2 (see Tables 9, 11 , 13, 15, and 16). First, although it is not the case for the second problem, the nonzero structure of a nonsymmetric matrix changes if the matrix is transposed, thus totally a ecting the reduction process. Second, both methods in Scheme 2 store the multipliers, and thus they spend extra time. Finally, remember that Scheme 1 implementation of GTH is accomplished by shifting data around in memory, a very time consuming process.
The results of the modi ed scheme (suggested by G. W. Stewart) are quite competitive with those of IAD with GTH for the rst small problem (see Table 17 ). However, there are examples (Test problem 2, parts (b), (c), (e), (f), (g)) with varying degrees of decomposability for which the modi ed scheme does not provide a relative error that is competitive with the relative error in IAD with GTH (see Tables 6, 7 , 11, 13, and 15). However, it is never larger than the relative error in IAD with GE (see Table 17 ). The timing of the modi ed scheme is almost as good as that of IAD with GE even for the larger test cases. Table 17 Results for modi ed scheme (transposed version). 15 
Conclusion
In this paper, the computation of the stationary probability vectors of ill{conditioned NCD Markov chains is considered. The GTH method, which avoids subtractions, is a much more stable version of GE. For that reason, it is a good candidate to be used in the two{level IAD algorithm. Experiment on several problems are carried out, applying this idea versus GE in the IAD technique. The GTH approach to calculating the pivot element by taking the negated sum of the o {diagonal elements in the unreduced part of the pivot column proves to be valuable for singular M{matrices with 0 column sums, and it is shown to be quite e ective on the problems of interest. The GTH idea is employed to solve the linear systems of equations formed in both the aggregation and disaggregation steps of the IAD algorithm. For the rst small problem considered, we observed that the relative error in IAD with GE is much larger than that of IAD with GTH, whose relative error is xed in the order of machine epsilon. In all cases, the size of the systems solved provides an estimation for the worst case bound on the relative error for IAD with GTH. Additionally, just as explained in x4, it was not surprising to see IAD with GTH take on the order of 10 times as much time as IAD with GE for the larger chains in the second test problem. A modi ed scheme suggested by G. W. Stewart, which essentially performs diagonal correction on pivots only when there is a suspected loss in signi cance, seems to work very well in the IAD algorithm for small NCD Markov chains. The scheme possesses the good relative accuracy property of GTH and the convenient implementation of GE. However, for larger matrices, it is frequently no better than GE (while never being worse than GE) in terms of relative accuracy. It is also veri ed for IAD with GE that a signi cant di erence between the relative error and the residual error is a clear indication of an ill{conditioned problem.
In conclusion, ordinary GE should de nitely be avoided in both steps of the iterative IAD algorithm when solving NCD chains with a degree of coupling less than machine epsilon. However, if an approximation of the stationary vector of a large NCD Markov chain is sought in a short time, IAD with GE may be used. On the contrary, if relative error in the stationary vector of the NCD chain is deemed as of utmost importance, then IAD with GTH has to be recommended. However, we do recommend IAD with GE when the decomposability parameter for a given problem is greater than or equal to 10 ?6 . Only 3 to 5 digits of accuracy were lost in such problems considered. A compromise between GE and GTH seems to be the modi ed scheme suggested by G. W. Stewart. Examination of several sparse storage formats for both GTH and GE has indicated one disadvantage of the GTH method. The time to execute the IAD algorithm on large irreducible NCD Markov chains tends to be longer when the GTH method is used in the aggregation and disaggregation steps of the iterative solver. Memory requirement of the GTH algorithm is generally slightly higher than that of GE; nevertheless this mostly depends on the sparse storage format chosen. One last remark would be to direct the attention to the possibility of exploiting the inherent parallelism in the formation of the coupling matrix. Similarly, parallel implementation of the solution of N nonsingular systems in the disaggregation step needs to be investigated.
