We discuss a numerical method to compute the homogeneous solutions of the Teukolsky equation which is the basic equation of the black hole perturbation method. We use the formalism developed by Mano, Suzuki and Takasugi, in which the homogeneous solutions of the radial Teukolsky equation are expressed in terms of two kinds of series of special functions, and the formulas for the asymptotic amplitudes are derived explicitly. Although the application of this method was previously limited to the analytical evaluation of the homogeneous solutions, we find that it is also useful for numerical computation. We also find that so-called "renormalized angular momentum parameter", ν, can be found only in the limited region of ω for each l, m if we assume ν is real (here, ω is the angular frequency, and l and m are degree and order of the spin-weighted spheroidal harmonics respectively). We also compute the flux of the gravitational waves induced by a compact star in a circular orbit on the equatorial plane around a rotating black hole. We find that the relative error of the energy flux is about 10 −14 which is much smaller than the one obtained by usual numerical integration methods. §1. Introduction Inspirals of stellar-mass compact objects into a supermassive black hole at galactic nuclei are expected to be one of the most important sources of the gravitational waves for space-based detectors, such as the Laser Interferometer Space Antenna (LISA). 1) Current best estimate of the number of such event is given by Gair et al. 2) They estimated the number of event for the inspirals of 10M ⊙ black holes into 10 6 M ⊙ suppermassive black holes to be 660 by 3 years observation. By observing gravitational waves from such systems, we may be able to obtain information of the central black hole's spacetime geometry encoded in multipole moments, and test the validity of the no-hair theorem of black hole. 3) We may also obtain astrophysical information such like the mass distribution of compact objects in galactic nuclei. The optimal detection strategy for such gravitational waves is matched filtering, which requires theoretical waveforms to be correlated with the data. Although we may not need very accurate waveforms in detection, we will need very accurate theoretical waveforms to extract astrophysical information concerning the source.
§1. Introduction
Inspirals of stellar-mass compact objects into a supermassive black hole at galactic nuclei are expected to be one of the most important sources of the gravitational waves for space-based detectors, such as the Laser Interferometer Space Antenna (LISA). 1) Current best estimate of the number of such event is given by Gair et al. 2) They estimated the number of event for the inspirals of 10M ⊙ black holes into 10 6 M ⊙ suppermassive black holes to be 660 by 3 years observation. By observing gravitational waves from such systems, we may be able to obtain information of the central black hole's spacetime geometry encoded in multipole moments, and test the validity of the no-hair theorem of black hole. 3) We may also obtain astrophysical information such like the mass distribution of compact objects in galactic nuclei. The optimal detection strategy for such gravitational waves is matched filtering, which requires theoretical waveforms to be correlated with the data. Although we may not need very accurate waveforms in detection, we will need very accurate theoretical waveforms to extract astrophysical information concerning the source.
To predict the waveforms of extreme mass ratio inspirals, we adopt the black hole perturbation approach. In this approach, a compact star is treated as a point particle, and the mass of the compact star, µ, is assumed to be very small compared to the mass of the black hole, M , i.e. µ/M ≪ 1. In this context, the Teukolsky equation 4) describes the evolution of a perturbation of the Kerr black hole spacetime. The standard approach to solve the Teukolsky equation is based on the Green function method. The Green function is constructed using two kinds of homogeneous solutypeset using PTPT E X.cls Ver.0.9
tions. The solution of the Teukolsky equation is obtained by integrating the Green function multiplied by the source term. In the case of a Kerr black hole, the homogeneous solution is calculated usually by the Sasaki-Nakamura equation, 5) which is derived with the Sasaki-Nakamura transformation from the Teukolsky equation. The Sasaki-Nakamura transformation is a generalization of the Chandrasekhar transformation 6) by which we can obtain the Regge-Wheeler equation from the BardeenPress-Teukolsky equation 4), 7) in the Schwarzschild case. The Sasaki-Nakamura equation is also a powerful formula when we compute the gravitational wave flux induced by particles in unbound orbits.
In the past, there were several works which calculated the flux and waveforms of gravitational waves induced by a compact star around a black hole computed by the Teukolsky and the Sasaki-Nakamura equations, and its effects to the orbital evolution of the star under the influence of radiation reaction. Here, we list some of recent works treating bound orbits of the star. Many other works can also be found in a review article by Nakamura et al. 8) Shibata 9) calculated the gravitational waves in the case of circular, equatorial orbits around a Kerr black hole. Finn and Thorne 10) consider the same case, and discussed the signal-to-noise ratio of such gravitational waves when detected by LISA and the detectability of such sources by LISA. Tanaka et al. 11) and Cutler et al. 12) calculated the gravitational waves in the case of eccentric orbits around a Schwarzschild black hole, and discussed orbital evolution of the star. Apostolatos et al. 13) consider the slightly eccentric orbits around a Schwarzschild black hole, and discussed the stability of the circular orbit under the influence of radiation reaction. Kennefick 14) consider the slightly orbits on the equatorial plane around a Kerr black hole, and discussed the stability of the circular orbit under the influence of radiation reaction. Shibata 15) calculated the gravitational waves in the case of eccentric, equatorial orbits around a Kerr black hole, and discuss the importance of the black hole spin and other relativistic effects. Glampedakis and Kennefick 16) calculated the gravitational waves in the case of eccentric, equatorial orbits around a Kerr black hole, and discuss the orbital evolution of the star under the influence of radiation reaction. Shibata 17) calculated the gravitational waves in the case of circular, nonequatorial orbits around a Kerr black hole, and discussed the radiation reaction effects. Hughes 18), 19) calculated the gravitational waves in the case of circular, nonequatorial orbits around a Kerr black hole, and discuss the radiation reaction effects.
The source term of the Teukolsky equation is obtained by specifying the orbit of the particle. In the case of a Kerr black hole, orbits around it are specified by the energy, the z-component of the angular momentum, and the Carter constant. In the case of bound orbits, when the orbit is limited to the equatorial plane but is not circular, the orbits show exhibit the "zoom-whirl" property as the eccentricity becomes larger. 16) When the orbit is no longer limited to the equatorial plane, which may be important for sources of LISA, the orbits become more complicated. In such cases, we have to trace the orbit for much longer time than the dynamical time of the system in order to integrate the source term multiplied by the Green function accurately. Further, many side-bands in the spectrum of gravitational waves must be calculated to establish the good accuracy.
Let us assume for simplicity that LISA will observe gravitational waves at the frequency f ∼ 10 −2 Hz for one year. The total cycle of waves is typically N cycle ∼ 10 5 . Thus, the relative error for the luminosity ∆Ė/Ė required to establish the accuracy for the cycle, ∆N cycle ≤ 1 is ∆Ė/Ė ≤ 10 −520) in the simplest, circular orbit cases. For more complicated orbits, the requirement to the accuracy would be stronger than this. Although the accuracy, 10 −5 , is already established in many of previous works, it would be very helpful for the future data analysis of LISA if we had more efficient and accurate methods to compute the homogeneous solutions of the Teukolsky equation to calculate the gravitational wave flux.
Among approaches to obtain homogeneous solutions of the Teukolsky equation, Leaver 21) formulated a method to express them in terms of a series of Coulomb wave functions. Although this series is convergent at the spatial infinity, it does not converge around the horizon. For this reason, it was suggested that a power series expansion around the horizon be used to obtain all of the asymptotic amplitudes of the homogeneous solution which are needed in the Green function. Using this method, Tagoshi and Nakamura 22) carried out a high precision computation of a homogeneous solution of the Teukolsky equation and obtained high precision numerical data of the gravitational wave flux induced by a particle in a circular orbit around a Schwarzschild black hole. In this calculation, the convergence of the series of Coulomb wave functions is very fast, and we can evaluate the series of Coulomb wave functions very accurately. Contrastingly, because the convergence of the power series expansion is very slow, it is not easy to evaluate it very accurately. In fact, the accuracy of the numerical data of the homogeneous solution is limited by the accuracy of the power series expansion.
Later, Mano, Suzuki and Takasugi (MST) 23) formulated a method to express a homogeneous solution in a series of hypergeometric functions around the horizon. This series has a very convenient property that allows it to be matched with the series of Coulomb wave functions around the infinity. Specifically, this property is that the three term recurrence relation among the expansion coefficients for the hypergeometric case is the same as that in Coulomb case. Owing to this property, it is possible to match the two series expansions analytically, and we can express the asymptotic amplitude of the homogeneous solution in terms of only the expansion coefficients, not in terms of the hypergeometric or Coulomb functions themselves. This property is that which distinguishes the MST method from the Leaver method. Because we do not need to use a power series expansion to determine the asymptotic amplitudes by numerical matching, it is expected that the matching can be done very efficiently in the MST method.
So far, the MST method has been used only in analytic calculations. There is a close relation between the Coulomb or hypergeometric series expansion and the low frequency expansion of the Teukolsky equation. Here, low frequency usually implies small post-Minkowskian or post-Newtonian expansion parameters. We can calculate the higher order terms of the post-Newtonian expansion of the gravitational wave flux from a black hole 24), 25) systematically using this method. Tagoshi, Mano and Takasugi 26) also computed the energy absorbed by a rotating black hole analytically assuming that the orbit of the particle is very large.
In this paper, we use the MST formalism for numerical computation of the homogeneous Teukolsky equation. We discuss the numerical method to calculate the homogeneous solutions in detail. One of the most important problem involving the MST formalism is to determine the so-called "renormalized angular momentum" ν by solving the equation g(ν) = 0, which is expressed in terms of continued fractions. We investigate the numerical properties of this function g(ν). We find that, for each s, ℓ, m and q (s is the spin index of the Teukolsky equation, ℓ, m are the indices of the spin weighted spheroidal harmonics, and q is the Kerr parameter divided by the mass of black hole, q = a/M .), there is a maximum value of M ω for which we can find ν, assuming ν to be real. Because the applicability of the MST formalism depends on the existence of ν, this is a serious problem. Although our preliminary investigation suggests that we can find ν if we assume it to be complex, more effort is needed to establish the numerical accuracy. Therefore, we restrict the region of M ω for which we can find real ν.
Once we have the renormalized angular momentum ν, it is straightforward to evaluate the expansion coefficients and the series of hypergeometric functions or Coulomb wave functions. As expected, we find that the convergence of the series of hypergeometric functions and Coulomb wave functions is very fast, and we can evaluate the homogeneous solutions very accurately.
As a test calculation, we compute the gravitational wave flux induced by a particle in a circular orbit on the equatorial plane around a Kerr black hole. This is because that the numerical data for the energy flux can easily be compared with the one obtained by other methods. The accuracy of the numerical data is compared with that of previous works. This paper is organized as follows. In § 2, we review the Teukolsky formalism and the MST method. In § 3, we discuss the numerical method to calculate the homogeneous solutions. We present numerical results of the gravitational wave flux induced by a particle in circular, equatorial orbits around a Kerr black hole in § 3.5.
§ 4 is devoted to the summary and discussion. Throughout this paper, we use units in which G = c = 1. §2. Analytic solutions of the homogeneous Teukolsky equation
The homogeneous solutions in series of hypergeometric functions and Coulomb wave functions
The radial Teukolsky equation is given by (see Appendix A)
where the potential term V (r) is given by
Here ∆ = r 2 − 2M r + a 2 = (r − r + )(r − r − ) with r ± = M ± √ M 2 − a 2 , K = (r 2 + a 2 )ω − ma and λ is the eigenvalue of the angular Teukolsky equation.
In the MST method, the homogeneous solutions of the Teukolsky equation are expressed in terms of two kinds of series of special functions. 23), 27) One consists of series of hypergeometric functions, and the other consists of series of Coulomb wave functions. The former is convergent at the horizon and the latter at infinity. We match the two kinds of solutions in the overlapping region of convergence. We thereby obtain analytical expressions of the asymptotic amplitudes of the solution. (See Ref. 25 ) for a more recent review.)
First, we present a solution consisting of a series of hypergeometric functions. For the incoming solution R in lmω , we define
3)
The function p in is expressed in a series of hypergeometric functions as
where
is the hypergeometric function. This expression can be rewritten, using the analytic properties of hypergeometric functions, into the form of a series expansion with better convergence properties for large |x| as R
Next, we present a solution in the form of series of Coulomb wave functions. Let us denote a Teukolsky function by R C . We define the function f ν (z) through the relation
The function f ν (z) is expressed in a series of Coulomb wave functions as 8) where z = ω(r − r − ), (a) n = Γ (a+ n)/Γ (a) and F N (η, z) is a Coulomb wave function defined by
Here Φ(α, β; z) is the confluent hypergeometric function, which is regular at z = 0 (see § 13 of Ref. 28) ). In this method, the expansion coefficients of the series of hypergeometric functions and the series of Coulomb wave functions {a n } exhibit the same recurrence relation. We find that the expansion coefficients a n satisfy the three-term recurrence relation α ν n a n+1 + β ν n a n + γ ν n a n−1 = 0, (2 . 10) where
We note that the parameter ν introduced in the above formulas does not exist in the Teukolsky equation. This parameter is introduced so that both series converge and actually represent a solution of the Teukolsky equation. We next introduce the following quantities:
We can express R n and L n in terms of continued fractions as
12)
The expressions for R n and L n are valid if these continued fractions converge. It has been proved 29) that the continued fraction of the right-hand side of Eq. (2 . 12) converges if and only if the recurrence relations Eq. (2 . 10) possess a minimal solution as n → ∞. A similar theorem can be proven regarding the converge as n → −∞ of the right-hand side of Eq. (2 . 13). Because the recurrence relation Eq. (2 . 10) possess minimal solutions as n → ±∞, the continued fractions on the right-hand sides of Eqs. (2 . 12) and (2 . 13) converge. Although minimal solutions in the limits n → ∞ and n → −∞ do not coincide in general, we can match them by appropriately choosing ν. Suppose {f ν n } is a solution that is minimal for both n → ±∞. It is proved 29) that the following relations are satisfied:
This implies the relationR
If we choose ν such that it satisfies the implicit equation for ν, Eq. (2 . 16), for a certain n, we can obtain a minimal solution {f ν n } that is valid over the entire range −∞ < n < ∞. For the minimal solution, f ν n , we have
The minimal solution is important for the convergence of the series Eq. (2 . 4) and Eq. (2 . 8). It can be proved that if we use the minimal solution {f ν n } for the expansion coefficients {a n }, the series of hypergeometric functions Eq. (2 . 4) converges for x in the range −∞ < x ≤ 0. (In fact, this is true for all complex values of x, except at |x| = ∞.) It has also been proved that if the expansion coefficients are given by the minimal solution, the series Eq. (2 . 8) converges for z > ǫκ or, equivalently, r > r + .
Instead of Eq. (2 . 16), we can use an equivalent but practically more convenient form of an equation that determines the value of ν. Dividing Eq. (2 . 10) by a n , we find
where R n+1 and L n−1 are given by the continued fractions Eq. (2 . 14) and Eq. (2 . 15) respectively.
Matching and the asymptotic amplitudes
Now, we match the two kinds of solutions, R ν 0 and R ν C . If we expand solutions in powers ofx = 1 − x ≡ z/(ǫκ), we see that both solutions behave likex ν multiplied by a single valued function ofx for large |x |, as long as ω > 0. Thus, if we assume ω > 0, the analytic properties of R ν 0 and R ν C are the same. That implies that these two solutions are identical up to a constant multiple. We set
Then, by comparing each power ofx in the region where both solutions converge, i.e. 1 ≪|x |< ∞, we find 20) where N can be any integer, and the factor K ν should be independent of the choice of N . Now, we have an alternative expression for the ingoing-wave function 
We can also obtain an analytical expression for R up lmω by transforming R C . We note that an analytical property of the confluent hypergeometric function,
Here σ = sgn[Im(x)] and Ψ (a, c, x) is the irregular confluent hypergeometric function. We then rewrite R ν C as R
We therefore have
We can see that the functions R ν + and R ν − are ingoing-wave and outgoing-wave solutions at infinity, respectively. In particular, we have the upgoing solution expressed in terms of Coulomb wave functions as
Now, we can obtain an analytical expression of the asymptotic amplitude, C trans lmω , of R up lmω defined in Eq. (A . 9). We find
In order to compute the homogeneous solutions of the Teukolsky equation, we first compute the eigenvalue λ of the spin weighted spheroidal harmonics. This is discussed in Appendix B. In this section, we discuss a numerical method to compute the homogeneous solution of the radial part of the Teukolsky equation, assuming λ is given. The eigenvalue λ can be computed similar in to ν. Although the MST formalism was developed for arbitrary values of the spin s, in the rest of paper we consider only the case s = −2, because this is important to evaluate gravitational waves.
Continued fractions
Because the computation of continued fractions is very important in our numerical method, we first review Steed's algorithm to compute continued fractions. 30) Let us define a continued fraction by
It can be shown that A n and B n satisfy the recurrence relations
Here, we introduce the quantity D n = B n−1 /B n . Then, the above recurrence relation of B n is identical to
We can rewrite the right-hand side of Eq. (3 . 1) in terms of D n as
Furthermore, from Eq. (3 . 3), we have the relation a n D n−1 D n = 1 − b n D n , which then yields the difference between h n and h n−1 ,
Steed's algorithm is summarized as follows. We first set
We then compute h n beginning with n = 2 until | ∆h n /h n | is smaller than the required accuracy.
Determination of the renormalized angular momentum ν
The parameter ν is determined as a solution of Eq. (2 . 18). In particular, we set n = 0 and obtain In order to search for a root of the implicit equation g(ν) = 0, we can use various numerical techniques. Among them, we adopt Brent's algorithm (e.g. Ref. 31) ). In order to search for a root of implicit equations, we need an initial value of the search which is not very far away from the root of the equation. In the case that M ω is small, we can use an analytic expression of ν as the initial value. Among the infinite number of roots, there is an analytic expression of ν in the form of a series of ǫ ≡ 2M ω given by When M ω is not very large (less than ∼ 0.36 in the case q = 0), this expression is useful as an initial value for the root search algorithm. Note that the analytic expression for ν truncated at O(ǫ 2 ) is always slightly less than ℓ. Thus, in practice, it is sufficient to search for a root in the range ℓ − 1/2 < ν < ℓ. We can see in Figs. 1-4 that the function g(ν) is smooth in this range. Although numerically we find poles at half integer values of ν, it is not difficult to find a root in this region. In fact, we can find a root as long as M ω 0.36 in the case ℓ = m = 2 and q = 0. However, the situation is different when M ω becomes larger. In this case, ν approaches ℓ − 1/2, and beyond a certain value of M ω, it becomes impossible to find roots ν. The maximum values of M ω for which real ν can be found in the region ℓ − 1/2 < ν < ℓ are listed in Table I . The maximum values depend on ℓ, m and q. This maximum value of M ω increases with ℓ. The maximum value is larger for q > 0 than for q < 0. The behavior of ν beyond M ω in Table I depends on ℓ and m. In some cases, we can find ν as a real value. However, in other cases, there is no root of Eq. (3 . 6) for any real value of ν.
We note that we have attempted to find a complex root ν. Our preliminary investigation suggests that there is such a root in the complex value of ν when we can not find a real root. However, more work is needed to confirm this, and we leave this as a future project. In the rest of this paper, we concentrate on the case of real ν and the region of ǫ in which we can find such a root. The values of ν for various values of M ω = ǫ/2, ℓ, and q are plotted in Fig. 5 .
Note that there are some roots at integer and half integer values of ν that are independent of ℓ, m, q, and ω. Although they are solutions of g(ν) = 0, they do not connect the two minimal solutions in the limits n → ±∞.
When ν is a root of Eq. (3 . 6), the quantities ν + k (k = ±1, ±2, · · · ) are also roots of Eq. (3 . 6), since ν only appears as ν + n in the continued fractions of Eq. (3 . 6). This fact can be checked numerically for k = ±1. However, as we can see Table I . Maximum values of M ω for which real ν is found. ℓ m q = 0.9 q = 0 q = −0.9 ℓ m q = 0.9 q = 0 q = −0. (4), the function g(ν) around the roots ν ± 1 is a very steep function. When |k| is larger than 2, the slope of g(ν) becomes much steeper, and it becomes difficult to find the root ν + k.
Expansion coefficients
Once we have ν, it is straightforward to evaluate the expansion coefficients using the three-term recurrence relations Eq. (2 . 10). As discussed in § 2, the expansion coefficients {a n } must be the minimal solution {f n }. It is well known that the minimal solution cannot be computed numerically with forward recursion of the three-term recurrence relations from n = 0 to ±∞. This is because a small numerical errors in the minimal solution f n contain dominant parts of the solution of the recurrence relation. For this reason, the numerical solution obtained using forward recursion will be dominated by errors after several recursions, since the dominant Table II solutions grow very rapidly.
In such a situation, we can use the continued fractions given in Eqs. (2 . 14) and (2 . 15) to evaluate the minimal solution. First, we set the initial value of f n as f 0 = 1. We evaluate f 1 from f 1 /f 0 , which is evaluated by the continued fraction, the right-hand side of Eq. (2 . 14) with n = 1. We then obtain f 1 as f 1 =R 1 f 0 . In the same way, we can evaluate f n (n > 1) from f n−1 andR n recursively. For n < 0, we use the same algorithm and evaluate f n from f n+1 andL n .
Homogeneous solutions
Given the eigenvalue of the spin weighted spheroidal harmonics λ, the renormalized angular momentum ν, and the expansion coefficients f n , it is straightforward to compute the asymptotic amplitude of the homogeneous solutions, Eqs. (2 . 22) and (2 . 31). It is also straightforward to compute the homogeneous functions using Eq. (2 . 3) or Eq. (2 . 30). We found that the convergence of the series of hypergeometric functions or Coulomb wave functions and that of the formulas for the asymptotic amplitude are very rapid. This is because the expansion coefficients {f ν n }, which constitute a minimal solution of the three-term recurrence relation, decrease very rapidly as |n| becomes large, as can be seen from Eq. (2 . 17). For example, we only need to carry out the summation in Eq. (2 . 4) from n = 0 to n ∼ ±20 to have an accuracy 10 −16 in the case ǫ < 0.4.
The hypergeometric function F (α, β; γ, x) is computed using the transformation formula (3 . 8) and using the Gauss hypergeometric series for the hypergeometric functions on the right-hand side of Eq. (3 . 8). For the gamma function, we use the routines available on the world wide web. 32)
Gravitational wave luminosity
In order to check the accuracy of our numerical code, we calculated the gravitational wave flux from a point particle in circular orbits on the equatorial plane around a Kerr black hole. The formula for the luminosity is given in Appendix A.
Our computations presented here were done using a double precision code. In Tables III-VI, we list the luminosities for r 0 = 6, 10, 100 and 1000 from ℓ = 2 to 6 and for q = 0 and q = ±0.9. We also list the total luminosity for various values q and r 0 in Table VII .
We compared these results with those of Tagoshi and Nakamura 22) in the Schwarzschild case q = 0. The results are given in Table VIII for cases r 0 = 10M . We find that our results agree with them with relative error 10 −14 -10 −15 . Because the estimated accuracy of Ref. 22 ) is more than 20 significant figures, we estimate that the accuracy of our code is about 13-14 significant figures. We also compare our results with those given by Kennefick 33) in the Kerr case q = 0. The results are given in Table IX for cases r 0 = 3M and q = 0.998. We find that our results agree with them with relative error 10 −6 -10 −7 . This is consistent with the estimated accuracy in his works. Although we do not have a quantitative estimate of the accuracy for the luminosity in the Kerr case, because ν is computed with accuracy in the Schwarzschild case, we expect that the accuracy of our results is also about 13-14 significant figures in the Kerr case. In this paper, we described numerical methods to compute the homogeneous solutions of the Teukolsky equation. We used the MST formalism, in which the homogeneous solutions of the Teukolsky equation are expressed in terms of series of hypergeometric functions and Coulomb wave functions. We found that the renormalized angular momentum ν can be found only for a limited values of M ω. When M ω becomes large, ν approaches ℓ − 1/2, and over a certain range of values of M ω, which depends on ℓ, m and q, we could not find real ν. Our preliminary investigations suggest that ν becomes complex when M ω becomes sufficiently large. However, because further investigation is needed to confirm this, we continue to work on this point.
In the region of M ω in which we can find real ν, we found that the convergence of the series of hypergeometric functions or Coulomb wave functions is very rapid. This is because the expansion coefficients {f ν n }, which constitute a minimal solution of the three-term recurrence relation, decrease very rapidly as |n| becomes large. Thus, we concluded that the MST formalism is a powerful method to compute the homogeneous solutions numerically. By comparing the numerical data for the gravitational wave luminosity emitted to infinity in the case that a particle display circular orbits in the equatorial plane with the results of previous works, we estimated the accuracy of our code to be about 13-14 significant figures in the double precision computation. This accuracy will be sufficient as a Green function of the Teukolsky equation in the computation of the templates for the data analysis of LISA. Currently, the accuracy is limited not by the MST formalism itself but by the accuracy of the evaluation of the hypergeometric functions.
In the near future, we will investigate the question of whether complex ν exist in order to broaden the region of M ω, in which this method can be applied. We also hope to improve the accuracy of the evaluation of the hypergeometric functions and Coulomb wave functions and to apply this method to the computation of gravitational waves from a compact star in the case of more generic orbits around a supermassive black hole. 
Appendix A Teukolsky Formalism

A.1. Teukolsky equation
In terms of the Boyer-Lindquist coordinates (t, r, θ, φ), the metric of a Kerr black hole is expressed as
where Σ = r 2 + a 2 cos 2 θ and ∆ = r 2 − 2M r + a 2 . In the Teukolsky formalism, 4) the gravitational perturbations of a Kerr black hole are described by the NewmanPenrose quantity ψ 4 = −C αβγδ n α m β n γ m δ , where C αβγδ is the Weyl tensor and
The Weyl curvature component ψ 4 contains all the information regarding the where ρ = (r − ia cos θ) −1 . The radial function R lmω (r) and the angular function −2 S aω lm (θ) satisfy the following Teukolsky equations:
The potential is given by 1.9640×10 −6
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1.0496×10 where K = (r 2 +a 2 )ω−ma and λ is the eigenvalue of −2 S aω ℓm (θ). The angular function −2 S aω ℓm (θ) is called a spin-weighted spheroidal harmonic with spin weight −2. It is usually normalized as
In the case of a Kerr black hole, analytic form of the spin-weighted spheroidal harmonics and the eigenvalue λ are not known. However, in the case of a Schwarzschild black hole, the spin-weighted spheroidal harmonics reduce to the spin-weighted spherical harmonics, and its eigenvalue is λ = ℓ(ℓ + 1) − s(s + 1). 34) We solve the radial Teukolsky equation using the Green function method. For this purpose, we introduce two kinds of the homogeneous solutions of the radial Teukolsky equation, where k = ω − ma/2M r + and r * is the tortoise coordinate defined by
Here r ± = M ± √ M 2 − a 2 . Then, a solution of the radial Teukolsky equation that is ingoing at the horizon and outgoing at the infinity can be written as 2.00 × 10 where W lmω is the Wronskian given by
The asymptotic behavior at the horizon is given by
The asymptotic behavior at infinity is given by
In this paper, we focus on the gravitational wave flux from a point particle in circular, equatorial orbits around a Kerr black hole. In this case,Z lmω in Eq. (A . 13) takes the formZ
where ω n = mM 1/2 /(r 3/2 + aM 1/2 ). Then, the time-averaged flux (luminosity) radiated to infinity is given by
The source term of the Teukolsky equation, Eq. (A . 4), is given by
where B ′ 2 and B * 2 are given by
and T nn , T mn , T mm are the tetrad components of the energy momentum tensor (T nn = T µν n µ n ν etc.). Here the bar denotes the complex conjugation. We consider T µν of a monopole particle of mass µ. In this case, the energy momentum tensor takes the form
where u µ = dz µ /dτ and z µ = (t, r(t), θ(t), φ(t)) is a geodesic trajectory and τ = τ (t) is the proper time along this geodesic. The geodesic equations in the Kerr geometry are given by
where E and L z are the energy and the z-component of the angular momentum of a test particle, respectively. Also, we have
where C is the Carter constant of a test particle. Note that E, L z and C are measured in units of µ. If they are expressed in the standard units, E, L z and C in the above equations must be replaced by E/µ, L z /µ and C/µ 2 . Using Eq. (A . 19) , we obtain the tetrad components of the energy momentum tensor as 22) where
Substituting Eq. (A . 17) into Eq. (A . 16) and performing integration by parts, we obtain
where 25) and S aω ℓm denotes −2 S aω ℓm (θ) for simplicity. The integration over θ can be performed directly. It yields
where 
.
(A . 36)
Appendix B The Spin-Weighted Spheroidal Harmonics
In this section, we review the formalism to represent the spin-weighted spheroidal harmonics in a series of Jacobi polynomials based on Ref. 35) . We also discuss a method to implement this formalism in the numerical computation.
We first transform the angular Teukolsky equation as
where ξ = a ω, x = cos θ and E = λ + s(s + 1) − a 2 ω 2 + 2 a m ω. The angular function s S aω lm (x) is called the spin-weighted spheroidal harmonics. Equation (B . 1) is a Sturm-Liouville type eigenvalue equation with the boundary conditions of the regularity at x = ±1. The eigenvalue E depends on ℓ for fixed parameters s, m and aω. Therefore we express the eigenvalue as s E m l (ξ). When aω = 0, s S aω lm (x) is reduced to the spin-weighted spherical harmonics, and the eigenvalue s E m l (ξ) becomes l(l + 1). 34) The differential equation Eq. (B . 1) has singularities at x = ±1 and ∞. We transform the angular function as
where α = |m + s| and β = |m − s|. Then, Eq. (B . 1) becomes
When ξ = 0, the right-hand side of Eq. (B . 3) is zero, while the left-hand side becomes the differential equation satisfied by the Jacobi polynomials,
In this limit, the eigenvalue s E m ℓ in the equation (B . 3) becomes ℓ(ℓ + 1), where ℓ = r + (α + β)/2 = r + max(| m |, | s |).
In this paper, we use the Jacobi polynomials defined using the Rodrigue's formula by
Now, we expand s U lm (x) in a series of Jacobi polynomials:
The expansion coefficients s A (n) lm (ξ) satisfy the recurrence relations
The method to determine the eigenvalue s E m l is similar to that in the case of renormalized angular momentum presented in § 3.2. The three-term recurrence relation Eq. (B . 8) has two independent solutions, which behave for large n as
The first one, A
(1) , is the minimal solution, and the second one, A (1) in the series expansion Eq. (B . 6). Next, we introduce the following:
(B . 12)
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The ratio R n can be expressed as a continued fraction:
We can also express L n as a continued fraction:
This expression for R n is valid if the continued fraction converges. By using the properties of the three-term recurrence relations (Ref. lm and obtain The function h( s E m ℓ ) is usually monotonic, and therefore it is very easy to find the root of Eq. (B . 15).
After we obtain the eigenvalue s E m ℓ , we can determine all the coefficients. The coefficient for n = n ℓ = l − (α + β)/2 is usually the largest term. The ratio of other terms to those for n = n ℓ , i.e. A (1) , can be determined using Eqs. (B . 13) and (B . 14) from n = n ℓ to n = 0 or n = ∞.
The factor A In the same way as in the case of s U lm (x), we expand s V lm (x) in a series of Jacobi polynomials: From these equations, we can determine the ratios of all the coefficients, B
(n) (1)
/B
(n ℓ )
. Now, we determine the value of the two coefficients A (n ℓ )
(1) and B lm by requiring that the sign of s S aω ℓm (x) be the same as the sign of the spin-weight spherical harmonics in the limit aω → 0.
In Table X , we list the eigenvalues of the spin-weighted spheroidal harmonics for q = ±0.9 from ℓ = 2 to 6 in the case M ω = 0.1. In Tables XI-XIII, we list the values of the spin-weighted spheroidal harmonics for cos θ = −0.9, 0, 0.9, q = ±0.9 and ℓ = 2 − 6. 
