We develop Chebyshev symplectic methods based on Chebyshev orthogonal polynomials of the first and second kind separately in this paper. Such type of symplectic methods can be conveniently constructed with the newly-built theory of weighted continuous-stage RungeKutta methods. A few numerical experiments are well performed to verify the efficiency of our new methods.
Introduction
Geometric numerical integration of Hamiltonian systems has been a central topic in numerical solution of differential equations since the late 1980s [7, 8, 13, 16, 17, 18] . The well-known Hamiltonian systems can be written in a compact form, i.e.,
where J is a standard structure matrix, H is the Hamiltonian function. Symplecticity (Poincaré 1899) has been discovered to be a characteristic property of Hamiltonian systems (see [13] , page 185), and thus it is suggested to construct numerical methods that share this geometric property. Such type of special-purpose methods were naturally named to be "symplectic" [7, 13, 16, 17, 18] , which states that the discrete numerical flow φ h induced by the algorithms is a symplectic transformation, i.e., satisfying
where φ t represents the Jacobian matrix of the numerical flow φ t . Usually, especially for those (near-)integrable systems, symplectic methods can produce many excellent numerical behaviors including linear error growth, long-time near-conservation of first integrals, and existence of invariant tori [13, 21] . Moreover, by backward error analysis the numerical flow of the symplectic methods lies in the trajectories of the interpolating Hamiltonian systems, which implies that it exactly preserves a modified Hamiltonian [2, 37] . There exists a particularly important class of symplectic methods called "symplectic Runge-Kutta (RK) methods", which were discovered independently by three authors in 1988 [19, 25, 15] . Afterwards, symplectic RK methods were fully explored in the context of classic RK methods (see, for example, [20, 23, 24] ), and the well-known W -transformation technique proposed by Hairer & Wanner [12] was frequently used. More recently, however, RK methods have been creatively extended to RK methods with continuous stage [4, 5, 14] , and thus symplectic RK-type methods gained a new growth point [27, 28, 29, 30, 32, 33, 35, 34, 36] .
In this paper, we further develop symplectic RK-type methods within the newly-developed framework of continuous-stage RK methods. By using Chebyshev polynomials, it enables us to get rich production of Chebyshev symplectic methods. It should be recognized that Wtransformation is closely related to Legendre polynomials while our approach can be applied to any other weighted orthogonal polynomials (although Chebyshev polynomials are mainly involved in the construction of our methods in this paper). On account of this, our approach to construct symplectic methods is rather different from the W -transformation technique previously used. This paper will be organized as follows. In the next section, we give a brief revisit of some newly-developed theoretical results for constructing RK-type methods with general purpose. Section 3 is devoted to study the construction of Chebyshev RK-type methods with symplecticity-preserving property. Some numerical tests are given in Section 4. At last, we conclude this paper.
Theory of continuous-stage RK methods
We are concerned with the following initial value probleṁ
with f being sufficiently differentiable.
Definition 2.1. [14] Let A τ, σ be a function of two variables τ , σ ∈ [0, 1], and B τ , C τ be functions of τ ∈ [0, 1]. The one-step method Φ h : z 0 → z 1 given by
is called a continuous-stage Runge-Kutta (csRK) method, where Z τ ≈ z(t 0 + C τ h). Here, we always assume
and often use a triple (A τ, σ , B τ , C τ ) to represent such a method. In this paper, we will hold on the following assumption almost everywhere as previously done in [14, 30, 35, 36 ]
We introduce the following simplifying assumptions proposed by Hairer in [14] B(ξ) :
The following result is useful for analyzing the order of csRK methods, which is a counterpart of the classic result by Butcher in 1964 [3] .
Theorem 2.1. [14, 30] If the coefficients (A τ, σ , B τ , C τ ) of method (2.2) satisfyB(ξ),C(η) andD(ζ), then the method is of order at least min(ξ, 2η + 2, η + ζ + 1).
Lemma 2.1. [36] Under the assumption (2.4), the simplifying assumptionsB(ξ),C(η) and D(ζ) are equivalent tȏ
where deg(φ) stands for the degree of polynomial function φ.
The concept of weight function is rather important for our discussions later, which can be found in almost every textbook of numerical analysis (see, for example, [22] ). 
It is known that for a given weight function w(x), there exists a sequence of orthogonal polynomials in the weighted function space (Hilbert space) [26] 
with respect to the inner product
In what follows, we denote the orthogonal polynomials by {P n (x)} ∞ n=0 and assume they have been normalized in [a, b], i.e.,
It is well to be reminded that these polynomials make up a complete orthogonal set in the Hilbert space L Assume A τ,σ and B τ have the following decompositions
where w is a weight function defined on [0, 1], and then the csRK method (2.2) can be written as
(2.9) 
where λ j are any real parameters; 
where ψ j (σ) are any real functions.
For simplicity and practical application, we have to truncate the series (2.10) and (2.11) suitably according to our needs. Consequently, only the polynomial case of A τ,σ and B τ needs to be considered. Besides, generally it is impossible to exactly compute the integrals of a csRK scheme (except that f is a polynomial vector field), thus we have to approximate them with an s-point weighted interpolatory quadrature formula
where
Here, we remark that for the simplest case s = 1, we define 1 (x) = x/c 1 . Thus, by applying the quadrature rule (2.13) to the weighted csRK method (2.9), it leads up to a traditional s-stage RK method
where Z i ≈ Z c i . After that, we can use the following result to determine the order of the resulting RK methods. Proof. Please refer to [36] for the details of proof.
Next, we introduce the following optimal quadrature technique named "Gauss-Christoffel type" for practical use, though other suboptimal quadrature rules can also be considered [1, 22] .
, then the interpolatory quadrature formula (2.13) is exact for polynomials of degree 2s − 1, i.e., of the optimal order p = 2s. If Φ ∈ C 2s , then it has the following error estimate
for some ξ ∈ [0, 1], where µ s is the leading coefficient of P s (x).
Construction of Chebyshev symplectic methods
It is known that Chebyshev polynomials as a special class of Jacobi polynomials are frequently used in various fields especially in the study of spectral methods (see [9, 10] and references therein). Particularly, zeros of Chebyshev polynomials of the first kind are often used in polynomial interpolation because the resulting interpolation polynomial minimizes the effect of Runge's phenomenon. But unfortunately, so far as we know, there are few Chebyshev symplectic methods available in the scientific literature except for two methods given in [36] . On account of this, we are interested in such subject and try to develop these methods based on the previous work of [36] .
The construction of symplectic methods is mainly dependent on the following results (please refer to [35, 36] for more information). 
then it is symplectic. In addition, the RK scheme with coefficients
(derived by using quadrature formula, c.f., (2.14)) based on the underlying symplectic csRK method with coefficients satisfying (3.1) is always symplectic. , then symplectic condition (3.1) is equivalent to the fact that A τ,σ has the following form in terms of the orthogonal polynomials
By virtue of these theorems and the relevant results given in the previous section, we can introduce the following procedure for constructing symplectic csRK methods 2 [36] : Step 1. Make an ansatz for B τ which satisfiesB(ξ) with ξ ≥ 1 according to (2.10) , and a finite number of λ ι could be kept as parameters;
Step 2. Suppose A τ, σ is in the form (according to Theorem 3.3)
where α (i,j) are kept as parameters with a finite number, and then substitute A τ, σ intoC(η) (see (2.7), usually we let η < ξ):
for the sake of settling α (i,j) ;
Step 3. Write down B τ and A τ, σ (satisfyB(ξ) andC(η) automatically), which results in a symplectic method of order at least min{ξ, 2η +2, η +ζ +1} with ζ = min{ξ, η} by Theorem 2.1 and 3.2. However, the procedure above only provides a general framework for establishing symplectic methods. For simplicity and practical use, it needs to be more refined or particularized. Actually, in view of Theorem 2.3 and 3.2, it is suggested to design Butcher coefficients with low-degree A τ, σ and B τ , and η is better to take as η ≈ 1 2 ξ. Besides, for the sake of conveniently computing those integrals ofC(η) in the second step, the following ansatz may be advisable (with C τ given by (2.4) and let ρ ≥ η and ξ ≥ 2η)
where α (i,j) = −α (j,i) . Because of the index j restricted by j ≤ ξ − η in the second formula of (3.3), we can useB(ξ) to arrive at (please c.f. (2.6))
Therefore,C(η) implies that
Finally, it needs to settle α (i,j) by transposing, comparing or merging similar items of (3.4) after the polynomial on right-hand side being represented by the basis {P j (x)} ∞ j=0 . In view of the skew-symmetry of α (i,j) , if we let r = min{ρ, ξ − η}, then actually the degrees of freedom of these parameters is r(r + 1)/2, by noticing that α (i,i) = 0, i ≥ 1 and α (i,j) = 0, for i > r or j > r.
When r(r +1)/2 (r +1)η (number of equations), i.e., r 2η, we can appropriately reduce the degrees of freedom of these parameters by imposing some of them to be zero in pairs, if needed.
Chebyshev symplectic methods of the first kind
Firstly, let us consider using the following shifted normalized Chebyshev polynomials of the first kind denoted by T n (x), i.e.,
It is known that these Chebyshev polynomials have the following properties:
, if k is even,
Notice that the properties given in (3.5) are helpful for computing the integrals 3 of (3.4), hence we can conveniently construct Chebyshev symplectic methods of the first kind. Next, we give some examples and the following shifted Gauss-Christoffel-Chebyshev(I) quadrature rule will be used [ 
with c i being the zeros of Chebyshev polynomial T s (x).
Example 3.1. With the orthogonal polynomials P j (x) in (3.3) replaced by T j (x), we consider the following three cases separately,
we have only one degree of freedom. After some elementary calculations, it gives a unique solution
which results in a symplectic method of order 2. By using the 1-point Gauss-ChristoffelChebyshev(I) quadrature rule we regain the well-known implicit midpoint rule;
(ii) Let ξ = 3, η = 1, ρ = 2, it will lead to
If we let µ = α (1,2) = −α (2,1) be a free parameter, then we get a family of µ-parameter symplectic csRK methods of order ≥ 3. Actually, it is easy to verify that the resulting methods are also symmetric 4 and thus they possess an even order 4. By using the 3-point Gauss-Christoffel-Chebyshev(I) quadrature rule we get a family of 3-stage 4-order symplectic RK methods which are shown in Tab. 3.1, with γ := 4 √ 3µ 27π
. We find that this class of methods is exactly the same one as shown in [36] .
(iii) If we take ξ = 5, η = 2, ρ = 2, then it gives a unique solution
The resulting symplectic csRK method is symmetric and of order 6. By using the 5-point Gauss-Christoffel-Chebyshev(I) quadrature rule we get a 5-stage 6-order symplectic RK method which is shown numerically (the exact Butcher tableau is too complicated to be exhibited) in Tab. symplectic condition (i.e., stability matrix M = 0 [19] ) and order conditions (from order 1 to order 6) up to the machine error.
Chebyshev symplectic methods of the second kind
Secondly, let us consider the shifted normalized Chebyshev polynomials of the second kind denoted by U n (x), i.e., U n (x) = sin (n + 1) arccos(2x − 1)
The following properties can be easily verified (define U −1 (x) = 0)
where the last formula is deduced from
Applying the properties given in (3.7) to the integrals of (3.4), it produces Chebyshev symplectic methods of the second kind. In our examples below, the following shifted GaussChristoffel-Chebyshev(II) quadrature rule will be used [ where
with c i being the zeros of U s (x) as well as the inner extrema on [0, 1] of T s+1 (x).
Example 3.2. With the orthogonal polynomials P j (x) in (3.3) replaced by U j (x), we consider the following three cases separately,
which results in a symplectic csRK method of order 2. By using the 1-point GaussChristoffel-Chebyshev(II) quadrature rule it gives the implicit midpoint rule;
(ii) Let ξ = 3, η = 1, ρ = 2, after some elementary calculations, it gives
If we regard µ = α (1,2) = −α (2,1) as a free parameter, then we get a family of µ-parameter symplectic and symmetric csRK methods of order 4. By using the 3-point Gauss-Christoffel-Chebyshev(II) quadrature rule we get a family of 3-stage 4-order symplectic RK methods which are shown in Tab. 3.3, with γ :
(iii) Alternatively, if we take ξ = 5, η = 2, ρ = 2, then it gives a unique solution
The resulting symplectic csRK method is symmetric and of order 6. By using the 5-point Gauss-Christoffel-Chebyshev(II) quadrature rule we get a 5-stage 6-order symplectic RK method which is shown in Tab. 3.4. Table 3 .4: A 5-stage 6-order symplectic RK method, based on Chebyshev polynomials of the second kind.
Numerical tests
We consider the perturbed Kepler's problem given by the Hamiltonian function [6] 
with the initial value condition (p 1 (0), p 2 (0), q 1 (0), q 2 (0)) = (0, 1+ε, 1, 0). The exact solution is
p 2 (t) = (1 + ε)cos(t + εt), q 2 (t) = sin(t + εt).
In our numerical experiments, we take ε = 0.1 and use the step size h = 0.1. The Chebyshev symplectic methods of order 4 given in Tab. 3.1 (with γ = 0, denoted by "Chebyshev I order 4") and Tab. 3.3 (with γ = 0, denoted by "Chebyshev II order 4") are tested comparing with the well-known Gauss-Legendre RK method of order 4 (denoted by "Gauss order 4"). It is observed from Fig. 4.1 and Fig. 4 .2 that our Chebyshev symplectic methods of order 4 share very similar numerical behaviors with the classic method "Gauss order 4", although the latter has a little bit better result in the aspects of growth of solution error and conservation of energy. As is expected, we have a bounded error in energy conservation and a linear growth of solution error, which coincides well with the common view in general symplectic integration [8, 13] . Besides, the newly-derived Chebyshev symplectic methods of order 6, denoted by "Chebyshev I order 6" and "Chebyshev II order 6" respectively (see Tab. 3.2 and 3.4), are also tested comparing with the 6-order Gauss-Legendre RK method, the numerical results of which are shown in Fig. 4.3 and Fig. 4 .4. It is seen that these symplectic methods almost exhibit the same numerical results. These numerical tests are well conformed with our expects and the associated theoretical results. Therefore, the newly-constructed Chebyshev methods are effective for solving Hamiltonian systems.
Conclusions
This paper intensively discusses the construction of Chebyshev symplectic RK-type methods with the help of the newly-built theory for csRK methods. We present a new family of symplectic RK methods in use of the Chebyshev polynomials of the first and second kind separately. Although these methods are developed mainly in terms of Chebyshev polynomials, they essentially can be directly extended to other types of orthogonal polynomials. In addition, we notice that Chebyshev-Gauss-Lobatto collocation methods have been considered in [38] for solving Hamiltonian systems, stating that these spectral collocation methods can preserve both energy and symplectic structure up to the machine error in each time step. But their methods are non-symplectic after all, it can not guarantee the correct qualitative behaviors for a rather long term. In contrast to this, by using the interpolatory quadrature rules with Chebyshev abscissae, we have constructed the Chebyshev methods which are exactly symplectic.
