Abstract. The study of Lipschitz equivalence of fractals is a very active topic in recent years. Most of the studies in literature concern totally disconnected fractals. In this paper, using finite state automata, we construct a bi-Lipschitz map between two fractal squares which are not totally disconnected. This is the first non-trivial map of this type.
Introduction
Two metric spaces (X, d X ) and (Y, d Y ) are said to be Lipschitz equivalent, and denote by X ≃ Y , if there is a bijection f : X → Y and a constant C > 0 such that
We call f a bi-Lipschitz mapping and C a Lipschitz constant. Lipschitz equivalence is an important topic in geometrical measure theory. The study of Lipschitz equivalence of fractal sets was initialled by by Cooper and Pignartaro [2] , Falconer and Marsh [5] and David and Semmes [3] , etc; and it becomes a very active topic recently ( [10, 19, 11, 20, 8, 21, 13, 6, 16, 18, 15] ). We note that most of the studies in literature focus on self-similar sets which are totally disconnected, especially a class of fractals called fractal cubes. For self-similar sets which are not totally disconnected, the study is very difficult and there are few results ( [22] , [12] , [17] , [7] ).
An iterated function system (IFS) is a family of contractions {ϕ j } m j=1 on R d , and the attractor of the IFS is the unique nonempty compact set K satisfying K = m j=1 ϕ j (K), and it is called a self-similar set. See [4] . and it is called a fractal cube ( [19] ). Especially, when d = 2, we call K a fractal square ( [9] ). If two fractal cubes are totally disconnected, there is a simple and elegant criterion for the Lipschitz equivalence:
Theorem 1.1. ( [19] ) Let E, F be two totally disconnected fractal cubes with contraction ratio 1/n. Then E ≃ F if and only if dim H E = dim H F , or alternatively, the digit sets of E and F have the same cardinality. Let F n,m denote the collection of all fractal cubes satisfying (1.1) and the cardinality #D = m, that is, with contraction ratio 1/n and with m branches. Recently, Luo and Liu [14] studied the classification of elements in F 3,5 which are not totally disconnected.
They show that (i) for elements in F 3,5 which are connected, there are 4 classes with respect to a linear transformation, which are depicted in Figure 1 ; moreover, any two of them are not homeomorphic.
(ii) For elements in F 3,5 which are not connected but contains non-trivial connected components, there are 6 different classes with respect to linear transformations, which are depicted in Figure 2 .
In 2009, Li-feng Xi and Ying Xiong asked the following question in several conferences. Are they Lipschitz equivalent? shall denote F 3 and F 5 by E and F , respectively. Precisely, the digit set of E is
and the digit set of F is
Let H s denote the s-dimensional Hausdorff measure, see [4] .
There exists a bi-Lipschitz map f : E → F such that f is measurepreserving in the sense that for any Borel set B ⊂ E,
where s = dim H E = log 5/ log 3 and c = H s (E)/H s (F ).
In the study of Lipschitz equivalence of self-similar sets of totally disconnected type, the strategy is to find a common graph-directed structures of the fractals (see [10] [19]).
However, this method does not apply to fractals which are not totally disconnected. In this paper, we introduce some new ideas to deal with the problem.
First, we choose two countable dense subsets E ′ ⊂ E and F ′ ⊂ F . Secondly, we construct a Lipschitz mapping between E ′ and F ′ via the coding space; to the this end, we make use of several finite state automata. Finally, we extend to mapping to the whole set by continuity.
The paper is organized as follows. In Section 2, we construct a map f between E ′ and F ′ . In Section 3, we construct a finite state automaton related to a fractal square, which is a variation of the neighbor graph. In Section 4, we show that the map f is bi-Lipschitzian and measure-preserving.
Constructing a bi-Lipschitz mapping by a transducer
In this section, we construct a bi-Lipschitz mapping via the coding space by using a transducer.
2.1.
Dense subsets E ′ ⊂ E and F ′ ⊂ F . Let A = {1, · · · , m} be an alphabet. Let A ∞ and A k be the sets of infinite words and words of length k over A, respectively. Let A * = k≥0 A k be the set of all finite words. For σ = σ 1 · · · σ k ∈ A * , we use |σ| to denote the length of σ.
We shall use a ℓ to denote the word a . . . a consisting of ℓ number of a, and understand a 0 as the emptyword for convention. Let ω ∧ γ be the maximal common prefix of ω and γ.
Let {ϕ j } m j=1 be an IFS with attractor K. For
If π K (x) = x, then we call the sequence x a coding of x.
Recall that E and F are the fractal squares defined in Section 1. For fractal E, we observe that
(See Figure 3. ) Clearly, a point x ∈ E has double codings if one of its codings ending with Figure 3 . Labels of cylinders of E and F .
to be the set of sequences ending with 4 ∞ , and set
Remark 2.1. The reason we chose the above subset E ′ is it is a countable dense subset of E, and each point in E ′ has a unique coding. In fact, the other choice of E ′ satisfying these conditions also works.
Similarly, set
then F ′ is a dense subset of F , and each point in F ′ has a unique coding. (Notice that in F , the basic double coding points are given by π F (13
2.2. Segment decomposition. Now, we introduce a decomposition of sequences in Ω, which plays a crucial role in the paper.
A factor x j · · · x j+k of x with k ≥ 1 is called a E-special segment, if one of the following condition holds:
The following lemma asserts that the special segments of a sequence are non-overlapping.
and X 2 = x n · · · x n+ℓ are two distinct special segments of x and m ≤ n, then m + k < n.
Proof. If both X 1 and X 2 are of type (i) or are of type (ii), clearly they cannot overlap, for otherwise one will be a proper prefix of the other, which is impossible. If X 1 and X 2 are of different type, then the first letter of X 2 does not appear in X 1 , so they do not overlap.
A entry x j of x is called a E-plain segment , if x j does not belong to any E-special segment. In what follows, by a segment, we mean a plain segment or a special segment.
Clearly, the collection of all possible E-segments is (2.5)
2, x can be uniquely written as
where X j are E-segments of x. We call the right-hand side of (2.6) the E-segment decomposition of x.
For example, the E-segment decomposition of 235
Similarly, we can define the F -segment decomposition of u ∈ Ω. A entry u j is called an F -plain segment if it does not belong to any F -special segment.
Similar to Lemma 2.2, one can show that any u ∈ Ω has an F -segment decomposition and it is unique.
2.3.
A mapping g between symbolic spaces. In the following, we construct a map g from Ω to itself. First, we defined g 0 : A E → {1, · · · , 5} * by
Proof. Denote u = g(x). We need only show that g 0 (X j ) is an F -segment of u for all j.
First, we show that g maps an E-special segment to an F -special segment. If X j = 42 k 5 with k ≥ 1, then g(X j ) = 42 k−1 55 is a F -special segment by definition. The same holds if X j = 45. If X j = 35 k , then the letter next to X j , which we denote by x m , cannot be 5. So g(X j ) = 42 k−1 5, and the letter next to g(X j ), as the initial letter of g(X j+1 ) = g(x m . . . ), cannot by 5. It follows that g(X j ) is an F -special segment. Now we consider the case the X j is a plain segment. Suppose g(X j ) belongs to an 
, which proves g is surjective.
2.4. A transducer. The map g can be realized by the transducer indicated in Figure   4 . The state set is M = {A, III, III ′ , IV, IV ′ } where the initial state is A. The edge is labeled by a/w, where a is the input letter and w is the output word. From any state, there are five edges going out with input letters 1, 2, . . . , 5 respectively. Inputting a sequence (a n ) ∞ n=1 , then a unique path in the transducer in determined, which we denoted by (a n /ω n ) ∞ n=1 , and the output sequence is ω 1 ω 2 . . . ω n . . . .
Proof. Observe that the labels a/w satisfies |a| = |w| = 1, except the labels of the edges leaving the state A (with |a| = 1 and |w| = 0) or entering the state A (with |a| = 1 and |w| = 2) from other states. Moreover, if a = 1, then we always arrive at the state A. The lemma follows. Figure 4 . A transducer which realizes the map g Remark 2.5. Let J be a word ending with 1, then J determines a path ending at the state A, and hence the transducer gives us an output word of length |J|, we shall denote this word by g(J) and we will need this map in Section 4.
2.5.
Construction of a bi-Lipschitz mapping. We define f :
We shall prove the follow theorem in section 4.
Consequently, the extension f : E → F is also a bi-lipschitz, which proves Theorem 1.2. Remark 2.6. Now, we give some intuition of the construction of f . We shall denote
[ω] = {ωx; x ∈ {1, 2, . . . , 5} ∞ } and call it a cylinder. If f maps a cylinder
Then under f ,
In Figure 5 , the cylinder [X 1 ], [X 2 ] and [X 3 ] are marked by red color.
In general, denote
and the same relations holds for their image under f .
Neighbor graph and separation number
Let K be a fractal square generated by the IFS Φ = {ϕ j } m j=1 . In this section, we introduce an automaton related to Φ to measure the distant of two points in K.
See for instance, [1] . We use N = N Φ (or N K ) to denote the collation of all neighbor maps of Φ. Notice that a neighbor map τ must have the form τ (x) = x + h for some h ∈ C, hence we shall denote a neighbor map simply by h. Now we construct a automaton relate to Φ as follows. The state set is
where id denotes the identity map. The initial state is id, and the terminate state is Exit.
Next, we define the edge set. Let h ∈ N ∪ {id}. For any i j ∈ {1, · · · , m} 2 , let
We define an edge from h to h ′ if h ′ ∈ N ∪ {id}, and we define an edge from h to Exit otherwise. More precisely, we may denote the above edge by (h, (i, j)).
We call the above automaton the K-automation. It is a variation of the neighbor graph, see for instance, [1] .
We feed the K-automaton with x n y n consecutively. We denote h n = ϕ −1 x 1 ···xn • ϕ y 1 ···yn , and call (h n ) n≥1 the itinerary of x y , and write
We also say x y arrives at the state h n on the n-th step.
Definition 3.1. For x, y ∈ {1, · · · , m} ∞ , defined the separation number Λ K (x, y) of x y to be n, if x y arrives at the state Exit on the (n + 1)-th step.
The following lemma is obvious.
Now, we consider the fractal square E defined by (1.2). We use N E and N * E to denote the neighbor map set and the state set of E-automaton, respectively. That is,
where e1 = 1 and e2 = i. See Figure 6 . For x, y ∈ E ′ , we shall show that the distance |x − y| is controlled by Λ E (x, y), where
x, y are the coding of x, y, respectively.
Lemma 3.2. For x, y ∈ E ′ , let x, y ∈ Ω be the coding of x, y, respectively. Let
Proof. By the definition of separation number, we have S x 1 ···xn (E) ∩ S y 1 ···yn (E) = ∅ and S x 1 ···x n+1 (E) ∩ S y 1 ···y n+1 (E) = ∅. Notice that the convex hull H of E is a quadrilateral (see Figure 3 (a)), and that dist(S
The lemma is proved.
For the fractal square F , we use N F and N * F to denote the neighbor map set and the state set of F -automaton, respectively. That is,
where f 1 = −i. See Figure 7 . Lemma 3.3. For u, v ∈ F ′ , let u, v ∈ Ω be the coding of u and v, respectively. Let
where c = 6 √ 2.
Proof of Theorem 2.2
In this section, We shall prove Theorem 4.1, from which Theorem 2.2 will follow immediately.
Theorem 4.1. Let x, y ∈ Ω, and denote g(x) = u and g(y) = v. Then
In the section, if no otherwise specified, we always denote u = g(x) and v = g(y), and
be the E-segment decompositions of x, y respectively; let (U j ) ∞ j=1 , (V j ) ∞ j=1 be the F -segment decompositions of u, v respectively. We shall use the following simple fact repeatedly: For x = (x i ) i≥1 ∈ Ω, if x 1 = 3, then
Similarly, if u 1 = v 1 and
Proof. The assumptions of the lemma imply that at least one of X 1 and Y 1 is a special segment. Without loss of generality, we assume that X 1 is a special segment. Let k be the first index such that x k = y k .
If k > |X 1 |, then X 1 is a prefix of y, which forces X 1 = 35 k−2 and Y 1 = 35 ℓ with ℓ ≥ k − 1. It follows that y k = 5, and hence the edge (id, (x k , y k )) leads to Exit, so Λ E (x, y) = |x ∧ y|.
If k ≤ |X 1 |, then x k ∈ {2, 5} as a non-initial letter of a special segment. So (id, (x k , y k )) either leads to Exit or leads to ±e1. If the later case happens, then
So we must have x k = 2. Then, as a non-initial letter of X 1 , x k+1 ∈ {1, 3}, so the (k +1)-th step leads to Exit, which means
The second assertion of the lemma can be proved in the same manner (and it is simpler).
Apparently, to prove Theorem 4.1, we need only prove the theorem for the case that
We will do this in four lemmas according to h = Exit, id, ±e1 or ±e2, where h is the first state of the itinerary of (x, y). Proof. We note that h = Exit means that Λ E (x, y) = 0, so x 1 = y 1 . We assert that Proof. h = id implies that x 1 = y 1 , so at least one of X 1 and Y 1 is a special segment. We may assume that X 1 is a special segment, then
In this case, we have y 1 = x 1 = 4, and y 2 = 5 since Proof. We denote n = Λ E (x, y). By symmetry, we may assume that h = e1. On the E-automaton (Figure 6 ), we observe that the itinerary of (x, y) must be (id) 0 → (e1) n → Exit. So Proof. We denote n = Λ E (x, y). By symmetry, we may assume that h = e2. On the E-automaton, the itinerary of (x, y) must be (id) 0 → (e2) n → Exit. So Therefore, we have Λ F (u, v) ≤ n + 2, and the lemma is proved.
Proof of Theorem 2.2. Pick x, y ∈ E ′ . Let x, y be the codings of x, y ∈ E ′ respectively,
