The ef®ciency of a recently proposed novel global optimization method, energy landscape paving (ELP), is evaluated with regard to the problem of crystal structure determination from simulated X-ray diffraction data comprising integrated diffraction intensities. The new approach has been tested using the example of 9-(methylamino)-1H-phenalen-1-one 1,4-dioxan-2-y1 hydroperoxide solvate (C 14 H 11 NO Á C 4 H 8 O 4 ). The results indicate that, for this example, ELP outperforms standard techniques such as simulated annealing.
Introduction
Solving unknown crystal structures is a common and important problem in condensed-matter physics (both hard and soft) and materials science. In the early years, most researchers used traditional direct methods (Ladd & Palmer, 1980; Hauptman, 1986; Woolfson, 1987; Miller et al., 1993; Weeks et al., 1995) and the Patterson method (Clear®eld et al., 1984; Att®eld et al., 1986; Lightfoot et al., 1987 Lightfoot et al., , 1992 Loue È r & Loue È r, 1987; Loue È r et al., 1995) , which try to reconstruct the experimentally non-direct accessible phase information to determine small molecular structures from X-ray singlecrystal and powder diffraction data. More recently, the problem has also been considered in coordinate space. In such approaches, Monte Carlo methods, simulated annealing etc. (Reck et al., 1988; Harris et al., 1994; Cirujeda et al., 1995; Su, 1995a,b; Dinnebier et al., 1995; Kariuki et al., 1996; Tremayne et al., , 1997 Andreev, Lightfoot & Bruce, 1997; Andreev, MacGlashan & Bruce, 1997; Andreev & Bruce, 1998; Zimmer & Su, 1998; Chen & Su, 2000) are employed and the structures are determined by minimizing the difference between the calculated and experimental diffraction patterns.
The usefulness of optimization techniques such as simulated annealing for crystal structure determination of large macromolecules, however, seems to be restricted (Harris et al., 1994; Su, 1995a,b; Kariuki et al., 1996; Andreev, Lightfoot & Bruce, 1997; Andreev, MacGlashan & Bruce, 1997; Zimmer & Su, 1998; Chen & Su, 2000) . This is because their ef®ciency depends strongly on the careful and system-dependent tuning of such algorithms, and decreases rapidly with the size of the molecule (Hsu et al., 2001) . Hence, for crystal structure determination there is still a need for the development and testing of new and more suitable global minimizers.
In this paper, we intend to test one such novel optimization technique, namely energy landscape paving (ELP) (Hansmann & Wille, 2002) , for the problem of crystal structure determination from diffraction data. For this non-trivial problem, we wish to compare the ef®ciency of ELP in ®nding correct crystal structures with that of an established optimization technique, namely simulated annealing (SA). As a test system we choose a known compound, 9-(methylamino)-1H-phenalen-1-one±1,4-dioxan-2-y1 hydroperoxide solvate (C 14 H 11 NO Á C 4 H 8 O 4 ) (Hsu et al., 2001) , in order to evaluate the ef®ciency of ELP compared with that of SA. This compound has space group P " 1 (triclinic), with cell constants a 6.9520, b 9.6900, c 12.5410 A Ê , 77.11, 73.78, 80.62 . The number of formula units per cell is Z 2. Its structure, represented in Fig. 1 , was solved by direct methods (DIRDIF94) (Beurskens et al., 1994) and re®ned (on F 2 ) by using SHELXL93 (Sheldrick, 1993) with anisotropic displacement parameters for all non-hydrogen atoms. Hydrogen atoms were located from difference maps and re®ned iso- Figure 1 Chemical diagram of 9-(methylamino)-1H-phenalen-1-one 1,4-dioxan-2-y1 hydroperoxide solvate (C 14 H 11 NO Á C 4 H 8 O 4 ).
tropically. Since, in this article, we are mainly concerned with methodological questions, we decided to use synthetic data instead of the original experimental pattern. For this purpose, we reconstructed the diffraction pattern for solving the structure of C 14 H 11 NO Á C 4 H 8 O 4 from the positions of the known structure (Yatsenko et al., 1998) using PowderCell99 software (Kraus & Nolze, 1999) . In this way, we obtained a 2 (angle) versus I (intensity) diagram. The software also provides methods to index (h, k, l) each re¯ection extracted from the`perfect' experimental result. Choosing Mo K radiation (! 0.71073 A Ê ) and 2 max 50.67 for our data collection, we obtained 2823 re¯ections. The so-obtained arti®cial pattern was used as the input for the ELP algorithm, leading to a con®guration that can be compared with the known structure in order to verify the validity of our algorithm.
The paper is organized as follows. The techniques, SA and ELP, are brie¯y reviewed in x2. Our results are presented and discussed in x3. Finally, we present our conclusions in x4.
Methods
The use of any global optimization technique requires, as a ®rst step, the choice of a suitable cost function. For the purpose of crystal structure determination, such a cost function can be de®ned by
where N k is the total number of re¯ections, F obs (k j ) is the observed structure factor, and F cal (k j ) is the calculated structure factor. Here, the structure factors are given by
with N the total number of atoms in a unit cell, and x i the fractional coordinates of the ith atom. The scattering factor of an atom (the so-called atomic form factor) f i is given by
where a qi , b qi and c i are the coef®cients of the ith atom and can be obtained from the International Tables for X-ray Crystallography (Ibers & Hamilton, 1974) . Note that, because of the periodic boundary conditions and the symmetry of the space group, only the atoms in an asymmetric unit need to be considered. With the above cost function, the crystal structure corresponds to the deepest minimum in the energy landscape (E 0) or, in the language of statistical physics, to the expectation value of the energy at T 0. Hence, the optimization process is equivalent to a canonical ensemble simulation at T 0, which in a simulation is approximated by a suf®ciently low temperature. In this picture, the failure of conventional minimizers results from the roughness of the energy landscape with its huge number of local minima separated by high barriers. This is because the probability to cross an energy barrier of height ÁE decreases exponentially with expÀÁEak B T for simulations in a canonical ensemble and the simulation will become trapped in one of the multitude of local minima.
In SA, one tries to avoid trapping by modelling the crystal growth process in nature. During a simulation, the temperature is lowered very slowly with Monte Carlo dynamics from a suf®ciently high initial value to a`freezing' temperature T f where the system undergoes no signi®cant changes with respect to the Monte Carlo iteration. If the rate of temperature decrease is slow enough for the system to stay in thermodynamic equilibrium, then it is ensured that the system can avoid being trapped in local minima and that the global minimum will be found. It could be shown that convergence to the global minimum can be secured for a logarithmic annealing schedule (Geman & Geman, 1984) , but constraints in available computer time enforce the choice of faster annealing schedules where success is no longer guaranteed. In earlier work (Hsu et al., 2001) , we found as an optimal annealing schedule a cooling where
The initial temperature T 1 is set such that the acceptance ratio is about 0.5, and the total number of temperatures N T in the annealing process has to be chosen to be large in order that the cooling rate
is slow enough for the system to stay in (quasi-)equilibrium at any stage of the annealing approach. For every temperature T i , N S Monte Carlo sweeps are performed. A Monte Carlo sweep is a sequence of M Metropolis steps, with M being the number of atoms in an asymmetric unit. In every Metropolis step, one tries to change the position of an atom according to
Here, x j , j 1, 2 and 3, are the fractional coordinates of the given atom, Áx j r j s Á j is the displacement in the direction j, r j s is a scale factor to ensure equal acceptance ratios in three directions, and j is a random number between 0.5 and À0.5. Such a proposed move of an atom is then accepted with a probability min1Y expÀÁEaT.
In ELP, new con®gurations are proposed in the same way as in SA by moving the selected atoms according to equation (6). However, ELP avoids trapping in local minima in a way that is different from SA: the problem of exponential slow convergence in low-temperature simulations is circumvented through the use of a modi®ed energy function designed in such a way that it steers the search away from regions that have already been explored. For this purpose, we use a simple modi®cation of the Metropolis algorithm where con®gurations are accepted with probability min1Y expÀÁE H aT. Here, T is a low temperature and ÁE H is the replacement of the commonly used energy difference ÁE E new À E old according to H(E old ) 1. As a result, the search process keeps track of the number of prior explorations of a particular energy region and biases against revisiting the same energy.
Unlike in a typical low-temperature region, the probability weight of a local minimum conformation decreases in an ELP simulation with the time the system stays in that minimum, and consequently the probability to escape from the minimum increases. Hence, ELP utilizes the interplay of two factors. Given equal frequencies HEY t, the simulation will favor low energies. This will ensure that no irrelevant conformations with large cost function E are sampled. However, soon the system will run into a local minimum. After some time, the energy landscape is locally deformed by our approach in such a way that the local minimum is no longer favored and the system will explore values of the cost function E. It will then either fall in a new and different local minimum or walk through this high-energy region until the corresponding histogram entries all have similar frequencies. At that point, the form of the original energy landscape is restored and the system again has a bias toward low energies.
In both SA and ELP, we also monitor the convergence of the diffraction pattern towards the observed pattern through the use of another quantity, the so-called residual value or R factor, de®ned by
By construction, the correct structure has a residual value R 0. However, we found that a less-stringent criteria can be used to determine whether the correct structure was found. We found that all con®gurations with R < 0.3 resemble closely the (known) crystal structure of our compound (Hsu et al., 2001) . For this reason, we choose R < 0.3 as a criterion to identify the correct crystal structure.
Results and discussion
In order to compare the previous SA results (Hsu et al., 2001) with the ELP results, we take for each run of both methods the same Monte Carlo sweeps and initial con®gurations. In all our SA runs, the initial temperature was chosen to be 0.6 and a sequence of N T 80 temperatures was generated with cooling rate of 0.95. At each temperature, we considered two cases: Monte Carlo sweeps N M 2048 and N M 4096. The lowest energy E and R factor were stored in our 20 SA runs, which started from 20 different randomly chosen initial con®gura-tions.
In the ELP simulations, the total number of Monte Carlo sweeps was set to N H N M Â N T , which ensures equal statistics for the two methods. As the lowest temperature, we chose T L 0.001, and the constant 4 was set to 24, which is the number of non-H atoms in the asymmetric unit. Again, the lowest energy E and R factor were stored in our 20 ELP runs, which started from the same 20 initial conformations as used for the 20 SA runs.
In order to obtain more re®ned structures, we introduced in both the SA and ELP runs an additional global update which takes into account the fact that the atomic form factors of atoms C, N and O are close to one another in value and dif®cult to distinguish in numerical simulations. For this reason, we create randomly N p pairs of atoms and switch the positions of the atoms in each pair once for each temperature in a SA run and every N M Monte Carlo sweeps in the ELP run. If ÁE < 0, the switch is accepted; otherwise it is rejected.
In order to visualize the different behavior of the two optimization methods, we present in Fig. 2 the time series of energy E for both SA and ELP. N T 2048 Â 80 Monte Carlo sweeps, and in both runs the correct structure was found. While in SA the¯uctuations decrease with Monte Carlo time (i.e. with decreasing temperature), the ELP run shows a different behavior. At the beginning, the simulation behaves like a low-temperature canonical simulation, and the energy decreases rapidly until it becomes trapped in a local minimum. Through the following Monte Carlo sweeps, entries in the corresponding histogram bin are accumulated and the energy landscape is locally deformed until the simulation escapes this local minimum to ®nd a lower local minimum. This process is repeated until the simulation ®nds the target structure (R < 0.3), after 30 Â 2048 Monte Carlo sweeps. The so-obtained lowest energy structure corresponds to the crystal structure of C 14 H 11 NO Á C 4 H 8 O 4 (see Fig. 4 ). Within the remaining time, the ELP run performs essentially a random walk in and out of this structure.
For a quantitative analysis, we have listed the results of the 20 SA and ELP runs in Tables 1 and 2 . In 20 SA runs with a total number of N H 2048 Â 80 Monte Carlo sweeps, the correct crystal structure (R < 0.3) was found three times, i.e. with a probability of 20%. On the other hand, in 20 ELP runs with the same number of Monte Carlo sweeps, that structure was found with 65% probability (13 out of 20 runs). Hence, under this condition the performance of ELP is by a factor of four better than that of SA. Our previous work showed that it would require N H 20 480 Â 80 Monte Carlo sweeps (i.e. an increase of the statistics by a factor of ten) to ®nd the crystal structure with a probability of 70% (Hsu et al., 2001) . On the other hand, doubling the total number of Monte Carlo sweeps to N H 4096 Â 80 ensures in ELP runs that the correct structure is found with 90% probability (while the probability in SA runs increases to only 25%).
In order to ®nd the crystal structure with similar probability in SA runs, we would have to raise the statistics to 102 400 Â 80 Monte Carlo sweeps (Hsu et al., 2001) . Hence, we conclude that ELP is of the order of ten times more ef®cient than SA in ®nding the crystal structure when we compare the total computer time needed to reach that structure with a set probability. Note that, in ELP runs, not only is the probability of ®nding the crystal structure enhanced but the new method also leads to, on average, lower energies and smaller R factors. Only when restricted to the cases where the correct structure was found does SA ®nd, on average, lower energies than ELP. This is because SA works in its ®nal phase (at low temperatures) as a local optimizer, improving solutions found earlier in the run. This re®nement effect is missing in ELP runs; however, our ELP solutions are already suf®ciently close to the correct structure (see also Fig. 4 ) that further re®nement (for instance by minimizing the structures with a standard local optimizer) seems not to be necessary. Hence, the results of Tables 1 and 2 indicate that ELP is much better suited than SA to determine crystal structures from diffraction data. We are currently investigating whether this also holds true for larger molecules, such as proteins.
Conclusions
To summarize, we have employed two methods, simulated annealing and energy landscape paving, to determine the crystal structure of an organic compound from simulated X-ray diffraction data comprising integrated intensities. Our results indicate that ELP is more ef®cient (by an order of ten) in ®nding the crystal structure than the simulated-annealing approach.
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