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1. Introduction
The aim of this paper is to establish maximum principles of Pontryagin under
assumptions which are weaker than those of existing results. Now we state the
considered problems.
For all t ∈ N let Xt be a nonempty open subset of Rn, Ut be a nonempty subset
of Rd, and ft : Xt × Ut → Xt+1 be a mapping. We introduce the two following
dynamical systems.
(Di) xt+1 ≤ ft(xt, ut), t ∈ N.
(De) xt+1 = ft(xt, ut), t ∈ N.
The order in (Di) is the usual order of Rn: when x = (x1, ..., xn) and y = (y1, ..., yn)
belong to Rn, x ≤ y means xi ≤ yi for all i ∈ {1, ..., n}. We fix σ ∈ X0, and
when k ∈ {i, e}, we define Admk as the set of the (x, u) = ((xt)t∈N, (ut)t∈N) ∈∏
t∈NXt ×
∏
t∈N Ut such that (x, u) satisfies (Dk) for all t ∈ N and such that
x0 = σ.
For all t ∈ N, we consider the function φt : Xt × Ut → R. When k ∈ {i, e}, we
define Domk as the set of the (x, u) ∈ Admk such that the series
∑+∞
t=0 φt(xt, ut)
is convergent in R. We define the functional J : Domk → R by setting J(x, u) :=∑+∞
t=0 φt(xt, ut).
When k ∈ {i, e}, we consider the following list of problems.
(P 1k ) Maximize J(x, u) when (x, u) ∈ Domk.
(P 2k ) Find (xˆ, uˆ) ∈ Admk such that, for all (x, u) ∈ Admk,
lim suph→+∞(
∑h
t=0 φt(xˆt, uˆt)−
∑h
t=0 φt(xt, ut)) ≥ 0.
(P 3k ) Find (xˆ, uˆ) ∈ Admk such that, for all (x, u) ∈ Admk,
lim infh→+∞(
∑h
t=0 φt(xˆt, uˆt)−
∑h
t=0 φt(xt, ut)) ≥ 0.
Now we describe the contents of the paper.
In Section 2 we specify notions of differentiability and their notation, and we
recall the method of reduction to finite horizon (Theorem 2.1).
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In Section 3 we establish weak maximum principles where the values of the opti-
mal control belong to the interior of the sets of controls for system which governed
by difference inequations (Theorem 3.1 and Theorem 3.2). These results are new
and only use the Gaˆteaux differentiability of the criterion, of the vector field and of
the inequality constraints. Neither continuity nor Fre´chet differentiability is neces-
sary. These principles use recent results on multipliers rules in static optimization
which are established in [4]
In Section 4, we establish a weak maximum principle when the sets of controls
are defined by inequalities (Theorem 4.3) when the system is governed by difference
inequations. This result also only uses the Gaˆteaux differentiability of the criterion,
of the vector field and of the inequality constraints and a condition of separation
of the origine and of the convex hull of the Gaˆteaux differentials of the inequelities
constraints in the spirit of a Mangarasian-Fromowitz condition. Secondly we estab-
lish a weak maximum principle when the sets of controls are define by equalities and
inequalities (Theorem 4.7) when the system is governed by a difference inequation.
Such a case is treated in [3] (Theorem 3.1 and Theorem 3.2). In comparison with
the result of [3], the improvements are the following ones: we avoid a condition
of continuity for the saturated inequality constraints and for the vector field, we
avoid a condition of linear independence of all the differentials of the constraints.
A similar result is Theorem 4.8 for which the system is governed by a difference
equation.
2. Notation and Recall
When E and F are finite-dimensional real normed vector spaces, when A ⊂ E,
when Φ : A → F is a mapping, and a ∈ A, Φ is said Gaˆteaux differentiable
at a when, for all v ∈ E, ~DΦ(a, v) := lims→0
1
s
(Φ(a + sv) − Φ(a)) exists for all
v ∈ E and when v 7→ ~DΦ(a, v) is linear, then its Gaˆteaux differential of Φ at a is
DGΦ(a) ∈ L(E,F ) defined by DGΦ(a)v := ~DΦ(a, v). When it exists, the Fre´chet
differential of φ at a is denoted by Dφ(a). When E = E1 × E2 is a product of
normed vector spaces, a = (a1, a2), DG,1Φ(a1, a2) (respectively DG,2Φ(a1, a2)) is
the Gaˆteaux differential of Φ(·, a2) at a1 (respectively Φ(a1, ·) at a2) and when Φ
is Fre´chet differentiable at (a1, a2), D1Φ(a1, a2) (respectively D2φ(a1, a2) denotes
the Fre´chet differential of Φ(·, a2) at a1 (respectively D2Φ(a1, ·) at a2).
The method of reduction to finite horizon, which comes from [5], is contained in
the following result.
Theorem 2.1. The two assertions hold.
(a) Let (xˆ, uˆ) be a solution of (P ji ) when j ∈ {1, 2, 3}. Then, for all h ∈ N∗,
(xˆ0, ..., xˆh+1, uˆ0, ..., uˆh) is a solution of the following finite-horizon problem
(Fhi )


Maximize
∑h
t=0 φt(xt, ut)
when (x0, ..., xh+1, u0, ..., uh) ∈
∏h+1
t=0 Xt ×
∏h
t=0 Ut
xt+1 ≤ ft(xt, ut) when t ∈ {0, ..., h}
x0 = σ, xh+1 = xˆh+1.
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(b) Let (xˆ, uˆ) be a solution of (P je ) when j ∈ {1, 2, 3}. Then, for all h ∈ N∗,
(xˆ0, ..., xˆh+1, uˆ0, ..., uˆh) is a solution of the following finite-horizon problem
(Fhe )


Maximize
∑h
t=0 φt(xt, ut)
when (x0, ..., xh+1, u0, ..., uh) ∈
∏h+1
t=0 Xt ×
∏h
t=0 Ut
xt+1 = ft(xt, ut) when t ∈ {0, ..., h}
x0 = σ, xh+1 = xˆh+1.
The proof of this theorem is given in [5] and in [6]. Note that this result does
not require any special assumption.
3. Weak Pontryagin principles with interior optimal controls
In this section we consider the case where values of the optimal control sequence
belong to the topological interior of the set Ut of the considered controls at each
time t, and where the system is governed by the difference inequation (Di).
Theorem 3.1. Let (xˆ, uˆ) be a solution of (P ji ) when j ∈ {1, 2, 3}. We assume that
the following assumptions are fulfilled.
(i) For all t ∈ N, uˆt ∈ intUt.
(ii) For all t ∈ N, φt and ft are Gaˆteaux differentiable at (xˆt, uˆt).
(iii) For all t ∈ N, for all α ∈ {1, ..., n}, fαt is lower semicontinuous at (xˆt, uˆt)
when fαt (xˆt, uˆt) > xˆ
α
t+1.
(iv) For all t ∈ N, DG,1ft(xˆt, uˆt) is invertible.
Then there exist λ0 ∈ R and (pt)t∈N∗ ∈ (R
n∗)N∗ which satisfy the following proper-
ties.
(NN) (λ0, p1) 6= (0, 0).
(Si) λ0 ≥ 0 and, for all t ∈ N∗, pt ≥ 0.
(Sℓ) For all t ∈ N, for all α ∈ {1, ..., n}, pαt+1 · (f
α
t (xˆt, uˆt)− xˆ
α
t+1) = 0.
(AE) For all t ∈ N∗, pt = pt+1 ◦DG,1ft(xˆt, uˆt) + λ0DG,1φt(xˆt, uˆt).
(WM) For all t ∈ N, pt+1 ◦DG,2ft(xˆt, uˆt) + λ0DG,2φt(xˆt, uˆt) = 0.
Proof. Using Theorem 2.1 we can assert that, for all h ∈ N∗, (xˆ0, ..., xˆh+1, uˆ0, ..., uˆh)
is a solution of (Fhi ).
We introduce the function ψ :
∏h
t=1Xt ×
∏h
t=0 Ut → R by setting
ψ(x1, ..., xh, u0, ..., uh) := φ0(σ, u0) +
h∑
t=1
φt(xt, ut).
We introduce the mapping ψ0 :
∏h
t=1Xt ×
∏h
t=0 Ut → R
n by setting
ψ0(x1, ..., xh, u0, ..., uh) := f0(σ, u0)− x1. For all t ∈ {1, ..., h− 1} we introduce the
mapping ψt :
∏h
t=1Xt ×
∏h
t=0 Ut → R
n by setting
ψt(x1, ..., xh, u0, ..., uh) := ft(xt, ut)− xt+1.
We introduce the mapping ψh :
∏h
t=1Xt ×
∏h
t=0 Ut → R
n by setting
ψh(x1, ..., xh, u0, ..., uh) := fh(xh, uh)− xˆh+1.
Then we can formulate (Fhi ) in the following form.
Maximize ψ(x1, ..., xh, u0, ..., uh)
when ∀t ∈ {1, ..., h}, xt ∈ Xt, ut ∈ Ut
∀t ∈ {0, ..., h}, ∀α ∈ {1, ..., n}, ψαt (x1, ..., xh, u0, ..., uh) ≥ 0

 (3.1)
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where the ψαt are the coordinates of ψt.
Our assumptions (i, ii, iii) imply that the assumptions of Theorem 3.1 in [4] are
fulfilled and so we know that, for all h ∈ N∗, there exists (λh0 , p
h
1 , ..., p
h
h+1) ∈ R ×
(Rn∗)h+1 which satisfies the following conditions.
(λh0 , p
h
1 , ..., p
h
h+1) 6= (0, 0, ..., 0). (3.2)
λh0 ≥ 0, and ∀t ∈ {1, ..., h+ 1}, p
h
t ≥ 0. (3.3)
∀t ∈ {0, ..., h}, ∀α ∈ {1, ..., n}, pht+1,α · (f
α
t (xˆt, uˆt)− xˆ
α
t+1) = 0. (3.4)
∀t ∈ {1, ..., h}, pht = p
h
t+1 ◦DG,1ft(xˆt, uˆt) + λ
h
0DG,1φt(xˆt, uˆt). (3.5)
∀t ∈ {1, ..., h}, pht+1 ◦DG,2ft(xˆt, uˆt) + λ
h
0DG,2φt(xˆt, uˆt) = 0. (3.6)
Using assumption (iv) we can formulate (3.5) as follows.
∀t ∈ {1, ..., h}, pht+1 = (p
h
t − λ
h
0DG,1φt(xˆt, uˆt)) ◦DG,1ft(xˆt, uˆt)
−1. (3.7)
From this last equation we easily see that (λh0 , p
h
1 ) = (0, 0) =⇒ (λ
h
0 , p
h
i , ..., p
h
h+1) =
(0, 0, ..., 0) and then from (3.2) we can assert that
(λh0 , p
h
1) 6= (0, 0). (3.8)
Since the set of the lists of multipliers of Problem (3.1) is a cone, we can normalize
the multipliers by setting
|λh0 |+ ‖p
h
1‖ = 1. (3.9)
Since the values of the sequence (λh0 , p
h
1 )h∈N∗ belong to the unit sphere of R×R
n∗
which is compact, using the Bolzano-Weierstrass theorem we can say that there exist
an increasing function ϕ : N∗ → N∗ and (λ0, p1) ∈ R×Rn∗ such that |λ0|+‖p1‖ = 1,
limh→+∞ λ
ϕ(h)
0 = λ0 and limh→+∞ p
ϕ(h)
1 = p1.
Note that p
ϕ(h)
2 = (p
ϕ(h)
1 − λ
ϕ(h)
0 DG,1φ1(xˆ1, uˆ1)) ◦DG,1f1(xˆ1, uˆ1)
−1 for all h ≥
t− 1, which implies that
p2 := lim
h→+∞
p
ϕ(h)
2 = (p1 − λ0DG,1φ1(xˆ1, uˆ1)) ◦DG,1f1(xˆ1, uˆ1)
−1.
Proceeding recursively we define, for all t ∈ N∗, pt+1 := limh→+∞ p
ϕ(h)
t+1 =
limh→+∞(p
ϕ(h)
t −λ
ϕ(h)
0 DG,1φt(xˆt, uˆt))◦DG,1ft(xˆt, uˆt)
−1 = (pt−λ0DG,1φt(xˆt, uˆt))◦
DG,1ft(xˆt, uˆt)
−1. And so we have built λ0 ∈ R and a sequence (pt)t∈N∗ ∈ (R
n∗)N∗
which satisfies (AE).
We have yet seen that (NN) is satisfied. From (3.3) we obtain (Si). From (3.4)
we obtain (Sℓ). From (3.6) we obtain (WM). 
Theorem 3.2. Let (xˆ, uˆ) be a solution of (P ji ) with j ∈ {1, 2, 3}. We assume that
the assumption (i,ii,iii) of Theorem 3.1 are fulfilled. Moreover we assume that the
following assumption is fulfilled.
(v) For all t ∈ N∗, for all α, β ∈ {1, ..., n},
∂fαt (xˆt,uˆt)
∂xβ
≥ 0 and for all α ∈
{1, ..., n},
∂fαt (xˆt,uˆt)
∂xα
> 0.
Then the conclusions of Theorem 3.1 hold.
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Proof. Proceeding as in the proof of Theorem 3.1 we obtain that, for all h ∈ N∗,
(xˆ0, ..., xˆh+1, uˆ0, ..., uˆh) is a solution of problem (3.1) and conditions (3.2 - 3.7) are
fulfilled.
For all t ∈ N∗ we define γt := min1≤α≤n
∂fαt (xˆt,uˆt)
∂xα
∈ (0,+∞).
Under assumption (v), when v ∈ Rn, for all α ∈ {1, ..., n}, we have
(DG,1ft(xˆt, uˆt) · v)
α =
n∑
β=1
∂fαt (xˆt, uˆt)
∂xβ
vβ ≥
∂fαt (xˆt, uˆt)
∂xα
vα ≥ γtv
α
which implies DG,1ft(xˆt, uˆt) · v ≥ γtv. Then using Lemma 2.3 in [6] (p. 37) we
can assert that, for all π ∈ (Rn∗)+, π ◦DG,1ft(xˆt, uˆt) ≥ γtπ. Then we have, for all
t ∈ {1, ..., h},
pht = p
h
t+1 ◦DG,1ft(xˆt, uˆt) + λ
h
0DG,1φt(xˆt, uˆt) ≥ γtp
h
t+1 + λ
h
0DG,1φt(xˆt, uˆt)
which implies 0 ≤ pht+1 ≤
1
γt
(pht − λ
h
0DG,1φt(xˆt, uˆt) which implies
‖pht+1‖ ≤
1
γt
(‖pht ‖+ λ
h
0‖DG,1φt(xˆt, uˆt)‖)
which implies, since from (3.3) and (3.9) we have λh0 = |λ
h
0 | ≤ 1, the following
relation holds for all t ∈ N∗ and for all h ≥ t− 1.
‖pht+1‖ ≤
1
γt
(‖pht ‖+ ‖DG,1φt(xˆt, uˆt)‖). (3.10)
Now we want to prove the following assertion.
∀t ∈ N∗, ∃ζt ∈ (0,+∞), ∀h ≥ t− 1, ‖p
h
t ‖ ≤ ζt. (3.11)
We proceed by induction. When t = 1, from (3.9) we know that ‖pht ‖ ≤ 1, and so
it suffices to take ζ1 := 1. We assume that (3.11) holds for t, then for t + 1, from
(3.10) we obtain
‖pht+1‖ ≤
1
γt
(ζt + ‖DG,1φt(xˆt, uˆt)‖) =: ζt+1
and so (3.11) is proven.
Using (3.11) and the diagonal process of Cantor as it is formulated in [6] (Theo-
rem A.1, p. 94), we can assert that there exists an increasing function ρ : N∗ → N∗
and a sequence (pt)t∈N∗ ∈ (R
n∗
+ )
N∗ such that, for all t ∈ N∗, limh→+∞ p
ρ(h)
t = pt.
Now we conclude as in the proof of Theorem 3.1. 
4. Weak Pontryagin principles with constrained controls
In this section we first consider the case where the sets of controls are defined
by inequalities for each t ∈ N.
Ut =
⋂
1≤k≤m
{u ∈ Rd : gkt (u) ≥ 0} (4.1)
where gkt : R
d → R.
Lemma 4.1. Let E be a finite-dimensional real normed vector space and I be
a nonempty finite set. Let (ϕi)i∈I ∈ (E∗)I . The three following assertions are
equivalent.
(i) 0 /∈ co{ϕi : i ∈ I}.
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(ii) For all (λi)i∈I ∈ (R+)I ,
∑
i∈I λiϕi = 0 =⇒ λi = 0 for all i ∈ I.
(iii) There exists w ∈ E such that, 〈ϕi, w〉 > 0 for all i ∈ I.
Proof. First we prove that non(ii) implies non(i). From non(ii) we deduce that
there exists (λi)
i∈I ∈ (R+)I such that (λi)i∈I 6= 0 and
∑
i∈I(
λi∑
j∈I
λj
)ϕi = 0 which
implies non(i). Secondly we prove that non(i) implies non(ii). From non(i) there
exists (αi)i∈I ∈ R+ such that
∑
i∈I αi = 1 and 0 =
∑
i∈I αiϕi, and since (αi)i∈I
is non zero, non(ii) is fulfilled. And so we have proven that non(i) and non(ii) are
equivalent.
To prove that (i) implies (iii), note that 0 /∈ co{ϕi : i ∈ I} =: K, and K is a
nonempty convex compact set. Using the theorem of separation of Hahn-Banach,
we can assert that there exist ξ ∈ Rn∗∗ and a ∈ (0,+∞) such that 〈ξ, ϕ〉 ≥ a for
all ϕ ∈ K, and 〈ξ, 0〉 = 0 < a. Since Rn is reflexive, there exists w ∈ Rn such
〈ξ, ϕ〉 = 〈ϕ,w〉 for all ϕ ∈ Rn∗. Therefore for all i ∈ I, we have 〈ϕi, w〉 ≥ a > 0
that is (iii).
To prove that (iii) implies (i) we set γ := mini∈I〈ϕi, w〉 > 0. When ϕ ∈ co{ϕi :
i ∈ I}, there exists (αi)i∈I ∈ R+ such that
∑
i∈I αi = 1 and ϕ =
∑
i∈I αiϕi. Then
we have 〈ϕ,w〉 =
∑
i∈I αi〈ϕi, w〉 ≥
∑
i∈I αiγ = γ > 0 which implies ϕ 6= 0, and so
(i) is satisfied. 
Lemma 4.2. Let E be a finite-dimensional real normed vector space and I be a
nonempty finite set. Let (ϕi)i∈I ∈ (E∗)I such that 0 /∈ co{ϕi : i ∈ I}. For all i ∈ I,
let (rhi )h∈N∗ ∈ R
N∗
+ . We assume that the sequence (ψh)h∈N∗ := (
∑
i∈I r
h
i ϕi)h∈N∗ is
bounded in E∗.
Then there exists an increasing function ρ : N∗ → N∗ such that, for all i ∈ I, the
sequence (r
ρ(h)
i )h∈N∗ is convergent in R+.
Proof. First we prove that lim infh→+∞
∑
i∈I r
h
i < +∞. We proceed by contradic-
tion: we assume that lim infh→+∞
∑
i∈I r
h
i = +∞. Therefore we have
limh→+∞
∑
i∈I r
h
i = +∞. We set s
h
i :=
rhi∑
j∈I
rh
j
∈ R+. We have
∑
i∈I s
h
i = 1
and therefore
∑
i∈I s
h
i ϕi ∈ co{ϕi : i ∈ I}. Note that ‖
∑
i∈I s
h
i ϕi‖ =
1∑
j∈I
rh
j
‖ψh‖
converges to 0 when h → +∞ since (ψh)h∈N∗ is bounded. Therefore we have
limh→+∞
∑
i∈I s
h
i ϕi = 0 which implies that 0 ∈ co{ϕi : i ∈ I} that is a contradic-
tion with one assumption. And so we have proven that s := lim infh→+∞
∑
i∈I r
h
i <
+∞.
Now we can assert that there exists an increasing function τ : N∗ → N∗ such
that limh→+∞
∑
i∈I r
τ(h)
i = s. Therefore there exists M ∈ R+ such that 0 ≤∑
i∈I r
τ(h)
i ≤M for all h ∈ N∗. Since for all i ∈ I, we have 0 ≤ r
τ(h)
i ≤
∑
j∈I r
τ(h)
j ≤
M , i.e. the sequence (r
τ(h)
i )h∈N∗ is bounded in R+. Using several times the Bolzano-
Weierstrass theorem we can assert that there exist an increasing function τ1 : N∗ →
N∗ and r
∗
i ∈ R+ for all i ∈ I, such that limh→+∞ r
τ◦τ1(h)
i = r
∗
i . It suffices to take
ρ := τ ◦ τ1. 
Theorem 4.3. Let (xˆ, uˆ) be a solution of (P ji ) where j ∈ {1, 2, 3} and where the
sets Ut are defined by (4.1). We assume that the following assumptions are fulfilled.
(i) For all t ∈ N, φt and ft are Gaˆteaux differentiable at (xˆt, uˆt).
(ii) For all t ∈ N, for all k ∈ {1, ...,m}, gkt is Gaˆteaux differentiable at uˆt.
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(iii) For all t ∈ N, for all α ∈ {1, ..., n}, fαt is lower semicontinuous at (xˆt, uˆt)
when fαt (xˆt, uˆt) > xˆ
α
t+1.
(iv) For all t ∈ N, for all k ∈ {1, ...,m}, gkt is lower semicontinuous at uˆt when
gkt (uˆt) > 0.
(v) For all t ∈ N, 0 /∈ co{DGgkt (uˆt) : k ∈ I
s
t } where I
s
t := {k ∈ {1, ...,m} :
gkt (uˆt) = 0}.
(vi) For all t ∈ N∗, DG,1ft(xˆt, uˆt) is invertible.
(vii) For all t ∈ N∗ for all α, β ∈ {1, ..., n},
∂fαt (xˆt,uˆt)
∂xβ
≥ 0 and for all α ∈
{1, ..., n}, ∂f
α
t (xˆt,uˆt)
∂xα
> 0.
Then, under (i-vi) or under (i-v) and (vii), there exist λ0 ∈ R, (pt)t∈N∗ ∈ (R
n∗)N∗ ,
(µ1t )t∈N ∈ R
N, ..., and (µmt )t∈N ∈ R
N which satisfy the following conditions.
(NN) (λ0, p1) 6= (0, 0).
(Si) λ0 ≥ 0, , pt ≥ 0 for all t ∈ N∗, and µkt ≥ 0 for all t ∈ N and for all
k ∈ {1, ...,m}.
(Sℓ) For all t ∈ N, for all α ∈ {1, ..., n}, pαt+1 · (f
α
t (xˆt, uˆt) − xˆ
α
t+1) = 0, and for
all k ∈ {1, ...,m}, µkt · g
k
t (uˆt) = 0.
(AE) For all t ∈ N∗, pt = pt+1 ◦DG,1ft(xˆt, uˆt) + λ0DG,1φt(xˆt, uˆt).
(WM) For all t ∈ N,
pt+1 ◦DG,2ft(xˆt, uˆt) + λ0DG,2φt(xˆt, uˆt) +
∑m
k=1 µ
k
tDGg
k
t (uˆt) = 0.
Proof. From Theorem 2.1 (a) we know that, for all h ∈ N∗, (xˆ0, ..., xˆh+1, uˆ0, ..., uˆh)
is a solution of the following finite-horizon problem.

Maximize J(x0, ..., xh+1, u0, ..., uh) =
∑h
t=0 φt(xt, ut)
when ∀t ∈ {0, ..., h}, ft(xt, ut)− xt+1 ≥ 0
∀t ∈ {0, ..., h}, xt ∈ Xt
x0 = σ, xh+1 = xˆh+1
∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,m}, gkt (ut) ≥ 0.
From Theorem 3.1 in [4] we can assert that there exists
(λh0 , p
h
1 , ..., p
h
h+1, µ
1,h
1 , ..., µ
m,h
h ) ∈ R × (R
n∗)h × Rmh which satisfies the following
assertions.
(λh0 , p
h
1 , ..., p
h
h+1, µ
1,h
1 , ..., µ
h,h
m ) 6= 0. (4.2)
λh0 ≥ 0, ∀t ∈ {1, ..., h+ 1}, p
h
t ≥ 0,
and ∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,m}, µk,tt ≥ 0.
}
(4.3)
∀t ∈ {1, ..., h+ 1}, ∀α ∈ {1, ..., n}, pαt+1 · (f
α
t (xˆt, uˆt)− xˆ
α
t+1) = 0,
and ∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,m}, µk,ht · g
k
t (uˆt) = 0.
}
(4.4)
∀t ∈ {1, ..., h},
pht = p
h
t+1 ◦DG,1ft(xˆt, uˆt) + λ
h
0DG,1φt(xˆt, uˆt).
}
(4.5)
∀t ∈ {0, ..., h},
pht+1 ◦DG,2ft(xˆt, uˆt) + λ
h
0DG,2φt(xˆt, uˆt) +
∑m
k=1 µ
k,h
t DGg
k
t (uˆt) = 0.
}
(4.6)
Using (4.5) under (vi) or (vii) and working as in the proof of Theorem 3.1 or
Theorem 3.2, we obtain
(λh0 , p
h
1 ) = (0, 0) =⇒ (λ
h
0 , p
h
1 , ..., p
h
h+1) = (0, 0, ..., 0).
Proceeding by contradiction, assuming that (λh0 , p
h
1) = (0, 0), from the previous
implication and (4.6) we obtain
∑m
k=1 µ
k,h
t DGg
k
t (uˆt) = 0, and then using Lemma
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4.1 we obtain that the µk,ht = 0. Therefore we obtain a contradiction with (4.2).
And so we have proven that (λh0 , p
h
1 ) 6= (0, 0). Under (vi) proceeding as in the
proof of Theorem 3.1 and under (vii) proceeding as in the proof of Theorem 3.2 we
obtain the existence of an increasing function ρ : N∗ → N∗ and of λ0 ∈ R+ and of
(pt)t∈N∗ ∈ (R
n∗
+ )
N∗ such that λ0 = limh→+∞ λ
ρ(h)
0 , pt = limh→+∞ p
ρ(h)
t , (λ0, p1) 6=
(0, 0), and pαt · (f
α
t (xˆt, uˆt)− xˆ
α
t+1) = 0 for all t ∈ N∗ and for all α ∈ {1, ..., n}.
We fix t ∈ N and we consider, for all h ∈ N∗,
ϕh :=
∑
k∈Ist
µ
k,ρ(h)
t DGg
k
t (uˆt) =
∑m
k=1 µ
k,ρ(h)
t DGg
k
t (uˆt)
= −(p
ρ(h)
t+1 ◦DG,2ft(xˆt, uˆt) + λ
ρ(h)
0 DG,2φt(xˆt, uˆt)).
Therefore we have limh→+∞ ϕh = −(pt+1 ◦DG,2ft(xˆt, uˆt) + λ0DG,2φt(xˆt, uˆt)), and
consequently the sequence (ϕh)h∈N∗ is bounded in R
n∗. Using Lemma 4.2 we can
assert that exist an increasing function ρ1 : N∗ → N∗ and µ1t , ..., µ
m
t ∈ R+ such
that limh→+∞ µ
k,ρ◦ρ1(h)
t = µ
k
t ∈ R+. And then the assertions (NN), (Si), (Sℓ),
(AE) and (WM) are satisfied. 
Now we consider the case where the sets of controls are defined by equalities and
inequalities for each t ∈ N,
Ut =
⋂
1≤k≤mi
{u ∈ Rd : gkt (u) ≥ 0} ∩ (
⋂
1≤k≤me
{u ∈ Rd : ekt (u) = 0}) (4.7)
where ekt : R
d → R.
Lemma 4.4. Let E be a real finite-dimensional normed vector space; let J and
K be two nonempty finite sets, and let (ψj)j∈J and (ϕ
k)k∈K be two families of
elements of the dual E∗. Then the two following assertions are equivalent.
(i) span{ψj : j ∈ J} ∩ co{ϕk : k ∈ K} = ∅.
(ii) There exists w ∈ E such that 〈ψj , w〉 = 0 for all j ∈ J and 〈ϕk, w〉 > 0 for
all k ∈ K.
Proof. We set S := span{ψj : j ∈ J} and C := co{ϕk : k ∈ K}.
[i =⇒ ii] Under (i) using the theorem of separation of Hahn-Banach, there exist
ξ ∈ E∗∗ and a ∈ (0,+∞) such that 〈ξ, ψ〉 ≤ a for all ψ ∈ S, and 〈ξ, ϕ〉 > a for all
ϕ ∈ C. When ψ ∈ S is non zero, we have |〈ξ, ψ〉| ≤ a since −ψ ∈ S, and therefore,
for all λ ∈ R, we have |λ| · |〈ξ, ψ〉| ≤ a which is impossible if |〈ξ, ψ〉| 6= 0, therefore
we have 〈ξ, ψ〉 = 0 for all ψ ∈ S. Since E∗∗ is isomorphic to E there exists w ∈ E
such 〈ξ, χ〉 = 〈χ,w〉 for all χ ∈ E∗, and then we obtain (ii).
[ii =⇒ i] Under (ii) we define a := mink∈K〈ϕk, w〉 > 0. When ϕ ∈ C there exists
(θk)k∈K ∈ RK+ such that
∑
k∈K θk = 1 and
∑
k∈K θkϕ
k = ϕ. Then 〈ϕ,w〉 =∑
k∈K θk〈ϕ
k, w〉 ≥
∑
k∈K θk · a > 0. When ψ ∈ S there exists (ζj)j∈J ∈ R
J such
that
∑
j∈J ζjψ
j = ψ. Therefore we have 〈ψ,w〉 =
∑
j∈J ζj〈ψ
j , w〉 = 0. We have
proven that 〈ψ,w〉 = 0 for all ψ ∈ S and 〈ϕ,w〉 > 0 for all ϕ ∈ C, which implies
(i). 
Lemma 4.5. In the framework of Lemma 4.4, under condition (i) of Lemma 4.4,
when (λj)j∈J ∈ RJ and (µk)k∈K ∈ RK+ , we have
∑
j∈J
λjψ
j +
∑
k∈K
µkϕ
k = 0 =⇒ (∀k ∈ K, µk = 0).
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Proof. We proceed by contraposition, we assume that there exists k ∈ K such that
µk 6= 0. Then µ :=
∑
k∈K µk > 0 and so
∑
k∈K
µk
µ
ϕk ∈ co{ϕk : k ∈ K} and∑
k∈K
µk
µ
ϕk = −
∑
j∈J
λj
µ
ψj ∈ span{ψj : j ∈ J} which provides a contradiction
with condition (i). 
Lemma 4.6. Let E be a real finite-dimensional normed vector space; let J and
K be two nonempty finite sets, and let (ψj)j∈J and (ϕ
k)k∈K be two families of
elements of the dual E∗. We assume that the following assumptions are fulfilled.
(a) The family (ψj)j∈J is linearly independent.
(b) span{ψj : j ∈ J} ∩ co{ϕk : k ∈ K} = ∅.
Let (λhj )j∈J ∈ R
J and (µhk)k∈K ∈ R
K
+ for all h ∈ N∗ such that the sequence
(χh)h∈N∗ := (
∑
j∈J λ
h
jψ
j +
∑
k∈K µ
h
kϕ
k)h∈N∗ is bounded in E
∗. Then there ex-
ists an increasing function ρ : N∗ → N∗ such that the sequences (λ
ρ(h)
j )h∈N∗ are
convergent in R for all j ∈ J and the sequences and (µ
ρ(h)
k )h∈N∗ are convergent in
R+ for all k ∈ K.
Proof. We set S := span{ψj : j ∈ J} and C := co{ϕk : k ∈ K}. First we prove
that lim infh→+∞
∑
k∈K µ
h
k < +∞. We proceed by contradiction, we assume that
lim infh→+∞
∑
k∈K µ
h
k = +∞. Therefore we have s := limh→+∞
∑
k∈K µ
h
k = +∞.
We set πhk :=
µhk∑
k′∈K
µh
k′
∈ R+. We have
∑
k∈K π
h
k = 1, and therefore
∑
k∈K π
h
kϕ
k ∈
C. Note that
‖
∑
j∈J
λhj∑
k′∈K µ
h
k′
ψj +
∑
k∈K
πhkϕ
k‖ =
1∑
k′∈K µ
h
k′
‖χh‖ → 0
when h→ +∞, therefore
lim
h→+∞
(
∑
j∈J
λhj∑
k′∈K µ
h
k′
ψj +
∑
k∈K
πhkϕ
k) = 0.
Since C is compact there exists an increasing function τ : N∗ → N∗ and ϕ∗ ∈ C such
that limh→+∞
∑
k∈K π
τ(h)
k ϕ
k = ϕ∗. Consequently limh→+∞
∑
j∈J
−λ
τ(h)
j
∑
k′∈K µ
τ(h)
k′
ψj =
ϕ∗. Since a finite-dimensional normed vector space is complete, S is closed in E
∗,
and consequently we have ϕ∗ ∈ S, and then ϕ∗ ∈ S ∩ C which is a contradic-
tion with assumption (b). And so we have proven that lim infh→+∞
∑
k∈K µ
h
k <
+∞. Therefore there there exists an increasing function r : N∗ → N∗ such that
limh→+∞
∑
k∈K µ
r(h)
k = lim infh→+∞
∑
k∈K µ
h
k . Therefore the sequence
(
∑
k∈K µ
r(h)
k )h∈N∗)h∈N∗ is bounded in R+. Since 0 ≤ µ
r(h)
k ≤
∑
k∈K µ
r(h)
k , we ob-
tain that (µ
r(h)
k )h∈N∗ is bounded inR+ for all k ∈ K. Therefore (
∑
k∈K µ
r(h)
k ϕ
k)h∈N∗
is bounded in E∗. Therefore (
∑
j∈J λ
r(h)
j ψ
j)h∈N∗ = (χ
r(h)−
∑
k∈K µ
r(h)
k ϕ
k)h∈N∗ is
bounded as a difference of two bounded sequences. Under assumption (a) we can use
Lemma 5.5 in [3] and assert that there exists an increasing function r1 : N∗ → N∗
such (λ
r◦r1(h)
j )h∈N∗ is convergent in R for all j ∈ J . Using cardK times the Bolzano-
Weierstrass theorem, there exists an increasing function r2 : N∗ → N∗ such that
(µ
r◦r1◦r2(h)
k )h∈N∗ is convergent in R+. Taking ρ := r ◦ r1 ◦ r2 we have proven the
lemma. 
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Theorem 4.7. Let (xˆ, uˆ) be a solution of (P ji ) where j ∈ {1, 2, 3} and where the
sets Ut are defined in (4.7). We assume that the following assumptions are fulfilled
for all t ∈ N.
(i) φt is Fre´chet differentiable at (xˆt, uˆt).
(ii) For all α ∈ {1, ..., n}, fαt is Fre´chet differentiable at (xˆt, uˆt) when
fαt (xˆt, uˆt) = x
α
t+1.
(iii) For all α ∈ {1, ..., n}, fαt is lower semicontinuous and Gaˆteaux differentiable
at (xˆt, uˆt) when f
α
t (xˆt, uˆt) > x
α
t+1.
(iv) For all k ∈ {1, ...,mi}, gkt is Fre´chet differentiable at uˆt when g
k
t (uˆt) = 0.
(v) For all k ∈ {1, ...,mi}, gkt is lower semicontinuous and Gaˆteaux differen-
tiable at uˆt when g
k
t (uˆt) > 0.
(vi) For all j ∈ {1, ...,me}, e
j
t is continuous on a neighborhood of uˆt and Fre´chet
differentiable at uˆt.
(vii) span{Dejt(uˆt) : j ∈ {1, ...,me}} ∩ co{DGg
k
t (uˆt) : k ∈ I
s
t } = ∅, where
Ist := {k ∈ {1, ...,mi} : g
k
t (uˆt) = 0}.
(viii) De1t (uˆt), ..., De
me(uˆt) are linearly independent.
(ix) For all t ∈ N∗, DG,1ft(xˆt, uˆt) is invertible.
(x) For all t ∈ N∗ for all α, β ∈ {1, ..., n},
∂fαt (xˆt,uˆt)
∂xβ
≥ 0 and for all α ∈
{1, ..., n}, ∂f
α
t (xˆt,uˆt)
∂xα
> 0.
Then under (i-ix) or under (i-viii) and (x) there exist λ0 ∈ R, (pt)t∈N∗ ∈ (R
n∗)N∗ ,
(λ1,t)t∈N ∈ RN, ..., (λme,t)t∈N ∈ R
N, (µ1,t)t∈N ∈ RN, ..., (µmi,t)t∈N ∈ R
N which
satisfy the following conditions.
(NN) (λ0, p1) 6= (0, 0).
(Si) λ0 ≥ 0, pt ≥ 0 for all t ∈ N∗, µk,t ≥ 0 for all t ∈ N and for all k ∈
{1, ...,mi}.
(Sℓ) For all t ∈ N, for all α ∈ {1, ..., n}, pαt+1 · (f
α
t (xˆt, uˆt) − x
α
t+1) = 0, and for
all k ∈ {1, ...,mi}, µk,t · gkt (uˆt) = 0.
(AE) For all t ∈ N∗, pt = pt+1 ◦DG,1ft(xˆt, uˆt) + λ0D1φt(xˆt, uˆt).
(WM) For all t ∈ N,
pt+1◦DG,2ft(xˆt, uˆt)+λ0D2φt(xˆt, uˆt)+
me∑
j=1
λj,tDe
j(uˆt)+
mi∑
k=1
µk,tDGg
k
t (uˆt) =
0.
Proof. From Theorem 2.1 (a) we know that, for all h ∈ N∗, (xˆ0, ..., xˆh+1, uˆ0, ..., uˆh)
is a solution of the following finite-horizon problem.


Maximize
∑h
t=0 φt(xt, ut)
when ∀t ∈ {0, ..., h}, ft(xt, ut)− xt+1 ≥ 0
∀t ∈ {0, ..., h+ 1}, xt ∈ Xt
x0 = σ, xh+1 = xˆh+1
∀t ∈ {0, ..., h}, ∀j ∈ {1, ...,me}, e
j
t (ut) = 0
∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,mi}, gkt (ut) ≥ 0.
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We introduce the following elements
z := (x1, ..., xh, u0, ..., uh)
Φ(z) :=
∑h
t=0 φt(xt, ut)
Fα0 (z) := f
α
0 (σ, u0)− x
α
1 , 1 ≤ α ≤ n
Fαt (z) := f
α
t (xt, ut)− x
α
t , 1 ≤ t ≤ h− 1, 1 ≤ α ≤ n
Fαh (z) := f
α
h (xh, uh)− xˆ
α
h+1, 1 ≤ α ≤ n
Ejt (z) := e
j
t (ut), 0 ≤ t ≤ h, 1 ≤ j ≤ me
Gkt (z) := g
k
t (ut), 0 ≤ t ≤ h, 1 ≤ k ≤ mi.
Then the previous optimization problem can be written as follows.
Maximize Φ(z)
when ∀t ∈ {0, ..., h}, ∀α ∈ {1, ..., n}, Fαt (z) ≥ 0
∀t ∈ {0, ..., h}, ∀j ∈ {1, ...,me}, E
j
t (z) = 0
∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,mi}, G
k
t (z) ≥ 0.


(4.8)
We see that our assumptions (i-vi) imply that the assumptions of Theorem 3.2 in
[4] are fulfilled and consequently we obtain the existence of real numbers λh0 , p
h
t,α
(for t ∈ {1, ..., h+1} and α ∈ {1, ..., n}), λht,j (for t ∈ {0, ..., h} and j ∈ {1, ...,me}),
µht,k (for t ∈ {0, ..., h} and k ∈ {1, ...,mi}) which satisfy the following conditions:
(λh0 , p
h
1,1, ..., p
h
h+1,n, λ
h
1,0, ..., λ
h
me,h
, µh1,0, ..., µ
h
mi,h
) 6= 0 (4.9)
λh0 ≥ 0, (∀t ∈ {1, ..., h+ 1}, ∀α ∈ {1, ..., n}, p
h
t,α ≥ 0)
(∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,mi}, µht,j ≥ 0)
}
(4.10)
∀t ∈ {0, ..., h}, ∀α ∈ {1, ..., n}, pht+1,α · F
α
t (zˆ) = 0 (4.11)
∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,mi}, µ
h
t,k ·G
h
t (zˆ) = 0 (4.12)
λh0DΦ(zˆ) +
∑n
α=1 p
h
t,αDGF
α
t (zˆ)
+
∑me
j=1 λ
h
t,jDE
j
t (zˆ) +
∑mi
k=1 µ
h
t,kDGG
k
t (zˆ) = 0.
}
(4.13)
Note that (4.11) is translated by
∀t ∈ {0, ..., h}, ∀α ∈ {1, ..., n}, pht+1,α · (f
α
t (xˆt, uˆt)− xˆ
α
t+1) = 0. (4.14)
The condition (4.12) is translated by
∀t ∈ {0, ..., h}, ∀k ∈ {1, ...,mi}, µht,k · g
h
t (uˆt) = 0. (4.15)
From (4.13), using the partial differentiations with respect to xt we obtain, for all
δxt ∈ Rn,
λh0D1φt(xˆt, uˆt)δxt +
n∑
α=1
pht+1,αDG,1f
α
t (xˆt, uˆt)δxt −
n∑
α=1
pht+1,α · δxt + 0 + 0 = 0
which implies, denoting by pht the elements of R
n∗ whose the coordinates are the
pht,α, we obtain the following relation.
λh0D1φt(xˆt, uˆt) + p
h
t+1 ◦DG,1ft(xˆt, uˆt) = p
h
t . (4.16)
From (4.13) using the partial differentiations with respect tout we obtain the fol-
lowing relation.
λh0D2φt(xˆt, uˆt) + p
h
t+1 ◦DG,2ft(xˆt, uˆt)
+
∑me
j=1 λ
h
t,jDe
j
t (uˆt) +
∑mi
k=1 µ
h
t,kDGg
k
t (uˆt) = 0.
}
(4.17)
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Using (ix) and working as in the proof in the proof of Theorem 3.1 or using (x)
and working as in the proof of Theorem 3.2, from (4.16) we obtain the following
condition.
(λh0 , p
h
1 ) = (0, 0) =⇒ (λ
h
0 , p
h
1 , ..., p
h
h+1) = (0, 0, ..., 0). (4.18)
If (λh0 , p
h
1 ) = (0, 0), using (4.18), (4.17) implies
me∑
j=1
λht,jDe
j
t(uˆt) +
mi∑
k=1
µht,kDGg
k
t (uˆt) = 0,
and using (4.15) we obtain that µht,k = 0 if k /∈ I
s
t , and so we obtain the following
relation
∑me
j=1 λ
h
t,jDe
j
t(uˆt)+
∑
k∈Ist
µht,kDGg
k
t (uˆt) = 0. Then using (vii) and Lemma
4.5 we obtain that µht,k = 0 for all k ∈ I
s
t , and consequently we have µ
h
t,k = 0 for
all k ∈ {1, ...,mi}. Therefore we have
∑me
j=1 λ
h
t,jDe
j
t (uˆt) = 0. Using (viii) we
obtain λht,j = 0 for all j ∈ {1, ...,me}. And so we have proven that (λ
h
0 , p
h
1 ) =
(0, 0) implies (λh0 , p
h
1,1, ..., p
h
h+1,n, λ
h
1,0, ..., λ
h
me,h
, µh1,0, ..., µ
h
mi,h
) = (0, ..., 0) which is
a contradiction with (4.9). And so we have proven the following condition.
(λh0 , p
h
1) 6= (0, 0). (4.19)
From (4.19) under (ix) proceeding as in the proof of Theorem 3.1 or, under (x)
proceeding as in the proof of Theorem 3.2 we obtain the existence of an increasing
function r : N∗ → N∗, of λ0 ∈ R and of (pt)t∈N∗ ∈ (R
n∗)N∗ such that
lim
h→+∞
λ
r(h)
0 = λ0, (∀t ∈ N∗, lim
h→+∞
p
r(h)
t = pt), (λ0, p1) 6= (0, 0). (4.20)
From (4.20) we see that the sequences (λ
r(h)
0 )h∈N∗ and (p
r(h)
t )h∈N∗ are bounded and
then, using (4.17), we deduce that the sequence
(
∑me
j=1 λ
r(h)
t,j De
j
t (uˆt) +
∑mi
k=1 µ
r(h)
t,k DGg
k
t (uˆt))h∈N∗ =
(
∑me
j=1 λ
r(h)
t,j De
j
t (uˆt) +
∑
k∈Ist
µ
r(h)
t,k DGg
k
t (uˆt))h∈N∗
is bounded for all t ∈ N. Using (vii), (viii) and Lemma 4.6 we can assert that
there exist an increasing function r1 : N∗ → N∗, λt,j ∈ R (for all t ∈ N and for all
j ∈ {1, ...,me}), µt,k ∈ R (for all t ∈ N and for all k ∈ {1, ...,mi}) such that
lim
h→+∞
λ
r◦r1(h)
t,j = λt,j , lim
h→+∞
µ
r◦r1(h)
t,k = µt,k. (4.21)
Finally (4.20) implies (NN), (4.20), (4.21) and (4.10) imply (Si), (4.20), (4.21),
(4.14) and (4.15) imply (Sℓ), (4.20) and (4.16) imply (AE), and (4.20), (4.21) and
(4.17) imply (WM). 
Theorem 4.8. Let (xˆ, uˆ) be a solution of (P je ) where j ∈ {1, 2, 3} and where the
sets Ut are defined in (4.7). We assume that the following assumptions are fulfilled
for all t ∈ N.
(i) φt is Fre´chet differentiable at (xˆt, uˆt).
(ii) ft is continuous on a neighborhood of (xˆt, uˆt) and Fre´chet differentiable at
(xˆt, uˆt).
(iii) For all k ∈ {1, ...,mi}, gkt is Fre´chet differentiable at uˆt when g
k
t (uˆt) = 0.
(iv) For all k ∈ {1, ...,mi}, gkt is lower semicontinuous and Gaˆteaux differen-
tiable at uˆt when g
k
t (uˆt) > 0.
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(v) For all j ∈ {1, ...,me}, e
j
t is continuous on a neighborhood of uˆt and Fre´chet
differentiable at uˆt.
(vi) span{Dejt(uˆt) : j ∈ {1, ...,me}} ∩ co{DGg
k
t (uˆt) : k ∈ I
s
t } = ∅, where
Ist := {k ∈ {1, ...,mi} : g
k
t (uˆt) = 0}.
(vii) De1t (uˆt), ..., De
me
t (uˆt) are linearly independent.
(viii) For all t ∈ N∗, DG,1ft(xˆt, uˆt) is invertible.
Then under (i-viii) there exist λ0 ∈ R, (pt)t∈N∗ ∈ (R
n∗)N∗ , (λt,1)t∈N ∈ RN,...,
(λt,me)t∈N ∈ R
N, (µt,1)t∈N ∈ RN, ..., (µt,mi)t∈N ∈ R
N which satisfy the following
conditions.
(NN) (λ0, p1) 6= (0, 0).
(Si) λ0 ≥ 0, µk,t ≥ 0 for all t ∈ N and for all k ∈ {1, ...,mi}.
(Sℓ) For all t ∈ N, for all k ∈ {1, ...,mi}, µk,t · gkt (uˆt) = 0.
(AE) For all t ∈ N, pt = pt+1 ◦DG,1ft(xˆt, uˆt) + λ0D1φt(xˆt, uˆt).
(WM) For all t ∈ N,
pt+1◦DG,2ft(xˆt, uˆt)+λ0D2φt(xˆt, uˆt)+
me∑
j=1
λt,jDe
j(uˆt)+
mi∑
k=1
µt,kDGg
k
t (uˆt) =
0.
The proof of this theorem is similar to the this one of Theorem 4.7. The difference
is the replacement of inequality constraints by equality constraints in the problem
issued from the reduction to finite horizon, the consequence of this difference is the
lost of the sign of the adjoint variable pt.
References
[1] J. Blot, Infinite-horizon Pontryagin principle without invertibility, J. Nonlinear Convex Anal.,
10(2), 157-176, 2009.
[2] J. Blot, A Pontryagin principle for infinite-horizon problems under constraints, Dyn. Contin.
Discr. Impul. Syst., Series B: Appl. Algor., 19, 267-275, 2012.
[3] J. Blot, Infinite-horizon discrete-time Pontryagin principles via results of Michel, in Pro-
ceedings of the Haifa Workshop on Optimization and Related Topics, ed. by S. Reich, A.J.
Zaslaski, Contemporary Mathematics, vol. 568, 41-51, 2012.
[4] J. Blot, On the multiplier rules, Optimization, DOI: 10.1080/02331934.2015.1113531, 2015.
[5] J. Blot & H. Chebbi, Discrete time Pontryagin principle in infinite horizon, J. Math. Anal.
Appl., 246, 265-279, 2000.
[6] J. Blot & N. Hayek, Infinite-horizon optimal control in the discrete-time framework, Springer,
New York, 2014.
[7] T.M. Flett, Differential analysis, Cambridge University Press, Cambridge UK, 1980.
Joe¨l Blot: Laboratoire SAMM EA 4543,
Universite´ Paris 1 Panthe´on-Sorbonne, centre P.M.F.,
90 rue de Tolbiac, 75634 Paris cedex 13, France.
E-mail address: blot@univ-paris1.fr
Thoi Nhan Ngo: Laboratoire SAMM EA 4543,
Universite´ Paris 1 Panthe´on-Sorbonne, centre P.M.F.,
90 rue de Tolbiac, 75634 Paris cedex 13, France.
E-mail address: ngothoinhan@gmail.com
