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a b s t r a c t
Decision procedures are key components of theorem provers and
constraint satisfaction systems. Their modular combination is of
prime interest for building efficient systems, but their effective use
is often limited by poor interface capabilities, when such proce-
dures only provide a simple ‘‘sat/unsat’’ answer. In this paper, we
develop a framework to design cooperation schemas between such
procedures while maintaining modularity of their interfaces. First,
we use the framework to specify and prove the correctness of clas-
sic combination schemas by Nelson–Oppen and Shostak. Second,
we introduce the concept of deduction complete satisfiability pro-
cedures, we show how to build them for large classes of theories,
then we provide a schema to modularly combine them. Third, we
consider the problem of modularly constructing explanations for
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combinations by re-using available proof-producingprocedures for
the component theories.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Decision procedures and constraint solvers are key components in many systems, such as
automated theorem provers, expert systems, and constraint logic programming (CLP) environments.
Their interest is to significantly augment the degree of automation of the overall system, thereby
reducing user’s interaction. Indeed, integrating such reasoning components requires some ingenuity
as the problems tackled by complex systems are usually (i) large, (ii) expressed over several domains,
and (iii) the computed solutions may require some form of certification (e.g., for safety critical
applications). In order to overcome these difficulties, we consider in this paper the following two
issues:
(1) the combination of decision procedures for signature-disjoint and convex theories, to address (ii),
(2) the modularity of the computation of conflict sets or explanations of the results for such decision
procedures, to address (i) and (iii).
In this work, we restrict our attention to convex theories, i.e. theories where it is sufficient to deduce
one equality instead of a disjunction of equalities to ensure the completeness of the combination
schemas.2 The reason for this choice is twofold. On the one hand, restricting to convex theories
simplifies the technical developments and allows us to present the key ideas in a straightforward
way. On the other hand, the recent trend to develop decision procedures for non-convex theories
consists in integrating several complex reasoning modules. This is illustrated by the works of Bradley
et al. (2006) or Ghilardi et al. (2007) for the (non-convex) theory of arrayswhere suitable instantiation
strategies are used to reduce the satisfiability problem for arrays to several satisfiability problems in
the theory of equality, which is again convex. In the light of this observation, we believe that focusing
on convex theories is not too restrictive.
Let us explain in more detail our contributions to the two following issues.
Issue 1: combination. Research on the combination of decision procedures has been independently
started in the early 80s by Nelson and Oppen (1979) and Shostak (1984) for unions of theories with
disjoint signatures. Each combination schema makes different assumptions on the properties the
theories to be combined should satisfy. The former requires theories to have a satisfiability procedure
and to be such that a satisfiable formula in a component theory T is also satisfiable in an infinitemodel
of T (stable-infiniteness); theories satisfying these two requirements are called NO. The latter assumes
that theories admit procedures for reducing terms to canonical forms (canonizers) and algorithms for
solving equations (solvers); theories admitting such functionalities are named SH. A series of papers
(Cyrluk et al., 1996; Rueß and Shankar, 2001; Barrett et al., 2002; Kapur, 2002; Ganzinger, 2002;
Conchon and Krstić, 2003a; Rueß and Shankar, 2002; Conchon and Krstić, 2003b; Manna and Zarba,
2003) have clarified the subtle issues of combining SH theories by studying their relationshipswithNO
theories. Some of them use pseudo-code to describe the combination algorithms while others adopt
a more abstract rule-based presentation.
The first contribution of this paper (Section 3) is to provide a synthesis of Nelson–Oppen and
Shostak approaches to disjoint combination by using a rule-based approach in whichmany recent re-
sults are recast and proved correct in a uniform, rigorous, and simple way. Our rational reconstruction
proceeds as follows. First, we recall that SH theories are contained in the class of convex NO theories.
According to this abstract classification, three possible scenarios are to be consideredwhen combining
two theories: (a) both areNO theories (Section 3.1), (b) both are SH theories (Section 3.2), and (c) one is
a SH and the other is aNO theory (Section 3.3).We formalize the combination schema for each scenario
2 See Section 2.2 for a precise definition of convexity.
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as an inference system. The applicability conditions of the inference rules are derived from the proper-
ties of the theories being combined. Along the lines of Ganzinger (2002), Manna and Zarba (2003) and
Conchon and Krstić (2003b), the combination schema for (b) is obtained as a refinement of that for (a).
The inference system formalizing the combination schema for (c), already considered in Barrett et al.
(2002), is obtained bymodularly reusing those for (a) and (b) in a natural and straightforwardway. Our
synthesis of combination schemas serves two purposes. First, although the results are not new,we be-
lieve that presenting them in a uniform framework can provide a valuable reference for people inter-
ested in combination problems, especially for non-experts of the field. Second, it can serve as a starting
point for further investigations. As an example, a problem of great importance when combining SH
theories is the lack of modularity for solvers (see Conchon and Krstić (2003a)): no general method
exists to produce a solver for the union of SH theories from the solvers of the component theories.
Furthermore, as is well known (see e.g. Detlefs et al. (2005)), to implement the Nelson–Oppen combi-
nationmethod efficiently, the satisfiability procedures for the component theories must be capable of
deriving the formulas to exchange with other procedures. This is not obvious for satisfiability proce-
dures in general since theymay be incomplete for consequence finding, i.e. there is no guarantee that a
formula which is a logical consequence of a set of literals will be eventually derived without resorting
to guessing and refutation.3 The lack of modularity for SH theories, together with the observation that
the theory of equality (ubiquitous in virtually any application where combinations of decision proce-
dures are needed) is not a SH theory, but admits an efficient algorithm to derive entailed equalities,
seem to suggest a possible line of investigation. Any ad hoc combination schema for scenario (c) con-
stitutes a reasonable trade-off between efficiency and generality: solvers and canonizers for SH theo-
ries efficiently derive new equalities and cooperate à la Nelson–Oppen. By investigating this question
in our framework, we propose the concept of deduction completeness which constitutes the second
contribution of this paper (Section 4). Intuitively, a deduction complete satisfiability procedure is a
satisfiability procedure defined as an inference-based systemwith the capability of computing all the
entailed elementary equalities with no overhead. We show that deduction complete inference-based
satisfiability procedures can be constructed in a modular way (Section 4.2). Another interesting fea-
ture is that they can be efficiently built by reusing a wealth of existing techniques such as canonizers
and solvers for SH theories and rewriting techniques, as advocated in Kapur (1997), Bachmair et al.
(2003), Armando et al. (2003) andMarché (1996) for theorieswhich donot admit a solver (Section 4.1).
To offer an exhaustive overview about combination, we also consider the problem of lifting the
stably infinite requirement of NO theories (cf. Section 3.4). We show that arbitrary convex theories
can be combined as soon aswe are able to decide if they admit a trivial model or not. This requirement
seems less restrictive than that of being stably infinite as, in practice, almost all ‘‘useful’’ theories (in
verification) enjoy this property.
Issue 2: modular computation of explanations. To efficiently and correctly incorporate decision proce-
dures into deduction systems or constraint programming environments, the capability of explaining
their results is crucial. For example, conflict sets (i.e. explanations of unsatisfiability) are useful to
prune the search space of Satisfiability Modulo Theories (SMT) solvers (see, e.g., Sebastiani (2007))
or to direct backtracking in CLP systems (Burg et al., 1996), whereas explanations can be used to
safely import the results of external reasoningmodules (e.g., decision procedures for selected theories
or unification algorithms) in skeptical proof assistants (Fontaine et al., 2006). In Fontaine (2004), de
Moura et al. (2005), Nieuwenhuis and Oliveras (2005), Stump and Tang (2005) and Rueß and Shankar
(2004), there has been some work on extending decision procedures known for some particular the-
ories such as the theory of equality and Linear Arithmetic (Badros et al., 2001). However, there is no
paper, to the best of our knowledge, on themodular construction of conflict sets in unions of theories.
Many SMT systems have implemented this capability somehow, but no one has offered a high level
description of how this is done. So, implementers, when building such a capability in their own SMT
tool, are required to understand the code of other systems (and in many cases the code is not even
3 A set of literals S entails a formula φ iff S ∪ {¬φ} is unsatisfiable.
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available), abstract away unimportant implementation details, and finally adapt the ideas to their ar-
chitecture.
The third contribution of this paper (Section 5) is to provide an abstract account of how to
extend theNelson–Oppen combination schema to build a satisfiability procedure capable of producing
conflict sets in the union of theories T1 and T2, whenever the satisfiability procedures for T1 and T2
provide some interface capabilities. To this end, we first introduce the concept of explanation graph
(Section 5.2), a data structure which compactly encodes the fact that a certain equality between
variables (called elementary equality) is a logical consequence of a set of elementary equalities.
Explanation graphs can be easily implemented by using efficient algorithms based on the Union-Find
data structure of Tarjan (1975) and Downey et al. (1980). Then we show how to derive explanation
engines from satisfiability procedures that produce conflict sets in the union of the component
theories. We also introduce the concept of quasi-conflict set, which allows us to precisely characterize
a (weak) form of minimality satisfied by the explanations computed by our combination method.
2. Background
2.1. First-order theories
We rely on the usual first-order syntactic notions of signature, term, position, and substitution.
Let Σ be a first-order signature containing only function symbols with their arity and X a set of
variables. We assume that equality ‘‘=’’ is a logical symbol that does not occur in Σ , and which is
always interpreted as the identity relation. A 0-ary function symbol is called a constant. A Σ-term is
a first-order term built out of the symbols in Σ and the variables in X . We use the standard notion
of substitution and denote them by a greek letter such as σ , µ, λ, . . .. A substitution σ is a mapping
from X toΣ-terms such that Dom(σ ) = {x ∈ X | σ(x) 6= x} is finite. A substitution σ is idempotent if
σ = σ ◦ σ , where ◦ denotes the classical composition of substitutions. In this paper, all substitutions
we consider are idempotent. We may write substitution applications in postfix notation, i.e. tσ for
a term t and a substitution σ . The set of variables occurring in a term t is denoted by Var(t). Given
a substitution σ , VRan(σ ) denotes the set of variables
⋃
x∈Dom(σ ) Var(xσ). Note that a substitution
σ is idempotent if and only if Dom(σ ) ∩ VRan(σ ) = ∅. If l and r are two Σ-terms, then l = r is
a Σ-equality and ¬(l = r) (also written as l 6= r) is a Σ-disequality. If p is an n-ary predicate in
Σ and t1, . . . , tn are Σ-terms, then p(t1, . . . , tn) is a Σ-atom. A Σ-literal is either a Σ-equality or
a Σ-disequality or a Σ-atom or a negation of a Σ-atom. A Σ-formula is built in the usual way out
of the universal and existential quantifiers, Boolean connectives, and symbols in Σ . A solved form is
a conjunction of equalities
∧
i∈I xi = ti such that for any i ∈ I , the variable xi occurs once in the
conjunction. Given an idempotent substitution σ = {xi → ti}i∈I , σ̂ denotes the related solved form
written as the set of equalities
⋃
i∈I{xi = ti}. A clause is a disjunction of literals. The empty clause
is the clause with no disjunct, equivalently an unsatisfiable formula. A variable is free in a formula if
it is not quantified. The set of free variables in a formula ϕ is denoted by Var(ϕ). We call a formula
ground if it has no variable, and a sentence if it has no free variables. Substitution applications are
extended to arbitrary first-order formulas, and are written in postfix notation, i.e. ϕσ for a formula ϕ
and a substitution σ . For a term t , the depth of t is depth(t) = 0 if t is a constant or a variable, and
depth(f (t1, . . . , tn)) = 1+max{depth(ti) | i = 1, . . . , n}. A term is flat if its depth is 0 or 1. For a literal,
depth(l FG r) = depth(l) + depth(r), where FG∈ {=, 6=}. A positive literal is flat if its depth is 0 or 1.
A negative literal is flat if its depth is 0. A (dis)equality between two variables is called elementary. A
literal which is neither an elementary equality nor an elementary disequality is called non-elementary.
Given a set of formulas S, E(S) denotes the set of elementary equalities between variables in Var(S)
contained in S, and E(S) denotes the formulas in S and not in E(S), i.e. E(S) = S\E(S). In the following,
ϕ orΦ denotes an arbitrary set of literals,Ω denotes a set of non-elementary literals, E denotes a set
of elementary equalities, and∆ denotes a set of elementary disequalities. E∗ is the set of all equalities
derived from E by reflexivity, symmetry and transitivity. The set E of elementary equalities isminimal
iff E ′∗ ⊂ E∗, for any E ′ ⊂ E.
We also rely on the usual first-order notions of interpretation, satisfiability, validity, logical
consequence, and theory, as given for instance in Enderton (1972). A variable assignment for a Σ-
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structureM is a mapping from X to (the domain of)M. A variable assignment α uniquely extends
to a homomorphism from the structure of Σ-terms toM, also denoted by α (by a slight abuse of
notation). We write |HαM ϕ when the Σ-formula ϕ is true in the Σ-structureM under the variable
assignment α. We also say that α satisfies ϕ inM. AΣ-formula ϕ is valid in aΣ-structureM, denoted
byM |H ϕ, if |HαM ϕ for any assignment of variables α. A first-order theory is a set of first-order
sentences. A Σ-theory is a theory all of whose sentences have signature Σ . A Σ-structureM is a
model of a Σ-theory T if every sentence in T is true inM. A theory is consistent if it admits a model
and trivial if the cardinality of each one of its models is one. In this paper, we restrict ourselves to
non-trivial and consistent theories and will distinguish two particular theories: the theory of equality
E whose signature contains a finite set of function and constant symbols, and no predicate symbol;
Linear Rational Arithmetic LA≤ and its restriction LA to equalities or disequalities. A Σ-formula ϕ
is valid in T , denoted by T |H ϕ, if it is valid in any model of T . A Σ-formula is T-satisfiable if it is
satisfiable in a model of T . Two Σ-formulas ϕ and ψ are equisatisfiable in T if for every modelM of
T , ϕ is satisfiable inM iff ψ is satisfiable inM. The satisfiability problem for a theory T amounts to
establishingwhether any given finite quantifier-free conjunction of literals (or equivalently, any given
finite set of literals) is T -satisfiable or not. A satisfiability procedure for T is any algorithm that solves
the satisfiability problem for T .4 The satisfiability problem for T may be equivalently reformulated as
the problem of establishing the consistency of T ∪S for a finite set S of ground literals, where variables
are considered as free constants, i.e. constants not occurring in the signature of T . This reformulation of
the satisfiability problemwill be used in Section 4.1 when considering satisfiability procedures based
on superposition (Nieuwenhuis and Rubio, 2001), where it is customary to use free constants in place
of (implicitly existentially quantified) variables. The use of free constants is restricted to Section 4.1.
In the rest of the paper, we present combination algorithms for the satisfiability problem, in which
we uniformly use variables.
Given an inference system R composed of inference rules, the binary relation `R is defined on
formulas as follows: Φ `R Φ ′ if Φ ′ can be derived from Φ by applying a rule in R. If ` is the name
of the applied rule in R, we may write Φ `R,` Φ ′. The reflexive and transitive closure of `R, denoted
by `∗R, is called the derivation relation of R. Also, a derivation in R is a (possibly infinite) sequence
Φ `R Φ ′ `R Φ ′′ `R · · ·. A formula Φ is in normal form w.r.t. `R if there is no derivation in R starting
from Φ . The relation `∗R is terminating if there is no infinite derivation. For any inference system R
considered in the paper for some theory T , if Φ `R Φ ′ then Φ and Φ ′ are T-equivalent, which means
T |H (Φ ⇔ Φ ′). Note that fresh variables introduced inΦ ′ are implicitly existentially quantified.
With such inference systems, it is convenient to identify a conjunctive formula with the set of its
conjuncts and to group together specific literals. So the inference rules in the followingwill be applied
on the so-called configurationswhich are sets of formulas of the formΦ;Φ ′whereΦ andΦ ′ are unions
of literals (identified with their conjunction). Whenever needed, Φ may be written as Γ ,∆ in order
to emphasize that Γ is a set (a conjunction) of equalities, and∆ is a set (conjunction) of disequalities.
2.2. Combination of theories
Let Σ1 and Σ2 be two disjoint signatures (i.e. Σ1 ∩ Σ2 = ∅) and Ti be a Σi-theory for i = 1, 2.
A Σ1 ∪ Σ2-term t is an i-term if it is a variable or it has the form f (t1, . . . , tn), where f is in Σi (for
i = 1, 2 and n ≥ 0). Notice that a variable is both a 1-term and a 2-term. A non-variable subterm s of
an i-term is alien if s is a j-term, and all superterms of s are i-terms, where i, j ∈ {1, 2} and i 6= j. An
i-term is i-pure if it does not contain alien subterms. A literal is i-pure if it contains only i-pure terms.
A formula is said to be pure if there exists i ∈ {1, 2} such that every term occurring in the formula is
i-pure.
In this paper, we consider the problem of solving the satisfiability problem for T1 ∪ T2 (i.e. the
problem of checking the T1 ∪ T2-satisfiability of conjunctions of Σ1 ∪ Σ2-literals) by using the
4 The satisfiability of any quantifier-free formula can be reduced to the satisfiability of sets of literals by converting to
disjunctive normal form and then splitting on disjunctions, i.e. checking whether S1 ∨ S2 (where S1 and S2 are conjunction
of literals) is T -satisfiable reduces to checking the T -satisfiability of either S1 or S2 .
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satisfiability procedures for T1 and T2. For certain theories, more basic algorithms exist which can be
used to build satisfiability procedures, e.g. canonizers and solvers for the class of Shostak theories (see
below for a formal definition). When such algorithms exist for either T1, T2, or both, we are interested
in using them to solve the satisfiability problem for T1 ∪ T2. In order to know which basic algorithms
are available for T1 and T2 andwhat are the assumptions on T1 and T2, the following notions and results
are useful.
A conjunctionΦ ofΣ-literals is convex in aΣ-theory T iff for any disjunction
∨n
i=1 xi = yi (where
xi, yi are variables and i = 1, . . . , n) we have: T ∪ Φ |H ∨ni=1 xi = yi iff T ∪ Φ |H xi = yi, for some
i ∈ {1, . . . , n}. AΣ-theory T is convex iff all conjunctions ofΣ-literals are convex.
AΣ-theory T is stably infinite (and called a SI-theory, for short) iff for any T -satisfiableΣ-formula
ϕ, there exists a model of T whose domain is infinite and which satisfies ϕ. A Nelson–Oppen theory is
a stably infinite theory which admits a satisfiability algorithm. A C-theory is a convex theory. A CSI-
theory is a convex Nelson–Oppen theory. The class of C-theories (resp. SI-theories, CSI-theories) is
denoted by C (resp. SI, CSI).
A solver for a Σ-theory T is a function (denoted solve) which takes as input a Σ-equality s = t
and such that (a) solve(s = t) returns false, if T |H s 6= t , or (b) solve(s = t) returns an idempotent
substitution σ = {xi → ti}i∈I such that Dom(σ ) ⊆ Var(s = t) and T |H s = t ⇔ ∃y˜.∧i∈I xi = ti,
where y˜ is the set of fresh variablesVRan(σ )\Var(s = t).We extend solvers to handle sets of equalities
as follows:
• solve(∅) returns the identity substitution .
• Consider a non-empty set of equalities Γ ∪ {s = t}. If σ = solve(s = t) and σ ′ = solve(Γ σ) are
two substitutions, then solve(Γ ∪ {s = t}) returns the restriction of the substitution σ ◦ σ ′ to the
set of variables Var(Γ ∪ {s = t}). Otherwise, solve(Γ ∪ {s = t}) returns false.
A canonizer for aΣ-theory T is an idempotent function (denoted canon) fromΣ-terms toΣ-terms
such that T |H s = t iff canon(s) = canon(t).
A Shostak theory is a convex theory which has no predicate symbol and admits a solver and a
canonizer. A SH-theory is a stably infinite Shostak theory. The class of SH-theories is denoted by SH.
Notice that LA is a SH-theory. We assume SH-theories to be stably infinite since this is necessary to
combine them with other theories as suggested by many recent papers (see e.g. Manna and Zarba
(2003)). This is not too restrictive since, as shown in Barrett et al. (2002), any convex theory with no
trivial models is stably infinite.
Proposition 1. SH ⊆ CSI ⊆ SI.
3. Rational reconstruction of combination schemas
Let Ti be a Σi-theory (i = 1, 2) such that Σ1 ∩ Σ2 = ∅. We consider the problem of building a
satisfiability procedure for T1∪T2. As a preliminary step, we introduce a purification process converting
any conjunction Φ of Σ1 ∪ Σ2-literals into a conjunction of pure literals. Such a process is achieved
by replacing each alien subterm t by a fresh variable x and adding the equality x = t to Φ . This
mechanism, called variable abstraction, is repeatedly applied toΦ until no more alien subterms t can
be abstracted away. Obviously, the purification process always terminates yieldingΦ1∧Φ2, whereΦi
is a conjunction ofΣi-literals (i = 1, 2) such thatΦ1∧Φ2 andΦ are equisatisfiable in T1∪T2. Without
loss of generality, we consider the satisfiability of formulas of the form Φ1 ∧ Φ2 (or, equivalently, of
configurationsΦ1;Φ2), whereΦi is a conjunction of i-pure literals.
Our combination schemas are specified by inference systems (Ranise et al., 2004). To prove that
an inference system R yields a satisfiability procedure, we follow a three-step methodology. First, we
show that the derivation relation`R induced by R is terminating. Second, we prove that`R preserves
(un-) satisfiability. Finally, we check that the normal forms defined by`R (i.e. configurations to which
no rule in R can be applied) distinct from falsemust be satisfiable. The proof of the last step proceeds
by contradiction showing that a normal form distinct from false cannot be unsatisfiable by using the
following (technical) lemmas on which the proof of correctness of Nelson–Oppen schema in Tinelli
and Ringeissen (2003) essentially depends.
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Fig. 1. The inference system NO1 .
Let V be a set of variables and E be an equivalence relation over V . We define the arrangement of
V with respect to E, denoted by arr(V , E), to be the union of the set of equalities arr=(V , E) = {x =
y | (x, y) ∈ E} and the set of disequalities arr6=(V , E) = {x 6= y | (x, y) ∈ (V × V ) \ E}.
Lemma 2 (Tinelli and Ringeissen, 2003). If T1 and T2 are two signature-disjoint theories, then any con-
junction Φ1 ∧ Φ2 of pure quantifier-free formulas is T1 ∪ T2-satisfiable if and only if there exists some
equivalence relation E over shared variables in V = Var(Φ1) ∩ Var(Φ2) such that Φi ∪ arr(V , E) is Ti-
satisfiable in a modelMi (for i = 1, 2) and the two models have the same cardinality.
When the two theories are stably infinite, we get a specialisation of the previous result which is
more operational since the requirement on the cardinality of the models is clearly satisfied.
Lemma 3 (Tinelli and Ringeissen, 2003). If T1 and T2 are two signature-disjoint stably infinite theories,
then any conjunctionΦ1∧Φ2 of pure quantifier-free formulas is T1∪T2-satisfiable if and only if there exists
some equivalence relation E over shared variables in V = Var(Φ1)∩ Var(Φ2) such thatΦi ∪ arr(V , E) is
Ti-satisfiable for i = 1, 2.
3.1. Combining CSI-theories
We assume that T1 and T2 are in CSI, which requires satisfiability procedures for both T1 and T2.
Let us consider the inference system NO obtained as the union of NO1 presented in Fig. 1 and NO2
obtained from NO1 by symmetry. A symmetric rule for T2 is obtained from a rule for T1 by swapping
indexes 1 and 2. A symmetric inference system for T2 is the set of symmetric rules for T2 obtained
from the rules for T1. We will use names with indices 1, 2 to distinguish a rule and its symmetric form
when needed, and will omit the index when we consider any of the two rules.
NO takes configurations of the form Φ1;Φ2 where Φi is a set of Σi-literals (i = 1, 2). Rule
Contradiction1 reports the T1-unsatisfiability ofΦ1 (and hence ofΦ1 ∧ Φ2), detected by the available
satisfiability procedure. Rule Deduction1 propagates equalities between shared variables detected in
T1 to T2 (if they are not already known). The problem of checking whether the equality x = y is a
logical consequence of T1 ∪ Φ1 is transformed into the problem of checking the T1-unsatisfiability of
Φ1 ∪ {x 6= y} so as to exploit the available satisfiability procedure.
Theorem 4. Let T1, T2 be two signature-disjoint CSI-theories. Let NO be the inference system defined as
the union NO1 ∪ NO2, where NO1 is depicted in Fig. 1 and NO2 is obtained from NO1 by symmetry. The
relation `∗NO is terminating andΦ1;Φ2 `∗NO false iffΦ1 ∧ Φ2 is T1 ∪ T2-unsatisfiable.
Proof. Direct consequence of the three following lemmas. 
Lemma 5 (Termination). The relation `∗NO is terminating.
Proof. If the rule Contradiction applies, the procedure terminates. For the rule Deduction, let us
consider the equivalence relation E over variables in Var(Φ1) ∩ Var(Φ2) such that (x, y) ∈ E iff T1 |H
Φ1 ⇒ x = y and T2 |H Φ2 ⇒ x = y. The rule Deduction strictly decreases the number of equivalence
classes of E. 
Lemma 6 (Soundness). The relation `NO preserves equisatisfiability in T1 ∪ T2.
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Proof. The soundness of the rule Contradiction is straightforward. Consider the ruleDeduction. LetM
be a model of T1 ∪ T2 and let α be a variable assignment such that |HαM (Φ1 ∪ Φ2). The application
conditions of Deduction guarantee that T1 ∪ Φ1 |H x = y, implying α(x) = α(y). Thus |HαM (Φ1 ∪
Φ2 ∪ {x = y}). The converse is trivial. 
Lemma 7 (Completeness). If Φ1;Φ2 is a normal form w.r.t. `NO different from false, then Φ1 ∧ Φ2 is
T1 ∪ T2-satisfiable.
Proof. If the procedure terminates without reporting false, the final configurationmust be of the form
Φ1;Φ2 such that:
• Φi is Ti-satisfiable for i = 1, 2 (otherwise Contradiction applies),• ∀x, y ∈ Var(Φ1) ∩ Var(Φ2), T1 |H Φ1 ⇒ x = y iff T2 |H Φ2 ⇒ x = y (otherwise Deduction
applies).
Assume that Φ1 ∧ Φ2 is T1 ∪ T2-unsatisfiable. Consider the equivalence relation E over variables in
Var(Φ1) ∩ Var(Φ2) such that (x, y) ∈ E iff T1 |H Φ1 ⇒ x = y and T2 |H Φ2 ⇒ x = y. By Lemma 3,
if Φ1 ∧ Φ2 is T1 ∪ T2-unsatisfiable, there exists i ∈ {1, 2} such that Φi ∪ arr(V , E) is Ti-unsatisfiable.
Then two cases must be distinguished:
• arr(V , E) contains at least one disequality. By the convexity hypothesis, there exists some
disequality xk 6= yk such that Φi ∪ arr=(V , E) ∪ {xk 6= yk} is Ti-unsatisfiable, or equivalently
Ti ∪ Φi ∪ arr=(V , E) |H xk = yk. Therefore (xk, yk) is in E, which is impossible by definition of
arr(V , E).
• arr(V , E) contains no disequalities. Then Φi ∪ arr(V , E) is Φi ∪ arr=(V , E) which is Ti-equivalent
toΦi. ThusΦi is Ti-unsatisfiable, which is a contradiction. 
NO specifies only the essence of the Nelson–Oppen schema. Such a schema can be refined to in-
crease efficiency. In the following, we will consider refinements of NO based on the separation of the
input set of literals into disequalities and equalities and other literals. The convexity assumption al-
lows us to have a theory-independent handling of disequalities. In addition, considering disequalities
is useless when obtaining the entailed elementary equalities needed in NO. This property paves the
way for incorporating solvers and canonizers into NO for theories in SH.
Lemma 8. Let T be a convex theory,Φ a T-satisfiable set of literals, and∆ a set of elementary disequalities.
ThenΦ ∧∆ is T -unsatisfiable iff there exists x 6= y ∈ ∆ such that T |H Φ ⇒ x = y.
Proof. (⇐) Trivial. (⇒) By rephrasing the definition of convexity in terms of unsatisfiability. 
Lemma 9. Let T be a convex theory, Φ a set of T -literals, and ∆ a set of T -disequalities. If Φ ∧ ∆ is T -
satisfiable, then T |H (Φ ∧∆)⇒ x = y iff T |H Φ ⇒ x = y.
Proof. (⇐) Trivial. (⇒) Assume that T ∪Φ ∪∆ |H x = y. Then T ∪Φ ∪ (∆∪{x 6= y}) is unsatisfiable.
By convexity of T , either T ∪Φ ∪ {x 6= y} is unsatisfiable or there exists a disequality s 6= t ∈ ∆ such
that T ∪ Φ ∪ {s 6= t} is unsatisfiable. In the first case, the Lemma is proved. In the second one, we
obtain thatΦ ∧∆ is T -unsatisfiable, and so we get a contradiction. 
3.2. Combining SH-theories
We assume that T1 and T2 are in SH, which requires a canonizer canoni and a solver solvei for
each theory Ti (i = 1, 2). Let us consider the inference system SH obtained as the union of SH1
presented in Fig. 2 and SH2 obtained from SH1 by symmetry. SH takes configurations of the form
Γ1,∆1;Γ2,∆2, where Γi is a set of Σi-equalities and ∆i is a set of Σi-disequalities for i = 1, 2.
Rule Solve− fail1 reports the T1-unsatisfiability of Γ1 (and hence of Γ1 ∧∆1 ∧ Γ2 ∧∆2) detected by
solve1. Rule Solve− success1 replaces theΣ1-equalities Γ1 with their solved form which is obtained
again by using solve1. This is important for the next two rules. Dealing with solved forms allows us
to simply determine entailed equalities (possibly between shared variables, see Deduction1) using
canonizers. Hence, it is possible to lazily report unsatisfiability as soon as we find a disequality
whose corresponding equality is entailed (see Contradiction1). Indeed, convexity allows us to handle
disequalities one by one.
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Fig. 2. The inference system SH1 .
Theorem 10. Let T1, T2 be two signature-disjoint SH-theories. Let SH be the inference system defined as
the union SH1 ∪ SH2, where SH1 is depicted in Fig. 2 and SH2 is obtained by symmetry. The relation `∗SH
is terminating and Γ1,∆1;Γ2,∆2 `∗SH false iff Γ1 ∧∆1 ∧ Γ2 ∧∆2 is T1 ∪ T2-unsatisfiable.
Proof. Direct consequence of the following Lemmas. 
Lemma 11 (Termination). The relation `∗SH is terminating.
Proof. If rules Solve-fail or Contradiction apply, the procedure terminates. For the remaining rules, we
must show that rules Solve-success and Deduction can not be applied infinitely many times. Indeed,
Solve-success can only be applied if Γ1 is not in solved form. Only Deduction is likely to modify a
solved form into a non-solved form by integrating an equality between variables. The set of shared
variables is finite and Deduction integrates equalities detected in T1 to T2 only if they have not been
detected in T2 (canon1(xσ1) = canon1(yσ1) and canon2(xσ2) 6= canon2(yσ2)). This guarantees that
Deduction can only be applied finitely many times. 
Lemma 12 (Soundness). The relation `SH preserves equisatisfiability in T1 ∪ T2.
Proof. Soundness is straightforward for rules Solve-fail and Contradiction. For the remaining rules, let
M be a model of T1 ∪ T2 and let α be a variable assignment forM.
• For Solve-success:
. (⇒) Assume that |HαM Γ1 ∧∆1 ∧ Γ2 ∧∆2. Let σ1 = {x1 → t1, . . . , xn → tn} = solve1(Γ1). By
definition of solve, the equivalence (Γ1 ⇔ ∃y˜.∧ni=1 xi = ti) is T1 ∪ T2-valid. We can extend α
to y˜ such that α(xi) = α(ti). It is easy to see that |HαM σ̂1 ∧∆1 ∧ Γ2 ∧∆2.
. (⇐) Assume that |HαM σ̂1∧∆1∧Γ2∧∆2, where σ1 = solve1(Γ1). Due to the above equivalence,
we clearly have |HαM Γ1 ∧∆1 ∧ Γ2 ∧∆2.• For Deduction:
. (⇒) Assume that |HαM σ̂1∧∆1∧σ̂2∧∆2. We haveα(x) = α(xσ1) andα(y) = α(yσ1). By defini-
tion of canon, canon1(xσ1) = canon1(yσ1) iff T1 |H xσ1 = yσ1. But then T1 |H xσ1 = yσ1 implies
T1 ∪ T2 |H xσ1 = yσ1, thus α(xσ1) = α(yσ1). Hence α(x) = α(y) and |HαM σ̂1 ∧∆1 ∧ σ̂2 ∧ x =
y ∧∆2.
. (⇐) Trivial. 
Lemma 13 (Completeness). If Γ1,∆1;Γ2,∆2 is a normal form w.r.t. `SH different from false, then
Γ1 ∧∆1 ∧ Γ2 ∧∆2 is T1 ∪ T2-satisfiable.
Proof. If the procedure terminates without reporting false, the final configurationmust be of the form
(σ̂1,∆1); (σ̂2,∆2) such that:
• σ̂i ∧∆i is Ti-satisfiable for i = 1, 2 (otherwise Contradiction applies),
• for any x, y ∈ Var(σ̂1) ∩ Var(σ̂2), canon1(xσ1) = canon1(yσ1) iff canon2(xσ2) = canon2(yσ2)
(otherwise Deduction applies).
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Fig. 3. The inference system NS.
Since σ̂i ∧ ∆i is Ti-satisfiable we have Ti |H (σ̂i ∧ ∆i) ⇒ x = y iff canoni(xσi) = canoni(yσi) thanks
to Lemma 9 and the following equivalences: Ti |H σ̂i ⇒ x = y iff Ti |H xσi = yσi iff canoni(xσi)
= canoni(yσi). Then the proof can be continued by contradiction along the lines of the proof of
Lemma 7. 
It is easy to see that a strategy applying rules Solve− fail1, Solve− success1, and Contradiction1
in SH to a configuration Γ1,∆1;Γ2,∆2 yields the same result as that of applying rule Contradiction1
in NO to Γ1 ∪∆1;Γ2 ∪∆2. Similarly, the application of rules Solve− success1 and Deduction1 in SH
simulates the application of Deduction1 in NO; this leads to the idea that equalities between shared
variables can be derived by invoking a solver (and a canonizer) rather than resorting to guessing as for
NO when applying the rule Deductioni (i = 1, 2). This is one of the key insights underlying Shostak’s
schema.
3.3. Combining a CSI-theory with a SH-theory
Without loss of generality, let us assume that T1 is in CSI and that T2 is in SH. This situation
frequently arises in practical verification problem, e.g. the union of a theory in SH and E (which
is not in SH). We consider the inference system NS, depicted in Fig. 3, obtained as the union of a
modified version of NO1 (defined in Fig. 1) and a modified version of SH2 (the symmetric version
of SH1 defined in Fig. 2). The modification of NO1 (resp. SH2) consists in replacing configurations
Φ1;Φ2 (resp.Γ1,∆1;Γ2,∆2)withΦ1;Γ2,∆2. The side conditions ofDeduction rules inNS are directly
derived from the ones used for Deduction rules in NO and SH. The correctness of NS can be shown by
reusing directly the lemmas developed for NO and SH (and their proofs). NS captures the essence of
the original Shostak combination method and can be seen as an abstract version of the one proposed
in Barrett et al. (2002). To mimic the original Shostak method, we would need a more fine-grained
rule-based description as done by Conchon and Krstić (2003b).
Theorem 14. Let T1, T2 be two signature-disjoint theories such that T1 is inCSI and T2 is in SH. The relation
`∗NS is terminating andΦ1;Γ2,∆2 `∗NS false iffΦ1 ∧ Γ2 ∧∆2 is T1 ∪ T2-unsatisfiable.
Let T1, . . . , Tk and Tk+1, . . . , Tk+n be k theories in CSI and n theories in SH, respectively, and such
that Σi ∩ Σj = ∅ for i, j = 1, . . . , k + n, i 6= j, and n, k ≥ 1. It is possible to modularly build
a satisfiability procedure for T = ⋃k+nj=1 Tj as follows. Repeatedly use NO to obtain a satisfiability
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procedure for U0 = ⋃kj=1 Tj, then repeatedly use NS to build satisfiability procedures for U1 = U0 ∪
Tk+1, . . . ,Un = Un−1 ∪ Tk+n, where Un is T . An alternative would be to repeatedly use SH to construct
satisfiability procedures for unions of two theories in SH, followed by a repeated use of NO on the
resulting theories.
Also, let us mention still another possibility to combine k theories in CSI and n theories in SH. It is
possible to slightlymodify our inference rules to take into account k+n theories and configurations of
the form Φ1; . . . ;Φk;Γk+1,∆k+1; . . . ;Γk+n,∆k+n. The rule Deduction would propagate an equality
between shared variables, deduced in one theory, to the other (k + n) − 1 theories. At this point, it
is not difficult to modify the proof of correctness for NS to show that the resulting rules (taken from
NO1, . . . ,NOk,SHk+1, . . . ,SHk+n) yield a satisfiability procedure for T . The resulting proof would be
a bit more involved because of the more complex notation.
3.4. Combining non-stably infinite convex theories
So far, we have only considered stably infinite convex theories. However we can sometimes drop
the requirement of stable-infiniteness and replace it with a somewhat more natural requirement, i.e.
the decidability for the (convex) theory to admit a trivial model.
The following simple fact will be useful for the completeness of the satisfiability problem in
combination of (convex) non-stably infinite theories.
Proposition 15. Let T be a C-theory. If T has a non-trivial model, then T has an infinite model.
Proof. If T does not have infinite models, then T must entail the formula
∨
1≤j6=k≤n xj = xk for some
positive integer n. Then, T entails one equality xj = xk (for some j 6= k) since T is convex. Therefore, T
has only trivial models, which leads to a contradiction. 
A convex theory may have both a trivial and a non-trivial model. When a convex theory has no
trivial models, then it is stably infinite as shown by Barrett et al. (2002). However, a convex theory is
not necessarily stably infinite as shown by the following example.
Example 16. Consider T = {∀x, y : f (a) = g(b)⇒ x = y}. T is convex since it is a Horn theory. But
T is not stably infinite since T ∪ {f (a) = g(b)} is consistent and any model of T ∪ {f (a) = g(b)} is
trivial.
It turns out that by studying the existence of trivial models for (convex) theories, we are able to
decide satisfiability in the combination of non-stably infinite theories.
Proposition 17. Let T1 and T2 be decidable C-theories such that we know whether Ti has a trivial model,
for i = 1, 2. If the signatures of T1 and T2 are disjoint, then T1 ∪ T2 is a decidable C-theory.
Proof. Let Σ1 (resp. Σ2) be the signature of T1 (resp. T2). Let Φ be a set of quantifier-free Σ1 ∪ Σ2-
literals. By the purification process (see Section 3),Φ is T1∪ T2-equisatisfiable toΦ1∪Φ2 such thatΦi
contains onlyΣi-literals (i = 1, 2). Thanks to Lemma 2, Φ1 ∪ Φ2 is T1 ∪ T2-satisfiable iff there exists
an arrangementΦ0 such thatΦ1 ∪Φ0 is satisfiable in a modelM1 of T1 andΦ2 ∪Φ0 is satisfiable in a
modelM2 of T2 and the domains ofM1 andM2 have the same cardinality.We show that suchmodels
exist if we knowwhether Ti (for i = 1, 2) has a trivial model. We have to consider the following cases:
• Φ1 ∪Φ0 is T1-satisfiable in a modelM1 andΦ2 ∪Φ0 is T2-satisfiable in a modelM2 such thatM1
andM2 are both non-trivial. This can be checked by deciding for i = 1, 2, if Φi ∪ Φ0 ∪ {x 6= y} is
Ti-satisfiable, where x, y are fresh variables. By Proposition 15, we know that there exist a model
M′1 of T1 satisfyingΦ1 ∪ Φ0 and a modelM′2 of T2 satisfyingΦ2 ∪ Φ0 such thatM′1 andM′2 have
the same infinite cardinality. As a consequence,Φ1 ∪ Φ2 is T1 ∪ T2-satisfiable.
• Φi ∪ Φ0 is Ti-satisfiable but only in a trivial model, for i = 1, 2. This can be checked by deciding,
for i = 1, 2, ifΦi ∪Φ0 ∪ {x 6= y} is Ti-unsatisfiable, where x, y are fresh variables. If so,Φ1 ∪Φ2 is
T1 ∪ T2-satisfiable in a trivial model.
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• Φ1 ∪Φ0 is T1-satisfiable only in a trivial model andΦ2 ∪Φ0 is T2-satisfiable in a non-trivial model.
This can be checked by testing if Φ1 ∪ Φ0 ∪ {x 6= y} is T1-unsatisfiable, and Φ2 ∪ Φ0 ∪ {x 6= y} is
T2-satisfiable, where x, y are fresh variables. Now, we only need to check if Φ2 ∪ Φ0 is satisfiable
in a trivial model of T2. To this end, it is sufficient to verify whetherΦ2∪Φ0 contains a disequality.
Indeed,Φ2 ∪Φ0 is satisfiable in a trivial model of T2 iffΦ2 ∪Φ0 does not contain any disequalities
and T2 has a trivial model.
• Φ1 ∪Φ0 is T1-satisfiable in a non-trivial model andΦ2 ∪Φ0 is T2-satisfiable only in a trivial model.
This case is symmetric with respect to the previous one. 
4. Combining deduction complete theories
In order to find a suitable trade-off between modularity (of the Nelson–Oppen approach) and
efficiency (by using canonizers and solvers), we introduce in this section the concepts of deduction
completeness and inference-based satisfiability procedure. These procedures can be flexibly built by
adapting the rewriting approach of Armando et al. (2003) (cf. Section 4.1) and modularly combined
by reusing the ideas underlying both Nelson–Oppen and Shostak approaches (cf. Section 4.2).
Informally, an inference-based procedure is a satisfiability procedure defined via an inference
system whose inference rules have fixed arity and perform validity preserving transformations on
sets of clauses. We also assume that the (fair) application of the inference rules is terminating for
any input, and that the final set of clauses contains false iff the input is T -unsatisfiable. When it is
T -satisfiable, the final set of clauses does not contain false but the so-called deduction complete set of
elementary equalities representing all entailed elementary equalities.
Definition 18. Let T be a convex theory and Φ be a T -satisfiable set of literals. A set of elementary
equalities E is deduction complete (for Φ modulo T ) if, for any x, y ∈ Var(Φ), we have T |H Φ ⇒ x =
y iff E |H x = y. A deduction complete T-satisfiability procedure is a T -satisfiability procedure, denoted
by DCT , such that if Φ is T -unsatisfiable, then it returns false, otherwise it returns true{E} where E is
deduction complete forΦ modulo T .
Deduction completeness has been used by Kirchner et al. (2005), Kirchner et al. (2006) and
Bruttomesso et al. (2006) in a more general form to take into account non-convex theories. One
can remark that deduction complete satisfiability procedures correspond to residue enumerators
introduced by Ghilardi et al. (2008) for non-disjoint combination of theories. The motivation behind
deduction completeness is twofold. First, we are interested in computing a complete set of entailed
elementary equalities. Second, the computationmust be obtained as a deduction process, by applying
some inference system.
Before being able to define the notion of inference system which is at the core of a deduction
complete satisfiability procedure, we need to introduce some technical notions and notations. Let
V be a finite set of variables, and let us assume that V is totally ordered. If E is a set of elementary
equalities over V , then ξE denotes the following idempotent substitution:
ξE = {x→ x↓ | x↓ is the smallest variable such that x =E x↓ and x↓6= x}
and ξ̂E is called the canonical form of E.
Definition 19. A basic inference system I for a theory T is an inference system working on sets of
clauses such that each inference rule in I has a given arity k and transforms k clauses into a T -
equivalent set of clauses. An I-transition is defined as follows: S →I S ′ if S ′ is obtained by applying
a rule in I on E(S). A ξ -transition is defined as follows: S →ξ S ′ if S ′ is obtained from S by replacing
E = E(S) with its canonical form ξ̂E and by applying the corresponding substitution ξE to E(S),
formally S ′ = ξ̂E ∪ ξE(E(S)). An I-derivation is a chain of I-transitions and ξ -transitions, denoted
by
∗→ξ∪I , where ξ -transitions are applied eagerly. An I-normal form of a set of clauses S is a set of
clauses S ′ such that S ∗→ξ∪I S ′ and there is no S ′′ satisfying S ′ →I S ′′ or S ′ →ξ S ′′.
We are now ready to characterize the notion of inference-based satisfiability procedure.
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Fig. 4. The basic inference system SH.
Definition 20. Let T be a convex theory and I a basic inference system for T . Given a finite set of
T -valid clauses Ax:
• (I, Ax) is refutation complete if for any T -unsatisfiable set of equalities Γ , any I-derivation starting
from Ax ∪ Γ is finite and false occurs in any I-normal form of Ax ∪ Γ .
• (I, Ax) is terminating if for any set of equalities Γ , any I-derivation starting from Ax ∪ Γ is finite.
• (I, Ax) is deduction complete if (I, Ax) is refutation complete and terminating, and for any T -
satisfiable set of equalities Γ and any I-normal form S of Ax ∪ Γ , E(S) is deduction complete
for Γ modulo T .
If (I, Ax) is refutation complete and terminating, then (I, Ax) is called an inference-based satisfiability
procedure. The set of clauses Ax is omitted whenever it is clear from the context and the inference
system I is said to be refutation complete (resp. terminating, deduction complete). A theory T is
deduction complete if there exist a basic inference system I and a set of clauses Ax such that (I, Ax) is
deduction complete. The class of deduction complete (resp. deduction complete and stably infinite)
convex theories is denoted by DCC (resp. DCCSI).
Some remarks are in order. First, if (I, Ax) is deduction complete for T , then I provides a deduction
complete satisfiability procedure. Second, by definition DCC ⊆ C and DCCSI ⊆ CSI. Third, the rules in
a deduction complete inference systemmay only perform ‘‘local’’ changes according to Definition 19,
and this prevents us fromusing guessing and a T -satisfiability procedure to derive entailed elementary
equalities. Finally, it is possible to build a deduction complete satisfiability procedure by using the
solver and the canonizer of a SH-theory.
Proposition 21. SH ⊆ DCCSI, i.e. each theory in SH admits a deduction complete inference-based satis-
fiability procedure.
It is straightforward to prove this proposition by using the basic inference system SH depicted in Fig. 4
and noticing that (SH,∅) is deduction complete for any SH-theory.
4.1. Deduction completeness by superposition
We show how a Superposition Calculus can be used to build deduction complete decision
procedures. This can be seen as a generalization of the rewriting approach to flexibly build satisfiability
procedures proposed in Armando et al. (2003). We explore this problem for the subclass of Horn
theories axiomatized by a finite set of Horn clauses.5 The Superposition Calculus, denoted by SP , is
5 It is well known that Horn theories are convex.
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Fig. 5. Expansion rules of SP .
thoroughly described by Nieuwenhuis and Rubio (2001). As discussed in Section 2, the T -satisfiability
problem is considered here as the problem of deciding whether T ∪ S is consistent for any given set of
ground literals S. In this context, variables are regarded as free constants, and a (dis)equality between
two free constants is considered as elementary.
The superposition calculus SP . A fundamental feature of SP is the usage of a reduction ordering
 which is total on ground terms, for example the lexicographic path ordering (Dershowitz and
Jouannaud, 1990). We also assume that if a term t is neither a variable nor a constant, then for any
constant c we have that t  c. The ordering  is extended to positive literals by considering them
as multisets of terms, and then to clauses by considering them as multisets of positive literals. The
inference systemSP uses a selection function sel such that for each clause C , sel(C) contains a negative
literal in C if C contains one, otherwise all maximal literals in C w.r.t. . SP contains two kinds of
rules: expansion rules (Fig. 5) and contraction rules (Fig. 6). The former are necessary for refutation
completeness of SP while the latter are crucial for efficiency. We also assume that contraction rules
are eagerly applied (i.e. whenever possible).
A clause C is redundant with respect to a set S of clauses if either C ∈ S or S can be obtained
from S ∪ {C} by a sequence of application of the contraction rules of Fig. 6. An inference is redundant
with respect to a set S of clauses if its conclusion is redundant with respect to S. A set S of clauses is
saturated with respect to SP if every inference of SP with a premise in S is redundant with respect
to S. A derivation in this inference system is a sequence S0, S1, . . . , Si, . . . of sets of clauses where at
each step an inference of SP is applied to generate and add a clause (cf. expansion rules in Fig. 5) or
to delete or reduce a clause (cf. contraction rules in Fig. 6). A derivation is characterized by its limit,
defined as the set of persistent clauses S∞ = ⋃j≥0⋂i>j Si. A derivation S0, S1, . . . , Si, . . . with limit
S∞ is fair with respect to SP if for every inference in SP with premises in S∞, there is some j ≥ 0
such that the inference is redundant in Sj.
Theorem 22 (Nieuwenhuis and Rubio, 2001). If S0, S1, . . . is a fair derivation of SP , then (i) its limit S∞
is saturated with respect to SP , (ii) S0 is unsatisfiable iff the empty clause is in Sj for some j, and (iii) if such
a fair derivation is finite, i.e. it is of the form S0, . . . , Sn, then Sn is saturated and logically equivalent to S0.
The saturation-based methodology for building T -satisfiability procedures consists of two phases:
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Fig. 6. Contraction rules of SP .
(1) Flattening: all ground literals are flattened by introducing fresh constants, yielding an equisatisfi-
able flat problem.
(2) Ordering selection and termination: any fair derivation of SP is shown to be finite when applied to
a flat problem together with the axioms of T , provided that satisfies a few properties depending
on T (Armando et al., 2003).
It is easy to show that the methodology sketched above yields inference-based satisfiability proce-
dures (in the sense of Definition 20). Examples of such procedures – which are also deduction com-
plete – will be exemplified below.
Variable inactivity and combination. In Armando et al. (2009), the notion of variable inactive theory
has been identified as the key (sufficient) condition to obtain themodularity of termination of the fair
and exhaustive application of the rules of SP on the union of (presentations of) theories. A theory T
axiomatized by Ax(T ) is variable inactivewhen, for any set S of ground flat literals, any fair derivation
of SP on Ax(T ) ∪ S does not contain a maximal literal (w.r.t. the ordering ) of the form X = t and
X 6∈ Var(t). It turns out that variable inactivity is a key ingredient for deduction completeness, as
stated in the following theorem.
Theorem 23. Let T be a theory axiomatized by a finite set Ax(T ) of Horn clauses. Assume that for every
set S of ground flat literals, any saturation S ′ of Ax(T ) ∪ S by SP is finite and contains no equality of the
form X = t, where X 6∈ Var(t). Then T is stably infinite and (SP, Ax(T )) is deduction complete for T or,
equivalently, T is a DCCSI-theory.
Proof. Stable-infiniteness of T follows from the variable inactivity as proved in Kirchner et al. (2006).
Consider now the deduction completeness problem. Let E be the set of elementary equalities in S ′.
Assume that there is some equality c = c ′ between constants such that T ∪ S |H c = c ′. By refutation,
T ∪ S |H c = c ′ iff S ∧ c 6= c ′ is T -unsatisfiable. Hence, it must be possible to derive the empty
clause by applying SP to the set S ′ ∪ {c 6= c ′}. Since S ′ is T -satisfiable and saturated, only inferences
involving both clauses from (or inferred from) S ′ and c 6= c ′ can yield the empty clause. If there is an
inference between c 6= c ′ and C ′ in S ′, then C ′must be an equality between constants or variables. This
is because the ordering used in SP is defined in such a way that a disequality is always bigger than
an equality and hence an equality is maximal in a clause only if the latter contains no disequalities. If
C ′ contains a variable, then C ′ must have the form X = t , where X 6∈ Var(t). That would contradict
the assumption of the lemma. If C ′ only contains constants, then C ′ is an equality between constants
and the clause inferred from c 6= c ′ and C ′ must be a disequality between constants. This means that
an inference between c 6= c ′ and a clause in S ′ is possible only if the latter is an equality between
constants and derives a disequality between constants. Therefore, E ∪ {c 6= c ′} suffices to infer the
empty clause. Or, equivalently, E |H c = c ′. 
Let us consider a few theories in which this approach can be successfully applied.
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Fig. 7. Combination of deduction complete satisfiability procedures (DC1).
Example 24. Consider the theory of equality E , axiomatized by an empty set of axioms. LetΦ be a set
of ground flat literals. It is easy to see that the saturation ofΦ w.r.t. SP contains only ground and flat
literals (see, e.g., Armando et al. (2003)). By Theorem 23, E is stably infinite and (SP,∅) is deduction
complete for E .
Example 25. Let L be the theory of lists, axiomatized by the following set Ax(L) of axioms:
car(cons(X, Y )) = X (1)
cdr(cons(X, Y )) = Y (2)
cons(car(X), cdr(X)) = X . (3)
By induction on the length of the derivation w.r.t. SP , we can show (see Armando et al. (2003)) that
for any set of ground flat literals S, the saturation of Ax(L) ∪ S w.r.t. SP contains only literals of the
following forms: (a) the empty clause, (b) the axioms inAx(L), (c) ground flat literals, and (d) equalities
of the form cons(b, cdr(a)) = a or cons(car(a), b) = a, where a, b are constants. Again by Theorem 23,
L is stably infinite and (SP, Ax(L)) is deduction complete for L.
Example 26. Let SC be the theory of a data structure with one n-ary constructor c and selectors
s1, . . . , sn which is finitely presented by the set Ax(SC) := Sel ∪ Inj of axioms, where
Sel = {si(c(X1, . . . , Xn)) = Xi | i = 1, . . . , n} and
Inj = {c(X1, . . . , Xn) = c(Y1, . . . , Yn)⇒ Xi = Yi | i = 1, . . . , n}.
By induction on the length of the derivation w.r.t. SP , it is easy to show that for any set of ground flat
literals S, the saturation of Ax(SC) ∪ S w.r.t. SP contains only clauses of the following forms: (a) the
empty clause, (b) the axioms in Ax(SC), (c) ground flat literals, (d) clauses of the form a = b⇒ a′ = b′,
where a, b, a′, b′ are constants, and clauses of the forms: (a1 = c(Y1, . . . , Yn)⇒ a′1 = Y1), . . . , (an =
c(Y1, . . . , Yn)⇒ a′n = Yn) where a1, a′1 . . . , an, a′n are constants. By Theorem 23, SC is stably infinite
and (SP, Ax(SC)) is deduction complete for SC.
4.2. Combining DCCSI-theories
So far, we have introduced the concept of deduction complete satisfiability procedures and shown
that such procedures can be built in a uniform way for an interesting class of theories. We are left
with the problem of showing that deduction complete procedures can bemodularly combined, taking
thereby advantage of both Shostak (derivation of entailed equalities) and Nelson–Oppen (modularity)
schemas. Let us consider the inference system DC obtained as the union of DC1 presented in Fig. 7 and
DC2 obtained fromDC1 by symmetry. The combination algorithm for deduction complete satisfiability
procedures is given by the rules in DC, where DCTi(Φ) denotes the deduction complete satisfiability
procedure in the theory Ti applied to the set of literalsΦ . Its correctness is stated in the next theorem.
Theorem 27. Let T1 and T2 be two signature-disjoint convex and stably infinite theories such that for each
i = 1, 2, a deduction complete Ti-satisfiability procedure is available. Let Ωi be a set of non-elementary
Ti-literals for i = 1, 2, let E be a set of elementary equalities and let∆ be a set of elementary disequalities.
Let ϕ = (Ω1 ∪ Ω2 ∪ ∆ ∪ E) and S ′ be a final configuration obtained by the repeated application of the
rules of DC on the initial configuration S = Ω1;∆; E;Ω2. Then,
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• if S ′ is false, then ϕ is T1 ∪ T2-unsatisfiable;• otherwise, S ′ is of the form Ω1;∆; E ′;Ω2 and ϕ is T1 ∪ T2-satisfiable. Furthermore, E ′ is deduction
complete for ϕ modulo T1 ∪ T2.
Proof. Similar to the proof of Theorem 4. Let us consider the rules of DC.
Termination. The rules return false or strictly decrease the number of pairs of shared variables which
are not equal modulo E.
Soundness. The rules are clearly sound.
Completeness. Similarly to Lemma 7, we proceed by contradiction. Consider a final configuration
S ′ of the form (Ω1;∆; E ′;Ω2). According to the rules, Φi = (Ωi ∪ ∆ ∪ E) is necessarily
Ti-satisfiable for i = 1, 2, otherwise either Unsat=1 or Unsat6= would apply according to
Lemma 8. Assuming Φ1 ∪ Φ2 is T1 ∪ T2-unsatisfiable, we can apply Lemma 2 to exhibit a
contradiction with the fact that S ′ is a final configuration.
Deduction completeness. It remains to show that, if S ′ = (Ω1;∆; E ′;Ω2) is a final configuration, E ′ is
deduction complete. By contradiction, assume that E ′ is not deduction complete. There exists
x = y such that T1∪T2∪S ′ |H x = y and E ′ 6|H x = y. Therefore S ′′ = (Ω1;∆∪{x 6= y}; E ′;Ω2)
is unsatisfiable, and so S ′′ is reducible with rules ofDC. ButUnsat6= does not applywith x 6= y
since (x, y) /∈ E ′∗. Since no other rule looks at the disequalities, if S ′′ is reducible then S ′ is
also reducible, which contradicts the fact that S ′ is a final configuration. 
Corollary 28. DCCSI is closed under disjoint union.
Proof. Let (Ik, Axk) be a deduction complete inference system for Tk (k = 1, 2). Consider the basic
inference system I for T1 ∪ T2 defined as the union of I1 and I2 plus the standard rules to purify het-
erogeneous equalities. We assume that rules in Ik are only applied to pure non-elementary equalities.
Clauses in Ax = Ax1 ∪ Ax2 are T1 ∪ T2-valid. We show below that (I, Ax) is terminating, refutation
complete, and deduction complete for T1 ∪ T2.
Termination. We assume that a set of equalities Γ is split into a set ΓH of impure equalities, a set E
of elementary equalities, and a set Γi of i-pure equalities (for i = 1, 2). The termination of
I can be proved by using a lexicographic combination of complexity measures defined and
ordered as follows:
(H) the number of alien positions occurring in ΓH ,
(0) the number of E-equivalence classes,
(1) the number of steps to reach a I1-normal form of Ax1 ∪ Γ1, and
(2) the number of steps to reach a I2-normal form of Ax2 ∪ Γ2.
Since ξ -transitions are applied eagerly, we can consider that each Γ is in normal form w.r.t.
→ξ . Termination follows from the following facts. If a Ik-transition applies then there are
two cases:
• If the Ik-transition is directly followed by a ξ -transition, then this chain of transitions
does not increase (H) and strictly decreases (0).
• If the Ik-transition cannot be followed by a ξ -transition, then this transition does not
increase (H) and (0), and
– if k = 1, then it strictly decreases (1);
– if k = 2, then it does not increase (1) and strictly decreases (2).
Soundness. When false is derived by I, this result is correct since any I-transition transforms a set of
clauses into a T1 ∪ T2-equivalent one.
Completeness. Consider a I-normal form S of Γ such that false /∈ S. Let E ′ = E(S). According to
the definition of I, S is a I-normal form of some Γ1 ∪ Γ2 ∪ E, where Γ1,Γ2, E are obtained
from Γ by applying repeatedly the purification rules until we get only pure equalities. The
configurationΓ1; ∅; E ′;Γ2 is necessarily a final configurationw.r.t.DC, otherwise this would
contradict the assumption that (Ik, Axk) is deduction complete for Tk (k = 1, 2). According to
Theorem27,Γ1∪Γ2∪E ′ is T1∪T2-satisfiable (and so isΓ ).Moreover, E ′ is deduction complete
for Γ1 ∪ Γ2 ∪ E ′, and so for Γ . Consequently, (I, Ax) is deduction complete for T1 ∪ T2. 
278 D.-K. Tran et al. / Journal of Symbolic Computation 45 (2010) 261–286
5. Explaining combination
Although combining decision procedures is already a crucial activity for their effective use in
large systems, this is seldom sufficient: procedures should also provide the capability of explaining
their results in order to be correctly integrated. In this section, we study how to augment the
interface capabilities of available decision procedures to compute such explanations and tomodularly
combine them. The decision procedures that we want to combine can derive either unsatisfiability or
satisfiability and can produce entailed elementary equalities in case of satisfiability. So explaining
these results involves both the production of a witness for unsatisfiability, called conflict set, given by
a small (or ‘‘minimal’’ in a sense to be made precise) set of unsatisfiable literals, and the production of
explanations for entailed elementary equalities. So a first step in Section 5.1 is to precisely define
conflict sets, explanations, and the minimality property in each case. Then in order to build the
deductive part of the justification in case of satisfiability, the notion of explanation graph is proposed
in Section 5.2. Such graphs record the successive justifications used in the construction of entailment
proofs. For decision procedures we are interested in, the notion of quasi-conflict sets is proposed
in Section 5.3 to represent proofs of unsatisfiability integrating both conflict sets and explanation
graphs. Then, in Section 5.4, we propose to use explanation engines instead of decision procedures.
Such engines return either an explanation graph in case of satisfiability or a quasi-conflict set in case
of unsatisfiability. Eventually it is proved that explanation engines can be built in a modular way for
signature-disjoint combination of convex and stably infinite theories.
5.1. Conflict sets and explanations
The starting point of our development is the notion of conflict set, commonly used in the context of
unsatisfiability. Informally, a conflict set is a subset of an unsatisfiable set of literals which is already
unsatisfiable. For efficiency, a suitable notion of minimality for conflict sets is introduced. A T -conflict
set CS of literals is minimal if there is no CS ′ ⊂ CS such that CS ′ is a T -conflict set. In the context of
satisfiability, the dual notion of conflict set is the concept of explanation. A T -explanation of an equality
e is a T -satisfiable set ϕ of literals such that T |H ϕ ⇒ e. A T -explanation of e is minimal if there is
no ϕ′ ⊂ ϕ such that T |H ϕ′ ⇒ e. We omit the theory T when it is clear from the context. The next
proposition states the duality between the two notions and follows directly from the definitions.
Proposition 29. A T-satisfiable set of literals ϕ is a minimal T -explanation for an equality e iff ϕ ∪ {¬e}
is a minimal T-conflict set.
The convexity assumption allows us to further characterize conflict sets.
Proposition 30. If T is a convex theory, then any minimal conflict set contains at most one disequality. If
T is a convex theory axiomatized by a set of equalities, then any minimal conflict set contains exactly one
disequality.
For example, E is a convex theory such that anyminimal conflict set contains exactly one disequal-
ity. Notice thatLA, and hence alsoLA≤, does not satisfy this property (e.g, {x = 3, x = 2} is aminimal
LA-conflict set). We now explain how to store explanations by using undirected and acyclic graphs.
5.2. Explanation graphs
We use the standard notions of undirected graph, acyclic graph, subgraph, connected graph, path,
elementary path, and connected components. In the rest of the paper, we only consider acyclic undi-
rected graphs, often called graphs for the sake of simplicity. An undirected graph G is a pair (V , E)
where V (also written as Vertex(G)) is a finite set of vertices and E (also written as Edge(G)) is a set
of unordered pairs written as (v,w) for v,w in V . GV∅ denotes the graph whose vertices in V are con-
nected by no edge, i.e.GV∅ = (V ,∅). The subgraph relation is denoted by⊆. LetG = (V , E) be an acyclic
undirected graph. The set ElemPath(G, x, y) denotes the set of edges in an elementary path between x
and y in G, i.e. if v0, . . . , vn is a path such that x = v0, y = vn and each vi occurs once in v0, . . . , vn,
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then ElemPath(G, x, y) is the set of edges (vi−1, vi) ∈ Edge(G), for i = 1, . . . , n. Given two distinct
vertices x and y, ElemPath(G, x, y) is empty iff x and y are not in the same connected components of
G. The set of pairs of connected vertices in G is CP(G) = {(x, y) | x, y ∈ V and ElemPath(G, x, y) 6= ∅}.
Two preliminary remarks about the relationship between an acyclic undirected graph G = (V , E)
and a set of elementary equalities are useful. First, let us observe that an elementary equality can
be regarded as an unordered pair and identified with an edge of G. This justifies the same nota-
tion E for both a set of elementary equalities and a set of unordered pairs defining a set of edges.
We may write (x, y) ∈ E as x = y and we define the set of elementary equalities of the graph G as
Eq(G) = ⋃(x,y)∈E{x = y}. Second, it is easy to see that a set of elementary equalities E is minimal iff
there exists an acyclic undirected graph G such that Eq(G) = E.
Definition 31. Let T be a theory, ϕ be a set of T -literals, and G = (V , E) be an acyclic undirected graph
such that E is a set totally ordered by some ordering <E . G is an explanation graph of ϕ if: (i) V is the
set of variables occurring in ϕ, (ii) there exists a labelling function LG with domain E and co-domain
the power-set of ϕ ∪ CP(G), (iii) the following properties are satisfied for any v1 = v2 ∈ E:
(iii.a) LG(v1 = v2) is T -satisfiable and T |H LG(v1 = v2)⇒ v1 = v2,




The set of literals of ϕ in G is Lit(G) = ϕ ∩ (⋃e∈E LG(e)). An edge v1 = v2 ∈ E is minimally explained
if LG(v1 = v2) is a minimal T -explanation for v1 = v2. An explanation graph isminimally explained if
all its edges are minimally explained. An explanation graph G′ is smaller than an explanation graph G,
denoted by G′ v G, if Edge(G′) ⊆ Edge(G) and ∀e ∈ Edge(G′), LG′(e) ⊆ LG(e). An explanation graph
G isminimal for E if E ⊆ CP(G) and there is no explanation graph G′ such that G′ < G and E ⊆ CP(G′).
An explanation graph G of a T -satisfiable set ϕ of literals is deduction complete (modulo T ) if Eq(G) is
deduction complete for ϕ (modulo T ).
In the definition above, edges are ordered to express the fact that explanation graphs are built
dynamically. The ordering <E on edges corresponds to the order of insertion of edges in the graph.
Adding an edge x = y to the explanation graph G = (V , E) of the set ϕ of literals is defined as follows:
if x and y are two distinct vertices in V such that x = y /∈ CP(G), and L is a set of T -literals in ϕ∪CP(G)
such that L is T -satisfiable and T |H L⇒ x = y, then Insert(G, x = y, L) denotes the explanation graph
G′ = (V , E ′), where E ′ = E∪{x = y}, LG′ is such that LG′(x = y) = L, ∀e ∈ E,LG′(e) = LG(e), and<E′
is the smallest ordering containing<E such that ∀e ∈ E, e <E′ x = y. From now on, we assume that
<E′ and <E coincide on elements of E whenever G = (V , E) and G′ = (V ′, E ′) are two explanation
graphs such that E ⊆ E ′.
Example 32. Consider the theory of equality E and the set of literals ϕ = {a = f (a), b = f (c), c =
f (a)}. Two explanation graphs of ϕ are depicted below:
The edge a = c is inserted first in both cases, and then it is used in the explanation of the second edge.
We now consider the case of an explanation graphG obtained by adding a set of elementary equali-
ties in a given order. This will be important for our combination schema described in Section 5.4. More
precisely, G is obtained by adding one after the other each elementary equality in E = {e1, . . . , en},
according to an ordering<E (such that, wlog., e1 <E · · · <E en): starting from G0 := GVar(E)∅ (equipped
with an empty labelling LG0 ), Gj := Insert(Gj−1, ej, {ej}) for j = 1, . . . , n and G := Gn. For the sake of
conciseness, we write UF(E) to abbreviate the graph obtained by the sequence of insertions above.6
6 UF abbreviates Union-Find since the sequence of insertions is typically implemented using this data structure (Fontaine,
2004; de Moura et al., 2005; Nieuwenhuis and Oliveras, 2005).
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If V is a set of variables, UFV (E) is the explanation graph obtained by adding V to the set of vertices
of UF(E). It is not difficult to see that for any set E of elementary equalities, UF(E) is a minimally ex-
plained explanation graph of E such that Eq(UF(E)) is aminimal set of elementary equalities (included
in E). Moreover, UF(E) is a deduction complete explanation graph of E. More generally, it is possible
to construct (deduction complete) explanation graphswhen a (deduction complete) satisfiability pro-
cedure is known. For a (deduction complete) inference-based satisfiability procedure, an explanation
graph of a satisfiable formula can be constructed by collecting the literals used in each rule applica-
tion of the derivation. For the particular case of the theory of equality E , a congruence closure with
explanation leads to a minimally explained and deduction complete explanation graph for any set of
flat equalities, as shown in Ranise et al. (2007). In that case, the explanation of an edge x = y is either
{x = y} or of the form {x = f (x1, . . . , xn), y = f (y1, . . . , yn), x1 = y1, . . . , xn = yn}, and so isminimal.
5.3. Quasi-conflict sets
Let us now concentrate on unsatisfiability proofs. The notion of conflict set is not sufficiently
structured to take into account the deduction steps in the proof and their explanation. This is why
we consider a richer structure called quasi-conflict sets.
Definition 33 (Quasi-conflict sets). Let ϕ be an unsatisfiable set of literals, ψ a subset of ϕ, G an
explanation graph of ϕ, and E a set of equalities. The tuple (ψ, E,G) is a quasi-conflict set of ϕ if
E ⊆ CP(G), ψ ∪ E is unsatisfiable, and whenever E 6= ∅, ψ is satisfiable.
A quasi-conflict set (ψ ′, E ′,G′) is smaller than a quasi-conflict set (ψ, E,G), denoted by
(ψ ′, E ′,G′)  (ψ, E,G), if ψ ′ ⊆ ψ , E ′ ⊆ E and G′ v G. A quasi-conflict set (ψ, E,G) is minimal
if there is no quasi-conflict (ψ ′, E ′,G′) such that (ψ ′, E ′,G′) ≺ (ψ, E,G).
Notice that if (ψ, E,G) is a quasi-conflict set, then E 6= ∅ iff ψ is satisfiable. Also, if ϕ is a conflict
set, then (ϕ,∅,GVar(ϕ)∅ ) is a quasi-conflict set.
Example 34. Let us consider the theory LA and the set of literals ϕ = {z = x + y, x − y = 1, x =
y + u, u = 0}. Let G denote the explanation graph ({x, y}, {x = y}) such that LG(x = y) = {x =
y+ u, u = 0}. Then ({x− y = 1}, {x = y},G) is a quasi-conflict set of ϕ.
Proposition 35. If (ψ, E,G) is a quasi-conflict set of ϕ, then ψ ∪ Lit(G) is a conflict set of ϕ.
Proof. If (ψ, E,G) is a quasi-conflict set of ϕ, then ψ ∪ E is unsatisfiable. By definition, Lit(G) ⊆ ϕ
and Lit(G) entails E. Consequently, ψ ∪ Lit(G) is unsatisfiable and ψ ∪ Lit(G) ⊆ ϕ. So ψ ∪ Lit(G) is a
conflict set of ϕ. 
Given a quasi-conflict set (ψ, E,G) of ϕ, ψ ∪ Lit(G) is called the conflict set associated to (ψ, E,G).
Example 36 (Example 34 Continued). The conflict set associated to ({x − y = 1}, {x = y},G) is
{x− y = 1, x = y+ u, u = 0}.
The set Lit(G) provides an explanation of equalities in E, but it is a super-set of what we need: it is
sufficient to consider the subgraph of G obtained by focusing only on the paths in G ‘‘connecting’’ the
equalities in E.
Definition 37. Let G be an explanation graph of ϕ, x = y ∈ CP(G) and E ⊆ CP(G). The set of
explanation edges of x = y in G is the subset of Edge(G) defined as follows:








The set of explanation edges of E in G is ExE(G, E) =⋃e∈E Exe(G, e).
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The restriction of G to E is the subgraphG|E ofG such that Edge(G|E) = ExE(G, E) and∀e ∈ Edge(G|E),
LG|E (e) = LG(e).
Proposition 38. G|E is minimal for E iff G|E is minimally explained.
Proof. (⇐) Let us assume that G|E is not minimal for E. There exists G′ < G|E such that E ⊆ CP(G′).
If G′ ⊂ G|E , then an edge which was necessary to explain some element of E is missing from G′, and
since G′ is an explanation graph, this element of E cannot be in CP(G′): this contradicts the fact that
E ⊆ CP(G′). Therefore, Edge(G′) = Edge(G) and there exists an edge e of G′ such that LG′(e) ⊂ LG|E (e).
So G|E is not minimally explained.
(⇒) If G|E is not minimally explained, then it is possible to construct a graph G′ < G|E such that
E ⊆ CP(G′). Consequently, G|E is not minimal for E. 
We are now ready to give a characterization of minimal quasi-conflict sets.
Theorem 39. A quasi-conflict set (ψ, E,G) is minimal iffψ ∪ E is a minimal conflict set and G is minimal
for E.
Proof. (⇐) By contradiction, assuming that there exists a quasi-conflict set (ψ ′, E ′,G′) such that
(ψ ′, E ′,G′) ≺ (ψ, E,G). If ψ ′ ⊂ ψ or E ′ ⊂ E, then this would contradict that ψ ∪ E is a minimal
conflict set. Therefore ψ ′ = ψ , E ′ = E and G′ < G, where E ⊆ CP(G′). This contradicts that G is
minimal for E.
(⇒) If ψ ∪ E is not a minimal conflict set or G is not minimal for E, then it is possible to construct a
quasi-conflict set (ψ ′, E ′,G′) such that (ψ ′, E ′,G′) ≺ (ψ, E,G). 
Example 40 (Example 34 Continued). The quasi-conflict set ({x−y = 1}, {x = y},G) is minimal since
{x− y = 1, x = y} is a minimal conflict set and G is minimal for {x = y}.
5.4. Explanation engines and their combination
We now adapt the combination algorithm DC for deduction complete satisfiability procedures
in order to generate T1 ∪ T2-conflict sets. More generally, the goal is to build an explanation for
each truth value returned by a satisfiability procedure. To develop our main combination result,
we introduce the notion of explanation engine: this is a component capable of computing (1) an
explanation graph in case of satisfiability and (2) a quasi-conflict set in case of unsatisfiability. We
define an explanation engine for a language of formulasL.Wewill see that our combination algorithm
provides an explanation engine for a combined language derived from the pure languages L1 and L2
related to explanation engines known in component theories.
Definition 41 (Explanation Engine). Let T be a theory and L be a set of (finite) sets of non-elementary
T -literals closed under union. A T-explanation engine for L is a T -satisfiability procedure, denoted by
µEXT , such that, for anyΩ ∈ L and any minimal set of elementary equalities E:
(1) IfΩ ∪ E is T -satisfiable, then µEXT returns true{G}where G is deduction complete forΩ ∪ E.
(2) IfΩ∪E is T -unsatisfiable, thenµEXT returns false{(Ω ′, E ′,G)}where (Ω ′, E ′,G) is a quasi-conflict
set ofΩ ∪ E.
IfµEXT computesminimal quasi-conflict sets andminimally explained explanation graphs, thenµEXT
is said minimal.
As shown in Ranise et al. (2007), the Gaussian elimination algorithm can be adapted to build
minimal LA-conflict sets and minimal LA-explanations of elementary equalities, and so minimal
quasi-conflict sets and minimally explained explanation graphs. This allows us to obtain a minimal
LA-explanation engine. As another example, a congruence closure algorithm computing a minimally
explained explanation graph for any given set of flat equalities (see end of Section 5.2) provides a
minimal E-explanation engine for all sets of flat equalities.
Let us consider the inference system EX obtained as the union of EX1 presented in Fig. 8 and EX2
obtained from EX1 by symmetry. EX presents a variant of the Nelson–Oppen combination method for
the union of two arbitrary signature-disjoint, stably infinite, and convex theories where explanation
engines are used in place of satisfiability procedures, andwhere explanation graphs are used to encode
the entailment of elementary equalities together with their explanations.
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Fig. 8. Combination of explanation engines (EX1).
Theorem 42. Let T1 and T2 be two signature-disjoint convex and stably infinite theories such that for
each i = 1, 2, there exists a Ti-explanation engine for Li. Let E be a set of elementary equalities and
∆ a set of elementary disequalities. Let Ωi ∈ Li for i = 1, 2, ϕ = (Ω1 ∪ Ω2 ∪ ∆ ∪ E) and S ′ be
a final configuration obtained by the repeated application of the rules of EX on the initial configuration
S = Ω1;∆;UFVar(ϕ)(E);Ω2.
• If S ′ is of the form false{(Ω ′, E ′,G)}, then ϕ is T1 ∪ T2-unsatisfiable and (Ω ′, E ′,G) is a quasi-conflict
set of ϕ.
• Otherwise, S ′ is of the form Ω1;∆;G;Ω2 and ϕ is T1 ∪ T2-satisfiable. Furthermore, G is deduction
complete for ϕ modulo T1 ∪ T2.
Proof. The proof can be derived fromTheorem27 according to a one-to-one correspondence between
rules in EX and rules in DC. We first state that any configuration derived by EX includes as component
an explanation graph of ϕ. This can be proved by analyzing the functionMerge used in EX. Given two
explanation graphs G and Gi as defined in EX,Merge(G,Gi) returns a graph G′ such that:
(A) G′ 6= G implies Eq(G′) ⊃ Eq(G), by definition ofMerge.
(B) As G is an explanation graph of ϕ, so is G′, since new edges in G′ are edges in Gi which is an
explanation graph of ϕ ∪ Eq(G). Note that new edges in G′ are inserted following the ordering
on edges given by Gi.
One can remark that the restriction G|E of an explanation graph G of ϕ is still an explanation graph
of ϕ, provided that E ⊆ CP(G). From this fact together with (B), we can conclude that the property of
having an explanation graph of ϕ as component of a configuration is preserved by applying any rule
in EX.
We are now ready to establish the one-to-one correspondence between EX and DC. It follows from
the fact that an explanation engineµEXT defines a deduction complete satisfisfiability procedure DCT
such that, for any set of literals ϕ:
• DCT (ϕ) = false iff µEXT (E(ϕ), Eq(UF(E(ϕ)))) = false{. . .}
• DCT (ϕ) = true{Eq(G)} iff µEXT (E(ϕ), Eq(UF(E(ϕ)))) = true{G}.
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Given two explanation engines µEXT1 , µEXT2 and the corresponding deduction complete satisfia-
bility procedures DCT1 , DCT2 , we can relate an inference in EX to an inference in DC:
• Ω1;∆;G;Ω2 `EX,Unsat=i false{. . .} iffΩ1;∆; Eq(G);Ω2 `DC,Unsat=i false,
since µEXTi(Ωi, Eq(G)) = false{. . .} iff DCTi(Ωi ∪ Eq(G)) = false.• Ω1;∆;G;Ω2 `EX,Unsat6= false{. . .} iffΩ1;∆; Eq(G);Ω2 `DC,Unsat6= false,
since (x, y) ∈ CP(G) iff (x, y) ∈ Eq∗(G).
• When false is not inferred, we have that Ω1;∆;G;Ω2 `EX,Deductioni Ω1;∆;G′;Ω2 iff Ω1;∆;
Eq(G);Ω2 `DC,Deductioni Ω1;∆; Eq(G′);Ω2, since G′ 6= G iff Eq∗(G′) ⊃ Eq∗(G) thanks to (A).
By using the above equivalences and Theorem 27, we can conclude that the repeated application
of rules in EX terminates and the final configuration S ′ is
• either false{(Ω ′, E ′,G)} if ϕ is T1 ∪ T2-unsatisfiable,• orΩ1;∆;G;Ω2 if ϕ is T1 ∪ T2-satisfiable.
In case of unsatisfiability, the final configuration is obtained byUnsat=i orUnsat6=. IfUnsat=i is ap-
plied, then (Ω ′, E ′,G) is a quasi-conflict set since an explanation engine returns a quasi-conflict set in
case of unsatisfiability. If Unsat6= is applied, then (Ω ′, E ′,G) is of the form ({x 6= y}, {x = y},G|{x=y}),
where {x 6= y} ∪ {x = y} is unsatisfiable and {x = y} ⊆ CP(G|{x=y}), and so it is a quasi-conflict
set. In case of satisfiability, Eq(G) is deduction complete for ϕ by Theorem 27, and so G is a deduction
complete explanation graph of ϕ. 
In Theorem 42, the assumptions on theories T1 and T2 are sufficient to ensure the completeness
of EX. When T1 and T2 are two arbitrary signature-disjoint theories, one can observe that EX always
allows us to compute, when it returns false, a (minimal) quasi-conflict set of the input set of literals,
provided that (minimal) explanation engines are known for T1 and T2. However, in this general case,
we cannot conclude if the normal form w.r.t. `EX is different from false.
Theorem 42 has an interesting consequence. If the previous combination algorithm is applied with
an empty set of elementary disequalities ∆, it provides a T1 ∪ T2-explanation engine. Given two
explanation engines respectively for L1 and L2, as defined in Definition 41, we get an explanation
engine for L1 ∪ L2, where L1 ∪ L2 denotes the smallest set closed under union including L1 and L2.
Corollary 43 (Modular Construction of Explanation Engines). Let T1 and T2 be two signature-disjoint,
convex, and stably infinite theories such that a T1-explanation engine for L1 and a T2-explanation engine
for L2 are known. The combination rules given by EX provide a T1 ∪ T2-explanation engine for L1 ∪ L2.
Moreover, this T1 ∪ T2-explanation engine is minimal if the T1-explanation engine and the T2-explanation
engine are minimal.
Proof. By definition of L1 ∪ L2, anyΩ ∈ L1 ∪ L2 can be uniquely decomposed intoΩ = Ω1 ∪ Ω2,
whereΩ1 ∈ L1 andΩ2 ∈ L2. Let µEXT1∪T2 be defined as follows:
• µEXT1∪T2(Ω, E) = false{(Ω ′, E ′,G)} if we have a derivation in EX of the formΩ1; ∅;UFVar(Ω∪E)(E);
Ω2 `∗EX false{(Ω ′, E ′,G)},• µEXT1∪T2(Ω, E) = true{G} if we haveΩ1; ∅;UFVar(Ω∪E)(E);Ω2 `∗EX Ω1; ∅;G;Ω2 such thatΩ1; ∅;
G;Ω2 is in normal form w.r.t. `EX.
µEXT1∪T2 is a T1 ∪ T2-explanation engine since it satisfies the assumptions of Definition 41 according
to Theorem 42. Furthermore µEXT1∪T2 is minimal if µEXT1 and µEXT2 are both minimal, thanks to
Proposition 38 and Theorem 39. 
6. Conclusion and related work
To conclude, let us summarize our main contributions and compare them with related works,
pointing out further research questions.
Rational reconstruction. Our presentation of combination schemas for disjoint unions of theories in
various classes highlights the key ideas underlying each combination and allows proofs of correctness
which are easy to grasp.
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Similarly to Ganzinger (2002), the abstract schema presented in Section 3.2 for combining SH
theories seems to emphasize the importance of the solverw.r.t. the canonizer. In fact, if the solved form
returned by the solver is also canonical, the canonizer can be trivially implemented as the identity
function. Nonetheless, we believe that the concept of canonizer is quite important mainly for two
reasons. First, it offers the entry point to refinements of the proposed schema to increase efficiency.
In fact, solving a set of equalities in ‘‘one-shot’’, as done when applying rule Solve− success1, may
not be as efficient as solving equalities incrementally, as e.g. in Rueß and Shankar (2001) and Kapur
(2002). This can be incorporated in our schema by refining the inference system SH along the lines
described in Conchon and Krstić (2003b) so that the solver is applied to only one equality at a time and
the canonizer returns a canonical form for arbitrary terms. The second reason is that the concept of
canonizer is a useful basic building block, together with solvers, for constructing what we have called
deduction complete satisfiability procedures (cf. Section 4).
The particular case of combining a CSI-theory (e.g., the theory of equality E) and one in SH
considered in Section 3.3 has been extensively studied bymany researchers following Shostak (1984).
It is possible to derive the correctness of such combination schemas in our framework by using the
following observations: (i) NO, SH, NS are correct, (ii) the class of theories CSI is closed under disjoint
union, and (iii) the class SH is contained in CSI. Similar results are given inManna and Zarba (2003). As
an additional remark, wemention the possibility of refining the abstract inference systems presented
here with strategies as done in Conchon and Krstić (2003b), so to get a more fine-grained rule-based
implementation which mimics a Shostak procedure as described in Rueß and Shankar (2002). We
have not done this here, since we were more focused on modularity rather than efficiency.
Non-stably infinite theories. Barrett et al. (2002) have shown that all convex theories with no trivial
models are stably infinite, and therefore they can be combined using the NO combination schema. In
Section 3.4, we go a step further by showing that arbitrary convex theories can be combined provided
thatwe knowwhether component theories admit a trivialmodel or not. In practice this requirement is
not restrictive as almost all useful theories enjoy this property. Our result is along the line of Bonacina
et al. (2006) in which the class of ∃n-decidable and ∃∞-decidable theories is defined and shown to
be modular. Basically ∃n-decidability (resp. ∃∞-decidability) allows us to check the existence of a
model of finite (resp. infinite) cardinality. The combination method proposed in Section 3.4 exploits
the hypothesis of convexity and the fact that we know whether or not component theories have a
trivial model. It can be seen as an instance with a more operational flavour of the non-deterministic
method of Bonacina et al. (2006).
Deduction completeness. We have introduced the notion of deduction complete satisfiability
procedure and defined the class of theoriesDCCSI. Basically they have satisfiability procedures defined
as inference-based systems with the capability of computing all entailed elementary equalities with
no overhead. We have shown that the class of DCCSI theories is closed under disjoint union. The
concept of deduction complete inference-based satisfiability procedures offers an interesting trade-
off betweenmodularity and efficiency for the problemof solving satisfiability in disjoint combinations
of theories under a common interface.
There were some attempts in the development of SMT solving to extend decision procedures
with the capability of deriving entailed facts while checking for satisfiability (see, e.g., Sebastiani
(2007) for an overview on this and related issues). However, in such a line of work, deduced facts
are used to prune the search space of a Boolean solver rather than to combine procedures and
completeness is regarded as detrimental to performances. In this paper, we restrict our interest to
inference-based satisfiability procedures for convex theories built over the equality predicate only. An
interesting direction to explore is to consider inference-based satisfiability procedures for arbitrary
convex theories involving other predicates than equality and generalize the deduction completeness
approach in that case.
Modularity of conflict sets. We have also proposed a method to modularly build conflict sets in
unions of theories by refining theNelson–Oppen combination schema. The key concept of explanation
graph allows us to encode the fact that a certain elementary equality is a logical consequence of a
set of elementary equalities. Explanation engines formalize proof-producing procedures capable of
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computing explanation graphs. We have shown how to re-use efficient proof-producing procedures
available in the literature to build explanation engines. Furthermore, explanation engines for unions
of several theories can be obtained as a by-product of our combination method. A suitable notion of
minimality related to quasi-conflict sets in unions of theories was also investigated. One may argue
that our notion of minimality is not the best metric. Indeed, the explanations we consider are related
to some proof, constructed by applying for instance a congruence closure algorithm or a combination
algorithm.Our notion ofminimality consists inminimizing the set of literals needed to performagiven
proof, represented as an explanation graph. But this does not mean that there exists no better proof
involving a smaller set of literals. In addition to our work, it would be very interesting to investigate
a systematic way to find small or minimal proofs.
An alternative approach to producing conflict sets in combinations of theories has been proposed
in Bozzano et al. (2006), which does not require the direct combination of the solvers for the
component theories. While the technique of Bozzano et al. (2006) may yield better performances for
SMT problems, we believe our combinationmethod could become a key ingredient in the certification
of the results produced by solvers to be integrated in skeptical proof assistants (see, e.g., Fontaine et al.
(2006)). In a slightly different context, our techniques could also be used to build equational reasoners
having the capability of computing a (small)witness of unsatisfiability for equational problems such as
unification, matching, and word problems. For equational theories, there are satisfiability procedures
with the property of deriving elementary equalities (like unification or matching algorithms) and
deductive combination methods based on the propagation of elementary equalities (Boudet, 1993;
Nipkow, 1991). Applying the techniques developedhere tomore general equational reasoners appears
to be a promising line of research.
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