An appropriate digital elevation model (DEM) is required for purposes of hydrodynamic modelling of floods. Such a DEM describes a river's bathymetry (bed topography) as well as its surrounding area. Extensive measurements for creating accurate bathymetry are time-consuming and expensive. Mathematical modelling can provide an alternative way for representing river bathymetry. This study explores new possibilities in mathematical depiction of river bathymetry. A new bathymetric model (Bathy-supp) is proposed, and the model's ability to represent actual bathymetry is assessed. Three statistical methods for the determination of model parameters were evaluated. The best results were achieved by the random forest (RF) method. A two-dimensional (2D) hydrodynamic model was used to evaluate the influence of the Bathy-supp model on the hydrodynamic modelling results. Also presented is a comparison of the proposed model with another state-of-the-art bathymetric model. The study was carried out on a reach of the Otava River in the Czech Republic. The results show that the proposed model's ability to represent river bathymetry exceeds that of his current competitor. Use of the bathymetric model may have a significant impact on improving the hydrodynamic model results.
Introduction
Knowledge of terrain morphology is crucial for the hydrodynamic modelling of floods. The accuracy and applicability of hydrodynamic models is driven by the nature, availability, and accuracy of source topographic data [1] [2] [3] .
The digital elevation models (DEMs) are required as a main input for hydrodynamic modelling. Topographic mapping is conventionally conducted by ground surveying. The main advantage of such a method is its high accuracy. Among the major limitations of measured data acquisition are its high cost and time-consuming data collection. Therefore, ground mapping is increasingly being replaced by remote-sensing methods. Radar and laser altimetry are among the most commonly used remote-sensing techniques [4] [5] [6] .
A description of the river channel and its surrounding area is necessary to create a DEM for purposes of hydrodynamic modelling. The DEM must have precise vertical accuracy and spatial resolution [1, 7] . DEMs obtained from satellites are commonly used on a global scale, but the spatial resolution of these models often does not meet the requirements of precise hydrodynamic modelling. The most commonly cited DEMs used for hydrodynamic modelling are the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), and the Shuttle Radar Topography Mission (SRTM) [8] [9] [10] [11] .
Aerial laser scanning (ALS) can be another source of input data for a DEM intended for hydrodynamic modelling. This data source can produce DEMs with high spatial resolution [4] . The method is based on Light Detection and Ranging (LiDAR) technology. ALS methods usually use an infrared laser beam, which is unable to penetrate the water surface or scan the river bed [12] . This problem can be solved by using dual LiDAR (DiAL) technology, which uses a combination of two laser beams [13] [14] [15] . However, in some cases, this technology fails because the green laser beam (used for scanning water areas) is not able to penetrate an aquatic environment characterized by high turbidity [16] [17] [18] .
The most commonly used method for creating a DEM with correct bathymetry is to merge topographic (e.g., ALS) data with another source of bathymetric data. Often used for this purpose are acoustic Doppler current profilers (ADCP), Sound Navigation and Ranging (SONAR) techniques, theodolites, and Global Positioning System (GPS) stations [3, 19, 20] . The main advantage of these methods is their high accuracy of the acquired data. The main disadvantage lies in the cost of the data's acquisition.
Interpolation approaches have been developed in an attempt to reduce the volume of measured data needed to represent river bathymetry [21, 22] . Some interpolation techniques for the creation of bathymetry use cross-sections with various spacings as input data [21, 23, 24] . Nevertheless, measured data are still required.
Another option for representing river bathymetry can be to use mathematical modelling methods. In works of Dutch and Wang [25] and James [26] , the cross-section shape of fluvial sediment deposits was estimated using analytical curves. Moramarco et al. [27] have used entropy-based methods for estimation of the cross-section. Roub et al. [28] introduced a bathymetric model, which estimates the river channel on the basis of hydraulic parameters. The river channel is thereby schematized into a trapezoidal shape. The flow area of this channel is determined using Chezy's equation.
This paper explores new possibilities in mathematical representation of river bathymetry. A new model of river bathymetry based on topographic data describing the area surrounding the river channel is proposed. In this work, the model's ability to represent actual bathymetry is evaluated. A two-dimensional (2D) hydrodynamic model is used to evaluate the influence of the bathymetric model on the results of hydrodynamic modelling. Also presented is a comparison of the proposed model with another state-of-the-art model, the Cross-section Solver ToolBox (CroSolver) [28] .
Materials and Methods
The proposed bathymetry model is based on analytical curves. The curves are bent into the shapes of the cross-sections. The most precise values of the model parameters are needed in order to obtain the best description of the river bathymetry.
Input Data for the Bathy-Supp Model
Three types of input data are needed for a river bathymetric model. The first is a DEM, describing the floodplain topography. Also extracted from the DEM are the terrain characteristics, the altitudes for height adjustment of the new cross-sections, and a definition for the aquifer area of the river channel. The second type of input data is the design flow rate. The design flow rate is the flow rate at the time of elevation data acquisition. The last, but not least, type of input data is Manning's roughness coefficient for the river channel.
Construction of the Bathy-Supp Model
The proposed bathymetric model is constructed in four main steps:
1.
The user defines the number and location of the new cross-sections (location of cross-section endpoints) from which a new bathymetry model will be composed.
2.
Computation of the spatial terrain characteristics (predictor variables) derived from the floodplain DEM, and estimation of the model parameters m 1 and m 2 . 3.
Cross-section construction and transformation. 4.
River bed reconstruction.
Location of the New Cross-Sections
After displaying the input DEM, it is possible to identify the position of the river channel itself as a no-data region, which thereby divides the model into two (or more) parts. In this no-data region, the user defines the number of new cross-sections and their locations. The distance between the first and last cross-section defines that part of the river for which new bathymetry will be estimated. Each cross-section is defined by two endpoints. The distance between these endpoints defines the width of the channel. The endpoints have coordinates X and Y. A DEM point with the lowest altitude is searched in the circular space around each endpoint. The altitude of this lowest point is used as the Z coordinate of the endpoint. The radius of the circular space is called the lowest point search radius. An example of the cross-section location can be seen in Figure 1 . 3. Cross-section construction and transformation. 4. River bed reconstruction.
After displaying the input DEM, it is possible to identify the position of the river channel itself as a no-data region, which thereby divides the model into two (or more) parts. In this no-data region, the user defines the number of new cross-sections and their locations. The distance between the first and last cross-section defines that part of the river for which new bathymetry will be estimated. Each cross-section is defined by two endpoints. The distance between these endpoints defines the width of the channel. The endpoints have coordinates X and Y. A DEM point with the lowest altitude is searched in the circular space around each endpoint. The altitude of this lowest point is used as the Z coordinate of the endpoint. The radius of the circular space is called the lowest point search radius. An example of the cross-section location can be seen in Figure 1 . 
Explaining Model Parameters
Usually, the best-fit model parameters (m1, m2) are unknown. To establish them (without using an inverse problem-solving method), it is necessary to find the relationship between the search parameters and other explanatory variables. Spatial terrain characteristics can be used as possible explanatory variables [21, 26] . The overall curvature, planar curvature, profile curvature, overall slope, slope in the x-direction, and slope in the y-direction were, in the present case, selected for predicting individual model parameters. The characteristics were determined as described by Zevenbergen and Thorne [29] . The source of terrain characteristics was the DEM input. Terrain characteristics were calculated for the all raster cells located behind the bank lines around the river. The terrain characteristics of the nearest raster cell were used to estimate the parameters of a given endpoint. As explanatory variables, the left bank terrain characteristics for model parameter m1 and the right bank terrain characteristics for parameter m2 were used.
Statistical learning methods were used for finding the dependence between model variables and terrain characteristics. Those statistical learning methods studied were multiple linear regression, extended linear regression, and random forest (RF). 
Usually, the best-fit model parameters (m 1 , m 2 ) are unknown. To establish them (without using an inverse problem-solving method), it is necessary to find the relationship between the search parameters and other explanatory variables. Spatial terrain characteristics can be used as possible explanatory variables [21, 26] . The overall curvature, planar curvature, profile curvature, overall slope, slope in the x-direction, and slope in the y-direction were, in the present case, selected for predicting individual model parameters. The characteristics were determined as described by Zevenbergen and Thorne [29] . The source of terrain characteristics was the DEM input. Terrain characteristics were calculated for the all raster cells located behind the bank lines around the river. The terrain characteristics of the nearest raster cell were used to estimate the parameters of a given endpoint. As explanatory variables, the left bank terrain characteristics for model parameter m 1 and the right bank terrain characteristics for parameter m 2 were used.
Statistical learning methods were used for finding the dependence between model variables and terrain characteristics. Those statistical learning methods studied were multiple linear regression, extended linear regression, and random forest (RF).
A simple linear model (LM) is used for finding a linear relationship between a response and its predictor, and, in the case of multiple linear regressions, this relationship is based upon more than a single predictor. The LM is described in Equation (1):
where βx are the linear parameters, x i are predictor variables, ε i is the error term, and M is the number of predictor variables. A mixed selection procedure, as described by Gareth et al. [30] , was adopted for choosing the optimal number of variables. An extended linear model with no random effects (GLS) was also used. This method extends linear regression with an ability to fit models with heteroscedastic and correlated within-group errors, but with no random effects [31] . The extended formula of the LM is described in Equation (2):
where A i are positive-definite matrices composed using variance and covariance matrices, β x are the linear parameters, x i are predictor variables, ε i is the error term, and M is the number of predictor variables. Again, the mixed selection procedure, as described by Gareth et al. [30] , was adopted for choosing the optimal number of variables. Random forest (RF) is a combined machine learning method for classification and regression. This method is based on an ensemble of a regression tree (RT) algorithm. RT deals with tree structure by dividing the dataset into homogenous groups. That division is driven by some classification criterion, such as minimizing the variance of a given set of variables. In the case of RF, a dataset is divided into multiple sub-datasets by a bootstrap aggregating algorithm. For each sub-dataset, an RF of its own is constructed. This creates a group of random trees, termed RF. For each predictor variable, a measure of variable importance can be determined. Based on variable importance values, it is possible to decide which variables have significant impact for the response and which can be omitted [32] .
All statistical analyses in this work were performed using statistical software R. The extended linear model with no random effects was applied using the package nlme [33] , and the package randomForest [34] was used for random forests.
The coefficient of determination (R 2 ) was used to evaluate the reliability of model parameters. As a second quality assessment, vertical differences between models based on the best model parameters and a model based on estimated parameters were calculated. For this comparison, a similar approach is used in Section 2.1.
Cross-Section Construction and Transformation
Once the model parameters are estimated, new cross-sections can be constructed. A tested theoretical cross-section model Equation (3) is able to estimate the natural river cross-section on the basis of estimated parameters [35] . The studied theoretical model of the river cross-section is explained as:
where z(d) is the depth of water at a distance d from the left endpoint of the cross-section, while m 1 and m 2 are theoretical model parameters that are unique for each river cross-section. An example of the estimated shapes of the cross-section is shown in Figure 2 . Due to the mathematical nature of the proposed model, a new cross-section width of 0-1 [35] must be selected in the first step. Note that the value 0 represents the left side of the cross-section. Additional points are inserted between the points 0 and 1. The user decides upon the number of points to insert. Once new stationing is defined, the depth value for each cross-section point is computed by applying Equation (3). New cross-sections produced by the proposed bathymetric model are in normative state (width and flow area are equal to (1)). Width transformation is simple. Stationing of the new cross-section is multiplied by the distance (W) between its endpoints ( Figure  1 ). For the flow area transformation, an adequate flow area must be identified. This adequate flow area defines the flow area of the river channel required for the transfer of the design flow. The adequate flow area is determined using Chezy's equation on the basis of Manning's roughness coefficient, water surface slope, and design flow rate. This adequate flow area is compared with the area of the new cross-section. If the adequate flow area is smaller than the cross-sectional area, then the depths of the cross-section points are multiplied by the area multiplication parameter. This step is repeated until the adequate flow area is equal to or less than the area of the cross-section. Manning's coefficient, design flow rate, and area multiplication parameter are the input parameters. The water longitudinal surface slope and water surface elevation of each cross-section are extracted from the DEM. A similar approach had been used in the work of Roub et al. [28] .
The final transformation step is to add the new cross-section into the coordinate system used. The XY coordinates of the first and last point of the cross-section correspond to the coordinates of the endpoints E1 and E2, for which the cross-section has been created. All internal points are placed on the line connecting the endpoints. Therefore, the coordinates of the internal points can be calculated based on the coordinates of the endpoints and its station value. The method of calculating the coordinates of internal points may vary depending on the coordinate system used. The lower of the altitudes of both endpoints is determined as the water level of this cross-section. The altitude (Z value) of each point is obtained by subtracting the water level and its depth. All cross-section points have coordinates X, Y, and Z and stationing after transformation.
River Bed Reconstruction
To create a three dimensional (3D) bathymetric model composed of isolated linear structures, such as cross-sections, spatial interpolation between these cross-sections must be used. Many different bed reconstruction algorithms are available in the literature [23, 24, 36, 37] . In this Due to the mathematical nature of the proposed model, a new cross-section width of 0-1 [35] must be selected in the first step. Note that the value 0 represents the left side of the cross-section. Additional points are inserted between the points 0 and 1. The user decides upon the number of points to insert. Once new stationing is defined, the depth value for each cross-section point is computed by applying Equation (3). New cross-sections produced by the proposed bathymetric model are in normative state (width and flow area are equal to (1)). Width transformation is simple. Stationing of the new cross-section is multiplied by the distance (W) between its endpoints ( Figure 1 ). For the flow area transformation, an adequate flow area must be identified. This adequate flow area defines the flow area of the river channel required for the transfer of the design flow. The adequate flow area is determined using Chezy's equation on the basis of Manning's roughness coefficient, water surface slope, and design flow rate. This adequate flow area is compared with the area of the new cross-section. If the adequate flow area is smaller than the cross-sectional area, then the depths of the cross-section points are multiplied by the area multiplication parameter. This step is repeated until the adequate flow area is equal to or less than the area of the cross-section. Manning's coefficient, design flow rate, and area multiplication parameter are the input parameters. The water longitudinal surface slope and water surface elevation of each cross-section are extracted from the DEM. A similar approach had been used in the work of Roub et al. [28] .
The final transformation step is to add the new cross-section into the coordinate system used. The XY coordinates of the first and last point of the cross-section correspond to the coordinates of the endpoints E 1 and E 2 , for which the cross-section has been created. All internal points are placed on the line connecting the endpoints. Therefore, the coordinates of the internal points can be calculated based on the coordinates of the endpoints and its station value. The method of calculating the coordinates of internal points may vary depending on the coordinate system used. The lower of the altitudes of both endpoints is determined as the water level of this cross-section. The altitude (Z value) of each point is obtained by subtracting the water level and its depth. All cross-section points have coordinates X, Y, and Z and stationing after transformation.
To create a three dimensional (3D) bathymetric model composed of isolated linear structures, such as cross-sections, spatial interpolation between these cross-sections must be used. Many different bed reconstruction algorithms are available in the literature [23, 24, 36, 37] . In this contribution, we adopted the approach of Caviedes-Voullième [23] . This bed reconstruction algorithm is based upon cubic Hermite splines (CHS). Spline trajectory connects two depth points in two consecutive cross-sections, and it is driven by their normal vectors. The spatial interpolation (X, Y) of new bathymetric points is performed using CHS, and linear interpolation is performed for the height (Z). For a more detailed description, see the work of Caviedes-Voullième [23] .
Model Suitability
Global optimization methods are used for estimating the best model parameters. The global optimization schemes are based on heuristics inspired by natural processes. Methods of differential evolution [38] are used for determining the solutions of inverse problems related to the parameters of a mathematical model of river bed surfaces. Differential evolution is a population-based stochastic optimization search algorithm that iteratively estimates a candidate solution with regard to a given measure of quality [38] . The analyzed objective function is a least squares method, determining the differences between the depths of the real cross-sections and the modelled cross-sections. We employed the best1bin algorithm in this work [38] . Analysis of the model's suitability was made in the C++ programming environment.
Model Suitability Evaluation
For evaluating the model's suitability, a vertical differences comparison between the model cross-sections (with the best model parameters) and the measured cross-sections (see Section 2.5.2) was made. The root mean square error (RMSE) and the mean absolute error (MAE) were calculated for this purpose. The equations for these evaluation criteria are as follows:
where Elev MOD represents the elevation (m) obtained from each model cross-section and Elev REF represents the equivalent reference point obtained from the measured cross-section (see Section 2.5.2). N represents the number of the cross-section points.
Case Study Area
A part of the Otava River in the Czech Republic was chosen as an area of interest ( Figure 3 ). The full length of the Otava River is 111.7 km with the basin area of 3840 km 2 . The studied river reach is located into the lower part of the river (between 22.83 and 24.58 river km) and is 1. Table 1 . Q a.a. denotes the average annual discharge. 
Ground and Bathymetry Data
This section of the paper describes the topographic source data and bathymetry data source used for identification of the model parameters and creating the DEMs.
Aerial Laser Scanning Data
The technology used for ALS data collection in this study was aerial laser scanning with one infrared laser beam. These ALS data were provided by the Czech Office for Surveying, Mapping, and Cadastre. Provided data were in the form of the list of elevation points. The point density per square meter varies depending on the slope of the terrain described. The point density starts with one point 
Acoustic Doppler Current Profiler Data
The data obtained by using an ADCP measurement device have the depth range 0.2-80 m and accuracy of +/−1% of the depth. The ADCP technology was successfully applied in recent works [18, 41, 42] . The data were sampled as a set of single cross-sections. The distance between these crosssections was approximately 5 m. The distance between points within the cross-sections was less than 0.5 m. A total of 375 cross-sections were measured. These data were used for testing the suitability of the bathymetric model as well as for determining the best model parameters.
Compared DEMs
A total of four DEMs, based upon different sources of bathymetric data, were compared in this practical demonstration. The first DEM (ALS) was created only from the ALS data. It contains no bathymetric data and represents models of that sort produced by remote-sensing techniques.
The second DEM (CRO) was composed using ALS data, which describe the floodplain, and data from the Cross-section Solver ToolBox (CroSolver) bathymetric model. CroSolver is a software tool for improving an existing DEM in the riverbed area. The newly formed channel is schematized as trapezoidal or rectangular. The Chezy equation is used to determine the channel flow area for the design flow rate. The depth of the new channel is determined on the base of the size of the flow area, channel width, and selected channel schematization [28] . Table 2 provides the settings overview for the CroSolver model. 
Ground and Bathymetry Data
Aerial Laser Scanning Data
The technology used for ALS data collection in this study was aerial laser scanning with one infrared laser beam. These ALS data were provided by the Czech Office for Surveying, Mapping, and Cadastre. Provided data were in the form of the list of elevation points. The point density per square meter varies depending on the slope of the terrain described. The point density starts with one point (flat area) and ends with dozens of points (steep area). Vertical data accuracy is +/−0.18 m in open areas and +/−0.3 m in forest areas. [40] .
Acoustic Doppler Current Profiler Data
The data obtained by using an ADCP measurement device have the depth range 0.2-80 m and accuracy of +/−1% of the depth. The ADCP technology was successfully applied in recent works [18, 41, 42] . The data were sampled as a set of single cross-sections. The distance between these cross-sections was approximately 5 m. The distance between points within the cross-sections was less than 0.5 m. A total of 375 cross-sections were measured. These data were used for testing the suitability of the bathymetric model as well as for determining the best model parameters.
Compared DEMs
The second DEM (CRO) was composed using ALS data, which describe the floodplain, and data from the Cross-section Solver ToolBox (CroSolver) bathymetric model. CroSolver is a software tool for improving an existing DEM in the riverbed area. The newly formed channel is schematized as trapezoidal or rectangular. The Chezy equation is used to determine the channel flow area for the design flow rate. The depth of the new channel is determined on the base of the size of the flow area, channel width, and selected channel schematization [28] . Table 2 provides the settings overview for the CroSolver model. The third DEM (BAT) was composed using ALS data, which describes the floodplain and the Bathy-supp model proposed in this paper. The cross-section distance for the bathymetry creation was about 100 m. Table 3 provides the settings overview for the proposed model. The last DEM (ADP) is a model composed using ALS data and ADCP data. This model is used as a reference model because it is based on measured data (i.e., on data with assured accuracy). Table 4 provides background information on the DEMs being compared. 
DEM evaluation
For evaluation of the DEM quality, the vertical differences between compared DEMs (ALS, CRO, BAT), and the reference DEM (ADP) were assessed. This comparison was made for all corresponding cells in the river channel area. Comparison of the models in the floodplain is not relevant. Identical data were used for its description. RMSE Equation (4) and MAE Equation (5) values were employed for evaluation.
Hydrodynamic Modelling
All hydrodynamic simulations were performed using a 2D HEC-RAS model [43] . HEC-RAS 2D allows computations for steady and unsteady flow conditions. The hydrodynamic results are determined on the base of solving of 2D Saint-Venant equations. Many authors successfully employed HEC-RAS 2D for hydrodynamic simulations [44, 45] .
In this study, hydrodynamic simulations for four different DEMs were made (see Section 2.5.3). For each DEM, four simulations were made with chosen N-year flow rates. Manning's roughness coefficients were set separately for each land cover category. Values in the range 0.035-0.10 s/m 1/3 were determined for inundations and the value for the main channel was 0.031 s/m 1/3 . Selection of the Manning's values was verified by a calibration-verification process. The validation of model parameters was based on a flood event from December 2012, where, for discharges of 143 m 3 /s, the recorded water level (hydrological station located in the model river reach) was equal to 356.43 m. The normal depth was used as the downstream boundary condition. The results of the basic hydrodynamic model (topography source was ADP DEM) for the given discharge provided a difference of 2 cm in the water level. That verified the accuracy of the model setup. All simulations began from a minimal start discharge, which then grew until eventually becoming steady [18, 46, 47] . Table 1 shows the selected N-year floods that were used as boundary conditions.
Water surface elevation (WSE) and Inundation areas (IAs) were evaluated to determine the influence of channel bathymetry representation. WSE was evaluated by comparing the differences between vertical measurements for the raster-based WSE (ALS, CRO, BAT) and those of the reference WSE (ADP). The RMSE (Equation (4) and MAE (Equation (5) values were used in the evaluation.
For IAs, the following compliance criterion was used:
where IA dif represents the difference in inundation areas (%), IA DEM represents the inundation area (km 2 ) of compared models (ALS, CRO, BAT), and IA REF represents the inundation area of the ADP model (km 2 ).
Results and Discussion

Bathymetric Model Suitability
The ability of the proposed bathymetric model to schematize the measured cross-section was evaluated. The best model parameters were used for this purpose. The parameter range m 1 ranged from 1.0202 to 1.8219, and for the m 2 parameter from 1.0929 to 2.0376. Overall, 375 measured cross-sections were evaluated. The mean RMSE and MAE values were 0.16 m and 0.11 m, respectively. The variability of the RMSE and MAE values is shown in Figure 4 . The normal depth was used as the downstream boundary condition. The results of the basic hydrodynamic model (topography source was ADP DEM) for the given discharge provided a difference of 2 cm in the water level. That verified the accuracy of the model setup. All simulations began from a minimal start discharge, which then grew until eventually becoming steady [18, 46, 47] . Table 1 shows the selected N-year floods that were used as boundary conditions. Water surface elevation (WSE) and Inundation areas (IAs) were evaluated to determine the influence of channel bathymetry representation. WSE was evaluated by comparing the differences between vertical measurements for the raster-based WSE (ALS, CRO, BAT) and those of the reference WSE (ADP). The RMSE (Equation (4) and MAE (Equation (5) values were used in the evaluation.
where IAdif represents the difference in inundation areas (%), IADEM represents the inundation area (km 2 ) of compared models (ALS, CRO, BAT), and IAREF represents the inundation area of the ADP model (km 2 ).
Results and Discussion
Bathymetric Model Suitability
The ability of the proposed bathymetric model to schematize the measured cross-section was evaluated. The best model parameters were used for this purpose. The parameter range m1 ranged from 1.0202 to 1.8219, and for the m2 parameter from 1.0929 to 2.0376. Overall, 375 measured crosssections were evaluated. The mean RMSE and MAE values were 0.16 m and 0.11 m, respectively. The variability of the RMSE and MAE values is shown in Figure 4 . 
Explaining Bathymetric Model Parameters
High-quality coefficient estimation is a prerequisite for correct bathymetric model creation. Therefore, various methods for its estimation were evaluated. For LM and GLS methods, overall curvature, planar curvature, overall slope, slope in the x direction, and slope in the y direction were considered as predictor variables. For the RF method, overall curvature, planar curvature, profile curvature, overall slope, slope in the x direction, and slope in the y direction were considered. LM and GLS methods provided similarly poor results. In contrast, the RF method produced a good result. Table 5 provides an overview of determination coefficients for the compared techniques. In view of these findings, the RT method was adopted for creating the bathymetric model. 
High-quality coefficient estimation is a prerequisite for correct bathymetric model creation. Therefore, various methods for its estimation were evaluated. For LM and GLS methods, overall curvature, planar curvature, overall slope, slope in the x direction, and slope in the y direction were considered as predictor variables. For the RF method, overall curvature, planar curvature, profile curvature, overall slope, slope in the x direction, and slope in the y direction were considered. LM and GLS methods provided similarly poor results. In contrast, the RF method produced a good result. Table 5 provides an overview of determination coefficients for the compared techniques. In view of these findings, the RT method was adopted for creating the bathymetric model. Differences in parameter estimation quality may be due to nonlinear relationships in the data structure. More detailed analysis of the suitable regression structures and evaluation of its results are planned in follow-up research.
DEM Comparison
This comparison was made for cross-sections extracted from compared DEMs. The smallest divergence from the reference model (ADP) was achieved by the BAT model. The CRO model is unable to closely simulate the depth variability across the cross-section. This is due to the trapezoidal schematization of the channel. [28] . The ALS model almost completely neglects the riverbed area, which is specific for the sampling method used [4, 12, 40, 48] . A graphical comparison is shown in Figure 5 . Differences in parameter estimation quality may be due to nonlinear relationships in the data structure. More detailed analysis of the suitable regression structures and evaluation of its results are planned in follow-up research.
This comparison was made for cross-sections extracted from compared DEMs. The smallest divergence from the reference model (ADP) was achieved by the BAT model. The CRO model is unable to closely simulate the depth variability across the cross-section. This is due to the trapezoidal schematization of the channel. [28] . The ALS model almost completely neglects the riverbed area, which is specific for the sampling method used [4, 12, 40, 48] . A graphical comparison is shown in Figure 5 . Table 6 describes the RMSE and MAE values achieved for the river channel (raster comparison). Both evaluated errors for the ALS model are >1. Note that the mean water depth in the channel at the time of acquiring ALS data was around 1 m. This suggests that the ALS model neglected almost the entire flow area of the river channel [16, 20, 28, 42] . The RMSE and MAE values for the CRO model were 0.46 and 0.36 m, respectively. The smallest error values, RMSE 0.30 and MAE 0.23 m, were achieved by the BAT model. The raster cell difference variability is shown in Figure 6 . Greater difference variability was achieved by the ALS model, and the smallest variability was achieved by the BAT model. Table 6 describes the RMSE and MAE values achieved for the river channel (raster comparison). Both evaluated errors for the ALS model are >1. Note that the mean water depth in the channel at the time of acquiring ALS data was around 1 m. This suggests that the ALS model neglected almost the entire flow area of the river channel [16, 20, 28, 42] . The RMSE and MAE values for the CRO model were 0.46 and 0.36 m, respectively. The smallest error values, RMSE 0.30 and MAE 0.23 m, were achieved by the BAT model. The raster cell difference variability is shown in Figure 6 . Greater difference variability was achieved by the ALS model, and the smallest variability was achieved by the BAT model. Figure 6 . Variance of raster cell differences among compared digital elevation models.
Channel difference maps are shown in Figure 7 . The biggest differences can be seen for the ALS model. The largest difference values are located along the thalweg (or stream centerline) location. Indeed, description of the river bottom was unrealistic. The error map presented for the CRO model identifies some areas with high cell difference values. These areas are located near embankment areas. The differences would probably be less significant if the cross-section were actually to have a trapezoidal shape (reflecting technical modification of the channel). For a natural river, the differences may be more significant. The BAT difference map provides the best results. Even here, however, it is possible to identify areas with a poor match. In this case, there was an excessive recess of one cross-section in the BAT model. The water surface slope derived from inundation data was slightly underestimated. This may be due to the accuracy of the data used to describe the floodplain [40] . Channel difference maps are shown in Figure 7 . The biggest differences can be seen for the ALS model. The largest difference values are located along the thalweg (or stream centerline) location. Indeed, description of the river bottom was unrealistic. The error map presented for the CRO model identifies some areas with high cell difference values. These areas are located near embankment areas. The differences would probably be less significant if the cross-section were actually to have a trapezoidal shape (reflecting technical modification of the channel). For a natural river, the differences may be more significant. The BAT difference map provides the best results. Even here, however, it is possible to identify areas with a poor match. In this case, there was an excessive recess of one cross-section in the BAT model. The water surface slope derived from inundation data was slightly underestimated. This may be due to the accuracy of the data used to describe the floodplain [40] . 
Thalweg Comparison
The ALS model provided a poor match with the ADP model. Thalweg derived from the ALS model was shifted toward the water surface, where it fluctuated. Thus, it is evident that almost the entire flow area was neglected [16, 20] . The CRO model had higher deviations relative to the BAT 
The ALS model provided a poor match with the ADP model. Thalweg derived from the ALS model was shifted toward the water surface, where it fluctuated. Thus, it is evident that almost the entire flow area was neglected [16, 20] . The CRO model had higher deviations relative to the BAT model. These deviations may occur in places where the channel narrows or expands locally. This is due to the fact that the local changes in flow velocity are not reflected in the CroSolver software [28] . The graphical comparison is shown in Figure 8 , and the results of the numerical comparison of thalwegs are shown in Table 7 . Figure 9 presents the variability in WSE errors between the compared DEMs (ALS, CRO, BAT) and the ADP DEM. The greatest deviations in WSE were seen in the ALS model, which manifested significant overestimation of WSE at all modelled flow rates. At flow Qa.a., the RMSE was more than 1.2 m, although the WSE variability was comparable to that for other models. For models CRO and BAT, the medians of the differences, as well as their variability, decreased with the increasing flow rate. The BAT model provided the smallest median values and the smallest variance for all rated flows. Figure 9 presents the variability in WSE errors between the compared DEMs (ALS, CRO, BAT) and the ADP DEM. The greatest deviations in WSE were seen in the ALS model, which manifested significant overestimation of WSE at all modelled flow rates. At flow Q a.a. , the RMSE was more than 1.2 m, although the WSE variability was comparable to that for other models. For models CRO and BAT, the medians of the differences, as well as their variability, decreased with the increasing flow rate. The BAT model provided the smallest median values and the smallest variance for all rated flows. Figure 9 . Variance of raster cell differences in water surface elevation between the compared digital elevation models (ALS, CRO, BAT) and the reference model (ADP). Table 9 presents a comparison of inundation areas. The ALS model in all cases overestimated inundation vis-à-vis the reference ADP model. This overestimation was >50% in the case of Qa.a. These differences were diminishing with increasing flow, but nevertheless were >20% for the Q100 flow rate. Similar results had been presented in the works of Bures et al. [18] and Roub et al. [42] . In both those cases, software-modified DEMs (CRO, BAT) provided better results than the ALS model. The CRO model underestimated the ADP model values by as much as 4.5%. The BAT model underestimated them by as much as 3.8%. The fact that CRO and BAT consistently underestimate the results may reflect their similar model settings. The flow area for model cross-section transformation was set the same for the two models. Overall, the ALS model showed the poorest results. That is because the technology used is unable to capture terrain under water. It was a LiDAR technology that, in our case, used an infrared laser beam [40] . Similar poor results could be expected from other remote-sensing methods [8] [9] [10] [11] . The error produced by these models depends on the size of the neglected flow area of the river channel [18, 42] . Although differential absorption LiDAR (DiAL) technologies may constitute Figure 9 . Variance of raster cell differences in water surface elevation between the compared digital elevation models (ALS, CRO, BAT) and the reference model (ADP). Table 9 presents a comparison of inundation areas. The ALS model in all cases overestimated inundation vis-à-vis the reference ADP model. This overestimation was >50% in the case of Q a.a. These differences were diminishing with increasing flow, but nevertheless were >20% for the Q 100 flow rate. Similar results had been presented in the works of Bures et al. [18] and Roub et al. [42] . In both those cases, software-modified DEMs (CRO, BAT) provided better results than the ALS model. The CRO model underestimated the ADP model values by as much as 4.5%. The BAT model underestimated them by as much as 3.8%. The fact that CRO and BAT consistently underestimate the results may reflect their similar model settings. The flow area for model cross-section transformation was set the same for the two models. Overall, the ALS model showed the poorest results. That is because the technology used is unable to capture terrain under water. It was a LiDAR technology that, in our case, used an infrared laser beam [40] . Similar poor results could be expected from other remote-sensing methods [8] [9] [10] [11] . The error produced by these models depends on the size of the neglected flow area of the river channel [18, 42] . Although differential absorption LiDAR (DiAL) technologies may constitute exceptions to this general case [14, 15] , even using DiAL technology does not ensure any increase in accuracy. That is particularly the case when a high-turbidity river channel is measured [16] [17] [18] 20 ].
Water Surface Elevations Comparison
Inundation Areas Comparison
The ALS model used in this study is a basic DEM, representative of the group of other remote-sensing models.
In the BAT model, the longitudinal water surface slope and water surface elevations were determined for all constructed cross-sections. Both of these parameters are derived from DEM inputs. The uncertainty in determining these parameters depends upon the accuracy of the data from which they are derived. It is possible, however, to assume that the development of remote-sensing techniques will reduce the uncertainty in determining water surface slope and elevations. Uncertainty in determining roughness parameters is the same for both models (CRO, BAT) and depends upon user experience. Further research in the field of model parameter estimation may bring improvement in this area. More appropriate regression relationships can be found, as can other explanatory variables. These variables might, for example, be the curvature of the flow centerline [21, 38] , mutual tilt of consecutive cross-sections [23] , or ratio of the bank line distances.
In comparing the quality of the DEMs, we can see that the BAT model produced better results than the CRO model. The extent of the differences between the CRO and BAT models will probably depend upon the nature of the channel described. With respect to its adaptability, it can be assumed that the BAT model will produce better results in the case of natural channels. If the river channel has been technically adjusted (into trapezoidal shape), it can be assumed that the BAT model will produce similar results to a CRO model.
In the present bathymetric model, the interpolation mechanism introduced by CaviedesVoullième [23] was used. Several interpolation methods can alternatively be used for this step [24, 37, 38] . Which of these methods will yield more reliable results remains an open question.
In the presented study, the importance of river bathymetry was evaluated mainly from the perspective of flood modeling. However, the proposed bathymetric model can find its place in other scientific disciplines, such as understanding the morphological changes of the river segment or understanding the hydrodynamic behavior of the river.
Conclusions
In this study, the new theoretical bathymetric model Bathy-supp was presented. The model is based on the analytical curves, which schematizes the river cross-sections. The shape of the analytical curves is driven by the floodplain topography. In the case study, the practical usability of the model was evaluated.
The vertical differences in the model's ability to represent the cross-sections were 0.16 m for RMSE and 0.11 m for MAE. For estimation of the model parameters, the three regression methods were used. The best parameter estimates were provided by the RF method. However, the regression relationships between model parameters and topographical characteristics need to be further investigated.
The study's results also show that, in the DEM quality assessment, the BAT model provides the best results in the river channel and thalweg representation. When assessing the WSE and IA, the BAT model provided better results than the CRO model, especially for high design flows rates.
Both DEMs created by merging ALS data with mathematical bathymetric models (CRO and BAT) provided significantly better results. The extent of this improvement was directly proportional to the size of the flow area neglected by using the ALS data itself.
The newly proposed Bathy-supp model was also compared with the state-of-the-art CroSolver model. The results showed that the Bathy-supp model describes the river bathymetry more accurately than the CroSolver model. This is because the analytical curves used in the Bathy-supp tool are more able to simulate the individual cross-sections of the channel than the trapezoidal shapes used by the CroSolver tool. Another advantage of the Bathy-supp model is in determining the flow area for each single cross-section from which the model is composed. This allows the model to take into account local narrows or expansions of the river channel.
The merging of bathymetric models with other types of remote-sensing data can significantly improve the DEMs, thereby enhancing their practical usefulness. Hence, the methods for mathematical schematizing of riverbeds should be further studied and improved.
The Bathy-supp model as an appropriate mechanism to improve DEM quality when other bathymetry measurements that are not available can be used. However, it will never be able to fully replace large bathymetric measurements.
