This article is concerned with a version of photoacoustic computed tomography, that uses line detectors (instead of point-like ones) for the recording of induced acoustical data. The three dimensional imaging problem, consisting in reconstructing the unknown density function from recorded data, is reduced to a series of two dimensional problems: First, the initial data of the two dimensional wave equation has to be recovered from lateral boundary data. In a second step, the classical two dimensional Radon transform is inverted.
Introduction
Reconstruction based photoacoustic tomography (PAT) (and the related opto-and thermoacoustic computed tomography) is an emerging hybrid non-invasive imaging method for visualize the electromagnetic absorption coefficient at low frequencies. It has demonstrated great promise for important medical applications including functional brain imaging of animals [41, 67, 71] , early cancer diagnostics [9, 44, 45, 50, 66] and imaging of vasculature [34, 38, 74, 21] . PAT is based on the excitation of acoustic waves inside an object of interest, when exposed to non-ionizing electromagnetic radiation [29, 33, 54, 69] . It combines the advantages of purely optical tomography (high contrast) and pure ultrasound imaging [10, 68] .
The classical approach in PAT is to measure the induced acoustical data with small ultrasonic transducers located outside the illuminated object. Such data are identified with the restriction of the induced pressure field to a surface [43, 68, 69] (point-data). The mathematical problem is to recover the initial data of the three dimensional (3D) wave equation from values of the solution on a space-time cylinder [23, 26, 46] . When conventional piezoelectric ultrasonic transducers [42, 68] are used to approximate pointdata, the necessity of using small detectors with high bandwidth is difficult to realize [18, 61] .
In [13] it has been proposed to use linear integrating detectors, which average the acoustic field over straight lines, for the recording of acoustical data (see Figure 1 ). In practical experiments they can be realized by a thin laser beam in an interferometric setup [14, 60] . Image reconstruction is a two step procedure: First, the initial data of the two dimensional (2D) wave equation is recovered from lateral boundary data on detection curve, giving a linear projection of 3D density function. Then, 3D image reconstruction is achieved by rotating the array around a single axis and applying the inverse 2D Radon transform afterwards. This decomposition of the original problem into a set of lower dimensional ones can be used to reduce the operation count of derived reconstruction algorithms.
In Section 2 photoacoustic tomography with integrating line detectors and the decomposition into lower-dimensional problems are discussed. The following Section 3 deals with uniqueness and stability of reconstruction. Finally, in Section 4 we present analytic frequency domain (FD) reconstruction formulas for the wave inversion problem. Most parts of this article are of expository nature. However, some rigorous proofs related to the inversion formula for linear detection curve are new, see A. Moreover, the formula due Kunyansky [48] is applied to the important case of circular detection curve for the first time and compared (analytically and numerically) to a related formula derived earlier in [31] .
Photoacoustic tomography with line detectors
Illuminating a semitransparent body with pulsed electromagnetic energy ends up in the generation of a small (acoustic) pressure wavefield. If the pulse is short enough, then the induced pressure satisfies the 3D initial value θ line detector a Ω × {0} p ∈ Γ Figure 1 : Photoacoustic computed tomography using line detectors. An array of integrating line detectors is rotated around the a-axis. At each rotation fixed rotation angle θ, the array provides line integral of the solution of IVP (3a)-(3c), where the initial data is given by the Radon transform (linear projection) of density function f . problem (IVP), see references [29, 33, 43, 68, 69] ,
Here u(y, t) = u f (y, t) is the acoustic pressure at point y ∈ R 3 and time t ≥ 0. Units are chosen in such a way that the sound velocity is equal to unity. Here ∂ t denotes the derivative with respect to variable t and ∆ y is the Laplacian in the y variable. If we assume that f ∈ C ∞ 0 (R 3 ), then u f ∈ C ∞ (R 3 × [0, ∞)). IVP (1a) is derived from the linearized equations of fluid dynamics [33, Section 2] . The inhomogeneous initial conditions (1b), (1c) reflect the fact that acoustic waves are induced at time t = 0.
Integrating line detectors measure integrals of u f over straight lines outside the support of f . The inverse problem we consider is to recover f from a set of data corresponding to line integrals of u f .
In order to precisely describe the set of measured data, we introduce some notation. Let a := (0, 0, 1) and, for θ ∈ [0, π],
denote the line pointing in direction n ⊥ θ which passes through point x 1 n θ + x 2 a. Let Ω ⊂ R 2 be open and Γ ⊂ ∂Ω be relatively open. We assume that Ω is connected, simply connected and
Finally we denote by Θ[Ω] := {x 1 n θ + x 2 a : (x 1 , x 2 ) ∈ Ω, θ ∈ [0, π]} the volume which is generated by rotating {0} × Ω around the a-axis (see Figure  1) .
The initial data f in (1c) is assumed to be supported in Θ[Ω] and line detectors are used to measure integrals of u f (y) over L (2) and assume that Γ ⊂ ∂Ω is relatively open. Then
denotes the forward operator, which collects data measured by the line detectors. If Γ = Ω, then we refer to P Γ Ω f as limited data (otherwise we refer to P Γ Ω f as complete data).
Photoacoustic tomography with integrating line detectors is concerned with reconstructing f from measured (noisy) dataḡ ≈ P Γ Ω f .
1 This is the practical reason for assumption (2) , because it guaranties that L p θ ∩spt(f ) = ∅ and thus that the resulting imaging method is non-invasive.
Decomposition into a set of lower dimensional problems
Let Ω ⊂ R 2 be open and satisfying (2) and assume that Γ ⊂ ∂Ω is relatively open.
Define the operator
denotes the classical Radon transform [51] of f x 2 . Because of (2) the operator R ⊗ I is well defined, i.e., spt((
Then we define
.
Note, that the tensor production notations I ⊗ Q Γ Ω and R ⊗ I are chosen in order to highlight that these operators act for fixed rotation angle θ and fixed a-component x 2 , respectively. 
Proof. Let f ∈ C ∞ 0 (Θ[Ω]), u f be the solution of (1a)-(1c) and let θ ∈ [0, π]. According to the definition of Q Γ Ω we have to show, that P Γ Ω f (θ, ·) ∈ C ∞ 0 (Ω) is the restriction to Γ × (0, ∞) of the solution of (3a)-(3c) with initial data R ⊗ I)(f )(θ, ·). For x ∈ R 2 and t ≥ 0, let
From (1b),(1c) and the definition ofū (θ) (x, t) it becomes apparent, that u (θ) satisfies initial conditions (3b) and (3c) withf (x) = (R ⊗ I)(f )(θ, ·). The vectors n ⊥ θ , n θ , a are an orthonormal basis in R 3 and therefore the Laplacian decomposes into the sum ∆ y = ∂ 2 y + ∆, where y = n ⊥ θ y + n θ x 1 + ax 2 . Because f has compact support, u f (·, t) is compactly supported [36] for all t, and so
Thusū (θ) also satisfies (3a).
The decomposition of the original problem into a set of lower dimensional problems is the basis of the following two-stage procedure for reconstructing
That is, reconstruct the initial dataf (θ) in (3a)-(3c) from the restriction of the solution to Γ.
(ii) For fixed x 2 apply the inverse 2D Radon transform [51, Eq. (2.5), p.20]
to function (θ,
Uniqueness and stability of solving (5) will be discussed in Section 3. It turns out that in many practical situations (5) is stably and uniquely solvable. A discrete reconstruction algorithm based on (5) and (6) can be obtained by implementing the inverse Radon transform in (6) with the filtered back-projection algorithm [51] and solving Equation (5) iteratively [37] . (See [7, 30, 62, 72, 75] for iterative reconstructions applied to PAT.)
Iterative reconstruction is rather time consuming, since during the iteration the operator Q Γ Ω and a dual operator have to be applied repeatedly. A possibly faster alternative are direct methods, based on analytic inversion formulas for solving (5) . Having an exact inversion formula at hand, often a straightforward discretization yields to an efficient and stable reconstruction algorithm. Exact FD inversion formulas for inverting Q Γ Ω are presented in Section 4.
Uniqueness and stability of reconstruction
Let Ω ⊂ R 2 be open and satisfying (2) and assume that Γ ⊂ ∂Ω is relatively open. The inversion of the 2D wave equation is closely related to the inversion of M Γ Ω . In fact, the solution of (3a)-(3c) is (see for example [36] )
where (A φ)(t) = t 0 rφ(r)/ √ t 2 − r 2 dr is the Abel transform. The inverse of the Abel transform from the right is well known and implies (see for example [12, Eq. 
Therefore many results (of both, theoretical and practical nature) concerning the operators Q Identities (7) and (8) [26] . Below we shall discuss uniqueness and stability of reconstruction; for range descriptions and exact norm estimates the reader is referred to [2, 24, 25, 26, 46, 55] .
Uniqueness
A very general non-trivial uniqueness theorem describes the sets Γ ⊂ R 2 , for which M Γ R 2f uniquely determinesf . This theorem will be used to prove injectivity of P
Coxeter system of lines L k := {s exp(πik/N )} passing through the origin and forming equal angles, see Figure 2 . 
Stability
In order to investigate the stability of inverting Q Γ Ω we will make use of a regularity theorem due to Louis & Quinto [49] , which answers the question wether a singularity in the density functionf is 'visible' in data M Γ Ω . Singularities are jumps off along interfaces between regions wheref varies smoothly. They can be described by pairs
representing a point x on the interface with normal vector ξ at x. The 'kind of singularity' can be described exactly using wave from sets and microlocal analysis. We refer the reader to [49] and the references therein for a precise definition. Below, we formulate the Louis & Quinto theorem in a somewhat in-precise but catchy form (taken from [46] ) and refer the reader again to [49] for a precise statement.
1. The singularity (x, ξ) is visible, i.e., there exists a circle centered at p ∈ Γ passing through x and being normal to ξ at x.
The support off is one side of the affine tangent to Γ at p.
In Theorem 3.3, the term stably recoverable means that data M Γ Ωf contains enough (localized) high frequency information to recover the singularity. In such a situation the smoothing of M Γ Ω is equal to half integration [49, Theorem 3] . It is known from the inversion of the classical Radon transform (where, for complete data, the same degree of smoothing appears [51, p.42] ) that such mildly ill-posed problems can be solved very accurately in practice.
If Item 1 in Theorem 3.3 is not satisfied then a singularity (x, ξ) is called invisible. At an invisible singularity all circles of integration are transversal to the interface. Therefore integrating over circles centered on Γ smoothes off the singularity and all high frequency components (which would be necessary for recovering the jump) are lost. Recovering such an invisible boundary is a severely ill-posed problem. Without making strong a-priori assumptions on the desired solution, there is no hope to recover such boundaries accurately. In the numerical reconstructions, typically, invisible singularities (y, η) 'smear out' because of the missing high frequency components. This can clearly be recognized in Figure 3 , where a function consisting of two characteristic functions is reconstructed from its circular integrals M Γ Ω using the CG iteration applied to the normal equations [20, 65] . In particular, Corollary 3.4 implies that any complete data problem is stable solvable.
Impact of finite length of line detector
Any real line detector has a finite length. It may appear that the assumption of infinite size in Definition 1 has a negative impact to the imaging resolution. However, as shown below, there exists a criterion for the minimal length of a real detector such that it provides 2D data Q Γ Ωf without any approximation due to the finite length (compare with [32, 58] ). For simplicity of presentation we consider the case Ω = D 1 (0) is the unit disc in The first FD formulas were obtained in [52] for circular detection curve and in [53] for linear detection curve (note that their solution in 3D can easily be adopted to 2D for the case of a line [39] ). Related formulas for inversion of the 3D wave equation have been discovered in [40, 70, 73] , which also can easily be reduced to 2D. An interesting 'Fourier-shell' identity has recently been discovered in [6] , which permits insightful proofs of the FD formulas in [40, 52, 53, 70, 73] .
For quite a while, only solutions for circular and linear detection curves were available. Very recently Kunyansky [48] presented a series solutions that applies to any geometry (which, however, is particularly useful when the eigenvalues and eigenfunctions of the Dirichlet Laplacian are explicitly known). His result is formulated in terms of inverting the circular Radon transform 2rπ M Γ Ω but can easily be adopted to inversion of Q Γ Ω , see (25) below.
In the following we consider only the 2D problem of inverting Q Γ Ω . (Three dimensional formulas for inverting P Γ Ω can be derived by additionally inverting the classical Radon transform [31] .) We will omit the bar in the notation of all functions defined, e.g., we write f ∈ C ∞ 0 (Ω) instead off ∈ C ∞ 0 (Ω). Moreover, we do not necessarily assume, that Ω satisfies (2).
Linear detection curve
We assume that Ω = R × (0, ∞) and Γ = R × {0}. Then density function f has the Fourier representation
where F f (k) := (2π) −1 R 2 f (x) exp(−ikx)dx is the Fourier transform. Norton & Linzer's solution for linear detection curve is as follows:
can be recovered by (9) , with
Using that f has support in
(with k = (k 1 , k 2 ) ∈ R × (0, ∞)) denotes the Fourier-cosine transform of f . Therefore (10) implies the following:
(And using that C C f = f .) Formula (12) has first been observed by Koestli et al. in [40] in 3D (their solution can easily be adopted to the 2D case [39] ) where they presented a derivation of (12) which is independently of (10).
Remark. Some care have to be taken to define the integral on the right hand side of (10), or equivalently the Fourier-cosine transform C g, because function g is not necessarily in L 1 or L 2 . A similar problem arises when reconstructing a function (with a related formula) from the circular mean transform with centers on a line. An elegant solution to this problem can be
found in [8] where the Fourier transform of the data (the circular means in [8] ) was taken in a space of tempered distributions. 2 In A we rigorously derive (12) by first defining C g in the distributional sense and then giving an explicit formula for calculating C g.
It is quite straight forward to derive a discrete algorithm based on (12), for finding an approximation to f (x i ), i ∈ {1, . . . , N 1 } × {1, . . . , N 2 } from data g(p m , t n ), (m, n) ∈ {1, . . . , N 1 } × {1, . . . , N t }. We assume that x i and (p m , t n ) are sampled uniformly.
• First, the fast Fourier transform (FFT) is used to discretize (11), giving an approximation to the Fourier-cosine transform Cḡ(k m , ω n ) on a rectangular lattice.
• Next the inversion formula (12) and linear interpolation are used to find an approximation to C f (k i ) on a rectangular lattice.
• Finally by applying the FFT algorithm to C f (k i ) an approximation to f (x i ) is reconstructed.
We refer the reader to [35] for a detailed explanation of discrete FD algorithms based on (12) . Because of the effectiveness of the FFT algorithm, the numerical effort of the above procedure is O (N 2 log N 
with radius a i and center x i . For such circular objects the data can be evaluated analytically (see [12, Eq. 
(B.1)]) as
Here s ± := ((t ± a i ) 2 + |x i − x| 2 ) 1/2 , log(·) is the principal branch of the complex logarithm, and Re[z] denotes the real part of complex number z. The right image in Figure 5 was reconstructed after adding normally distributed random noise with a variance equal to 5% of the largest data value. Because the interval [−50, 50] is large compared to the support of data function f , nearly all singularities (the boundaries of the circles) are visible (see Subsection 3.2) and reconstructed reliable. In practical applications the linear detector array and support of function f are often of similar size. As outlined in Section 3.2 microlocal analysis [49] predicts that some boundaries cannot be stably recovered (due to missing high frequency information). Figure 6 shows a reconstruction of the same phantom as in Figure 5 , where data was collected for x 1 ∈ [−10, 10] only and where nearly horizontal boundaries cannot be resolved.
Remark (Two line scans). In [58, 59] [58, 59] .
In the following subsections we present FD domain algorithms that apply to detection curves of finite length where a complete data set can be collected.
Circular detection curve
Let Ω = D R (0) denote the open disc of radius R centered at the origin and let Γ := ∂Ω denote its boundary.
From the theory of Fourier-and Hankel transforms it follows that function f can be represented as
where x = ρ(cos ϕ, sin ϕ) and
Note that (1/2π) 1/2 e −inϕ J n (λρ) are the (generalized) eigenfunctions of the Laplacian ∆ to the eigenvalue −λ 2 .
In practice, applying (16) is difficult, due to the division by the Bessel functions J n which have infinitely many zeros. The 3D solution in [53] for cylindrical geometry can easily be adopted to two spatial dimensions, but suffers from the same instability.
The 3D solution derived by Xu et al. [73] is free from this instability, and in 2D can be stated as follows:
Here second-kind Hankel functions H
n (λR) = J n (λR) − iY (λR) in the denominator cannot attain the value zero because Bessel function J n and Neumann function Y n have pairwise distinct roots.
Another exact FD solution, that can be stably implemented was presented in Haltmeier et al. [31] , where we used that function f has support inside Ω and therefore can be expressed as Fourier/Bessel series
where
and λ n,m are the positive roots of function λ → J n (λR). Note that
are normalized eigenfunction of the Dirichlet Laplacian ∆ Ω in Ω ⊂ R 2 to the eigenvalue −λ 2 n,m . Albeit we have the relation (15), the coefficients C n,m in the Fourier/Bessel series (18) cannot be evaluated using (16) , because for λ = λ n,m , (16) involves an undefined quotient '0/0'. However, the enumerator and the denominator (involving J n (λR)) are smooth functions and we can apply the rule of D'Hospital to evaluate (16) at λ = λ n,m . This leads to the following theorem: Theorem 4.5 (Haltmeier et al. [31] ). Function f ∈ C ∞ 0 (Ω) can be recovered from data g = Q f by (18) where
Discretization of (19) , (18) is again quite straight forward. A detailed exposition of a discrete algorithm and its application to real data can be found in [31, Section 4] . Further numerical results are presented in Subsection 4.4.
General detection curve
Very recently Kunyansky [48] derived a FD inversion formula when the detection curve Γ is the boundary of a bounded connected region Ω ⊂ R 2 . 3
The formula is particularly useful if the eigenfunctions of the Dirichlet Laplacian are explicitly known. His result is stated in terms of recovering f from circular integrals 2rπ M Γ Ω f , but can easily be converted into a formula for inverting Q Γ Ω , see Corollary 4.7 below. Let λ m and u m be the eigenvalues and normalized eigenfunctions of the Dirichlet Laplacian ∆ Ω on Ω, that is
and u m 
with
is a rotationally invariant Green's function of the free-space Helmholtz equation, Kunyansky's result in two dimensions is as follows: (22) , with
In the following we convert (23) into a FD formula for inverting Q Γ Ω . We shall make use of the well known integral representation [1, p. 360] (22) , where
Proof. Inserting (24) in (23) and interchanging the order of integration, gives
Integrating by parts in the integral involving t, leads to
Finally, applying (7) to (26), shows (25) .
Very recently, Agranovsky & Kuchment [3] derived a generalization of Corollary 4.7 which also applies to the case of inhomogeneous sound speed v s (x) (functions u m are replaced by Eigenfunctions of v s (x) 2 ∆). [31] 
Remark.

Whereas all former FD reconstruction formulas (except of the one in
The eigenfunctions are u m = (2/R 2 ) cos(πm 1 x 1 /R) cos(πm 2 x 2 /R) and so, by using the fast Cosine transform, (22) can be implemented with O(N 2 log N ) operation counts.
We conclude this subsection by applying (25) to the important special case Ω = D R (0). The eigenvalues of ∆ D are the positive roots λ n,m of λ → J n (λR) and the corresponding eigenfunctions are
where x = ρ(cos(ϕ), sin(ϕ)). Fourier series (22) coincides with (18) . Moreover, the normal derivative of u n,m at p ∈ Γ is
(Here we used the equality J n (ξ) ′ = −J |n|+1 (ξ) ′ + |n|/ξJ n (ξ).) Therefore (25) for circular detection curve reads as follows:
Note that (19) is similar, but different to (27) . (19) and (27) In the following we present numerical results for reconstructing a function from data on a circle with (19) and (27) . Figure 7 shows reconstructions from exact data and noisy data, where normally distributed random noise was added with variance σ equal to 5% of the largest data value. For exact data (19) and (27) give almost perfect reconstruction. However, for noisy data, (27) clearly outperforms (19) . Equation (27) seems to be less sensitive to normally distributed noise than (19) .
Numerical comparison of
In Figure 8 another advantage of (27) becomes apparent: Also in the presence of exterior sources (27) gives an exact reconstruction in the interior, whereas (19) misinterprets the data caused by the exterior object, leading to an clearly visible artifact (a kind of negative mirror appears in the image in Figure 8 ). It is worth mentioning that also the recently discovered backprojection type formulas [47, 22] do not give an exact reconstruction in the presence of exterior sources (27) . Of course all analytic reconstruction formulas are equivalent on the range of Q Γ Ω , but they give different results when applied to a function g ∈ C ∞ (Ω × [0, ∞)) outside the range of Q Γ Ω .
Conclusion
We presented the mathematical framework of PAT with line detectors and showed that the 3D imaging problem reduces to the problem of reconstructing the initial data of the 2D wave equation from boundary measurements. This reduction was used to show uniqueness and stability. We presented and evaluated FD reconstruction formulas, particularly for linear and circular detection curve. As a result of our numerical studies it turned out that formula (27) due to Kunyansky seems to outperform our earlier discovered formula (19) .
A major issue for further developing PAT is the possibility to include inhomogeneities in the acoustic sound speed. Mathematically, this means (19) . Right. Reconstruction with (27) .
to replace the right hand side of (1a) by v s (y) 2 ∆ y u(y, t), where v s (y) 2 is the spatially varying sound velocity. For point data a uniqueness result and a (series expansion-) reconstruction formula have recently been discovered [3] . Moreover promising time-reversal (back-propagation) reconstruction algorithms have recently been proposed [15, 16, 27, 28] . Nothing is currently known for line-data and inhomogeneous sound speed. We believe that uniqueness and stability of reconstruction can also be shown in such a situation. However, we don't known by now if a decomposition similar to (4) into a set of 2D problems exits (which would greatly simplify all theoretical and practical issues).
A Proof of (12) Formula (12) involves the Fourier-cosine transform 0, ∞) ), see Corollary A.2 below, we sidestep to the space
of symmetric tempered distributions in order to define the Fourier-cosine transform of g. In (28), S is the Schwartz space of all infinitely differentiable functions ϕ : R × R → C which are rapidly decreasing together with all their derivatives, S ♯ is its dual (the space of all tempered distributions), ϕ − (x 1 , x 2 ) := ϕ − (x 1 , −x 2 ), and T, ϕ := T (ϕ) is the duality product on S ♯ × S. In particular, any locally integrable function ψ ∈ L 1 loc (R × (0, ∞)) defines a symmetric tempered distributions T ψ via the relation g(x) cos(x 2 k 2 )e −ik 1 x 1 dx 2 dx 1 , see (11) . Then C ♯ T ψ = T C ψ , for any ψ ∈ L 1 (R × (0, ∞)). See [63] for precise definition of S, S ♯ and F ♯ .
Theorem A.1. Let f ∈ C ∞ 0 (R × (0, ∞)) and g := Q
Γ Ω f . Then C ♯ T g = T C g for some function 4 C g ∈ L 1 (R × (0, ∞)) and (12) holds point wise.
Proof. We consider the solution u of IVP (3a)-(3c) with symmetrized initial data u(x, 0) = f (x 1 , |x 2 |) in (3c). From the symmetry properties of the wave equation it follows that 2g(x 1 , t) = u(x 1 , 0, t). An elementary calculation shows that e ik 1 x 1 u cos(k 2 x 2 ) cos (t|k|) , k = (k 1 , k 2 ) ∈ R × (0, ∞)
are solutions of (3a),(3c). 
By repeating the above calculation, one verifies that C g L 1 = C f L 1 /2 and, in particular, C g ∈ L 1 (R × (0, ∞)). Therefore (29) implies that T g = T C C g = C ♯ T C g . Using that C ♯ C ♯ T = T , it follows that C ♯ T g = T C g . Finally, solving (30) for C f gives (12).
Corollary A.2. If f = 0 is non-negative, then g ∈ L 1 (R × (0, ∞)).
Proof. Since f is non-vanishing and non-negative it follows that C f (0, 0) > 0. Because C f is continuous there exits ǫ > 0 such that C f (ǫ, ǫ) > 0. Therefore, inserting the sequence (ǫ, ǫ + 1/n) in (30) shows that C g is unbounded, and therefore g ∈ L 1 (R × (0, ∞)). 
Corollary A.2 implies that the integral
Proof. Jordan's theorem states that if ψ ∈ L 1 (R) is continuous differentiable on an interval including the point ξ, then
whereψ is the one dimensional Fourier transform of ψ. According to Theorem A.1, we have [ω → C g(k 1 , |ω|)] ∈ L 1 (R). Applying Jordan's theorem to this function (for k 1 fixed) and performing some minor manipulations afterwards leads to (31) .
