Abstract: It is shown that mass-parameter-dependent solutions of the imaginarytime magnetic relativitstic Schrödinger equations converge as functionals of Lévy processes represented by stochastic integrals of stationary Poisson point processes if mass-parameter goes to zero.
Introduction and results.
Kasahara-Watanabe [12] discussed limit theorems in the framework of semimartingales represented by stochastic integrals of point processes. In fact, they considered a sequence of point processes and their certain functionals represented by stochastic integrals, and proved their convergence in that context.
In this paper we treat a sequence of a slightly more general functionals of special kind of Lévy processes, which have no Gaussian part stemming from relativistic quantum mechanics, to discuss its convergence. Naturally we have in mind the following relativistic Schrödinger equation which describes a spinless quantum particle of mass m > 0 (for example, pions) in R d under the influence of the vector and scalar potentials A(x), V (x) : The operator H m A − m + V was first studied in [9] by one of the authors of this paper to treat the pure imaginary-time relativistic Schrödinger equation
where x ∈ R d . An imaginary-time path integral formula was given on path space D 0 to represent the solution of the Cauchy problem for (1.2). Here D 0 is the set of the right-continuous paths X : [0, ∞) → R d with left-hand limits and X(0) = 0. We use the probability space (D 0 , F, λ m ) treated in [9] with the natural filtration {F(t)} t≥0 , where F(t) := σ(X(s); s ≤ t) ⊂ F. {X(t)} t≥0 is Lévy process, namely, it has stationary independent increments and is stochastically continuous (cf., [11] , [15] , [1] ). λ m (X; X(t) ∈ dy) is equal to k m 0 (y, t)dy, where k m 0 (y, t) is the integral kernel of the operator e −t( √ −∆+m 2 −m) and has an explicit expression
Here K ν stands for the modified Bessel function of the third kind of order ν. The characteristic function of X(t) is 4) where E m denotes the expectation over D 0 with respect to λ m . By the Lévy-Khintchine formula,
Here n m (dy) is the Lévy measure, that is a σ-finite measure on R d \ {0} satisfying |y|>0 (1 ∧ |y| 2 )n m (dy) < ∞, and having density
As shown in [5] , H m A has another expression connected with the Lévy measure n m (dy) 
Here and below, we should understand
. It can be proved that the solution of (1.2) with initial data u m (x, 0) = g(x) is given by
In (1.7) and (1.9) above, the integration regions |y| ≥ 1 and 0 < |y| < 1 may be replaced by |y| ≥ δ and 0 < |y| < δ respectively, for any δ > 0. We note that these relativistic quantities,
0 (y, t) and X(t), correspond to the nonrelativistic ones The purpose of this paper is to answer the following question: (Q) When the mass m > 0 of the particle becomes sufficiently small, how does its property vary ? Theorem 1. λ m converges weakly to λ 0 as m ↓ 0.
Here and below, 0 < T < ∞ can be taken arbitrary. Theorem 2 implies the strong resolvent convergence of
). An immediate consequence is the following result for the solution ψ m (x, t) of the Cauchy problem for (1.1).
We will prove Theorem 2 by using following:
The crucial idea of proof is to do a change of variable "path". In Sections 2,3 and 4, these theorems are shown by probabilistic method, although one can more easily show Theorem 2 by operator-theoretical one [6] , and also by pseudo-differential calculus [14] . In this paper, as we mentiond before, we treat the problem under a rather mild assumption on the potentials A(x), V (x). We will come to more general case in a forthcoming paper, together for the other two different magnetic relativistic Schrödinger operators ( [7] , [8] ) corresponding to the same classical relativistic Hamiltonian. Another limit problem when the light velocity c goes to infinity (nonrelativistic limit) was studied in [4] .
Proof of Theorem 1.
We observe the following three facts which imply Theorem 1 ([2,Theorem 13.5]): (i) The finite dimensional distributions with respect to λ m converge weakly to those with respect to λ 0 as m ↓ 0.
(ii) For any t > 0, λ 0 (X; X(t) − X(t − ε) ∈ dy) converges weakly to Dirac measure concentrated at the point 0 ∈ R d as ε ↓ 0. (iii) There exist constants α > 
Proof. (i) follows from (1.4), and (ii) from the stochastic continuity of {X(t)} t≥0 .
(iii) Since
Then we have for 0 ≤ r < s < t,
where in the second equality we use [4, Lemma 3.3(ii)] with a constant C(d, β) depending on d and β. Therefore (iii) holds for 1 2 < β < 1 and α = β and
Proof of Theorem 2.
We will prove Theorem 2 by assuming validity of Theorem 3. In this and the next section, we assume V ≥ 0 without loss of generality, since in the general case, we have only to replace V in (1.8), (1.9) by V − inf V ≥ 0.
Step
From Theorem 3, I 1 (t, m, R) converges to zero as m ↓ 0 uniformly on t ≤ T . From (1.8), we have
which converges to zero as R → ∞ uniformly on t ≤ T and 0 ≤ m ≤ 1. Here, for ϕ ∈ S(R d ), ϕ is the Fourier transform of ϕ given by ϕ(ξ) = e −ix·ξ ϕ(x)dx (ξ ∈ R d ). From (1.3) and (2.1), it follows that k m 0 (y, t) → k 0 0 (y, t) as m ↓ 0, and then J(t, 0, R) 2 ≤ lim inf m↓0 J(t, m, R) 2 by Fatou's lemma. Therefore we have Theorem 2 for this step.
By
Step I, we have lim sup
which converges to zero as n → ∞.
Proof of Theorem 3.
From (1.8), we have to prove that
But its direct proof seems difficult since both the integrand e −S m (t,x,X) g(x + X(t)) and the probability measure λ m depend on m. So we change 4) and (1.5) that the difference between the path X(t) and the transformed path Φ m (X)(t) is expressed in terms of the difference between the two Lévy measures n 0 (dy) and n m (dy), so that it is presumed to hold that n m (dy) = n 0 φ −1 m (dy) for some map φ m :
We will determine φ m in such a way that (1) n m (dy) = n 0 φ −1 m (dy), (2) φ m ∈ C 1 (R d \ {0}; R d \ {0}), (3) φ m is one to one and onto, (4) det Dφ m (z) = 0 for all z ∈ R d \ {0}, where Dφ m (z) is the Jacobian matrix of φ m at the point z.
Let U := {y ∈ R d \ {0}; |y| ∈ U ′ } for U ′ ∈ B(0, ∞). Introducing the spherical coordinates by z = rω, r > 0, ω ∈ S d−1 , we have 
If m > 0, from (1.6), we have
We solve this differential equation under boundary condition l m (∞) = ∞ to get
Here we note that 0 <
(ii) For all r > 0, l m (r) converges to r, strictly decreasingly, as m ↓ 0.
Proof. (2.1) implies l m (+0) = 0. The other claims of (i) follow from (4.1) and the fact that K (d+1)/2 (τ ) is a C ∞ function in (0, ∞). The claim (ii) can be proved by the fact that τ ν K ν (τ ) is strictly decreasing in (0, ∞) (cf. Section 2, Proof of (ii)), (2.1) and the monotone convergence theorem. If m = 0, let l 0 (r) := r. Let us put φ 0 (z) := z and for m > 0,
Then we have
We note that
as m ↓ 0 by Proposition 1 (ii). Let us define Φ 0 (X) := X and for m > 0,
Proposition 2. For every sequence {m} with m ↓ 0, there exists a subsequence {m ′ } such that
Proof. From (1.7) and (4.3), we have
We have I 1 (m, X) → 0 as m ↓ 0 by (4.2) and 
which converges to zero as m ↓ 0 by (4.2) and 0<|z|<1 |z| 2 n 0 (dz) < ∞. By (1.8) and λ m = λ 0 Φ −1 m , we have
and then
Since g ∈ C ∞ (R d ) is uniformly continuous and bounded on R d , the second term on the right of (4.4) converges to zero as m ↓ 0.
Next we consider the first term on the right of (4.4) . By N Φm(X) (dsdy) = N X (dsφ −1 m (dy)), we have
By the inequality
of the first term on the right of (4.4) is less than or equal to
Now, let {m} be a sequence with m ↓ 0 and {m ′ } any subsequence of {m}. By Proposition 2, there exists a subsequence {m ′′ } of {m ′ } such that sup t≤T |Φ m ′′ (X)(t) − X(t)| → 0 as m ′′ ↓ 0, λ 0 -a.s. To prove that each term of (4.5) converges to zero as m ′′ ↓ 0, we first note that
Then the integrand of the first term of (4.5) is less than or equal to
which converges to zero as
Next, since S m 2 (t, x, X) is seen to be right-continuous, by Schwarz's inequality and Doob's martingale inequality, E 0 [· · · ] of the second term of (4.5) is less than or equal to
By the inequality (a + b) 2 ≤ 2(a 2 + b 2 ) for any a, b ∈ R, E 0 [· · · ] above is less than or equal to
|φ m ′′ (z) − z| 2 n 0 (dz) , which converges to zero as m ′′ ↓ 0. As for the third term of (4.5), by the mean value theorem, we have 
