Previous research showed that spontaneous neuronal activity presents sloppiness: the 14 collective behavior is strongly determined by a small number of parameter combinations, 15 defined as "stiff" dimensions, while it is insensitive to many others ("sloppy" dimensions). 16
Introduction 29
How biological systems achieve a tradeoff between stability and flexibility is a central question 30 in biology. A candidate explanation for the coexistence of these two features is sloppiness 31 (Machta et al., 2013; Transtrum et al., 2015) . In general, sloppiness is a property of complex 32 models exhibiting large parameter uncertainty when fit to data, meaning that different 33 combinations of parameters lead to a similar system behavior, while changes in some few 34 critical parameters, called stiff parameters, significantly modifies it. In this way, biological 35 systems can be either robust to large fluctuations of input/environmental signals which effects 36 are embedded in a high-dimensional subspace of insensitive parameters, or, on the contrary, 37
by tuning some few parameters, configured to be highly sensitive and selective to relevant 38 signals. 39
Recently, it has been shown that the spontaneous activity of neural circuits presents 40 sloppiness both in vitro and in vivo (Panas et al., 2015) , suggesting that collective activity is 41 stabilized by a subset of highly active and stable neurons, while the activity and co-activity of 42 the remaining neurons present larger spontaneous fluctuations without strongly affecting the 43 collective statistics. However, this view is challenged by extensive research showing that the 44 spontaneous cortical activity transits through different synchronized and desynchronized 45 cortical states ( is a relevant question to understand how sensory stimuli change the network state in a way 50 that responsiveness and stability are ensured. In the present study, we examined how changes 51 in neural network parameters correlate with spontaneous transitions among cortical states 52 and stimulus-evoked responses. 53
To answer these questions, we recorded the neuronal spiking activity in the primary auditory 54 cortex (A1) of six anesthetized rats. We analyzed the joint activity of groups of neurons while 55 the cortex spontaneously transited through different synchronized and desynchronized 56 cortical states and intermittently received external acoustic stimuli. We used a statistical 57 model to describe the joint spiking activity with a small number of parameters. We found that 58 the estimated parameters of neuronal ensemble activity presented sloppiness and that 59 sensory inputs and cortical state transitions evolved in different pathways in parameter space. 60 Specifically, we found that cortical state transitions evolve along stiff dimensions, whereas 61 sensory-evoked activity evolves along sloppy dimensions. Finally, we showed that stiff 62 parameters are related to the activity and co-activity of neurons with high centrality within the 63 functional network of the recorded neurons. 64 and some spike-trains from multi-unit activity (3-103 spike-trains). Unless otherwise specified, 70 the analyses present here focused on single-unit activity only. We analyzed the data during 71 spontaneous activity and in response to acoustic "clicks" (5-ms square pulses; inter-stimulus 72 interval, 2.5 or 3.5 s). To track the evolution of the neuronal activity, we divided each recording 73 session into adjacent epochs of 100 s, each one containing 12-29 stimulus presentations. 74 Within each 100-s epoch the data was separated into spontaneous activity, i.e., the activity 75 during 1.5-s intervals preceding each stimulus (i.e., 18-43.5 s of spontaneous activity in total 76 for each epoch), and stimulus-evoked activity, i.e., the activity right after the stimulus onset 77 (Figure 1A-B) . 78 79
Description of spontaneous activity patterns using maximum entropy models 80
We first examined the temporal evolution of the spontaneous activity across the epochs. 81
Because we were interested in the evolution of the statistics of ensemble activity, we 82 described the collective activity of groups of single-units using a maximum entropy model Methods and Figure 1C -D). These models allowed us to describe the patterned activity with a 85 small number of parameters. To fit the model, time was discretized in bins of dt = 10 ms. 86
Within each time bin, the ensemble activity of neurons was described by a binary vector, 87
, where if the i-th neuron fired a spike in that time bin and 88 otherwise. The collective activity was determined by the probability distribution over all 89 possible binary patterns. The MEM fits by finding a distribution that 90 maximizes its entropy under the constraint that the activation rates ( ) and the pairwise 91 correlations ( ) found in the data are preserved in the model. It is known that the 92 maximum entropy distribution that is consistent with these constraints is the Boltzmann 93 distribution, , where is the energy of the pattern , given by: 94 (Schneidman et al., 2006; Tkačik et al., 2015) . The model 95 parameter represents the intrinsic tendency of neuron i towards activation ( ) or 96 silence ( ) and the parameter represents the effective interaction between neurons i 97 and j. Once we learned the parameters using a gradient descent algorithm (see Methods), 98 the expected probability of any pattern is known. For each recording session, we fitted the 99 model using the spontaneous binarized activity from an ensemble of = 10 randomly selected 100 single neurons separately for each of the epochs. We chose = 10 because 100-s epochs 101 provided around 5000 observed spontaneous patterns, which is a reasonable amount to get an 102 estimate of the distribution of the 2 10 = 1024 possible patterns. To accurately estimate models 103 of larger , the epochs ought to be much larger preventing possibility to investigate the 104 temporal evolution of the model along the experiment. We finally repeated the process of 105 randomly choosing = 10 single units times for each experiment (for datasets 3 and 5: 106 ensembles, otherwise: 
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For each epoch, we used the Jensen-Shannon divergence ( , see Methods) to measure the 123 similarity between the probability distribution of the empirical and model binary patterns 124 (Figure 2A-C) . We compared this similarity to the distribution of binary patterns predicted 125 from independent-MEMs, for which only the activation rates were preserved (i.e., only was 126 optimized). We found that the empirical distribution was well approximated by MEMs and 127 that, for all recording sessions, the goodness-of-fit (i.e., ) was orders of magnitude higher 128
for MEMs than for independent-MEMs ( Figure 2C) , leading to excellent model performances 129 (i.e., Kullback-Leibler ratio equal to 0.95 ± 0.03 on average, see Methods). 
139

Temporal evolution of activity observables, model parameters, and their sensitivity 140
We next analyzed the temporal evolution of the different spiking data statistics and the model 141 parameters. We first measured the temporal variation of the activity observables (i.e., firing 142 rates and pairwise correlations) by calculating the average Pearson correlation (or similarity ; 143 see Methods) between the values in epoch and those in epoch ( Figure 3A) . This 144 similarity rapidly decayed with , indicating that the observables substantially changed over 145 time. We next examined how much these variations influenced the evolution of the collective 146 activity characterized by the distribution of binary patterns. For this, we evaluated how well 147 the data in a given epoch could be explained by the MEM constructed using the data at time 148
. Specifically, we calculated , given by the average Jensen-Shannon divergence 149 between the distribution of data binary patterns in epoch , i.e. data , and the distribution of 
Spontaneous neuronal activity presents sloppiness 180
Having shown that the sensitivity of model parameters was relatively stable during the 181 recording sessions, we next studied the structure of the FIMs. First, we noted that most 182 elements of the FIM had near-zero values ( Figure 4A) indicating that most of the parameters 183 had a small effect on the model log-likelihood. In contrast, a small fraction of elements had 184 values strongly different from zero as revealed by the heavy tail of the distribution of FIM 185 values ( Figure 4A) . To identify the parameter combinations that had the strongest effect on 186 model behavior, we decomposed the FIM into eigenvectors and classified them according to 187 their eigenvalue ( Figure 4B) . We observed that, except for some few eigenvalues, most of the 188 FIM eigenvalues were small, corresponding to combinations of parameters that had little 189 effect on model behavior. These unimportant parameter combinations defined the sloppy 190 dimensions of the model. The few eigenvectors with large eigenvalues defined the stiff 191
parameter dimensions along which the model behavior was strongly affected. 192
In the following we showed that the temporal evolution of the model parameters occurred 193 predominantly along the sloppy dimensions. For this, we projected the parameters , 194 calculated at time , into the eigenvectors of the FIM at time , denoted , 195
where is the rank of the eigenvector (Figure 4C) . For each dimension, or eigenvector, we 196 obtained a distribution of projections of parameters ( Figure 4D ). To quantify how much 197 the parameters varied along each eigenvector, we calculated the average variance of each 198 projection as a function of the rank of the eigenvector. We found that the projection variance 199 increased as a function of the eigenvector's rank for all datasets (Figure 4E ). This indicates that 200 the model parameters predominantly evolved along sloppy dimensions (i.e., FIM eigenvectors 201 of highest rank ), while they remained relatively stable along stiff dimensions (i.e., FIM 202 eigenvectors of lowest rank ). Using stationary surrogate data, we controlled that these 203 parameter fluctuations were not fully explained by estimation errors and, furthermore, that 204 parameter fluctuations along sloppy dimensions were those that deviated the most from the 205 stationary case (Figure S1 ). Nevertheless, we noted that the projection variance into the stiff 206 dimensions, albeit small, was not zero. This means that the model also evolved along 207 parameter dimensions that had a strong impact on the collective activity. We hypothesized 208
that changes in collective behavior, associated to changes in stiff parameters, were related to 209 changes in cortical state. 210 211 212 associated to de-synchronized and synchronized cortical states, respectively (Figure 5A) . We 228 found that differences in collective dynamics in different epochs, quantified by 229 
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Error bars indicate SEM.
248
We next asked which activity observables, i.e., the firing rate of each neuron and all pairwise 249 correlations, related more to cortical state transitions. For this, we calculated the absolute 250 correlation, , between the cortical state and the activity observables. We found that 251 was broadly distributed between 0 and 0.94, thus some observables correlated more with 252 the cortical state (Figure 5D , top panel). Next, to relate the sensitivity of model parameters 253
(their stiffness) to the activity observables, we measured the sensitivity of a given parameter 254 by its average contribution to the first eigenvector of the FIM, i.e., the sensitivity of i-th 255 parameter is given by , and we associated it to the corresponding 256 observable. Note that the ranges of the sensitivity of biases ( ) and couplings ( ) were similar 257 (Figure 5D , bottom panel), and that sensitivities calculated in the first and the second halves of 258 the recording session were highly correlated (correlation coefficient > 0.82, for all rats; 259 average: 0.89 ± 0.03). We found a significant positive correlation between the associated 260 sensitivity ( ) and the correlation with the cortical state ( ) in 5/6 datasets (Figure 5E-F) . 261 Thus, the observables that correlated more with the cortical state were those with the highest 262 associated sensitivity. This result led us to separate the activity observables into two classes, 263 called "sloppy" and "stiff", based on whether the associated sensitivity ( ) was lower or higher 264 than the median . We found that stiff variables were significantly more correlated with the 265 cortical state than the sloppy variables (p<0.01 for all datasets, paired t-test; Figure 5G ). 266
Altogether, these results indicate that neuronal activity and co-activity preferentially evolved 267 along sensitive (stiff) parameter dimensions during cortical state transitions. 268 269
Sensory-evoked activity evolves along sloppy dimensions 270
The above results indicate that, although intrinsic spontaneous dynamics predominantly 271 evolved along sloppy dimensions (Figure 4F) , cortical state transitions were governed by 272 changes in stiff parameters (Figure 5G) . We next investigated which parameter dimensions 273
were explored when the neural network was driven by external sensory inputs, i.e. during 274 stimulus-evoked activity (Figure 6A) . We observed that evoked responses (which could be 275 increased or decreased with respect to pre-stimulus baseline firing rate) were larger for sloppy 276 neurons than for stiff neurons (Figure 6B-C) . To quantify the responsiveness of each neuron, 277
we calculated the modulation index (MI, see Methods) of each neuron in response to acoustic 278 stimuli. We next calculated the relation between MI, calculated during evoked activity, and the 279 sensitivity associated to firing rates, calculated during the spontaneous activity as above. We 280 found that the more responsive neurons were those with the lowest associated sensitivity 281 (Figure 6D-E) . This indicates that stimulus-evoked neuronal activity evolved mostly along 282 sloppy dimensions. Finally, we evaluated the difference, noted Δ I, between the MI of sloppy 283
and stiff neurons as a function of cortical state . Specifically, first, the MI values in each 284 epoch were averaged according to different ranges of the silence density. Second the MI 285 values of sloppy and stiff neurons were compared within each range. We found that Δ I was 286 maximal during desynchronized activity, and minimal during synchronized activity (Figure 6F) . 287 Thus, the cortical activity during stimulus response evolved predominantly along sloppy 288 dimensions for the desynchronized cortical state, while, in the synchronized state, the 289 dominance of sloppy fluctuations was reduced, and stiff fluctuations became comparable. 290 291 
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Stiff parameters were associated to central neurons within the neuronal network 306
In this section, we further investigate the properties of neurons and pairs of neurons with 307 respect to their associated parameter sensitivity. As above, we separated the neurons and 308 pairs of neurons into two classes, called "sloppy units/pairs" and "stiff units/pairs", based on 309 whether the associated sensitivity ( ) was lower or higher than the median (units were 310 associated to parameters , and pairs or links were associated to parameters ). We first 311
found that stiff units were significantly more active than sloppy units (Figure 7A) . We 312 quantified this by performing receiver operating characteristic (ROC) analysis and used the 313 area under the ROC curve (AUC) as a measure of how well the firing rates distributions of the 314 two classes were separated (AUC = 0.961-0.998, p < 0.001, for all rats; Figure 7F ). Stiff neurons 315
were also significantly more correlated among them than sloppy neurons (AUC = 0.615-0.932, 316 p < 0.001, for all rats; Figure 7B,F) . The distributions of correlations remained well separated 317 when calculated for the links, i.e, pairs of neurons with associated parameters (AUC = 318 0.541-0.766, p < 0.001, for all rats; Figure 7C,F) . 319
To further investigate the structure of correlations, we evaluated the centrality of stiff and 320 sloppy neurons within the observed network of neurons. For this we used the betweenness 321 centrality (BC), a measure of node centrality in a graph or network, which in our case was given 322 by the functional connectivity matrix among the recorded neurons (see Methods). The BC 323
measures the extent to which a node in the graph tends to lay on the shortest path between 324 other nodes. Thus, a node with higher BC has more influence over the network, because more 325 information passes through that node. We found that stiff neurons had significantly more 326 centrality in the functional connectivity graph than sloppy neurons (AUC = 0.740-0.831, p < 327 0.001, for all rats; Figure 7D,F) . This indicates that stiff neurons were part of the core of the 328 graph, while sloppy neurons were part of the graph periphery, as clearly shown using graph 329 visualization (Figure 7E ) (Fruchterman and Reingold, 1991) . BC values were correlated with 330 firing rates (correlation coefficient: 0.59 ± 0.11), which could suggest that differences in BC 331 between stiff and sloppy neurons were simply a consequence of differences in firing rates. 332
However, using surrogate data that preserved the observed firing rates and produced 333 correlations through global modulations, we found that neither the structure of correlations 334
nor the BC values could be trivially predicted by globally modulated firing rates but they were 335 rather suggestive of functional interactions (Figure S2) . 
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Moreover, previous work has shown that cortical neurons differ in their coupling to the 353 population activity, with neurons that activate most often when many others are active and 354
neurons that tend to activate more frequently when others are silent (Okun et al., 2015) . Thus,  355 along with centrality, we calculated the neuron-to-population coupling, given by the Pearson 356 correlation between the activity of each neuron and the number of coactive neurons 357 (excluding neuron ; see Methods). We found that stiff neurons were significantly more 358 coupled to the population activity than sloppy neurons (AUC = 0.603-0.939, p < 0.001, for all 359 rats; Figure 7D,F) . In summary, stiff units were more active, more central, more coupled 360 among them, and more coupled to the population activity than sloppy units. 361
362
Discussion
363
We here studied the changes in activity caused by intrinsic (i.e. cortical state) and extrinsic 364 (i.e., stimulus-evoked) sources in A1 neuronal ensembles in an estimated parameter space. 365
The parameter space was obtained using the maximum entropy principle, providing a handful 366 number of parameters describing the probability of all possible binary activity patterns. These 367 parameters differed in their impact on collective activity that was sensitive to a few 368 combinations of parameters, called stiff dimensions, but insensitive to many others called 369 sloppy dimensions. recently identified in the mice neocortex (Yassin et al. 2010 ). Importantly, sensory input was 393 not required to drive these cells. Previous studies of complex systems have derived general 394 principles of core/periphery network structures: the network periphery is more variable, 395 evolvable, and plastic than the network core, while the network core facilitates system 396 robustness (Kitano, 2004; Csermely et al., 2013) . Thus, we hypothesize that sloppy neurons 397 could also be more affected by synaptic plasticity, allowing for network reconfiguration 398 without loss of stability. Consistent with this, previous work on whole-brain fMRI has observed 399 core stability and peripheral flexibility over the course of learning (Bassett et al., 2013) . 400
Furthermore, we observed that stimulus responses evolved more pronouncedly along sloppy 401 dimensions in the desynchronized state, while in the synchronized state fluctuations along 402 sloppy and stiff dimensions were comparable (Figure 6F) . This supports the view that 403
responses along sloppy dimensions provide information processing benefits, since previous 404 studies have shown that auditory stimuli in rodents ( We found that stiff neurons were more linked to the observed neuronal population activity 415 than sloppy neurons. Stiff neurons had higher centrality in the functional connectivity graph 416
and higher coupling to the population activity than sloppy neurons. Stiff neurons could thus 417 sense and influence larger parts of the network. Previous research showed that neurons differ 418
in their coupling to the population activity, with neurons that activate most often when many 419 others are active, called "choristers", and neurons that tend to activate more frequently when 420 others are silent, called "soloists" (Okun et al., 2015) . Our results suggest that stiff and sloppy 421 neurons are chorister and soloist neurons, respectively. In other words, changes in the activity 422 of stiff/chorister neurons lead to changes in collective behavior (i.e., cortical states), while the 423 activity of sloppy/soloist neurons can spontaneously fluctuate or respond to stimuli without 424 strongly affecting the collective behavior. Thus, we believe that the roles of stiff/chorister 425 neurons and sloppy/soloist neurons are important to understand tradeoffs between 426 responsiveness and stability of the network. Furthermore, we here studied the evolution of 427 neuronal activity on the time scale of hours and found that fluctuations on stiff parameter 428 dimensions were the weakest and were related to cortical state transitions, which time scale is 429 in the order of tens of minutes ( 
Methods
462
Experimental Techniques. We analyzed the neuronal activity recorded in the primary auditory 463 cortex (A1) of 6 anesthetized rats (Sprague-Dawley; 250-400 g). The experimental procedures 464 and spikes sorting procedures have been previously described in Mochol et al. (2015) . Briefly, 465 rats were anesthetized with urethane (1.5 g/kg body weight) and silicon microelectrodes 466 (Neuronexus) with 32 or 64 channels were inserted in deep layers (depth, 600-1,200 μm) of 467 the primary auditory cortex. The spiking activity from single units and multi-units (i.e., neurons 468 that were not well isolated) was simultaneously recorded during spontaneous activity and in 469 response to acoustic "clicks" (5-ms square pulses; interstimulus interval, 2.5 or 3.5 s; see Table  470 1). In some datasets, double clicks (5-ms square pulses; 50-or 100-ms inter-click interval) were 471 also presented, but, in the present study, we analyzed only the responses to single click. 472 MEM goodness-of-fit. The goodness-of-fit of the MEMs was evaluated using the Jensen-511
Shannon divergence (D JS ) between the probability distribution of the empirical and model 512
In the case of MEM, the FIM can be easily obtained by using equations 1, 2, and 7. As a result, 539 the FIM is given by the covariance matrix of observables associated to the parameters which 540
can be calculated from the model through Monte Carlo simulations, i.e.: 541 with 1 55 and . 542
The FIM was calculated for every neuronal ensemble at every 100-s epoch and it was 543 decomposed into eigenvectors, noted , where is the rank of the 544 eigenvector and denotes the epoch. We measured the sensitivity of a given parameter by its 545 averaged contribution to the first eigenvector of the FIM, i.e., the sensitivity of i-th parameter 546 is given by , and associated it to the corresponding activity observable (firing 547 rate or correlation). Finally, we separated the activity observables into two classes, called 548
"sloppy" and "stiff", based on whether the associated sensitivity ( ) was lower or higher than 549 the median . 550
Similarity measures. Temporal variations of model parameters and data statistics were 551 quantified using the average correlation between the parameters/statistics at time t and the 552 parameters/statistics at time . For example, let the average firing rates of the 553 neurons during the epoch , the similarity measure is given by: 554
Where is the number of epochs and is the Pearson correlation coefficient. In the case of 555 FIM, the matrix was vectorized to calculate . 556
To evaluated how well the data in a given epoch could be explained by the MEM constructed 557
using the data at time . Specifically, we defined the similarity measure , given 558 by the average Jensen-Shannon divergence between the distribution of data binary patterns in 559 epoch , i.e. data , and the distribution of binary patterns predicted by the MEM constructed 560 using the data in epoch , i.e. . This measure is given as: 561 data In other words, quantifies how well, on average, the model with parameters 562 represents the data from epoch . 563
Modulation index. We quantified the responsiveness of the neurons to sensory stimuli 564 through the modulation index (MI) defined as: 565
where is the pre-stimulus average spike count, calculated in the 0.5-s pre-stimulus 566 interval, and is the average spike count calculated from stimulus onset to 0.5 s after 567 stimulus onset. With this definition, strongly increased or suppressed stimulus responses, with 568 respect to pre-stimulus activity, lead to high MI values. 569
Betweenness centrality. For each recording session, we analyzed the network defined by the 570
Pearson correlation matrix of the activities of all single units. The centrality of a neuron, or 571 node, within the network was quantified using the betweenness centrality (BC) measure. BC is 572
given by the number of shortest paths that pass through a given node. The correlation matrix 573 was compute for all 100-s epochs and, for each matrix element, we tested whether the mean 574 of the correlation values differs from 0 (t test followed by Bonferroni correction), resulting 575 in a binary graph with entries equal to 1 if correlation were significantly different from zero 576 (corrected p-value < 0.05) and 0 otherwise. The BC for each node of the graph was given by: 577
where is the total number of shortest paths from node to node and is the 578 number of those paths that pass through . 579
Neuron-to-population coupling. To quantify the coupling of each neuron to the activity of the 580 neuronal population, we calculated, for each epoch, the Pearson correlation between the 581 activity of each neuron ( ) and the number of coactive neurons (i.e., with ) at each 582 time bin ( = 10ms) from the neuronal population of single units (without including the 583 neuron ). The neuron-to-population coupling was given by the average of the correlation 584 coefficient across epochs. 585 ROC analysis. We used the receiver operating characteristic curve (ROC) to evaluate the 586 separation between the distributions of observables from sloppy and stiff classes. Let 587 and be the sloppy variables, i.e., those variables with associated sensitivity ( ) lower than 588 the median , and the stiff variables, i.e., those variables with associated sensitivity ( ) higher 589 than the median , respectively. The ROC curve, , is build by plotting the probability of 590 against the probability of , for each all . The area under the ROC 591 curve (AUC) is a measure of separation between and , and it is given by: 592 AUC ranges between 0 and 1, with AUC = 0 if and are completely 593 separated and , AUC = 1 if and are completely separated and 594
, and AUC = 0.5 if and are undistinguishable. We used a 595 permutation test (1000 re-samples), in which observables and classes were randomly 596 associated, to assess AUC values that were significantly different from 0.5. 597 598 599 600 601 
