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Abstract  
For any non-singular matrix M we denote by {M} the matrix formed by the algebraic ofactors 
of order (n -  1) so that {M} T = IMI M -1. Let G be an arbitrary simple graph of order n and let 
A = [A~i] = (21 -A},  where A is the adjacency matrix of G. Besides, let X, Y be any two subsets 
of the vertex set V(G) and define (X, Y)= ~-]~x ~-]~jer Aii. The expression (X, Y) is called the 
formal product of the sets X and Y associated with the graph G. For any S C V(G), denote by 
Gs the graph obtained from the graph G by adding a new vertex x which is adjacent exactly to 
the vertices from S, which is called the overgraph of G. Further, for any adjacency matrix A of 
G, le tA  s r ~k)l = ta j J. If S C_ V(G) then ~s(t)= ~k=0ck t k is called the formal generating function 
associated with Gs, where ck = ~--~i~s ~--~ms aij-~k) (k = 0, 1,2,...). In this paper, using the formal 
product and the formal generating functions, some results about cospectral graphs are proved. 
In particular, for any two overgraphs Gs~ and Gs2 of G of order (n + 1 ) we give necessary and 
sufficient conditions under which Gs~ and Gs2 are cospectral. (~) 1998 Elsevier Science B.V. All 
rights reserved 
AMS classification. 05 C 50 
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In this paper we consider only finite graphs having no loops or multiple edges. The 
vertex set of  a graph G is denoted by V(G), and its order (number of vertices) by 
IGI. The spectrum of such a graph is the set 21/>22>1 -.-  ~>)~, of  eigenvalues of its 
0-1 adjacency matrix and it is denoted with a(G). 
Let S be any (possibly empty) subset of the vertex set V(G). Denote by Gs the 
graph obtained from the graph G by adding a new vertex x (x ~ V(G)), which is 
adjacent exactly to the vertices from S. Varying the set S C_ V(G) we obtain 21GI such 
graphs Gs which are called the overgraphs of G. The family of overgraphs of G is 
denoted by ~(G) .  We shall briefly call f#(G) the overset of G. 
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In the sequel, for any non-singular matrix M denote by {M} the matrix formed 
by the algebraic ofactors of order (n -  1), so that {M}:r = [M I M -1, and let sumM 
denote the sum of all elements in M. 
For any graph G of order n, denote by A(G)= [aij], Pc(A) :  [21 -A(G) [  and 
A =A(G)= [Aij] the adjacency matrix, the characteristic polynomial and the matrix 
{21 - A}, respectively• Since the matrix 21 - A is symmetric, {21 - A} v = {21 - A}, 
that is Aij =Aj ,  ( i , j  = 1,2 . . . . .  n). For any two subsets X, Y of the vertex set V(G), let 
(X, Y) = ~']~icx EjCY Ai J "  In this paper (X, Y) is called the formal product of the sets 
X and Y, associated with the graph G. Since Aij :A j i  ( i , j :  1,2 . . . . .  n) we obtain that 
(X, Y) = (Y,X) for any two subsets X, Y C_ V(G). I f  XN Y = ~), then the union XU Y 
is simply denoted by X + Y. For the intersection XN Y we use the notation XY. Let 
X, Y, Z C_ V(G) be any three subsets of V(G) such that XY =0.  Then we easily find 
the relation 
(x + r ,z)  = (x,z) + (r,z).  
Let S c V(G) and Gs be the corresponding overgraph of G. 
Theorem 1. For any graph G of  order n, and any set S C_ V(G), we have 
Pos(2)  = 2Po(2)  - ( s , s ) .  (1) 
Proof. Without loss of generality, we can assume that S :  {1,2 . . . . .  k} C V(G) (O<~k 
~<n). Then the characteristic polynomial Pc~(2)= 121- A(Gs)I reads 
Pcs(2) = 
2 
- -  ak] 
- -  anl 
-1  
. . .  - -  a lk  . . .  - -  a ln  - -  1 
2 ... -akn - 1 
• . - ank ... 2 0 
.. -1  ... 0 2 
Let cx i ( i=  1,2 . . . . .  n) be for a moment non-determined entries. Multiplying the ith 
column of the determinant 12 I -  A(Gs)[ by ~i ( i=  1,2 . . . . .  n) and adding it to the 
(n + 1)th column, we obtain that Pcs(2) equals 
2 • • • - -a lk  . . .  - -a ln  
• , . . . 
- -ak l  . . .  ) .  . . .  - -akn  
• . • . • 
- -an l  • . .  - -ank  . . .  2 
-1  ... -1  ... 0 
- -1  -1- o~12 - -  . . .  - -  O~ka lk  - -  . . .  - -  O~na ln  
- -1  - -  Oq ak  l - -  . . .  q -  OZk 2 - -  . . .  - -  o~nakn 
0 - -  Oqan l  - -  . . .  - -  O~kank  - -  . . .  -Jr- O~n2 
2- -  0~ 1 - -  0~ 2 - -  . . .  - -  O~ k
(2) 
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Next, we shall force the coefficients ~i (i = 1,2,..., n) to satisfy the system of equations 
- 1 + ~l)~ -- . . .  -- ~kalk -- . . .  -- O~naln=O 
- 1 - Oqak l  - -  . . .  + O~k,~ - -  . . .  - -  O~nakn =0,  
0 - -o t la . l  - - . . . - -~kank- - . . .+~n)~=O 
or, in the matrix form, 
2 
- -  ak l  
- -  an l  
- -  a lk  
2 
- -  ank 
inlli ' - -  kn O~ k [il 
Whence we find that 
[i 11 J l  I 1 ,A Alk An/[i] 
ek -12 I_AtG~ I Akl  . . .  Akk . . .  A t ,  
• , • 
. kA . t  . . .  A .k  . . .  A . .3  
where A = [Aij] = {21-  A(G)} (2~a(G)). By the last matrix equation we obtain 
k k k 
Z O~i _ 1 1 
i=1  i= l j= l  P°(2)  
- - -  (S ,S )  (2~a(G) ) .  
From relations (2) and (3), we easily have that 
(k )  Pc,(~)= ; . -  ~ ~, Pc(2)=,~Pc(~)- (s,s). 
i=1 
Since the last relation is valid for all values 2, we obtain the statement• [] 
(3) 
Let S C_ V(G) .  If S = 0, then by relation (1) we obtain that (S, S )= 0. Consider the 
case when IS[=k (0<k~<n). We shall prove that (S ,S )  is a polynomial of order 
(n -  1). Indeed, since the expression (S,S) is formed by the algebraic cofactors of 
order (n - 1) we obtain that (S ,S )  is a polynomial whose degree does not exceed 
(n -  1). Assume that (S,S)=s02 n-1 ~-s i2n- -2 -~ " ' "  -'~Sn_ I . It is sufficient o prove that 
so # 0. Let Pc(2) = 2" + al 2"-J + a22 "-2 +. - -  + a, be the corresponding characteristic 
polynomial of G. As is well known, a2 = - m where m is the number of edges of G. 
The corresponding overgraph Gs has exactly m + ISI = m + k edges. Using relation (1) 
we obtain that so =k  (k#0),  wherefrom we obtain the statement• 
Also, using the same relation we obtain the next result. 
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Corollary 1. Let Gs, and G& be two arbitrary overgraphs of G (SI,S2 C_ V(G)). Then 
Gs, and G& are cospectral if and only if (S1,SI)= ($2,$2). 
Let S '= V(G) and denote the corresponding overgraph of G by G °. For any set 
SC_ V(G) let T= V(G)\S. Since (S°,S °) = (S + T,S + T) we obtain the following 
result. 
Corollary 2. Let Gs be an arbitrary overgraph of G. Then the Jollowin9 relation 
holds 
PGs(2)=PG,(2) + (T,T) + 2(S, T). 
For any adjacency matrix A, let A k r (k)l = taij J. In the sequel we shall prove that the 
formal product (S,S) and the characteristic polynomial Pcs(2) (S C_ V(G)) can be ex- 
pressed by the entries of some matrix A k (k E N). We first recall some definitions and 
results given in [1], and some theorems concerning canonical graphs which are given 
in [4,5]. 
The complement G of a graph G is the graph with the same vertex set as G, and 
two vertices x,y E V(G) (x#y)  are adjacent in G if and only if they are not adjacent 
in G. For two connected graphs G and H without common vertices, the union G U H 
is the graph whose vertex set is V(G)U V(H) and whose edge set is E(G)UE(H). 
Theorem 2 (Cvetkovi6 [1]). Let A be the adjacency matrix of a multi-digraph G with 
vertices 1,2 ..... n, and/t"k = laiyr ~k)l.], further, let Nk(i,j) denote the number of walks of 
length k starting at vertex i and terminating at vertex j. Then 
Nk(i,j)=a~.~ ) (k=0,  1,2 ....  ). 
The number Ark of all walks of length k in G equals Nk =sumA k, that is 
(~) 
i= l j= l  
(k=0,  1,2 ....  ,). 
Theorem 3 (Cvetkovi6 [1]). Let G be a graph with complement G and HG(t )=) -~0 
Nkt k be the 9eneratin9 function of the numbers Nk of walks of length k in G 
(k = 0, 1,2 .... ). Then 
He(t)=1 -1)" 
Pc( ) 1 . (4) 
Assume that G is an arbitrary graph of order n. Let i C V(G) be a fixed vertex of 
G and let A*=A*(G;i,c,r) be a real square matrix of order n associated with G, 
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as follows: 
A*= 
0 . . .  a l , i - I  ca l i  a lo i+ l  . . .  a ln  
: " . .  : : : : : 
a i - I , l  . . .  0 ca i - l , i  a i - l , i+ l  . . .  a i - l ,n  
ra i l  . . .  r ai, i _  I 0 r ai, i+l . . .  ra in  
a i+ l , l  • . .  a i+ l , i -1  ca i+ l , i  0 . . .  a i+ l ,n  
". ~ - . . . . .  ", 
an l  . . .  an, i--1 Can i  an , i+ l  . . .  0 
where c and r are arbitrary reals. In this paper matrix A*(G; i, c, r) = [a~] is called the 
'generalized adjacency matrix' of G, associated with the fixed vertex i. The character- 
istic polynomial 121- A*I is denoted by P~(2). The 'generalized generating function' 
H~(t) is defined by the equation 
o~ 
H~(t)= ~ sum(A*)kt k. (5) 
k=0 
For the complement G, the generalized adjacency matrix A* is defined by A*= 
J - I - A*, where J is a square matrix all of whose entries are equal to 1. Using 
relation (5) we immediately obtain (see [1]): 
H~(t)= t ( -1  P~ (1 )  1 , (6) 
where  = 121 - A* I .  
Let G be an arbitrary connected graph of order n. We say that two vertices x, y E 
V(G) are equivalent in G and write x ~ y if x is nonadjacent to y, and x and y have 
exactly the same neighbors in G. Relation ~ is obviously an equivalence relation on 
the vertex set V(G). The corresponding quotient graph is denoted by G, and called the 
canonical graph of G. The last graph is also connected, and we obviously have that 
GCG.  For instance, if G=Km,,m ...... m,, (p~2)  is a complete p-pro-tire graph, then its 
canonical graph is a complete graph Kp. The canonical graph of the complete graph 
Kn is the same graph Kn. 
We say that G is canonical if G = 0 or, equivalently, if IG] = IGI, i.e., if G has no 
two equivalent vertices. Let 0 be the canonical graph of G, IGI =k,  and N1,N2 .... ,Nk 
be the corresponding sets of equivalent vertices in G. Then we write G = 0(N1, N2 .. . . .  
Ark ), or simply G = G(nl, n2 . . . . .  n k), where [Nil = ui (i = 1,2 . . . . .  k), understanding thin 
0 is a labelled graph. We call NI,N2 .. . . .  Nk the canonical sets of G. Obviously, each 
set Ni C V(G) (i = 1,2 . . . . .  k) consists of only pairwise non-adjacent vertices, and if 
at least one edge between the sets Ni,Nj ( i~ j )  is present, then all possible edges 
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between these sets are present. Therefore, it is very convenient to display the sets Ni 
( i=  1,2 . . . . .  k) by white (i.e. empty) circles, and all possible edges between the sets 
Ni and Nj by only one edge between the corresponding circles• If, for instance, G 
is the complete bipartite graph with canonical subsets N1, N2 we can simply use the 
notation 
G= 0 ~),  
nl  /'/2 
if IN,.I =ni ( i=  1,2)• 
It was proved in [4] that the characteristic polynomial PG(2) of the graph G takes 
the form 
PG()O = nl • n2 . . . . .  nk 2 n-k 
2 
- -  - -  812 . - .  - -  a lk  
n l  
2 
- -  8 2 1  - -  . - .  - -  a2k 
n2 
). 
-ak~ -&2 . . .  - -  
nk 
(7) 
where [&j] is the 0-1 adjacency matrix of the canonical graph (~. 
Let G be any (not necessarily canonical) graph of order n. Let Gx,,~e,...x,,, be the 
overgraph of G obtained by adding new vertices xl,x2 . . . . .  Xm equivalent to a vertex i
of G, say i = 1. Then all vertices xl,x2 . . . . .  Xm, 1 are mutually non-adjacent, and have 
the same neighbors in G. 
Using the same method as in [4] for obtaining relation (7), one can see that the 
characteristic polynomial of Gx,a2,...a,,, reads 
PG ( )0  = 'v"  
)~ - (m+l )a l2  ... - (m- I -  1)aln 
- -  a21 ~ . . .  - -  a2n 
- -  an l - -  an2 . . .  
(8) 
where [aij] is the 0-1 adjacency matrix of the graph G. 
Let S be any subset of V(G) and let Gzs be the overgraph of G obtained by adding 
two new non-adjacent vertices x ,y  which are both adjacent exactly to the vertices 
from S. Note that G2s C N(Gs), and G2s is obtained from Gs by adding a new vertex 
y which is equivalent to x E V(Gs). 
Proposition 1. The characteristic polynomial Po2s(2) of  the graph G2s  reads 
PG2s('~) ='ff~Pc('~) - 2 {S,S}]. 
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Proof. Without loss of generality we may assume that S={1,2  . . . . .  k}C_V(G) 
(0 ~< k <~n). Using relation (8), the characteristic polynomial Pc2s(2) takes the form 
)- . . .  - -  a lk  . . .  - -  a ln  - -  1 
; " . .  : ". : : 
pG,_s (2)=) -  - -  ak l  . . .  )- . . .  - -  akn  - -  1 
: : : " . .  : : 
- -  an  l . . .  - -  ank  . . .  )- 0 
-2  ... -2  ... 0 2 
Using a similar method as in Theorem 1, we easily obtain the statement. [] 
Corollary 3. Let Gs, and G& be any two overgraphs of G ($1,$2 C_ V(G)). I f  Gs~ 
and Gs, are cospectral then Gzs, and G2s2 are also cospectral. [] 
Let S be any subset of V(G) and let Gins be the overgraph of G obtained by adding 
m new mutually non-adjacent vertices Xl,X2 . . . . .  Xm, all adjacent exactly to the vertices 
from S. 
Corollary 4. The characteristic polynomial Pc , , ,~. (2)  (m E N) of the 9raph Gins  reads 
PG,,,s ( ) - )  = .in--1 [),pc(). ) __ m (S,S)]. 
Corollary 5. Let Gs, and Gs, be any two overgraphs of G (SI,S2 C_ V(G)). I f  Gs, 
and G& are cospectral, then Gins, and Gin& are also cospeetral for every m E N. 
Let G. be a graph obtained from G=G(nl,n2 . . . . .  nk) as follows. I f  x and y are 
two distinct vertices in G, then they are adjacent in G. if they belong to the same 
canonical subset Ni of G ( i=  1,2 . . . . .  k); if xENi  and yCNj  ( i# j )  then they are 
adjacent in G. if and only if they are adjacent in G. It is clear that every subgraph 
Ho C_ G. with the vertices xi,x2 .. . . .  Xm which belong to the same canonical subset Ni 
(i = 1,2 . . . . .  k) is the complete graph of order m. Also, if G is the complete bipartite 
graph with canonical subsets Nl and N2 and IN, I = ni (i = 1,2), then G° is the complete 
graph Kp, where p = nl + n2.  
It was proved in [5] that the characteristic polynomial Pc.(2) of the graph G. can 
be represented in the form 
pc. ( ) - )  = ()- + 1) . -k  
)- + 1 - nl - nl ~it2 ... - nl alk 
- -  n2 421 )- + 1 - -  n2 ... -- n2 a2k 
: : ". .  : 
- nk ~ikl - -  nk ak2 . . .  )- + 1 - nk 
, (9 )  
where [~ij] is the 0-1 adjacency matrix of the canonical graph (~. 
Let G be any (not necessarily canonical) graph of order n, and i be a fixed vertex 
from V(G), say i=  1. Denote by SI a subset of the vertex set V(G), such that 1 is 
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adjacent exactly to the vertices from S 1. Let Gi,,x~,...,x,,, be the overgraph of G obtained 
by adding new vertices xl,x2 . . . . .  Xm which are pairwise adjacent o each other, and 
any of them is adjacent in G exactly to the vertices from $1 U { 1 }. 
Using the method applied in [5] for obtaining relation (9), one can see that the 
characteristic polynomial of Gx,,x2,...,x,, ' takes the form 
PG,,,.,,.,=,()~)=(~+ 1) ~ 
2 - m - (m + 1 )a12 
- -  a21 2 
- -  an  l - -  an2 . . .  
... - (m+ 1)al. 
• . .  - -  a2n 
where [aij] is the 0-1 adjacency matrix of the graph G. 
Let S be any subset of V(G) and let G2s be the overgraph of G obtained by adding 
two adjacent vertices x, y, which are both adjacent in G exactly to the vertices from S. 
Note that G2s E ~(Gs) and it is obtained from Gs by adding a new vertex y which is 
adjacent to x E V(Gs) and to all vertices from S c_ V(G). Consequently, we obtain the 
following relation: 
PG2s(2)=2PGs(2)- (Sx, SX), (10) 
where S ~ =SU{x} and (S~,S x) is the formal product associated with Gs. Then, simi- 
larly as in Proposition 1, we find the next result. 
Corollary 6. The characteristic polynomial PG2s(2) of the graph G2s reads 
PG2s(A)  : ( , ,~  ~'- I ) [ (A  - -  ] )PG(A)  - -  2 (3 ,3 ) ] .  
Let S be any subset of V(G) and let Gms be the overgraph of G obtained by adding 
m new vertices xl,x2 .. . . .  Xm which are pairwise adjacent o each other, and any of 
them is adjacent in G exactly to the vertices from S. 
Corollary 7. The characteristic polynomial PG,,,~(2) (m E N) of the graph Gins reads 
PG,,,s(~.): ()~ + 1)m- l [ (2  - -  m @ 1)PG(2 ) -- m(S,S)]. 
Corollary 8. Let Gs, and Gs2 be any two overgraphs of G (SI,S2 C_ V(G)). I f  Gs, 
and Gs2 are eospectral then Gins ' and Gins 2 are also cospectral for every m c N. 
By (1) we obtain that (S,S) = 2PG(2)--PGs(2) (S C_ V(G)). Using Corollaries 4 and 7 
we have the next result• 
Corollary 9. Let S C_ V(G). Then the following two relations hold true: 
PG.,s(2) : 2m-l[mPGs()~) -- (m -- 1)2PG()~)]; 
Pc,,,s(2) : (2 + 1)m-l[mPGs(2 ) -- (m -- 1)(2 + 1)Pc(2)] 
for any m C N• 
( l l )  
(12) 
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Further, for any overgraph G2s (S C_ V(G)), we shall define a generalized adjacency 
matrix 
A* A* = (G2s; n + 2, - 1 - x/2, -1  + x/2), (13) 
associated with the vertex n + 2 E V(G2s)\V(G). From (13) note that 
2+c+r=0 and l+cr=0.  (14) 
Theorem 4. Let S C_ V(G). Then we have 
_ (k -2 ) .  
(1 °) H~s(t)=H6(t  ) + 2-  2 ~-]~=2 d{k)t k, where d {k) = ~ ics  ~-~j~s uij , 
(2 °) P~=~(2) = 2 2 PG(J,); 
(3 °) P~-~-(2)=(2 + 1)2p-g(2)+2(--1)nPGs(--2-- 1), 
where A* =A*(G2s; n+2, - l - v /2 ,  -1  +v'~)," H~:s(t) and P~(2)  are the generalized 
generating function and the characteristic polynomial of G2s, respectively, with respect 
to A*. 
Proof. First, we shall prove relation (1°). Without loss of generality we can as- 
sume again that S - -{1 ,2  . . . . .  k} C__ V(G) (O<<.k<<.n). By (13) the corresponding en- 
eralized adjacency matrix A, =A*(Gzs; n + 2, - 1 - v~,  -1  + v~)  of G2s has the 
form 
A ,= 
0 . • • a lk  • • • a ln  1 c 
: " . .  ; : : : : 
ak l  . . .  0 . . .  akn  1 C 
: : : " . .  : : : 
an l  . . .  ank  . . .  0 0 0 
1 . . .  1 . . .  0 0 0 
r ... r ... 0 0 0 
Am r (m)'l Then, by (14) we can easily see that a/j -uq  Let .,1, =taij I. (m) _(m) for i , j= 1,2, . . ,n 
__ Am--I A __ ,~ Am- - I  and every m E N. By induction on m, using A~- -~,  ~, -  ~ ,~,  , we obtain 
m A,= 
a(lm) _(m) _(m) d(1 m ) d~m) 
• . .  U lk  . . .  U ln  C 
: " . .  : : ; : : 
a~7)  _ (m,  _ (m)  d7  ) d7  , • . .  Ukk . . .  Ukn C 
: : : " . .  : : : 
n I " " " Unk " " " 
d(i m) . . .  d~ ") . . .  e (m)  dim) c dtm) 
rd(l m) ... rd~ "~ ... re (m) rd<m) crd~.~> 
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where 
(m) _ k 
di -- E aijd~ m-l) -k- ~ aije~ m- I ) -  kv~ (m- l )  ( i :  1,2, k);  (15)  -- 2..,aij . . . ,  
j=  1 j=k+l  j=  I 
k 
d (m)= Zdl  m-l). (16) 
i=1 
Using (15) and (16) we obtain 
k k 
(m-2) d(m) = ~ 2_~ aij • 
i= l j= l  
Recall that He( t )= ~-~=osumAkt k (see Theorem 3) and HS2s(t)= ~--~=osumAk, t  
(see (5)). The equations umA°=n+2=sumA°+ 2, sumA,=sumA, and sumAC= 
sumA m-  2d (m) (m>~2) now imply (1°). 
Relation (2 °) can be proved in two ways. Firstly, if {2i} and {2*} are the spectra 
of A and A., respectively, then, as is well known, the ruth spectral moment Sm of G 
is 
n ), rn n+2 
Sm E ~ i ~ _(m) ~-~ _(m) : = "~- "ii + d(m)( 1 +cr )= ~--]~ ()L* ~ ,~" -' =-m,m * Uii 
i=1 i=1 i=1 i=1 
where S* is the mth spectral moment of G2s with the respect o A.. Since the last 
relation is valid for every m E N, we obtain that P~2s(2)= 22pa(2). 
Second, using the same method as in the proof of Theorem 1 and relations (14), we 
obtain 
P82s( ) = + <s, s), (17) 
where (S,S) means the formal product associated with Gs. Since G2s E fg(Gs) we have 
by (1) that PG,s(2)=2PGs()o)- (S,S). By substituting {S,S) from the last relation in 
(17), and by relation (1 1), we obtain (2o). 
Relation (3 °) can be proved in a similar way. First, it is clear that Gs = GT, where 
T= V(G)\S. Having in mind (14), and following a similar procedure as in the proof 
of Theorem 1, one can easily see that 
P~-72~ (2) = )at'~r (2) - (T x, T x) - 2(S,S) - 4(S, TX), (18) 
where the formal products from (18) are associated with GT, and TX= V(Gs)\S, that 
is TX=TU{x}.  By (10) we have P-d2r(2)=2P~(2)- (TX, TX), thus 
P~s2s(2) =P~2t (2) - 2(S, S) - 4(S, TX). (19) 
Let T '=  V(-Gr) and denote the corresponding overgraph of Gr by Gr. Since 
T ° = S t3 T x and, consequently (T°, T °) = (S, S) + 2 (S, T x) + ( T x, T x), using Corollary 2 
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we easily obtain P~2 (2)=P~7(2)+ (S,S)+ 2(S, TX). By the previous relation and 
relation (19), 
P~.s (2) = 2P~ (2) - P~,T (2). (20) 
Next, obviously G~ = Gss U O, where O is a graph which has exactly one vertex. Since 
Ha~uo(t) =Ha~(t)+ Ho(t) by (4) we obtain that 
P~;(2) = (2 + 1)P-~T(2)+(-1)npGs(-2- 1). 
From relations (20), (12) and the last relation, we finally obtain (3o). 
This completes the proof. [] 
Let 
as(t)= Eckt k (Itl <27', 21E a(G)), (21) 
k=O 
where Ck =d (k+2) (k =0, 1,2 .... ). 
The function ~s(t) will be called the 'formal generating function' associated with 
the graph Gs. By Theorem 4 (1°), we easily find 
H~(t )  = He(t) + 2(1 - t2~s(t)). (22) 
If we set t = 1/2 and substitute t in (22), then by (4), (6), (2 °) and (3 °) we immediately 
obtain the next statement. 
Corollary 10. Let G be any graph of order n. Then for any S C_ V(G), 
Pc~(2) =Pc(2) 2 - ~ ~s and (S,S) = Pc(2)2 ~s • 
Corollary 11. Let Gs, and G& be any two overgraphs of G (SI,Sz C_ V(G)). Then 
Gs, and Gs,_ are cospectral if and only if i~s,(t)= ~&(t). 
Let S C_ V(G). Denote by Hs C_ G an induced subgraph of G which contains only the 
vertices from S. Let A(Hs)= [sij] be the corresponding adjacency matrix of Hs. Then 
sij = aij (i,j E S). Using Theorem 4 we have d (2) = IS I and d (3) = ~iES ~)ES aij ' and 
consequently by using Corollary 11 we obtain the next result. 
Corollary 12. Let Gs, and G& be two arbitrary overgraphs of G (SI,S2 C_ V(G)). If  
Gs~ and Gs2 are cospectral, then the corresponding induced subgraphs H& and H& 
are of the same order and they have the same number of edges. 
Finally, using the above formal generating functions, we shall give alternative proofs 
of two well-known results in the spectral theory of graphs. 
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Let S ° = V(G) and denote the corresponding overgraph of G by G °. Then ~s.( t )  
=Hc( t )  by (21). Using Corollary 10 we immediately obtain 
Pc . ( ) . )=(2  + 1)Pa(2)+ ( -1 ) "+ lP~( -2 -  1). 
Next, let G be the complete graph Kn and S be any subset of V(K,).  Denote by 
K(m)  the corresponding overgraph of Kn, where IS I = m (0 ~<m ~<n). 
Proposition 2. Let S be any subset o f  the vertex set V(Kn) o f  order ISI =m (0~<m 
<~ n ). Then 
eK(m)(};)=(• -~- 1)n-2[A3 - (n - 2)2 2 -- (m + n - 1)A -- m(m - n + 1)]. 
Proofi Since the complete graph Kn is a regular graph of degree r = n -  1, we obtain 
(k) _ 
Nk =nr  k =n(n-  1)/'. Let ak =a~ ) and flk -u12- _<k) (k=0,  1,2,...). It is clear that aii - k 
(i = 1,2 . . . . .  n) and al)k ) = flk (i ~ j ) .  Consequently, n(n - 1 )k = nak + (n 2 - n)flk. Since 
ak =(n-  1)ilk-l, by an easy calculation we obtain 
( -1 )k (n -1)+(n-1)  k ( -1 )  k - l+(n -1)  k 
~k= and i lk= 
n n 
By (1 °) d ~k+2) = tnak + (m 2-  m)flk, whence we immediately obtain 
d(k+2) = ( -1 )  kmn + ( - -1)k- lm 2 + m2(n -- 1) k 
n 
Using (21) the following relation is obtained 
m m 2 m 2 
~s(t ) - -  1 + t n(1 + t~ + n(1 - (n - 1)t)" 
I f  we set t = 1/2, then ~s(1/2) =m2(2  + m - n + 1)/(2 + 1)(2 - (n - 1)). Since 
PK,(2) = (2 + 1)n - l ( ) . - - (n -  1)), 
using Corollary 10 we obtain the statement. [] 
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