ABSTRACT Graph embedding aims to preserve graphs into low-dimensional embedding space while preserving their properties. As thus, the embeddings can be easily exploited by downstream graph-based tasks. Most existing models of graph embedding strive to preserve some proximity properties of graphs such as the first/second-order proximity or higher-order proximity within a random walk sequence. However, the proximity relationship between different sequences has been rarely discussed, which is a significant property of graphs. For this reason, we propose a graph dilated recurrent neural network (G-DRNN) model to learn the inter-sequence proximity. Considering the inter-sequence proximity exists within subgraphs, we can also define it as subgraph-aware higher-order proximity. Especially, we note that a graph sequence consists of alternating nodes and edges and can be decomposed into a node subsequence and an edge sequence. To explore the special structure of a graph sequence, the G-DRNN exploits a skip connection network architecture to preserve the overall information of the graph sequence while maintaining the relative independence of each subsequence. To evaluate the effectiveness of the G-DRNN in multi-relational graphs, we empirically apply it to the popular research interest of knowledge graph embedding. The results demonstrate that the embeddings learned by the G-DRNN outperform previous approaches on both tasks of link prediction and node classification.
I. INTRODUCTION
Graph embedding encodes the original graph into a low dimensional embedding space. Each node and edge of the graph are represented as embedding vectors, which can be easily exploited by graph-based applications. Generally, graph embedding approaches model the graph structure via the proximity features of the graph. To begin with, the approaches in [1] and [2] preserve the first-order proximity of graphs in node embeddings, holding that two directly linked nodes are supposed to share high similarity and thus have similar embeddings. However, since many legitimate links are missing in graphs, the first-order proximity is not sufficient to model the graph structure. For this reason, [3] and [4] turn to the second-order proximity, which measures the similarity of two nodes according to their shared neighborhoods. To further model the global structure of
The associate editor coordinating the review of this manuscript and approving it for publication was Ruqiang Yan. graphs, [5] and [6] focus on a higher-order proximity within each random-walk multi-hop sequence, maximizing the probability of the query node given the past known ones of the multi-hop sequence. However, even the higher-order proximity only consider the intra-sequence proximity, not aware of the similarity between different sequences.
To address this problem, we propose the subgraph-aware higher-order proximity, which describes the inter-sequence proximity within a subgraph. Just as the left of Fig. 1 shows, in a subgraph derived from two nodes, the multi-hop sequences of the subgraph generally imply similar pattern as the one-hop sequence (the two nodes with the direct edge). Accordingly, we can formulate the subgraph-aware proximity as the conditional probability of the one-hop sequence given the multi-hop sequences within the same subgraph. A previous attempt to model the inter-sequence proximity is PTransE [7] , which focuses on the similarity between the multi-hop edge sequences and the direct edge between two nodes. However, since it only considers the edges of a sequence and omits all the intermediate nodes, the information loss will result in ambiguity in some cases. Different from PTransE, we use both nodes and edges of a sequence to preserve its complete information.
To model the subgraph-aware proximity in embedding space, we need to compute the similarity of different sequences' embeddings within a subgraph. Intuitively, we can use traditional recurrent neural networks (RNNs) to obtain the sequence embeddings, just like computing the sentence embeddings in NLP tasks [8] . However, although graph sequences are often analogized as sentence sequences in plain text, they still have their own properties. Specifically, a graph sequence is organized in a regular form of ''node, edge, node, edge, . . . , node'', and can be decomposed into a node subsequence and an edge subsequence. Each subsequence has relative independence. To better preserve the particular structural properties of graph sequences in their embeddings, we propose a graph dilated recurrent neural network (G-DRNN) to compute the graph sequence embeddings, inspired by the work in [9] . Specifically, we design a dilated recurrent skip connection architecture based on the particular structure of graph sequences, so as to preserve the overall information of each graph sequence while maintaining the relative independence of the corresponding subsequences.
Empirically, we apply G-DRNN to the embedding of knowledge graphs (KGs), which are typical multi-relational graphs. We evaluate the resulting embeddings on the tasks of link prediction and node classification. The results show that the proposed G-DRNN provides better performance than the baselines.
In summary, our main contributions from this paper are as follows:
-We propose the subgraph-aware higher-order proximity to preserve the inter-sequence proximity within a subgraph into a low dimensional embedding space.
-We propose a graph dilated RNN for preserving the overall information of each graph sequence while maintaining the relative independence of the node and edge subsequences. -We empirically verify the effectiveness of our approach on multi-relational graph embedding by applying it to knowledge graphs and evaluating the learned embeddings on the tasks of link prediction and node classification.
II. METHODOLOGY
Let G = (V, E, R) be a multi-relational graph, where V represents a set of |V| = n nodes, E is a set of |E| = m edges, and R is a finite set of |R| = k edge types corresponding to the semantic meanings of edges with k m. Each edge e ∈ E belongs to a particular edge type r ∈ R. Single-relational graphs can be viewed as a special case of multi-relational graphs, where the set R has only one element r 0 .
The goal of G-DRNN is to learn a mapping:
, with the subgraph-aware proximity preserved in the low dimensional embedding space.
Next, we first give the formal definition of the subgraph-aware proximity, and then introduce the architecture of graph dilated RNN and the training objective function.
A. SUBGRAPH-AWARE PROXIMITY
Given arbitrary two nodes v x , v y ∈ V, G xy ∈ G is a subgraph derived from the two nodes, including a one-hop sequence µ xy = (v x , r, v y ) and a multi-hop sequence
, where c j and c j+1 are successive components of the sequence. If there is no direct edge between v x and v y , G xy = ∅. The left of Fig. 1 is an example of a subgraph.
As we have mentioned, a graph sequence can be decomposed into a node subsequence and an edge subsequence, both of which have been used in previous works. When c j corresponds only to nodes in V as in [5] and [6] , π i is merely a node sequence with no semantic information of edges. If c j is selected only from the edge type set R as in [10] and [11] , this pure edge sequence π i = {r 1 , · · · , r l } may lead to ambiguity since all the intermediate nodes are omitted. To address the semantic loss of the above two types of sequences, we resort to a node & edge sequence [12] , where the hop number l is the number of edges of the sequence, c j and c j+1 alternatively correspond to an edge type and its contiguous node respectively (if c j = r p , c j+1 = v p ; if c j = v p , c j+1 = r p+1 ). The joint use of nodes and edges allows a graph sequence to retain its semantic information as much as possible. Meanwhile, the proposed G-DRNN maintains the relative independence of the corresponding node and edge subsequences.
As the subgraph in Fig. 1 shows, the multi-hop sequences imply the similar pattern as the one-hop sequence. We formally define the inter-sequence proximity as the following subgraph-aware proximity.
Definition 1 (Subgraph-Aware Proximity): For a subgraph G xy = µ xy ∪S xy derived from v x , v y ∈ V, the subgraphaware proximity g(µ xy , S xy ) describes the similarity between the one-hop sequence µ xy and the multi-hop sequence set S xy .
B. GRAPH DILATED RNN
To compute the similarity between µ xy and S xy in embedding space, we need to get the embeddings of each sequence within the subgraph G xy . As we have mentioned before, a graph sequence is organized in a regular form of ''node, edge, node, . . . , edge'' and can be decomposed into a node subsequence and an edge subsequence. According to the particular structural properties of graph sequences, we propose G-DRNN to compute the sequence embeddings. As the right of Fig.1 shows, the architecture of G-DRNN is composed of two dilated recurrent hidden layers and an output layer.
In the first hidden layer, based on the ''node, edge, node, . . . , edge'' form of graph sequences, we design dilated recurrent skip connections with dilation ratio p (1) as 2, such that the connections are within the node subsequence and the edge subsequence respectively, with on connection between them. As shown in the dotted box of Fig. 1 , the two subsequences can be separately computed in parallel. Consequently, we learn the relative independence of each subsequence after the first hidden layer. Actually, we can get the embedding results of the node subsequence and the edge subsequence at the last two timestamps, marked as a green circle and an orange circle respectively. The hidden state of the first hidden layer is computed according to:
( 1) where U 1 and W 1 are the weight matrixes, and x t is the embedding vector of the t-th component of the input graph sequence (node and edge type alternatively).
The second hidden layer is designed to learn the temporal dependencies of different scales in a graph sequence. Considering that there are graph sequences with relatively large hop number l, we increase the dilation ratio p (2) to 4. The hidden state of the second hidden layer is computed according to:
where U 2 and W 2 are the weight matrixes of the second hidden layer.
By now, the connections are still within each subsequence. To learn the interaction between nodes and edges, we add connections between odd and even timestamps (corresponding to the nodes and edges respectively) in the output layer, as the red lines in Fig. 1 show. Finally, we obtain the embedding of the input graph sequence at the last timestamp of the output layer:
where T denotes the total number of components in π i , W r and W v are the weight matrixes respectively corresponding to the edge and node timestamps, h
T −1 and h (2) T are respectively the hidden states of the second hidden layer at T − 1 and T steps.
C. OBJECTIVE FUNCTION
We compute the similarity scores between the one-hop sequence µ xy and each multi-hop sequence π i ∈ S xy according to:
where µ xy and π i represent the embeddings of µ xy and π i respectively. We compute the similarity between µ xy and S xy = {π 1 , · · · , π q } according to the following LogSumExp (LSM) function:
Then, we further formulate the subgraph-aware proximity as the conditional probability of the one-hop sequence µ xy given the multi-hop sequence set S xy :
where µ ij represents the one-hop sequence of each subgraph G ij ∈ G, θ denotes the parameters to be optimized, including the node and edge embeddings as well as the weight matrixes of the model. The parameters are optimized by maximizing the empirical log-likelihood of the one hop sequences given the corresponding multi-hop sequences within same subgraphs:
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The above function is theoretically a standard classification problem, with cross entropy as the training objective ideally. However, due to the numerous one-hop sequences (or edges) in the graph, p θ µ xy |S xy is computationally expensive. To address this problem, a classic solution is hinge loss with negative samples [13] . Specifically, the training objective is to minimize the following loss function: L = G xy ∈G µ xy ∈ µxy max 0, γ − g µ xy , S xy +g µ xy , S xy (8) where γ is the predefined margin, max(0, ·) is the hinge loss and µ xy is the set of negative one-hop sequences by replacing one component of µ xy .
III. APPLICATION OF G-DRNN IN KNOWLEDGE GRAPHS
To evaluate the effectiveness of the proposed G-DRNN in multi-relational graph embedding, we apply it to knowledge graph (KGs) to encode the rich symbolic information of a KG into a low dimensional embedding space.
Given a KG, the entities and relation types respectively refer to the nodes and edge types in a general graph. Besides, a KG is usually stored in triples with the form (s, r, o) , where r is the relation type between the subject entity s and the object entity o. The triple (s, r, o) is equivalent to the one-hop sequence µ so .
As typical multi-relational graphs, KGs also have the property of subgraph-aware proximity. So we can directly use the loss function of G-DRNN to learn the embeddings of a KG. According to Eq. (8), the training objective for the triple
where S so is the set of multi-hop sequences corresponding to the one-hop sequence µ so . The negative triples in the set µ so are the original triple µ so with one of the three components replaced:
Furthermore, the subgraph-aware proximity can be combined with the existing KG embedding approaches which focus on the first-order or the second-order proximity. For example, we can incorporate the following translation-based constraint [14] into our model:
where · L n measures the L n -distance between a translated subject entity s+r and the object entity o. We think of Eq. (11) as a measure of the first-order proximity for multi-relational graphs, where the similarity of two nodes depends not only on whether they are connected, but on the type information of the connecting edges. φ(µ so ) gets a high score when (s, r, o) holds, and low otherwise. Based on Eq. (11), we obtain the following objective function for the triple µ so = (s, r, o):
Let be the triple set of the KG. We get the final loss function for KG embedding by combining Eq. (9) and Eq. (12):
Algorithm 1 Training G-DRNN for KG Embedding
Input: Training triple set = {µ}, multi-hop sequence set {S}, entitie and relation type sets V and R, margins γ 1 and γ 2 , embedding dim. d. Output: Embeddings of v ∈ V and r ∈ R, weight matrix parameters of G-DRNN. for µ ∈ batch do 7: µ ← sample( µ ) 8 :
end for 10: Update KG embeddings and G-RDNN parameters w.r.t.
11: end loop until convergence
The training procedure is summarized in Algorithm 1. In line 1, all the entities and relation types are initialized as suggested in [14] . Lines 2-11 are the major part of the training. We randomly sample a batch of triples and their corresponding multi-hop sequences. According to the loss function in line 10, the embeddings of the involved entities and relation types as well as the weight matrixes of the model are optimized by the Adam optimizer [15] .
IV. EXPERIMENTS
To evaluate the embeddings learned by G-DRNN, we conduct the following two tasks: Link prediction for predicting the missing links of a graph and node classification for predicting the missing entity types. Both of them are widely used in the evaluation of graph embedding approaches. Additionally, we present a case study to illustrate how G-DRNN maintains the relative independence of the node and edge subsequences.
A. LINK PREDICTION
In addition to predicting whether a direct link exists between two nodes as previous node embedding approaches, G-DRNN can also predict the edge type of the missing link, for we conduct both node embedding and edge type embedding. To be specific, the task of link prediction aims to complete a triple (s, r, o) when one of the three components is missing, including two sub-tasks: entity prediction and relation type prediction.
1) DATASET AND EVALUATION PROTOCOLS
The task of link prediction is conducted on FB15k, which is constructed by TransE [14] from Freebase, a typical large-scale KG. FB15k contains 14,951 entities and 1,345 relation types. For each triple in FB15k, although we can get all the multi-hop paths within the same subgraph, it is inefficient and unnecessary for two reasons: First, the number of sequences will increase exponentially with the number of hops. Second, when a multi-hop sequence is too long, its correlation with the corresponding triple may be weakened. Thus we set a maximum hop number l max in practice. In addition, we filter all the multi-hop sequences with loops.
Given an incomplete test triple, we fill up the missing position with each candidate entity or relation type in the dataset and calculate the confidence scores according to the following formula:
Then, the resulting scores are ranked in descending order. Finally, we locate the ground-truth candidate and record its rank. We follow the evaluation metrics of [14] and [10] . For the sub-task of entity prediction, we concern on Mean Rank and Hits@10 (the proportion of the ground-truth candidates ranked in top 10). For relation type prediction, we report the results of Hits@1, considering that all approaches provide pretty good results for Hits@10. In addition, the above raw metrics may be flawed when some corrupted triples happen to be valid ones and ranked above the test triples. To report more reasonable results, we filter out all the valid corrupted triples before ranking. Thus, there are two settings for each metric: the original one termed as Raw and the new one as Filter.
In the sub-task of entity prediction, we have to find all multi-hop sequences between the given entity of the test triple and each candidate entity, which is time consuming and impractical. For simplicity, we adopt the re-ranking method in [10] . First, we rank all candidate entities according to the scores from Eq. (11) . Then, the top-500 candidate entities are re-ranked according to the scores from Eq. (14) .
In the sub-task of relation type prediction, since we only need to know the multi-hop sequences corresponding to each test triple, we directly use the scores from Eq. (14) to rank the candidate relation types. To evaluate the performance of G-DRNN on relation type prediction, we compare it with PTransE [10] and TransE [14] . We directly use the reported results in PTransE since the dataset is identical. To evaluate the effect of multi-hop sequences, we conduct the experiments with only sequences (-TransE), with only score function in Eq. (11) (-Sequence) and with both.
2) HYPER-PARAMETERS
We adjust the hyper-parameters according to the Mean Rank of validation dataset. The best combination of the hyper-parameters is: learning rate λ = 0.001, margins γ 1 = 0.2, γ 2 = 0.3, dimension d = 50, and the dissimilarity measure is L 2 distance.
3) RESULT ANALYSIS Table 1 shows the experiment results of entity prediction, from which we observe that: (1) G-DRNN outperforms other baselines on all metrics, especially with a wide margin on Raw setting for both Mean Rank and Hits@10. This indicates that G-DRNN preserves the graph structure better by means of a dilated skip connection of the entities and relation types of the multi-hop sequences. (2) For the same maximum hop number (3 for example), G-DRNN performs better than PTransE. The reason is that G-DRNN utilizes the complete information of a sequence by incorporating both entities and relation types constituting the sequence. In contrast, PTransE only focuses on the relation types. (3) G-DRNN with at most 4-hop performs better than 3-hop, which is a straightforward outcome as more sequences will join in with the maximum hop number increasing. However, considering the model complexity, we don't further increase the hop number in the experiment. The results of relation type prediction are illustrated in Table 3 . We observe that: (1) G-DRNN performs better than the baselines on both Mean Rank and Hits@1, which indicates that the embeddings learnt by G-DRNN preserve the information of relation types well. (2) When only subgraph-aware proximity is considered (-TransE), G-DRNN outperforms PTransE and reduces the Mean Rank more than half. It indicates that the entities of the paths can also provide useful information for relation types. (3) If we only consider the score function of Eq. (11) (-Sequence), G-DRNN performs better than PTransE on Hits@1.
B. NODE CLASSIFICATION
Node classification is a widely used evaluation task in the research of graph embedding [21] , which can be modeled as a multi-label classification problem aiming to predict the missing node types (entity types in KGs).
1) DATASET AND EVALUATION PROTOCOLS
The dataset is extracted from FB15k according to the settings of DKRL [22] and renamed as EN15k in [23] . To be specific, the top 50 entity types are selected according to their frequency, while the type of common/topic which every entity has is removed. Finally, the top 50 entity types cover 13,445 entities. They are randomly split into the training set (12,113 entities) and the test set (1,332 entities).
We decompose the multi-label classification problem to multiple binary classification problem based on the oneversus-rest setting [24] . For a fair comparison, we use Logistic Regression as classifier as the same in DKRL [22] . We use MAP for evaluation, which is defined as the mean of average precision over all entity types [24] .
2) HYPER-PARAMETERS
We keep the hyper-parameter settings of link prediction task and directly use the acquired entity embeddings.
3) RESULT ANALYSIS
The results of node classification are shown in Table 4 . The observation are as follows: (1) G-DRNN performs largely better than node2vec [6] , which is a node embedding approach, suggesting that the relation types of a graph also play an important role in entity type predicting. (2) G-DRNN provides better performance than TransE and PTransE, for G-DRNN uses the complete sequences to model the subgraph-aware proximity. (3) The performance of DKRL is slightly better than G-DRNN, since the entity descriptions contain highly related information about entity types. 
C. CASE STUDY OF THE SUBSEQUENCE INDEPENDENCE
We have stated that G-DRNN is capable of maintaining the relatively independence within the node and edge subsequences. An intuitive way to reveal the phenomenon is to measure the similarity between the embedding of the direct edge type and the embedding of the edge subsequence, i.e., the hidden state at the ''orange'' timestamp of the first hidden layer. Take the multi-hop sequences π 1 and π 2 of the subgraph in Fig. 1 for example. We compare their edge subsequences with the candidate edge types in the dataset and illustrate the top-5 nearest edge types in Table 5 . The results show that both edge subsequences of π 1 and π 2 share high similarity with the direct edge type ''Nationality'', which proves that the dilated recurrent skip connections in the first hidden layer can learn the relative independence of the subsequences and produce an embedding vector representing the similar meaning as the direct edge type.
V. RELATED WORK
Recently, researchers have developed a number of graph embedding approaches to preserve the graph structure into low dimensional embeddings. Among them, factorization based approaches [2] , [25] represent the first-order proximity between nodes with a matrix and obtain the node embeddings via matrix factorization. The first and second-order proximities are jointly considered in [3] and [4] . In addition, random walk based approaches [5] , [6] , [26] extend skip-gram architecture to graphs, preserving higher-order proximity of nodes along single sequence. All of the above approaches focus on node embedding. Although they can preserve the topological linkings between nodes, they are incapable of identifying the specific edge types. To address this issue, [27] distinguishes edge types by weight matrixes while embeds nodes in vector space. However, the weight matrixes of edge types are predefined and can not be optimized during training. Unlike the previous approaches, we jointly leverage node and edge embeddings to preserve the subgraph-aware proximity of graphs. Especially, we propose to utilize the dilated skip recurrent connections to compute the graph sequence embeddings, so as to maintain the relative independence of node and edge subsequences.
In addition, we review the embedding representation approaches for KG completion, which compose most of our baselines. The basic translation based approach is introduced in [14] . To deal with the polysemous entities and relations, [7] , [20] , [28] , [29] project the entities or relation types or both into hyperplanes and then perform translation at the new space. Some approaches improve the basic translation based approach with the help of supplementary information, such as entity descriptions [22] , entity types [30] and related images [31] . There are other approaches utilize topological structure as an improvement, such as [32] and [10] . Additionally, collective matrix factorization approach [16] and neural network based approaches [17] - [19] are also our baselines.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a graph dilated RNN to preserve the subgraph-aware proximity in graph embeddings. The embeddings learned by our approach improve the performance of both link prediction and node classification for the following reasons: First, we preserve the graph structure by modeling the inter-sequence proximity of a subgraph in the embeddings. Second, the dilated recurrent skip connections are effective for preserving the relative independence of each subsequence decomposed from a graph sequence. Last but not least, in addition to node embeddings, we also use edge embeddings to preserve the graph, considering that the information of edge types is integral for the multi-relational graphs.
Our future work will focus on how to preserve the interaction between an entity and its local neighbors linked by different edges in corresponding node and edge type embeddings.
