INTRODUCTION
The optimization of mathematical models via fitting them to experimental data is, probably, the most frequently encountered problem in natural sciences, technology, industry, economics, social sciences. A lot of efficient algorithms and computational tools have been developed to solve this problem [1] [2] [3] [4] . Most of such tools require the user to supply a unique modeling program with a predefined program interface. This implies re-writing such a program for every new model, and makes it somehow difficult to apply such a tool to a complicated multivariate model with many outputs.
For example, a set of experimental spectroscopic data can include [5] [6] [7] [8] [9] term values of a molecule in various electronic and ro-vibronic states, intensities of bound-bound, bound-free, and free-bound transitions, complementary a priory data from ab initio calculations, etc. The parameters of this model can be the adiabatic potential functions, the functions of dipole transitions, the nonadiabatic matrix elements, some technical parameters of the experiment. Modeling of every subset of those data requires quantum-mechanical computations with different algorithms. On the one hand, a separate independent analysis of every subset of the data would be hardly enoughonly a simultaneous self-consistent analysis of the entire set, as a rule, is able to convey a reliable information on the physical and chemical processes behind the experimental observations. On the other hand, modeling of a separate subset can be usually done with some standardized algorithm, so that the entire model can be treated as a combination of such simpler models.
This led us to a concept of the multi-block model. We needed a tool to construct a however complicated model composed from simpler standardized algorithmic blocks, which could be collected into libraries. In earlier years, we tried to do it with FORTRAN, but later we came to a conclusion that Matlab is highly suitable to this task, allowing us to use its libraries of various algorithms and, what is especially important, to transfer the data between the blocks via Matlab workspace.
As a result, within a several years (rather decades) we developed, tuned, and applied to various problems from physics: the computational tool "Optimizer" for working with multi-block models. We would like to emphasize that this tool contains many different features and capabilities. Its full description would require much larger space. Below only a short introduction into the most important features of the package is presented. The detailed description is available now in Russian language.
II. PROGRAM INTERFACES
The visual interfaces of the program are represented by three windows: "Modeler", "Optimizer", and "Viewer", aimed to construction of a multi-block model, its optimization, and inspecting the results correspondingly. The print-screen copy of them is shown in Fig. 1 .
The Modeler window allows a user to work with model blocks, adding or deleting them, and defining how the data flow between the blocks. Blocks can be either executable (modeling programs) or nonexecutable; the latter ones usually play roles of data banks. The entire set of the declared variables of a block is seen in the list "TOTAL", those variables which are inserted into the list "INPUT" becomes the fitting parameters of the model, the ones inserted into the list "OUTPUT" comprise the set of data to be fitted via their comparison to the experimental data. Short text tags can be added to the entire block and to every variable for their better comprehension. The names of all the blocks are contained in the uppermost list of the window, which can be unfolded, so that the block needed currently can be picked from it. The
International Conference on Applied Mathematics, Simulation and Modelling (AMSM 2016) current state of the entire model with all the parameters and the text tags can be saved into (loaded from) a MOT-file; a separate block can be saved into (loaded from) a MOP-file; the MOT-and MOP-files are formatted as standard Matlab MAT-files. The executable blocks must be supported by executable m-files with the same names; of course, these mfiles can call other m-files as well as procedures written in other languages via the mechanisms provided by Matlab.
FIGURE I. VISUAL INTERFACES OF THE PROGRAM
The "Viewer" window works with the experimental data (Y) and with the current results of their modeling (Model simulation). The experimental data can be weighted via their individual uncertainties (Y Error) or with their full covariance matrix. All the data are shown in the window both numerically (in the corresponding lists) and graphically. The list X is a numeration of the experimental and model data used for their reliable graphical view; it can or cannot coincide with some of the model parameters. The experimental and/or model data can be input from (output into) text files.
The "Optimizer" window allows the user to choose the optimization regime, to tune it, and to perform the optimization. The fitting parameters with their current values and estimated uncertainties are shown in the lists of the window. The stopping criteria are defined by the maximum number of iterations and by the value of the "Desired R accuracy", where R is the evaluation function. The results of the optimization can be saved into text files.
The workspace of the entire model is concluded into the global structure ComVarStr; every model block is presented by a field with the name of the block, which is also a structure containing all the declared variables and technical parameters. Therefore, when writing a new modeling (block) program, the global structure ComVarStr must be addressed, and all the variables, to be accessed from the "Optimizer", must be presented by subfields of the block field. The common technical parameters are also contained in the fields of the structure ComVarStr; they can be accessed directly from the Matlab command window for inspecting and fine-tuning of the model, but generally, this is not necessary.
III. ALGORITHMS By default, the evaluation function is constructed as a residual sum of squares of differences between all the experimental data and results of their modeling. Consequently, the optimization is done with the standard Least Square Fit (LSF) [1] [2] [3] [4] based on the Singular Value Decomposition (SVD) [4] of the design matrix. The local design matrix (Jacobi matrix) is composed from the 1st derivatives of the output parameters with respect to the input parameters. The derivatives can be either provided by the modeling (block) programs or estimated by the "Optimizer" with the finitedifferences algorithm. The initial steps for computing the derivatives are defined in the corresponding text box of the "Modeler" and automatically adapted in a course of the computations; zero steps indicate that the parameter (e.g., some element of an array) should not be varied. The partial design matrices of every block are automatically combined into the global design matrix of the entire model. Nonlinear LSF uses the Levenberg-Marquardt algorithm [2] ; when the finite-differences scheme is implemented, it combines with the coordinate-wise descent method.
The least-square estimator can be replaced by one of the robust estimators from the list provided, with tunable parameters of robustness. Other ways to regularize the solution include the truncated SVD and the Tikhonov regularization. Constraints in a form of equalities can be applied, which are reliable within the local linear approximation. The p-value of the hypothesis of the validity of the constraints or of the SVD truncation is estimated with the linear Fisher criterion.
The full covariance matrix of the solution is computed and can be output into the text file along with other results.
The program supports parallel computing. In one of the regimes, the model can be parallelized by indicating the groups of blocks, which can be computed independently. In the other regime, the optimization algorithm itself is parallelized; the latter approach is usually more efficient.
The button "Shake" in the "Optimizer" window is implied to be a remedy against local minima. The strength of the shaking can be regulated via fields of the global structure ComVarStr.
The program supports a rather flexible mechanism of errors processing. In a case of an error in one of the model (block) programs, the optimization process is not terminated, but the steps of the fitting parameters are adjusted to avoid an error at the next stage of the computation.
There is also a set of auxiliary routines. In part, they help to apply any optimization tool from Matlab libraries to the model, as soon as it is constructed.
IV. MODEL PROGRAM BLOCKS
Although, in our belief, the present tool can find applications in various fields, our primary interest has concentrated on the analysis of the molecular spectra. Our library of model blocks contain relevant programs. It includes a group of common approximants, such as generalized splines [9] , Pade approximants, (bi)Gaussians and (bi)Lorentzians, generalized Pearson curves [10] . The most principal part of the library includes routines for simulating the quantummechanical dynamics in a molecule: the Numerov algorithm, the Renormalized Numerov algorithm, and the Mapped Fourier Grid algorithm for solution the time-independent 1D (generally, multichannel) Shrödinger equation; the splitoperator algorithm for solution the time-dependent 1D multichannel Shrödinger equation; and many other routines specific for the molecular spectroscopy. See [5] [6] [7] [8] [9] and references therein.
V. APPLICATIONS
The program has been successfully applied to many problems in experimental molecular spectroscopy. Most of the results could be hardly obtained without it, or would at least require much extensive efforts.
Some of the examples are presented below. Figure 2 shows results of our analysis of the rotational constant of near-dissociation vibrational levels of the 0 + u state of Cs 2 at the atomic limit 6s 1/2 +6p 1/2 , measured in the photoassociation experiments of ultracold atoms. The origin of the undulations observed in the dependence of the rotational constant on the vibrational quantum number is the nonadiabatic mixing with other states, mostly with the 0 + u state below the next fine-structure limit 6s 1/2 +6p 3/2 . Simultaneously with the rotational constant, the experimental vibrational term values, as well as the ab initio and the earlier empirical potential energy curves were included into the set of the initial data of the analysis. We modeled the data with the full-scale quantum-mechanical computation using the Mapped Fourier Grid algorithm. As a result, we determined (updated) parameters of the potential energy curves and of the function of the nonadiabatic mixing (the interaction matrix element). The results of this analysis are published in [8] .
FIGURE II. THE EXPERIMENTAL AND MODELLED SPECTRUM OF NaCs IN THE NEAR-DISSOCIATION LEVEL AT THE LIMIT 6S1/2+6P3/2
WITH THE PARTLY RESOLVED HYPERFINE STRUCTURE Figure 3 presents for the first time our most resent resultthe analysis of the hyperfine structure in a near-dissociation level of NaCs below the limit 6s 1/2 +6p 3/2 , which was also observed in the photoassociation experiments of the ultracold atoms. To simulate the spectrum we computed intensities of the free-bound transitions from the states of the lowest atomic limit 6s 1/2 +6s 1/2 to the states of the limit 6s 1/2 +6p 3/2 within a model of 4 initially degenerated levels, which split into the multitude of the fine and hyperfine sublevels. The only fitting parameters were the relative shifts of these unperturbed levels, while the interaction matrix elements were kept equal to their asymptotic atomic values. In spite of the relative simplicity of this model, it allowed us to reproduce the most important features of the experimental spectrum. 
VI. CONCLUSIONS
The computational tool "Optimizer" for constructing and optimizing multi-block models is presented. The main characteristics of this program are described. The applications to the spectroscopy experiments with ultracold gases of alkali metals exemplify the capabilities of this tool.
The first author did most of the programming work. The group in Shanxi University headed by the second author did most of the experiments. The analysis of the experimental data was done together.
