Coupled Interactions of a Helical Precessing Vortex Core and the Central Recirculation Bubble in Swirl Flames at Elevated Power Density by Zhang, Robert et al.
R. Zhang, I. Boxx, W. Meier, C.D. Slabaugh, Coupled Interactions of a Helical 
Precessing Vortex Core and the Central Recirculation Bubble in a Swirl Flame 
at Elevated Power Density, Combustion and Flame 202 (2019) 119–131. 
 
The original publication is available at www.elsevier.com 
https://doi.org/10.1016/j.combustflame.2018.12.035 
© 2019. This manuscript version is made available under the CC-BY-NC-ND 
4.0 license http://creativecommons.org/licenses/by-nc-nd/4.0/  
Coupled Interactions of a Helical Precessing Vortex Core and the
Central Recirculation Bubble in a Swirl Flame at Elevated Power
Density
Robert Zhanga, Isaac Boxxb, Wolfgang Meierb, Carson D. Slabaugha,∗
aSchool of Aeronautics and Astronautics, Purdue University, 701 W. Stadium Ave., West Lafayette, IN
47907-2045
bGerman Aerospace Center (DLR), Institute of Combustion Technology, Pfaffenwaldring 38-40, 70569
Stuttgart, Germany
Abstract
The PRECCINSTA GTMC was studied at elevated pressure and power density with
6 kHz stereoscopic particle image velocimetry (SPIV), OH* chemiluminescence (CL), and
100 kHz dynamic pressure measurements. This technically premixed, swirl stabilized flame
exhibited self-excited thermoacoustic oscillations with limit-cycle behavior. A helical pre-
cessing vortex core (PVC) was detected within the inner shear layer, between the central
recirculation bubble (CRB) and the reactant jets. The PVC was found to be the delineat-
ing flow feature for combustion dynamics even at elevated pressure. Sparse dynamic mode
decomposition (DMD) of the velocity fields deconvolved the dynamics into a thermoacous-
tic and PVC mode. The precession of the PVC was at a non-harmonic frequency to the
thermoacoustic oscillations, and at least twice that of findings at atmospheric conditions.
Nevertheless, the continuous and persistent structure of the PVC allows it promote un-
steady heat release to sustain the thermoacoustic cycle. The three dimensional structure
of the reactant jets, central recirculation bubble, and PVC was reconstructed by double
phase conditioning the reconstructed velocity field. The surface of the CRB was observed
to transition between asymmetric and symmetric states depending on the thermoacoustic
phase. Analysis of the swirling strength values on the CRB surface indicates the interaction
strength between the hydrodynamic structures of the PVC and CRB. When this coupling
is large, the heat release determined by the mean OH*-CL intensity is maximum. These
findings indicate a critical role of the PVC and CRB interaction on combustion in unstable
swirl flames at conditions closer to those found in a modern gas turbine engine.
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1. Introduction
Swirling flows are often used in aerospace and industrial combustion systems. A bulk
swirling flow is typically generated by fixed vanes upstream of the combustion zone. If the
geometry of the combustor promotes a sufficient level of swirl, the bulk swirling flow breaks
down and generates a central recirculation bubble (CRB) [1]. This allows for hot combusted
gases to recirculate back to the fresh reactants, thus stabilizing the flame. A CRB may also
be formed by other means (such as a bluff-body), but swirl induces greater mixing through
strong shear layers. Swirl also produces a compact flame, because fuel and oxidizer mixing
is enhanced through vortex rollup events with the CRB [2]. This characteristic is highly
desirable for aviation applications where reducing combustor weight and size is vital.
In a global effort to reduce NOx and particulate matter (smoke) emissions, the gas tur-
bine industry has given increased focus to lean combustion system, with (partial) premixing
[3]. An undesirable consequence of this operating condition is an increased susceptibility for
combustion dynamics, where pressure oscillations couple with the flame heat release in a
positive feedback loop that can negatively impact engine performance and significantly re-
duce combustor life. Operating near the lean blowout limit allows for smaller hydrodynamic
pertubations to greatly affect heat release through extinction and re-ignition events [4, 5].
Modern combustors also use less liner cooling air to allow more air into the combustion
zone and improve the temperature distribution to the turbine. This cooling flow is then less
effective at absorbing acoustic oscillations as it begins to act as a hard instead of a porous
wall [6, 7]. The susceptibility of a combustor to instability would ideally be foreseen in
the design phase and remedied, but computationally inexpensive numerical tools have not
demonstrated such predictive capabilities with engine-relevant conditions and geometries.
Extensive studies involving complex computational simulations and experimental measure-
ments have been undertaken to understand and control combustion dynamics. However,
more work is required to achieve this capability, especially in practical applications with
increased flame power density and complex combustor geometries [8].
As a target case for the International Workshop on Measurement and Computation of
Turbulent Flames, the PRECCINSTA gas turbine model combustor (GTMC) has been the
subject of extensive experimental and numerical investigation at atmospheric pressure. In
a distinct range of operation, this GTMC has been shown to exhibit strong self-excited
thermoacoustic pulsations. Meier et al. performed a detailed experimental characterization
of this unstable operation by studying two different equivalence ratio conditions [9]. Utiliz-
ing multiple laser diagnostics, significant differences were observed between the quiet and
noisy (unstable) flames with respect to the turbulent flow structure, mixing characteristics,
flame shape, and the reaction progress. These results showed that the feedback loop for
the sustained, self-excitation of thermoacoustic oscillations in the PRECCINSTA GTMC
(at atmospheric pressure) was an oscillation in mixture fraction coupled with a convective
time delay. Franzelli et al. performed LES computations, which agreed with the previous
experimental findings of equivalence ratio oscillations driving the thermoacoustic instability
[10].
Subsequent investigations with 10 kHz PIV and OH-PLIF identified the presence of a
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helical precessing vortex core (PVC) only in the unstable flame by inspecting the time-
evolution of the flow field and proper orthogonal decomposition (POD). The stable flame
only displayed periodic formation and ejection of symmetric vortex pairs in the inner shear
layer. The PVC was hypothesized to be strongly coupled to the thermoacoustic oscillation,
because the PVC precession frequency occurred at an integer multiple of the thermoacoustics
[11, 12]. However, later experimental findings have shown that the PVC frequency can be
at non-integer multiples of the thermoacoustic pulsation [13]. Oberleithner et al. identified
operating conditions that displayed intermittent flame shape transitions between V and M
flames in the PRECCINSTA GTMC [14]. It was found that the formation of a PVC was
a precursor to the M flame shape and increased pressure oscillations. The generation of a
PVC was coupled to the density and mean flow fields at the combustor inlet. A suppression
of the radial density gradient resulted in the formation of the PVC, thus leading to lift-off
of the flame root from the combustor nozzle.
Flames must also be studied at industrial engine relevant conditions, because coupling
mechanisms can develop from a much broader spectrum of physical processes at high power
density and Reynolds number. Swirl stabilized flames are particularly complex because the
flow structure supports a wide range of interacting hydrodynamic structures. Experimental
studies on the role of a PVC in relation to combustion dynamics are far fewer at elevated
pressure and temperatures conditions where industrial engines operate. This is attributed
to the increased infrastructure requirements as only a few research labs in the world have
capabilities to operate combustors at the megawatt level [15–18]. Combined with the re-
quirements of optical access for laser diagnostics, the sparsity of such investigations in the
literature is perhaps unsurprising. The current work adds to the literature on combustion
instability at conditions approaching those found in a gas turbine engine.
Slabaugh et al. investigated the PRECCINSTA GTMC at DLR-Stuttgart with simul-
taneous OH*-CL, SPIV, and OH-PLIF at two equivalence ratios and at elevated pressure
and temperature [13]. They found that the lower equivalence ratio condition led to com-
bustion dynamics and coincided with the appearance of a PVC. At atmospheric conditions,
the PVC precession occurred at a constant Strouhal number, and this was still the case
for the elevated pressure results. However, the PVC precession frequency was twice the
highest values reported for atmospheric operating conditions. A reconstructed velocity field
from the ten most energetic POD modes displayed the PVC drastically distorting the CRB.
Therefore, the PVC is coupled to the thermoacoustics by modulating mixing in the reacting
inner shear layer similar to findings at atmospheric conditions. This study expands upon
the previous elevated pressure findings where the time-scale of the PVC precession is nearly
four times that of the thermoacoustic instability. An extensive characterization of the three
dimensional structure of the PVC and CRB interaction is presented to further elucidate the
mechanism of the self-sustained thermoacoustic oscillation.
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2. Experiment Configuration
2.1. Burner and Flame
With an extensive experimental and numerical database in place for atmospheric pressure
flame conditions, the focus of the present work is to characterize the PRECCINSTA GTMC
at elevated thermal power density operation. The geometry of the mixer and nozzle have
remained unchanged, with natural gas and air being technically premixed (not perfectly
premixed [19]) in the swirler section using 12 radial vanes and 12 corresponding 1mm fuel
injection ports. The exit of the nozzle is 27.85mm in diameter, with a rounded, conical
center-body aligned to the central axis.
Figure 1 displays the installation of the PRECCINSTA burner into the High Pressure
Optical (HIPOT) test rig operated at DLR-Stuttgart. Full optical access to the flame is
provided through all four walls of the combustion chamber using a series of fused quartz
windows. In-depth descriptions of the combustor geometry and experimental platform is pro-
vided in [13]. All operating conditions, including pressures, temperatures, and air/fuel/water
mass flow rates were monitored and recorded at a 1Hz interval. Dynamic pressures were
also measured in the upstream plenum, the combustion chamber, and the downstream sec-
tion with high-frequency piezo-resistive pressure transducers (Kistler 4043A with a 4603A
amplifier). The signals were simultaneously recorded (with dedicated A/D converters) at
100 kHz, below the natural frequency of the instruments, along with the intensifier gate
signal from the OH*-CL detection system in order to synchronize the optical measurements
to the measured acoustic signals.
[Figure 1 about here.]
Previous work investigated two operating conditions: one flame was stable (Flame A)
and the other (Flame B) exhibited thermoacoustic instabilities. All conditions were identical
between the two cases except for the fuel mass flow rate, which was lower for the unstable
case [13]. The presence of a PVC was evident in the flow field measurements from Flame B.
The PVC was not present in the stable case, Flame A. Therefore, Flame B was chosen for
more extensive analysis relating to the observed thermoacoustics in this work. The global
equivalence ratio was 0.58, and the flame thermal power was 150 kW . The inlet air mass
flow rate of 88 g/s was preheated to 600 K, and the combustor was operated at 0.5 MPa.
This resulted in a bulk velocity of 55 m/s, and a Reynolds number, based on the nonreacting
flow, of 130,000. The Damko¨hler number was estimated to be 0.04 for this flame. This was
based on the integral time scale computed in the previous study, and a chemical time scale
calculated using the GRI-Mech 3.0 for a laminar flame at identical operating conditions of
this work [13, 20]. The Strouhal number, St = fPV Cdnozzle/ux,bulk, of the PVC precession
was calculated to be 0.87, which closely matched previous investigations of the burner at
atmospheric conditions [13]. The experiment was always given a minimum of 10 minutes to
stabilize, prior to acquiring measurements. 5 g/s of unheated inlet air was diverted through
the particle seeding system, then reintroduced to the inlet plenum. Though the particle
seeding was limited to only short bursts during data acquisition, this unheated flow was
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maintained throughout the entire test by diverting it through a bypass circuit. This process
ensured negligible impact on the combustor inlet conditions during data acquisition.
2.2. Measurement Systems
Simultaneous measurements of scalar and three-component velocity fields were acquired
at a 6 kHz interrogation frequency using combined OH* chemiluminescence (OH*-CL) and
stereoscopic particle image velocimetry (SPIV). A schematic representation of the optical
measurement system configuration is given in Figure 2. The reader is referred to [13] for
complete details of each sub-system including resolution considerations. The SPIV and
OH*-CL cameras had sufficient on-board memory to acquire 5457 double-frame image pairs
and 6826 images per run, respectively. Image system calibrations were performed by imaging
a dual-sided, dual-plane dot target (LaVision Type 07). The same target was used for the
SPIV and OH*-CL systems, hence spatial alignment of all measurement fields was achieved
by mapping to the same coordinate system.
[Figure 2 about here.]
Image processing was undertaken to increase image quality for the PIV algorithm. The
minimum intensity over the previous and future five images is subtracted to remove back-
ground noise and decrease glare. A 7x7 pixel sliding window intensity normalization is
implemented to reduce any laser sheet intensity variations and sets all particles to compa-
rable intensities. Particle cross-correlations were performed using the multi-pass adaptive
window offset cross-correlation algorithm in the LaVision commercial software (DaVis 8.4.0).
SPIV results presented in this work were processed using a final window size of 24×24 pixels
with 50 % overlap. The corresponding window resolution is 1.25mm with vector spacing of
0.63mm. A 3×3 sliding window median filter was repeatedly applied three times to remove
spurious vectors. The median filter removes velocities outside twice the standard devia-
tion of its neighbors. The removed vectors are replaced with an alternative displacement
correlation peak if it is suitable [21]. Vectors were also removed if their correlation peak
ratio was less than two. The resulting instantaneous velocity fields had empty spaces where
spurious vectors were removed. These locations are filled in by a linear interpolation from
their neighbors. An anisotropic denoising filter was applied to better match the interpolated
vectors to the flow field [22]. The top two-thirds of the velocity field consistently yielded over
90% first-choice vectors with less than 2% (removed) spurious vectors. Internal reflections
and other noise sources caused a reduction in vector quality near the bottom of the image,
so that region was cropped to avoid contamination of the subsequent, quantitative analysis.
Chemiluminescence from electronically-excited hydroxyl (OH*) was imaged using a high-
speed CMOS camera coupled to an external two-stage intensifier. An intensifier gate width
of 25µs was used for all of the acquired datasets. A 305-315 nm interference filter was
placed in-front of the objective lens to isolate the OH*-CL emission. The field of view for
the OH*-CL system was approximately 65× 80mm to capture the full spatial extent of the
flame zone. White field correction was applied to remove the spatial intensity variations
from the detection system [23].
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3. Deconvolution of Flow Dynamics
Reacting turbulent flows are highly complex due to non-linear coupling of chemistry,
turbulence, heat transfer, and acoustics through a vast range of spatiotemporal scales. The
interest here lies in the interaction between hydrodynamics and acoustics in a combustor
exhibiting sizable pressure oscillations. The amplitude of the thermoacoustics are affected
by the hydrodynamics that drive mixing thus reaction rate and heat release. However, these
dynamics are perturbed by turbulence in a seemingly stochastic manner. Our method to
isolate the large-scale dynamics from the velocity field data is presented below.
Dynamic mode decomposition (DMD) is a parameter-free and data-driven method for
understanding complex and high-dimensional datasets. It is in the vein of other lower
order dynamics identification algorithms such as POD. DMD is an approximation of the
Koopman operator, which characterizes a non-linear system through an infinite dimensional
linear operator acting on a set of observables. In practice, the observables are typically
the directly measured quantities, such as velocity in this case. An eigendecomposition
of the approximated Koopman operator results in a series of modes, each with a growth
rate and frequency. DMD generates a linear model of the typically underlying non-linear
dynamics. Unlike POD, which associates and ranks modes based on energy, DMD modes
are associated with a unique frequency [24, 25]. For example, the dynamics associated with
the thermoacoustic oscillation frequency in this dataset were observed across multiple POD
modes [13].
DMD was first applied to non-reacting jets where it identified the spatial structure and
frequency of the jet’s vortex shedding [26, 27]. DMD has since been extended to the analysis
of numerous experimental and numerical efforts in understanding the coupling between
hydrodynamics and the resulting thermoacoustics [28–33]. Variants of DMD have been
proposed to tackle specific problems such as resolving transient and quasi-periodic dynamics
[34]. Methods also exist for debiasing the DMD eigenvalues if the dataset is rank truncated
by the most energetic POD modes [35, 36]. The following analysis uses the Exact DMD
formulation because of its superior generality [37]. The data does not need to be uniformly
sampled in time. Datasets from repeated experiments can be appended to improve accuracy
of the modes and frequencies. A brief outline of the DMD implementation is as follows.
The snapshot arrays are formed by flattening the three component, m× n velocity field
at each time step to form zt as
ux, uy, uz ∈ Rmn zt =
ux(t)uy(t)
uz(t)
 .
Ordering of the velocity components in zt is inconsequential as long as the mapping back
to the original data structure, Rm×n, is preserved. The data vectors are then concatenated
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into X and Y arrays as
X ,
 | | |z0 z1 . . . zT−1
| | |
 ,
Y ,
 | | |z1 z2 . . . zT
| | |
 .
(1)
The first time step, z0, is solely within X. Likewise the last time step, zT , is only contained
in Y . A singular value decomposition (SVD) is performed on the X data array, resulting in
X = UΣV ∗. (2)
The approximated Koopman operator, A˜, is formed as
A˜ , U∗Y V Σ−1. (3)
This is a matrix multiplication of the previously calculated SVD matrices and the Y data
array. Next, an eigendecomposition of the square matrix A˜ results in eigenvectors and
eigenvalues, W and λ respectively. Finally, the dynamic modes of the dataset are then
defined as
Φ , Y V Σ−1W, (4)
incorporating the eigenvectors of A˜. The corresponding temporal frequencies (in Hz) for
each dynamic mode are the imaginary portion of the scaled eigenvalues
fi =
Im{ln(λi)}
2pi∆t
, (5)
where ∆t is the measurement sampling frequency.
In order to select the suitable DMD modes for construction of a lower order model, the
importance of each mode to the original dynamics is needed. Sparse DMD is chosen as
the mode selection method for this study, and the following formulation closely follows the
original work of Jovanovic et al. [38]. It has been applied to PIV in non-reacting flows to
identify coherent structures and their frequencies. [39, 40]
A complex amplitude is associated with each DMD mode, which dictates its contribution
to the dynamics of the lower order model. The vector of optimal DMD mode amplitude is
defined as
α = [(W ∗W ) (Vand V ∗and)]−1 diag(VandX†∗W ), (6)
where ∗ denotes the complex conjugate transpose,  is a element-wise multiplication, D is
the complex conjugate of matrix D, D−1 is the matrix inverse of D, diag(D) forms a vector
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from the diagonal elements of matrix D, and
Vand =

1 λ0 λ
2
0 . . . λ
T
0
1 λ1 λ
2
1 . . . λ
T
1
. . . . . . . . . . . . . . . . . . .
1 λn λ
2
n . . . λ
T
n
 (7)
for an n − 1 and T − 1 number of DMD modes and time steps, respectively. Each row
of the Vandermonde matrix in equation 7 corresponds to a damped or undamped sinusoid
governing the temporal evolution of each DMD spatial mode, Φ. Henceforth, these rows are
referred to as a temporal mode.
Equation 6 was modified from Jovanovic et al. [38] to use the original snapshot array,
X† , X ∪ Y (neither the first nor last time step is missing), necessary for Exact DMD. We
seek to find an α that minimizes the reconstruction error defined as the Frobenius norm of
the difference between the original snapshots and the dynamics from a sparse set of DMD
modes
J(α) , ‖X† − ΦDαVand‖2F , (8)
where Dα is a diagonal matrix of the previously calculated optimal mode amplitudes.
Applying a penalty to the cardinality of α would reflect the goal of finding sparse modes,
but Jovanovic et al. [38] states that the objective function then becomes intractable for large
datasets. Therefore, the objective function is defined as
min
α
J(α) + γ
T−1∑
i=1
|αi|, (9)
where γ is the penalty multiplier to the sum of absolute values of the optimal mode ampli-
tudes.
A wide range of sparsity multipliers were initially swept to gauge the DMD mode spec-
trum for the velocity dataset. However, just two sparsity levels are presented to illustrate
the robustness of the modes selected for analysis. Figure 3a shows the eigenvalues of the
DMD modes on the complex plane with the unit circle depicted as the dotted yellow line.
The non-sparse modes (shown by black ◦ symbols) display increased density near the unit
circle. Likewise the sparse DMD modes (red and teal ×) are only present near the unit circle.
Hence sparse DMD preferentially selects neutrally stable dynamics representing limit-cycle
behavior, thereby removing modes representing rapidly decaying turbulent fluctuations.
The amplitude spectrum is shown in Figure 3b for sparse and non-sparse modes. Identi-
fying the most important modes in the non-sparse spectrum (shown by the black ◦ symbols)
is difficult. The highest amplitude modes have large decay rates, thus their influence on the
reduced order model only lasts a short period of time. Red and teal F symbols represent
sparse DMD modes with γ values of 5000 and 10,000 respectively. Doubling the penalty
multiplier from 5000 to 10,000 preserves a few sub 50 Hz modes along with the 455, 1600,
and 1704 Hz modes.
8
Previous POD analysis of the flame revealed the presence of a PVC. The power spectra
of these POD temporal modes displayed broadband content centered at 1710 Hz along with
a narrow peak around 450 Hz. The thermoacoustic frequency was determined to be 450 Hz
from analysis of the OH*-CL and dynamic chamber pressure [13]. Therefore, the 455 Hz
DMD mode corresponds to the thermoacoustics, and the 1600 and 1704 Hz modes relate to
the PVC.
The DMD mode at 1704 Hz had greater spatial coherence and more easily identifiable
centers of rotation compared to the 1600 Hz mode. This leads to setting the sparsity struc-
ture to only the 455 and 1704 Hz modes. Figure 4 shows the real part of the selected DMD
modes for brevity. The 455 Hz mode clearly represents a modulation of the reactant jets and
CRB. The pulsating inflow, at the same frequency as the combustor and plenum pressure
oscillations, plays a key role in the feedback mechanism resulting in combustion dynamics.
Therefore, the 455 Hz DMD mode is referred to as the thermoacoustic mode. Contrastingly,
the 1704 Hz mode displays two adjacent counter-rotating vortices corresponding to the PVC
dynamics.
[Figure 3 about here.]
[Figure 4 about here.]
The time evolution of a simplified flow field from these two DMD modes can now be
generated. The optimal amplitudes are recalculated by equation 6 for a sparsity structure of
just the 455 and 1704 Hz modes associated with the most prominent limit-cycle dynamics.
A superposition of the two DMD modes and the mean velocity field byuxuy
uz

mean
+
[
ΦDαVand
]
455+1704
(10)
produces the reconstructed dynamics for further analysis.
Three probe locations in the flow field are selected to demonstrate the effectiveness of
the DMD reconstruction in terms of capturing the cyclic oscillations of the underlying data.
Figure 5 displays the probe points overlaid on the time averaged velocity field. Points labeled
P1-3 are located within the reactant jet, the inner shear layer, and CRB respectively. These
probe locations coincide with the location of flow structures found in previous studies of the
combustor [12]. The line plots in figure 5 show the axial velocity for the DMD reconstruction
and original dataset over last 200 time steps demonstrating reconstruction accuracy even
towards the end of the time sequence. The global trends have been preserved, but the
turbulent, aperiodic fluctuations are removed by the reconstructed signal similarly to other
work using DMD [41]. The superposition of 1704 and 455 Hz oscillations fits the original data
well for P1 and P2. The reconstruction at P3 is dominated by the 455 Hz mode, because
the PVC mode does not strongly perturb the inner most part of the CRB. Overall, the
DMD reconstruction acts as a bandpass filter over the original data removing the turbulent
fluctuations in each of the probe locations, while leaving the high-power dynamics associated
with the large-scale structures of interest.
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[Figure 5 about here.]
4. Phase-Conditioned Statistics
Both 455 and 1704 Hz temporal modes are undamped but stable, and this behavior
is previously shown by the time series in figure 5. Conditioning simultaneously acquired
datasets on the phase of the temporal mode isolates it from other processes, such as turbulent
fluctuations. The instantaneous phase for each DMD temporal mode is calculated by taking
the argument of the analytic signal derived from a Hilbert transform of the temporal mode
[42].
4.1. Thermoacoustic Mode
The chamber dynamic pressure and OH*-CL were phase conditioned by the 455 Hz DMD
temporal mode representing the thermoacoustic oscillation. The chamber dynamic pressure
is band-passed between 450 and 460 Hz with a zero phase shift 2nd order Butterworth filter
before phase conditioning. Each measurement is then sorted into 12 bins resulting in a
bin width of ±15◦ or ±pi/12. Figure 6 shows the phase averages of the OH*-CL images at
four equally spaced phase angles. A clear dependence of OH*-CL intensity on the 455 Hz
DMD phase signal is observed, which is consistent with the frequency identified in previous
analysis of this flame [13]. Intensity throughout the image nearly doubles from pi/2 to
3pi/2. The flame shortens axially and shows a slight radial contraction at its base during
the minimum intensity. This reinforces the notion that the 455 Hz DMD mode corresponds
to the thermoacoustic oscillations. The mean intensity is calculated over the spatial domain
for each phase angle to better quantify the OH*-CL signal. Figure 7 displays this along with
the phase averaged chamber dynamic pressure. A phase lag of 2pi/3 between the two signals
is present. Similar lags have been reported in studies of atmospheric swirl flames. Lower
pressure oscillations corresponded to greater phase lag than conditions with higher pressure
oscillations in accordance to Rayleigh’s criterion [43].
[Figure 6 about here.]
[Figure 7 about here.]
4.2. 3D Structure
Swirl stabilized flames result in highly three-dimensional flow fields, so it is helpful to
illustrate the full dimensionality of the most influential flow structures. Two-dimensional
representations can be ambiguous. For example, uncertainty in the origin of isolated flame
kernels was investigated in the PRECCINSTA burner at atmospheric conditions. Further
analysis pinned down the flame kernels to convection from the out-of-plane PVC motion and
not auto-ignition [44]. High repetition rate measurements allow for phase locking multiple
dynamic processes within one dataset. In contrast to much earlier work where low speed
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diagnostics were locked to a plenum pressure measurement, and thus were only able to
resolve trends with the respect to the frequency locked process [19].
PVCs have been identified in swirling flows by phase averages of 2D SPIV data using
the harmonic content of POD temporal coefficients as the phase reference in multiple pre-
vious studies. Stohr et al. reconstructed multiple coherent vortex cores from the DLR
dual-swirl burner with no thermoacoustic oscillations [45, 46]. Steinberg et al. performed a
doubly-phase-resolved analysis on the dual-swirl burner at operating conditions exhibiting
thermoacoustic oscillations [43]. The plenum pressure was used to determine the thermoa-
coustic phase, and the POD temporal coefficient from one mode was used for the PVC phase.
The geometry and thermoacoustic coupling between the PVC and flame surface areas was
investigated for three different flames. Azimuthal symmetry of the PVC was assumed in all
of these studies.
Similar to previous work, the 3D structure of the PVC coupled with thermoacoustic
oscillations is generated by a doubly phase conditioned analysis. The phase signal of the
1704 Hz DMD temporal mode is calculated similarly to the 455 Hz phase signal used for
conditioning from the previous section. This corresponds to the phase angle (or angular
orientation) of the PVC, which exists throughout the thermoacoustic cycle. The DMD
reconstructed velocity field is then phase conditioned by both 455 and 1704 Hz DMD phase
signals. The PVC and thermoacoustics are separated into 16 and 12 bins respectively. This
results in 192 phase bins with roughly 28 velocity fields each that are then averaged. The
average velocity field for each phase bin was found to have narrow 3σ confidence intervals
leading to the conclusion that the statistic is sufficiently resolved. Further details on the
bin number selection is provided in Appendix A. The azimuthal dimension is generated by
rotating the PVC phase averaged velocity around the Y = 0 axis at regular intervals of
22.5◦. The velocity fields are cropped below Y = 0, so the rotation does not produce any
interference at pi intervals. The azimuthal location of the 0◦ PVC phase is arbitrary, because
the thermoacoustic phase has no phase relationship to the PVC orientation.
Figure 8 shows three coherent flow structures at all 12 thermoacoustic phase angles.
The PVC is defined by an iso-surface at a swirling strength (λci) of 8000/s. This is a user
specified threshold chosen to produce the clearest reconstruction. Swirling strength has been
used by numerous groups for vortex identification [45–48] and is defined as the imaginary
portion of the complex eigenvalues of the velocity gradient tensor. It is Galilean invariant
and ignores shear layers which have large vorticity magnitudes but no spiraling motion.
Also swirling strength is extendable to compressible flows, which is not the case for other
popular methods such as Q and λ2 criteria [49]. Nevertheless, the authors would like to note
that the visualizations with Q criteria does produce similar results as λci. Iso-surfaces of
ux = 0 m/s and ux = 80 m/s represent the boundary of the CRB and a swirling reactant
jet, respectively. The ux = 80 m/s threshold is empirically determined by the axial velocity
magnitude that encompasses most of the reactant jet in the mean velocity field. Contours
of ux = 0 m/s have been used to demarcate the CRZ in previous studies on GTMCs, so this
work follows that convention [13, 43, 45].
The minimum axial extent of the PVC occurs at θTA = pi/3 and grows into a coherent
helical shape by θTA = pi. The PVC is bound by the CRB and jet in-flow throughout the
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measurement domain. This is clearly shown from θTA = pi to 3pi/2, and alludes to the role of
the PVC in transporting hot gases from the CRB into the reactant jets to sustain combustion.
The CRB is highly asymmetric and contracted at the base from θTA = 0 to pi/3 when the
reactant jets and PVC are weak, thus no longer confining the CRB. However, the jets and
PVC then increase in strength and spatial extent, thereby molding the CRB into a more
symmetric shape. The CRB undergoes radial expansion beginning at θTA = pi/2, thereby
pushing the PVC and jets outward. Eventually the jets rapidly decay near θTA = 3pi/2 and
the PVC along with it. The thermoacoustic cycle then restarts with a large CRB unimpeded
by a strong reactant jets.
[Figure 8 about here.]
Figure 9 displays a 2D slice of the reconstructed 3D flow structures from figure 8 overlaid
on the phase averaged OH*-CL. The 2D slice represents a fixed phase angle, thus spatial
orientation, for the PVC. OH*-CL is a path integrated measurement, so any spatial rela-
tionship with the 2D contours is not exact. However, this figure further illustrates that the
PVC is spatially confined between the reactant jets and the CRB. As expected for a reacting
shear layer, the reactant jets typically border the edge of heat release. The expansion and
contraction of the CRB is greater than any change in the OH*-CL topology. However, the
OH*-CL intensity is highly correlated to size of the CRB. For example, the CRB is shown
to be contracted from θTA = 0 to pi coinciding to the lowest OH*-CL intensity distributions.
[Figure 9 about here.]
The evolution of these structures can be more quantitatively described by figure 10
showing the volume enclosed by each iso-surface with respect to the thermoacoustic phase
angle. The volume of the PVC and jets closely track each other with a small phase shift
around one phase bin spacing. The CRB and jet volumes have a much larger phase shift. The
jet volume is maximum at θTA = pi, while the CRB grows to a maximum at θTA = 11pi/6.
At this phase, the jet volume has decreased dramatically, and the PVC volume is begins to
reduce. However, the CRB is now unconstrained and reaches the maximum volume. The
described sequence matches the visualization of figure 8.
[Figure 10 about here.]
The CRB is a source of hot gas that acts to assist ignition and stabilize the high-power
swirl flame. Recirculated combustion products are transported into the reactant jets through
the shear layer between the two structures. The volumetric flow rate (Q˙) through the CRB
surface is calculated at each face of the interpolated zero axial velocity iso-surface by a dot
product of velocity and the area vector. Q˙ out of the CRB is then equal to the sum over
the entire iso-surface, and it is plotted against the thermoacoustic phase angle in figure
11. Values are positive throughout the thermoacoustic cycle indicating a net flow out of
the CRB, which is fed by entrainment due to vortex breakdown downstream of the field of
view. This is expected, because the role of the CRB is to transport combusted hot gases
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back to the reactant jets to maintain ignition. Variation through the thermoacoustic cycle
is similar between the CRB volume and Q˙, but Q˙ stays near its largest magnitudes even
when the CRB volume is reduced from its maximum. This is illustrated from θTA = 7pi/6
to 3pi/2. This indicates transport out of the CRB is significant even at the phases where
the CRB is still undergoing expansion to a maximum. Consequentially, the inflow into the
CRB was observed to increase at these phase angles. The lowest Q˙ is at pi/2, which is near
the minimum CRB volume and mean OH*-CL intensity. The maximum Q˙ and OH*-CL
intensity also coincide at nearly the same thermoacoustic phase. This can be attributed
to a few causes. At around θTA = pi/2, the reactant jet volume is increasing but still low.
Reduced reactant inflow along with low outflow from the CRB causes the observed minimal
heat release. Moreover, the reduced flow of hot gases from the CRB into the reacting shear
layer results in less reactant preheating. This phenomena can also cause a decrease in flame
speed and reaction rate [50], thereby also resulting in lower heat release at this point in the
thermoacoustic cycle.
[Figure 11 about here.]
5. CRB and PVC Coupling
The PVC influences combustion by generating flame roll-up events that rapidly mix
burned and unburned gas to increase reaction rates as shown by previous studies with
simultaneous SPIV and OH-PLIF measurements [45]. Regions of large swirling strength
on the CRB surface gives an indication of contact with the PVC, thus greater transport
between the recirculated hot product gas and fresh reactants. The CRB definition as the
ux = 0 m/s surface is physically robust, because that is the interface where recirculated
gas with negative ux meets the reactant inflow with positive ux. Again, the PVC does
not have a strict definition, and a criteria based on visualization was used in figures 8 and
10. Nevertheless, figure 12 shows the CRB surface area with λci ≥ 8000/s, which was
the threshold used to identify the PVC previously. This provides a sense of how much
of the CRB surface is impacted by intense vortical flow. Figures 14 and 13 illustrate the
unthresholded distribution of λci on the CRB; thereby, reinforcing the quantitative analysis
of the interaction between the CRB and PVC. Figure 13 displays the surface area weighted
PDF of λci on the CRB for four equally spaced phases through the thermoacoustic cycle.
Figure 14 shows the surface of the CRB colored by λci with translucent lower magnitudes to
display the helical structure especially for θTA = pi/2. The view is rotated by approximately
180◦ from figure 8 to provide another view of the reconstructed PVC and CRB.
[Figure 12 about here.]
[Figure 13 about here.]
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[Figure 14 about here.]
The PVC and CRB coupling is weakest near θTA = pi/2. The minimum area of λci on the
CRB shown in figure 12 occurs at θTA = pi/3 and corresponds to the minimum PVC volume
in figure 10. The CRB is observed to be heavily contracted and the PVC just starting to
grow at θTA = pi/2 in figure 14b. This is also when the mean OH*-CL intensity figure 7)
and CRB Q˙ (figure 11) are nearing or at their minimums. This suggests that when the PVC
is weakly interacting with the CRB, then transport of hot gas out of the CRB decreases and
heat release is, correspondingly, reduced.
Moving to θTA = pi and 3pi/2, the peak in the distribution at zero swirling strength (figure
13) is less prominent. A more uniform distribution also appears from λci = 2000/s to 9000/s;
a sign that the rotation within the PVC has increased. Values of λci ≥ 12,000/s are most
abundant at θTA = 3pi/2. The PVC enhances mixing but could also produce significant local
quenching at the operating condition investigated in this work. Findings in the DLR dual-
swirl burner (DSB) at low Damko¨hler numbers reported that the PVC induced high enough
flame stretch rates to cause local quenching of flame kernels and delaying heat release [51].
The manner of premixing in the DSB is different than the PRECCINSTA burner, so the
sensitivity of local quenching to flame stretch rates could be altered. However, the flames of
the DSB has been noted to operate in a premixed manner, so the comparison is reasonable
[52]. This mechanism could be attributing to lower heat release at θTA = pi than 3pi/2
because the median λci at θTA = pi is greater than the median at 3pi/2. In addition, the
surface area of large λci values on the CRB is much larger at θTA = 3pi/2 than pi. This
is demonstrated visually in figure 14c-d by the radial expansion of the CRB volume with
the PVC maintaining its helical structure. Therefore, the PVC and CRB intersection and
coupling is near maximum at θTA = 3pi/2, which corresponds to the second highest mean
OH*-CL intensity.
Starting the cycle again at θTA = 0, the PVC begins to wane as shown by a reduced
intersection with the CRB near its root in figure 14a. The peak at 0 λci has reappeared
in the distribution of figure 13, but λci ≥ 6000/s values are still present in high quantities.
These larger λci values correspond to the presence of the PVC at the top half of the CRB
as shown in figure 14a. Looking back to figure 7, this corresponds to an intermediate value
in the global heat release indicated by OH* chemiluminescence.
As the structure of the PVC and CRB is modulated due to the combustor pressure
oscillations, mixing between the reactants and recirculated product gas is affected. When
the CRB expands radially, its surface area increases. The PVC is constrained between the
reactant jets and the CRB such that the contact between the CRB and PVC is increased.
Under these conditions, mixing between the recirculated products and incoming reactants
is enhanced, modulating heat release. As the cycle progresses, the CRB, PVC, and reactant
jets are reduced in size and strength, thereby reducing the interaction of these structures
within the confined volume of the combustor. Less intersection between the CRB and
PVC causes a reduction in transport through the reaction zone, continuing the cycle. The
dynamics of the PVC are not a direct cause of the instability. The precession frequency
of the PVC is 1704 Hz, which does not correspond to the frequency of the thermoacoustic
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instability at 455 Hz or an under/overtone of that frequency. Nevertheless, the PVC and
CRB coupling demonstrates that the presence of the PVC is an important factor in driving
and sustaining combustion instability, even at elevated pressure and power conditions when
the time-scale of the PVC precession is a factor of 2-3 shorter than in previous investigations
of this burner.
6. Conclusions
Simultaneous 6 kHz SPIV, OH*-CL, and 100 kHz pressure measurements were acquired
in the PRECCINSTA GTMC at elevated pressure and temperature to emulate more engine-
realistic conditions. Sparse DMD was performed on the measured velocity fields and success-
fully identified the thermoacoustic (455 Hz) and PVC (1704 Hz) modes as dominant. Both
frequencies were similar to those identified in previous work of analysis upon POD results.
Reconstructing the velocity time series with the mean velocity and the two DMD modes rea-
sonably matched the temporal evolution to the raw SPIV results. However, the incoherent
turbulent fluctuations were removed resulting in velocity field reconstruction that contained
only the principal dynamic content. Phase conditioning the OH*-CL and dynamic chamber
pressure on the thermoacoustic DMD temporal mode resulted in an expected sinusoidal
modulation that agreed with previous analysis of this dataset.
A three dimensional reconstruction of the flow field was created by double phase condi-
tioning off the two DMD temporal modes. The reactant jets, PVC, and CRB were tracked
throughout the thermoacoustic cycle. The CRB displayed large asymmetric distortions when
the PVC and jets were decayed. However, the CRB was molded into a symmetric structure
when the PVC and jets gained strength to spatially constrain the CRB. Tying together
multiple derived quantities and statistics from the phase conditioned results, it was found
that lower levels of heat release generally coincided with reduced interaction between the
PVC and CRB. Likewise the thermoacoustic phases with the highest amount of intersec-
tion between the PVC and CRB displayed the largest levels of heat release. This was also
accompanied by a swelling of the CRB and an increase in volumetric flow rate out of the
CRB.
This work has shown that the presence of a PVC between the CRB and the reactant jets
remains a key factor in the sustainment of thermoacoustic oscillations at elevated pressure
and power for this flame. Despite very different characteristic hydrodynamic time-scales,
compared to low power conditions, the rapid mixing induced by the PVC remains a signifi-
cant mechanism for combustion dynamics in this configuration.
Appendix A: Phase Average Quality
Confidence interval estimates are used to assess the quality of the 192 phase averages
from the double phase conditioning. A three sigma confidence level is calculated for each
phase average and each velocity component. This is interpreted as to mean that 99.7% of
repeated experiments contain the true phase average in their confidence intervals. Therefore,
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smaller confidence intervals are desired as a indication of reduced variance. The variability
of an average should be zero in the limit of infinite samples.
All three velocity components at probe locations P1-3 corresponding to figure 5 were
investigated. However, the widest confidence interval occurred for ux, so uy and uz are not
shown for brevity. The variation of the confidence interval of ux at P2 is shown in figure 15
for the double phase averages with 192 bins presented in this study. The values represented
by the color bar correspond to the half-intervals. For example, the largest confidence interval
in figure 15 occurs at (θTA = 7pi/6, θPV C = 9pi/8) and is equal to the mean ± 3.27 m/s.
The half-intervals are mainly dependent on θTA with two bands of larger widths. uz displays
similar patterns but at different θTA ranges, while uy shows more dependence on θPV C .
Table 1 shows the minimum, maximum, and mean half-interval of each probe location
for the phase averages. The labels subscripted with 12× 16 denote 192 phase averages used
in this work. For contrast, the same confidence interval calculation is performed for double
phase averages with the thermoacoustic and PVC phases each split into only 4 bins. In
addition, phase averages of the raw dataset are constructed using the instantaneous phase
of the 450-460 Hz band-passed dynamic chamber pressure, and the averages are computed
for eight phase bins. No phase conditioning on the PVC dynamics is performed on the raw
dataset.
As expected, averaging over more velocity fields produces tighter confidence intervals.
The mean half-intervals at every probe point for 4 × 4 is less than the 12 × 16 case. The
minimum half-intervals are larger for the 4 × 4 case, because the larger phase bins contain
velocity fields with more variance. The reduction in the mean half-interval between the
different bin size configurations is small, because the DMD reconstructed velocity fields are
purely sinusoidal with no phase modulation. This is not the case for the raw dataset, which
has the largest confidence intervals at P1-2 with a comparable interval as the 12 × 16 case
for P3. More phase bins than the 12 × 16 case could have been used with small impact to
the confidence intervals, but this was enough for reconstructing of the 3D structure of the
PVC, CRB, and reactant jets through the thermoacoustic cycle.
[Figure 15 about here.]
[Table 1 about here.]
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Figure 1: Schematic of PRECCINSTA burner installed into HIPOT test rig with measurement fields of view
indicated.
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a b
Figure 3: Argand diagram of DMD eigenvalues (a) and amplitude spectra (b) for sparse and non-sparse
results. Red and teal symbols represent γ values of 5,000 and 10,000 respectively.
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a b
Figure 4: (a) Real portion of the 455 Hz DMD mode. Velocity vectors overlaid on filled contours of axial
velocity. (b) Real portion of the 1704 Hz DMD mode with the center of the two counter-rotating vortices
annotated by •. Velocity vectors overlaid on filled contours of in-plane vorticity. Units in the colorbars are
the unscaled DMD spatial mode values.
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Figure 5: Average velocity field with contours of uz. The DMD reconstruction and the original velocity field
is compared at three probe points.
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Figure 6: Phase average of OH∗ chemiluminescence images through the thermoacoustic cycle.
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Figure 7: Phase average of mean OH∗ intensity and chamber dynamic pressure.
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Figure 8: Flow structure evolution through the thermoacoustic cycle. The red and green iso-surfaces are
ux = 0 m/s and ux = 80 m/s, respectively. The gray and outlined iso-surface corresponds to the PVC
defined as λci = 8000/s.
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Figure 9: Overlaid 2D slices of the flow structures and the OH*-CL intensity distribution over the ther-
moacoustic cycle. The red and green contours are ux = 0 m/s and ux = 80 m/s, respectively. The white
contours corresponds to the PVC defined as λci = 8000/s. Dotted white lines denote the maximum axial
extent of the velocity measurements corresponding to figure 1.
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Figure 10: Volume of reactant jets, CRB, and PVC with θTA phase angle.
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Figure 11: Volumetric flow rate out of the CRB throughout the thermoacoustic cycle.
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Figure 12: CRB surface area with λci ≥ 8000/s.
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Figure 14: Surface of the PVC and CRB colored by λci at four phase angles of the TA cycle.
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Figure 15: Confidence half intervals at each phase bin for the ux velocity component at P2 corresponding
to the 12× 16 phase bin case.
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Table 1: Confidence Half Intervals of ux
Probe Min Max Mean
P1DMD−12×16 bins 0.24 2.30 1.39
P2DMD−12×16 bins 0.40 3.27 2.08
P3DMD−12×16 bins 0.52 2.27 1.44
P1DMD−4×4 bins 0.40 1.76 1.15
P2DMD−4×4 bins 1.70 2.13 1.92
P3DMD−4×4 bins 0.57 1.74 1.15
P1Raw−8 bins 1.59 2.53 2.07
P2Raw−8 bins 2.83 3.84 3.42
P3Raw−8 bins 1.22 1.56 1.44
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