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Abstract
Kernel theorems for spaces of Cauchy ultradistribution, supported by an n-dimensional tube and
cone of the product type, are investigated.
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1. Introduction
According to Schwartz [8], for every continuous linear map A :D(Ω)→D′(Ω), there
exists a unique distribution K ∈D′(Ω×Ω), called distributional kernel of the operator A,
such that
A[ϕ][ψ] =K[ϕ⊗ψ], ϕ,ψ ∈D(Ω). (1.1)
The kernel theorem asserts that there is a one-to-one correspondence between the sets
of separately continuous complex bilinear maps on D′(Γ1 × Γ2) and the distribution on
D(∗,Ls). The kernel theorem for space D(∗,Ls) of Cauchy ultradistribution is supported
by regular cone Γ of product type (i.e., Γ = ν + (R¯+)n). Any continuous linear map
A :D(∗,Ls)(Γ1)→ D′(∗,Ls)(Γ2) asserts that there exists K ∈ D′(∗,Ls)(Γ1 × Γ2) such
that (1.1) holds for all ϕ ∈D(∗,Ls)(Γ1), ψ ∈D(∗,Ls)(Γ2).
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506 P.K. Banerji et al. / J. Math. Anal. Appl. 282 (2003) 505–511If a, b, ν ∈Rn, then a < b means ai < bi (i = 1,2, . . . , n), [ν1,∞)×· · ·× [νn,∞) and
xz means x
z1
1 , . . . , x
zn
n for x ∈Rn, z ∈ Cµ. Let Γ ⊆ U ⊆ Rn be such that U is open in Rn,
Γ is relatively closed in U , and Γ ⊆ intΓ (i.e., Γ is a fat set). Then, for k ∈N0 ∪ {∞},
Ck(Γ ) := {f :Γ ∈ C: ∃g ∈ Ck(U): g/Γ = f }. (1.2)
Let {Pτ }τ∈T be family of multinormed spaces. Then, let lim→τ→T Pτ denote the induc-
tive limit of Pτ , τ ∈ T .
1.1. Cauchy ultradistributions
Ultradistributions possess more general characteristics than the distributions. Pilipo-
vic [6] defined the space of Beurling type ultradifferentiable functions D((Mp),L2) and
ultradistributions D′((Mp),L2), where Mp, p = 0,1,2, . . . , is a sequence of positive real
numbers. Carmichael et al. [2] defined ultradistributions of Beurling type D′((Mp),Ls)
and of Roumieu type D′({Mp},Ls), both of which generalize the Schwartz space D′Ls .
The definition of a cone C in Rn (with vertex at O¯), projection of a cone C (denoted
by pr(C)), compact subcone C′ of C, dual cone C∗ = {t ∈ Rn: 〈t, y〉 0, ∀y ∈ C} of C
and indicatrix function Uc(t) of C can be referred to Szmydt and Ziemian [11]. Further,
note that Mp, p = 0,1,2, . . . , is a sequence of positive real numbers which will satisfy
some of the following conditions:
(M1) M2p Mp−1Mp+1, p = 1,2, . . . .
(M2) There are positive constants A and H such that
Mp AHp min
0qp
MqMp−q, p = 0,1,2, . . . .
(M3) There is a constant A such that
∞∑
q=p+1
Mq−1
Mq
Ap
Mp
Mp+1
, p = 1,2, . . . .
Let us replace, at the time, (M2) and (M3) by the following weaker conditions:
(M2′) There are constants A and H such that
Mp+1 AHpMp, p = 0,1,2, . . . .
(M3′)
∞∑
p=1
Mp−1
Mp
<∞.
Sequences Mp satisfy all these properties for the ultradistributions.
For the sequence Mp , Komatsu [4, p. 48] defines its associated function M(ρ) as
M(ρ)= sup log(ρpM0/Mp), 0 <p <∞. (1.3)
p
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of all complex valued infinitely differentiable functions ϕ(t), such that there exists a con-
stant N > 0, for which∥∥Dαt ϕ(t)∥∥Ls Nh|α|M|α|, |α| = 0,1,2, . . . , (1.4)
for all h > 0.
Considering that the sequence Mp will satisfy (M1) and (M3′) at a minimum, so that
D((Mp),Ls) and D({Mp},Ls) contain sufficiently many functions (cf. [4, p. 26]), a nat-
ural topology is defined on D((Mp),Ls), 1 s ∞, as
‖ϕ‖s,h = sup
α
‖Dαt ϕ(t)‖Ls
h|α|M|α|
, h > 0, (1.5)
and
D(Mp,h,Ls)=
{
ϕ ∈ C∞: ‖ϕ‖s,h <∞
}
, h > 0. (1.6)
Since D(Mp,h1,Ls) ⊂ D(Mp,h2,Ls), if 0 < h1 < h2, the protective limit topology on
D((Mp),Ls) is given by
D((Mp),Ls)= lim
h→0 projD(Mp,h,L
s). (1.7)
The inductive limit topology on D({Mp},Ls), 1 s ∞, is given by
D({Mp},Ls)= lim
h→∞ indD(Mp,h,L
s). (1.8)
The ultradifferential operator P(D) of class (Mp) is defined by
P(D) :=
∞∑
|α|=0
Dαt gα(t), (1.9)
where∥∥gα(t)∥∥Lr = ϑ
[
1
k|α|M|α|
]
, |α| →∞, k > 0, 1 s ∞. (1.10)
It may be noted that D′((Mp),Ls) and D′({Mp},Ls) are not distribution spaces in the
sense of Schwartz [8], instead they are ultradistributions in the sense of Komatsu [4] and
Roumieu [7]. D(∗,Ls) and D′(∗,Ls), where ∗ denotes (Mp) or {Mp}, define ultradistrib-
utions of Beurling or Roumieu type.
1.2. Cauchy kernel function
Let C be a regular cone in Rn and C∗ is the dual cone of C. Cauchy kernel function for
the corresponding tube T c =Rn + iC is defined (cf. [1, p. 201]) by
K(z− t)=
∫
C∗
exp
(
2πi〈z− t;η〉)dη, z ∈ T c, t ∈Rn. (1.11)
The Cauchy kernel K(z− t) is an element of the space of Beurling type D((Mp),Ls) and
of Roumieu type space D({Mp},Ls), 2 s ∞, defined as a function of t ∈ Rn, z ∈ T c,
where Mp satisfies (M1) and (M3′).
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(R ∪ {∞})n2 . Cauchy ultradistribution space is denoted by D′((Mp),Ls) on Γ1, with the
values D′({Mp},Ls)(Γ2), i.e., A ∈ D′((Mp),Ls)(Γ2), if for any ϕ ∈ D′(∗,Ls)(Γ1), we
have
A[ϕ] ∈D′((Mp),Ls)(Γ2), (1.12)
and the mapping
ϕ ∈D((Mp),Ls) → A[ϕ] ∈D′({Mp},Ls)(Γ2)
is linear and continuous.
The sequence (Aν)ν∈N , where
Aν ∈D′
(
(Mp),L
s
)(
Γ1,D′
(
(Mp),L
s
)
(Γ2)
)
,
converges to zero in D′((Mp),Ls) if
lim
ν→∞Aν[ϕ][ψ] = 0 (1.13)
for every ϕ ∈D((Mp),Ls)(Γ1), ψ ∈D((Mp),Ls)(Γ2).
A sequence (A˜ν)ν∈N , where A˜ν ∈ D′((Mp),Ls)(Γ1 × Γ2), converges to zero in
D′((Mp),Ls)(Γ1 × Γ2) if
lim
ν→∞ A˜ν[Φ] = 0 (1.14)
for every Φ ∈D′((Mp),L∞)(Γ1 × Γ2).
2. The kernel theorem
Theorem 1. The mapping
IMp :D′(∗,Ls)(Γ1 × Γ2)→D′(∗,Ls)
(
Γ1,D′(Γ2)
)
such that for any A˜ ∈D′(Ls(Γ1 × Γ2)),
IMp(A˜)[ϕ][ψ] := A˜[ϕ⊗ψ], (2.1)
where ϕ ∈ D′(∗,Ls)(Γ1), ψ ∈ D′(∗,Ls)(Γ2), is a linear topological isomorphism of the
space D′(∗,Ls)(Γ1 × Γ2) onto D′(∗,Ls)(Γ1 ×D′(Γ2)).
It is desirable, prior to undertaking the proof of our theorem, to mention Mazur–Orlicz
theorem on the separate continuity of 2-linear functionals, on which the proof of above
theorem is based. Let us call following theorems as supplement theorems. Moreover, details
of the kernel theorem can be referred to Michalik [5], which matter-of-factly initiated the
present investigation.
Supplement theorem 1 (cf. [3, Theorem 4 7.1]). Let E1 and E2 be multinormed complete
vector spaces with the topologies given by non-decreasing sequence of pseudonorms ϕs,h
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is continuous, i.e., there exists constant C <∞ and h ∈N0 such that∣∣Φ(G1,G2)∣∣ Cϕ1,h(G1)ϕ2,h(G2), G1 ∈E1, G2 ∈E2. (2.2)
Supplement theorem 2 (cf. [10, Theorem 1.3]). Let Esh (s = 1,2, h= 0,1, . . .) be a Ba-
nach space with norms ϕs,h such that Esh+1 ⊆Esh and ϕs,h(ζs) ϕs,h+1(ζs) for ζs ∈Esh+1.
Let Es := lim←h∈N0 Esh and let Φ :E1 ×E2 →C (ν = 1,2, . . .) be separately continuous
bilinear forms converging to zero, i.e.,
lim
ν→∞Φν(G1,G2)= 0, ∀G1 ∈E
1, G2 ∈E2. (2.3)
Then there exists h ∈N0 and a sequence εν → 0+ such that∣∣Φν(G1,G2)∣∣ ενq1h+1q2h+1, G1 ∈E1h+1, G2 ∈E2h+1, ν = 1,2, . . . . (2.4)
These two theorems exhibit that the spacesE1 :=D(∗,Ls)(Γ1) andE2 :=D(∗,Ls)(Γ2)
satisfy the assumptions.
Following lemma, employed in the analysis of our investigation, generalizes the the-
orem of change of order of integration. This lemma is analogous to a theorem (cf. [9,
Theorem 18.11]) and thus, we may take the liberty to avoid the proof.
Lemma 1. Let g :Rn × Γ → R, where Γ := [ν,∞), ν ∈ Rn, let a ∈ Rn, h > 0, and let
gα(t) := g(α, t), α ∈Rn, t ∈ Γ . Assume that g satisfies the following conditions:
(1) For any α ∈N0, Dαt gα(t) is continuous on Rn × Γ ;
(2) For any α ∈Rn, gα ∈D(∗,Mp);
(3) For any α0 ∈Rn, limα→α0 gα = gα0 in D′(Γ ).
Let γ ∈ C00 (Rn) (C00 denotes continuous function at a null point in n-dimensional Euclid-
ean space) and u ∈D′(∗,Mp)(Γ ); then∫
Rn
γ (α)u(gα) dα = u
[ ∫
Rn
γ (α)gα dα
]
. (2.5)
Let γ ∈ C00 (Rn) be such that∣∣γ (α)∣∣q(Mp)α,h,Γ (gα)(1+ |s1|)2(1+ |s2|)2 . . . (1+ |sn|)2 <C.
Choose a sequence of functions γν ∈ C00 (Rn) such that γν → γ in C0(Rn), |γν | |γ |
and pass to the limit in the (already) proved formula for γν ∈ C00 (Rn). Then (as a conse-
quence) we have another lemma.
Lemma 2. Under the conditions prescribed for Lemma 1, (2.5) holds good for function
γ ∈ C0(Rn) such that
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s ∈Rn with C <∞. (2.6)
Proof of Theorem 1. The transformation IMp is well defined. By assuming A˜ ∈D′(∗,Ls)
(Γ1 × Γ2), for any aj < wj (j = 1,2, . . .), there exists h > 0 and C <∞ such that∣∣IMp(A˜)[ϕ][ψ]∣∣= ∣∣A˜[ϕ ⊗ψ]∣∣
C sup
t1∈Γ1
sup
α1∈Nn10
|Dα1t1 ϕ(t1)|
h|α1|M|α1|
sup
t2∈Γ2
sup
α2∈Nn20
|Dα2t2 ψ(t2)|
h|α2|M|α2|
, (2.7)
which is true for ϕ ∈D(∗,Ls)(Γ1) and ψ ∈D(∗,Ls)(Γ2), and thus, IMp(A˜) ∈D′(∗,Ls)
(Γ1,D′(∗,Ls)(Γ2)). Now, if we have a sequence (A˜ν)ν∈N convergent to zero in D′(∗,Ls)
(Γ1 × Γ2), then the sequence of the corresponding number Cν in (2.7) also converges to
zero and consequently, indeed, the sequence (IMp (A˜ν))ν∈N converges to zero in D′(∗,Ls)
(Γ1′(∗,Ls)(Γ2)). This asserts that the operator IMp is continuous. A continuous inverse
transformation is defined by
I−1Mp :=D′(∗,Ls)
(
Γ1,D′(∗,Ls)(Γ2)
)→D′(∗,Ls)(Γ1 × Γ2) (2.8)
such that IMpI
−1
Mp
= Id = I−1MpIMp (Id being the identity).
Now, fix A ∈D′(∗,Ls)(Γ1,D′(∗,Ls)(Γ2)) and suppose a1, a2, d1, d2 are such that aj <
dj < wj (j = 1,2, . . .). By virtue of the Supplement theorem 2, there exists CA <∞,
h > 0 such that∣∣A[ϕ][ψ]∣∣ CAqd1,h,Γ (ϕ)qd2,h,Γ (ψ), (2.9)
valid for ϕ ∈D(∗,Ls)(Γ1), ψ ∈D(∗,Ls)(Γ2). Hahn–Banach theorem justifies (2.9).
Set Gj := bj + iηj , where bj ∈Rnj , aj < bj < dj , and ηj ∈Rnj (j = 1,2, . . .). Due to
the existence of Cj ,Kj such that
∣∣A[e|α||α|]∣∣ CAC1C2M−10 exp
(
M∗
(
T
|y|
))
, (2.10)
let
Φ ∈D(∗,Ls)(Γ1 × Γ2).
Then Cauchy integral, given by
K(z− t)=
∫
C∗
exp
[
2πi〈z− t, η〉]dη, z ∈ T c, t ∈Rn,
satisfies∣∣K(z− t)∣∣Ωn(n− 1)!(πδ|y|)−n. (2.11)
Indeed, the ultradifferential operator
ϑ :D(∗,Ls)(Γ )→D(∗,Ls)(Γ )
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(
M∗
(
T
|y|
))
,
thus,
I−1Mp ∈D′(∗,Ls)(Γ1 × Γ2).
From Supplement theorem 2, (Aν)ν∈N , is convergent to zero in D′(∗,Ls), I−1Mp and
D′(∗,Ls)(Γ1 × Γ2), and thus it concludes that I−1Mp is continuous.
By the inverse Cauchy integral formula and due to Lemma 2, we have
IMp
(
I−1Mp(A)
)[ϕ][ψ] = I−1Mp(A)[ϕ⊗ψ] = A[ϕ][ψ].
Similarly,
I−1Mp
(
IMp(A˜)
)[Φ] = A˜[Φ].
This completes the proof of the main theorem. ✷
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