Abstract. In this paper we derive a posteriori error estimates for linear functionals of the solution to an elliptic problem discretized using a multiscale nonoverlapping domain decomposition method. The error estimates are based on the solution of an appropriately defined adjoint problem. We present a general framework that allows us to consider both primal and mixed formulations of the forward and adjoint problems within each subdomain. The primal subdomains are discretized using either an interior penalty discontinuous Galerkin method or a continuous Galerkin method with weakly imposed Dirichlet conditions. The mixed subdomains are discretized using RaviartThomas mixed finite elements. The a posteriori error estimate also accounts for the errors due to adjoint-inconsistent subdomain discretizations. The coupling between the subdomain discretizations is achieved via a mortar space. We show that the numerical discretization error can be broken down into subdomain and mortar components which may be used to drive adaptive refinement.
Introduction.
There has been considerable interest in recent years in solving multiphysics problems coupled through an interface. For example, geological reservoir models of flow in porous media often consist of multiple fault blocks which render a monolithic discretization infeasible [3, 55] . In such instances it is desirable to be able to discretize each subdomain (fault block) independently and produce a numerical approximation using whichever technique is most appropriate. Finite volume methods are often preferred due to their local conservation properties and ease of implementation [5, 22] , but these methods suffer in terms of accuracy in cases where highly distorted grids are required [1, 50] . Alternative techniques include multipoint flux approximation methods [1, 50, 47] and discontinuous Galerkin methods [6, 43, 42, 32, 31] , but these tend to be more computationally expensive.
Mortar methods provide a convenient and mathematically elegant approach for coupling different numerical methods through physically meaningful interface conditions. They do not require the grids to match along the interface and can easily be generalized to multiphase flow [56, 37] , multiphysics [55, 12] , computational mechanics [28] , and geomechanics [29] . The mortar mixed finite element method has also been shown to be equivalent to a multiscale method in the case where the mortar discretization is coarser than the subdomain discretizations [4] . This observation led to the development of a multiscale mortar basis implementation [26] as well as
where K is a symmetric, bounded, and uniformly positive definite tensor. We assume that f and g D are sufficiently smooth so that the solution to (2.1) has the required regularity. We focus on Dirichlet boundary conditions for the sake of simplicity, but both Neumann and Robin boundary conditions can also be analyzed.
where N is the number of subdomains, which can be nonconforming in the sense that neighboring subdomains need not share complete sides (edges if d = 2, faces if d = 3). The subdomains are nonoverlapping, i.e., Ω i ∩ Ω j = ∅ for i = j. We denote Γ i,j := ∂Ω i ∩ ∂Ω j , Γ := ∪ 1≤i<j≤n Γ i,j , and Γ i := ∂Ω i ∩ Γ. We define the index sets I P and I M , where for i ∈ I P we consider the primal formulation (2.2)
and for i ∈ I M we consider the mixed formulation, (2.3)
The model problem is closed by imposing continuity of the normal flux, (2.4)
for all i, j such that ∂Ω i ∩ ∂Ω j = ∅, where n i is the outward facing normal vector to ∂Ω i . It is well known (see, e.g., [41, 30] ) that (2.1) and (2.2)-(2.4) are equivalent if we set λ = p| Γ .
Adjoint problem. The formal adjoint for the model problem is (3.1)
−∇ · (K∇ξ) = ψ in Ω,
where ψ is chosen based on the quantity of interest. We remark that inhomogeneous boundary conditions can be chosen for the adjoint if the quantity of interest is on the boundary (see, e.g., [51] ). Downloaded 09/12/14 to 129.82. 52.110 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
For i ∈ I P we consider the primal formulation of the adjoint, (3.2)
and for i ∈ I M we consider the mixed formulation of the adjoint,
The adjoint problem is closed by imposing continuity of the normal flux,
It is clear that (3.1) and (3.2)-(3.4) are equivalent if we set η = ξ| Γ . Note that we have defined the adjoint velocity s i to be K∇ξ i rather than −K∇ξ i . This choice makes (3.3) the adjoint of the forward mixed formulation (2.3).
Our quantity of interest may be a linear functional of λ on Γ. In this case, we write the quantity of interest as
and we modify the adjoint interface condition (3.4) 
Abstract variational formulations.
In this section, we define the variational formulations associated with (2.2)-(2.4) and the discretized variants. To simplify the discussion, we first define a consistent notation to be used throughout the paper.
4.1.
Variational formulation of the forward problem. On a subdomain, Ω i , we let V i and M denote abstract Hilbert spaces and let A i : V i × V i → R and B i : M × V i → R denote appropriate bilinear forms. We define a variational formulation seeking z i ∈ V i such that In order to impose the interface condition (2.4), we require two additional bilinear forms:
Note that z i is defined locally and λ is defined globally. Examples of these bilinear forms will also be provided in subsequent sections. Remark 4.1. We assume that the variational formulation is consistent, which implies that
but this does not necessarily require that D i (λ, μ) = 0. Since λ = p| Γ , we may allow D i (λ, μ) to be nonzero and modify C i (z i , μ) appropriately to maintain consistency. For example, in section 7.2 we use penalization to weakly enforce the Dirichlet boundary conditions in a consistent manner. On each subdomain, the exact solution is unknown so we choose a discrete subspace V h,i ⊂ V i associated with the partition T h,i and seek z h,i ∈ V h,i such that
Similarly, the boundary condition on the interface is unknown, so we choose a discrete
Even if the global problem (4.2)-(4.3) and the discrete local problem (4.4) are wellposed, the discrete global problem (4.5)-(4.6) may not be. A compatibility condition may exist between V h,i and M H . This issue has been studied extensively for mortar mixed finite elements (see, e.g., [3, 4] ), and the general conclusion is that the mortar space cannot be too rich compared with the trace of the subdomain discretization.
In this paper, we are mostly interested in coarse scale mortar discretizations so the compatibility condition is easily satisfied and we will not address this issue further. Example 4.2. With two subdomains, the global discrete problem has the form ⎡ A i (e z,i ,
Finally, we let Π h,i : V i → V h,i and Q H : M → M H denote projection operators into the discrete subspaces. Examples of Π h,i and Q H will be provided in subsequent sections.
4.2.
Abstract variational formulation of the adjoint. On each subdomain,
where j i : V i → R and j M : M → R are linear forms associated with subdomain and mortar quantities of interest, respectively. We assume that this adjoint variational formulation is consistent in the sense that it is equivalent to (3.1). Examples of adjoint linear and bilinear forms will be provided in subsequent sections.
Example 4.3. With two subdomains, the global discrete adjoint problem has the form ⎡
where, e.g., A * i is the stiffness matrix corresponding to the discretization of A * i (·, ·) and j i is the load vector corresponding to the discretization of j i (·).
We emphasize that the linear and bilinear forms in (4.9)-(4.10) are derived from either the primal form or the mixed form of the formal adjoint. We do not assume that the variational forms are adjoint consistent. To be precise, we do not assume
The issue of adjoint consistency will be important in subsequent sections since the adjoint inconsistent variational formulations require additional terms in the error representation. As it turns out, all of the forward and adjoint bilinear forms considered in this paper satisfy (4.12), but the error analysis in section 5 does not make this assumption. Downloaded 09/12/14 to 129.82.52.110. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 5. Error analysis. In this section, we use the global adjoint formulation (4.9)-(4.10) to derive an a posteriori error estimate for discrete approximations of the global forward problem (4.2)-(4.3). Our analysis is based on the generic linear and bilinear forms introduced in the previous section, and specific examples will be given in the next section.
For
3), and let z h,i ∈ V h,i and λ H ∈ M H solve (4.5)-(4.6). We recall that e z,i = z i − z h,i and e λ = λ − λ H denote the subdomain and mortar errors, respectively. Finally, for 1 ≤ i ≤ N , let φ i ∈ V i and η ∈ M solve (4.9)-(4.10). We first present the theoretical result for the cases where (4.11) and (4.12) are satisfied.
Theorem 5.1.
, and let φ i ∈ V i and η ∈ M solve (4.9)-(4.10). Suppose (4.11) and (4.12) are satisfied. The error in a linear functional of the solution satisfies
where
represents the subdomain discretization error and
represents the contribution to the mortar discretization error. Proof. We set w i = e z,i in (4.9) and μ = e λ in (4.10), giving
where we have utilized (4.11) and (4.12). The remainder of the proof follows the usual steps utilizing Galerkin orthogonality (4.7)-(4.8), with the projection operators defined in section 4, and the definition of the weak residual. Unfortunately, some bilinear forms may not satisfy (4.11) or (4.12). To account for this possibility, we introduce the adjoint inconsistency term,
η).
This term must be estimated (or bounded) in order to derive a fully computable error representation. In section 7.2, we provide an example where (4.11) is not satisfied and E cons,i is computable. Downloaded 09/12/14 to 129.82.52.110. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The following result can be shown using a straightforward modification of the proof of Theorem 5.1.
, and let φ i ∈ V i and η ∈ M solve (4.9)-(4.10). Suppose (4.11) and (4.12) are not satisfied. The error in a linear functional of the solution satisfies
where E cons,i represents the consistency error given by (5.2), E sub,i represents the subdomain discretization error, and E mort,i represents the contribution to the mortar discretization error. Remark 5.3. A different error representation for adjoint inconsistent formulations can be derived using the discrete adjoint of the forward variational formulation. While this approach would not require estimating the adjoint inconsistency terms, the fact that the formulation is not adjoint consistent implies that the discrete adjoint solution may not converge to the continuous adjoint solution which is known to cause problems with certain discontinuous Galerkin methods [32, 31] . In this paper, we follow the approach taken in [52] and use a variational formulation of the continuous adjoint, and we assume that the adjoint inconsistency terms can be estimated.
6
. Adaptive mesh refinement. In this section, we decompose the error representation (5.1) into a sum of contributions from each element and use these localized error representations to drive adaptive mesh refinement. The standard approach, utilized in, e.g., [9, 8, 23, 14] , computes the absolute value of the localized error representation,
where we have used the obvious notation to denote the localization of the linear and bilinear forms to a subdomain element E j or a mortar element γ j . Next, we mark for refinement either a certain percentage of the elements or those where the local indicator exceeds a given tolerance. It is well known that this approach does not account for the cancellation of error between elements and is not guaranteed to reduce the error in the quantity of interest. Nevertheless, this approach has proved to be quite successful in practice, and we consider a modification of this adaptive algorithm to allow adaptive refinement of both the mortar and the subdomain discretizations. We summarize our adaptive refinement algorithm in Algorithm 1.
Remark 6.1. For some discretization techniques, such as discontinuous Galerkin, the error representation (5.1) involves a sum of integrals over the edges (faces) in the mesh. In such cases, we allocate half of the edge contribution to both of the elements sharing the edge in order to localize the error to the elements for refinement. An alternative approach may be to use a hybridized discontinuous Galerkin method (see, e.g., [17] ) and to separately refine the element and edge discretization, but this is beyond the scope of this work. 
and if the domain of integration is clear from the context, we suppress the index Ω. For any nonnegative integer m, recall the classical Sobolev space (cf. [2] )
equipped with the following seminorm and norm
This definition is extended to any real number s = m + s for an integer m ≥ 0 and 0 < s < 1 in the usual manner by defining the appropriate fractional semi-norm and norm [2] . We also use the space of functions with finite divergence,
Let T h,i be a conforming partition of Ω i , consisting of simplices or quadrilaterals (hexahedra in 3D) of maximum diameter h i . We assume that the mesh is regular in the sense of Ciarlet [16] We also require the broken Sobolev space associated with T h,i given by
equipped with the usual broken norm (see, e.g., [43, 30] ). Let E m and E n be two adjacent elements in T h,i with n < m, and let γ = ∂E n ∩ ∂E m ∈ E h,i We denote the average and jump on γ for an elementwise smooth function φ by, respectively,
On a boundary face (γ ∩ ∂Ω = ∅) we set
Let T H,i,j be a partition of Γ i,j with maximal element diameter H. We use Γ H = ∪ 1<j≤N Γ i,j to denote the union of all the mortar grids and Γ H,i = Γ H ∩ ∂Ω i to denote the intersection of the mortar grids with the boundary of Ω i . We do not need to assume that T H,i,j is conforming, but we may make this assumption if we want to use continuous mortar approximations. Furthermore, we do not assume T H,i,j aligns with either subdomain partitions T h,i or T h,j . In the multiscale setting, the mortar grid is chosen to be much coarser than the trace of the subdomain grids, i.e., H h. In this paper we take
or the continuous counterpart for the discrete mortar approximations. If M r H consists of discontinuous polynomials, then we take the projection operator, Q H , introduced in section 4 to be the L 2 (γ)-projection on each γ ∈ Γ. If we use the continuous version of the mortar space, then we take Q H to be the L 2 (Γ i,j )-projection.
Mixed finite elements.
For i ∈ I M , the mixed variational formulation of
. Using the notation introduced in section 4, we define
The corresponding subdomain linear and bilinear forms are defined as
and the linear and bilinear forms associated with the mortars are 
be any of the Raviart-Thomas (RT k ) finite element spaces [13, 44] . The projection operator is given by Π h,i := π h,i × Q h,i where π h,i is the well-known projection operator [5, 3] for the velocities and Q h,i is the standard L 2 (T )-projection operator for the scalar potential for any T ∈ T h,i .
The mixed variational formulation of (3.
. Using the notation introduced in section 4.2, we define
The corresponding adjoint subdomain linear and bilinear forms are defined as
The remaining bilinear forms as given by
Notice that, due to our choice of adjoint flux, all of the bilinear forms are adjoint consistent for the mixed formulation, i.e., both (4.11) and (4.12) hold. The terms in the error representation corresponding to i ∈ I M are easily seen to be
Discontinuous and continuous Galerkin.
For i ∈ I P , we set
The interior penalty discontinuous Galerkin formulation of (2.2) 
The remaining bilinear forms are given by
Various interior penalty discontinuous Galerkin methods can be obtained by a proper choice of the form parameter, s f . If we choose s f = 1, then A i (·, ·) will be symmetric and we recover the symmetric interior penalty Galerkin (SIPG) method. Similarly, setting s f = 0 and s f = −1 give the incomplete (IIPG) and the nonsymmetric (NIPG) interior penalty Galerkin methods, respectively. The penalty parameter σ γ is taken to be a constant value on each element face, and we assume that 0 < σ 0 ≤ σ γ ≤ σ 1 . We fix the form parameter to be 1 along the boundary edges, which preserves the symmetry of the formulation if SIPG is used. This choice forces us to use h γ rather than H γ in the penalty terms along E Γ h,i , which results in slightly suboptimal a priori convergence rates in the multiscale case [30] , i.e., if H = O(h α ) with α < 1. We discretize by choosing
where P k (T ) is the space of polynomials of degree k on T ∈ T h,i with k ≥ 1. If σ if sufficiently large, then the standard discontinuous Galerkin arguments can be used to show discrete stability and to derive a priori error bounds [30] . The projection operator is defined to be Π h,i = Q h,i , where Q h,i is the local L 2 (T )-projection. Using the notation introduced in section 4, we define
The interior penalty discontinuous Galerkin formulation of (3.2) seeks 
The remaining adjoint bilinear forms are given by
Notice that (4.12) holds due to the definition of the bilinear forms and our choice of the form parameter along the boundaries. However, (4.11) does not hold if NIPG or IIPG methods are used. Fortunately, it was shown in [52] that
which is fully computable and does not depend on the choice of discontinuous Galerkin method used to solve the adjoint. Also note that this term is zero if SIPG is used, i.e., if the discontinuous Galerkin formulation is adjoint consistent. For convenience, we set δ ξ,i = ξ i − Q h,i ξ i and δ η = η − Q H η, and use the definition of the linear and bilinear forms to derive the subdomain error indicator,
and the mortar error indicator,
Remark 7.1. We may also consider a continuous Galerkin formulation for i ∈ I p with weakly imposed Dirichlet conditions by taking
The subdomain bilinear form simplifies to We consider the following quantities of interest:
1. The value of the solution at (1/3, 1/3) for which In all of the numerical examples, we use a decomposition of Ω into 16 equal-sized subdomains arranged in a 4 × 4 pattern. In Figure 8 .1, we plot the sets of grids to be used in sections 8.1 and 8.2. We allow triangular or quadrilateral elements in each subdomain. Note that only grid (a) aligns along the interface. Grids containing both triangular and rectangular elements may also be considered using mixed and discontinuous Galerkin approximations [36] , but this is an unnecessary complication for this paper. In all three cases, the mortar mesh does not align with any of the subdomain grids. Grid (c) is designed for the multiscale mortar setting where we allow only one mortar element on each interface. 
Mononumerics coupling.
In this section, we use the same discretization method for all of the subdomains and compute the a posteriori error estimate using a higher order approximation of the same type. We consider the following subdomain approximations:
• RT 0 mixed finite elements for the forward problem and RT 1 for the adjoint problem.
• Piecewise linear (P 1 (T h,i )) NIPG for the forward problem and piecewise quadratic (P 2 (T h,i )) NIPG for the adjoint problem.
• Continuous piecewise linear Galerkin for the forward problem and continuous piecewise quadratic for the adjoint problem. We consider the following cases:
1. Quantity of interest 1, on grid (a), with discontinuous linear mortars. 2. Quantity of interest 2, on grid (b), with discontinuous linear mortars. 3. Quantity of interest 3, on grid (c), with discontinuous cubic mortars. Other cases were considered, e.g., computing all three quantities of interest on all three grids, but these cases yielded similar results and were omitted in the interest of space. In each case, we solve the subdomain problems using a sparse direct solver. We construct the forward and adjoint interface operators as in [26, 49] and use GMRES to solve the interface problem to a tolerance of 1E-10.
In Table 8 .1, we present the subdomain, mortar, and consistency terms of the a posteriori error estimate along with the true error in the quantity of interests and effectivity ratios. In all nine simulations, the effectivity ratio is close to one, indicating that the a posteriori error estimate is quite accurate even with an approximate (numerical) adjoint. The consistency error is nonzero only for NIPG and is approximately the same order of magnitude as the other terms in the error estimate. We also note that the mortar error using mixed finite elements for case 1 is nearly zero. This is due to the fact that the mortar space contained the same number of degrees of freedom as the trace of the subdomain velocity space. Thus, conservation can be enforced up to the interface solver tolerance.
Next, to demonstrate that our error estimate accurately predicts the asymptotic convergence rates for each component of the error, we use grid (a) with NIPG on each subdomain and compute the a posteriori error estimate for the second quantity of interest on a sequence of uniformly refined grids. We first use piecewise linear basis functions on the subdomains and mortars. The results are shown in Figure 8. a higher rate. In this case, the consistency error is not suboptimal. This is a wellknown, but not adequately explained, phenomena for odd order basis functions on uniform meshes [43] . We also perform the same set of experiments using piecewise quadratic basis functions on the subdomains and mortars. The results are shown in Figure 8 .2 (middle). Here, we see that the consistency error is suboptimal and is the dominant component of the error estimate. We have shown the magnitude of each component of the error estimate since some of the components may be negative. The total error estimate, which determines the effectivity ratio, is the sum of the signed components and allows for cancellation of error between components. To verify that the total error estimate is accurate, we provide the effectivity ratios for each of these experiments in Figure 8 .2 (right).
Multinumerics coupling.
In this section, we use grid (c) from Figure 8 .1 and use either discontinuous Galerkin (SIPG), continuous Galerkin, or a mixed method in each subdomain, as shown in Figure 8 .3.
In Table 8 .2, we present the components of the error estimate and the effectivity ratios for each of the three quantities of interest. The effectivity ratios are not quite as close to one as they were in the previous section, but they are still acceptable. We note that the consistency error is zero since we are using SIPG rather than NIPG.
8.3
. Adaptive mesh refinement. The goal in this section is to show how the a posteriori error estimate may be used to separately adapt the mortar and subdoDownloaded 09/12/14 to 129.82.52.110. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php main grids following Algorithm 1. We start with grid (a) from Figure 8 .1, but we coarsen the mortars so that there is initially only one mortar element on each interface. We use piecewise linear SIPG for the subdomain discretizations and piecewise linear polynomials for the mortars. Thus, each mortar starts with only 2 degrees of freedom. We choose a primal formulation with a discontinuous Galerkin approximation on each subdomain since the corresponding discretized system has been shown to be well-posed for any choice of the mortar and subdomain discretizations [30] , i.e., no compatibility condition is required. If we use a mixed formulation and discretization on each subdomain, then there is a compatibility condition between the mortar discretization and the trace of the subdomain discretizations and the mortar refinement would be constrained by the subdomain refinement. The discretization of the adjoint problem uses piecewise quadratic SIPG and piecewise quadratic mortars. Our quantity of interest is the average value of the solution over Ω 16 .
We refine a subdomain if its contribution is larger than 1/16 of the global tolerance, which we take to be 1E-4. Similarly, we refine a mortar if its contribution is larger than 1/24 of the global tolerance. Elements within a subdomain or a mortar are marked for refinement based on a similar criteria and a localization of the a posteriori error estimate.
In Table 8 .3, we give the components of the error as well as the degrees of freedom and effectivity ratios for each iteration. In Figure 8 .4, we plot the final adapted Downloaded 09/12/14 to 129.82.52.110. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php subdomain and mortar grids as well as the magnitude of each of the components of the error estimate as we adaptively refine the subdomain and mortar grids.
9. Application to flow in porous media. Our last example considers a practical application to flow in porous media. We consider layer 75 of the SPE-10 permeability field [15] (see Figure 9 .1) and focus on mortar adaptivity. The computational domain is Ω = [0, 1200] × [0, 2200]. The permeability field is highly heterogeneous and is defined on a 60×220 computational grid. We divide the domain into 55 subdomains (5 × 11), as shown in Figure 9 .1. Pressure-specified injection wells are placed in four corner subdomains and a pressure-specified production well is placed in one of the middle subdomains. Most of the subdomains use uniform rectangular elements determined by the fine scale permeability field. In these subdomains we use mixed finite elements, or, equivalently, cell-centered finite volumes. The subdomains containing wells are discretized using unstructured meshes with triangular elements which allows us to include the geometry of the well in our model. This provides an alternative to a Peaceman approximation of a pressure-specified well [35] . A cell-centered finite volume approximation is not appropriate for these computational grids, so we use a discontinuous Galerkin (SIPG) approximation. We set the pressure to be 1 at the injection wells and 0 at the production well. These values are simply for numerical demonstration and more physically relevant values can also be chosen. No-flux conditions are imposed on the outer boundaries of the domain.
Our quantity of interest is the average flux into the production well, so we set ψ = 0 and ξ = 1/2πr on the boundary of the production well, where r is the radius of the well. Homogeneous boundary conditions are chosen on the injection wells (Dirichlet) and on the exterior boundaries (Neumann). We assume that the subdomain grids are fixed and refine the mortar spaces until the mortar error is below a chosen tolerance. Initially, each interface has only one mortar element with piecewise discontinuous linear mortar approximation. As in previous examples, the mortars are refined based on the localization of the a posteriori error estimate. In Figure 9 .2, we plot the final adaptive mortar grid as well as the pressure field and the adjoint pressure field using this final mortar grid. We see that the mortar grid concentrates refinement between the production well and the upper-right injection well. This is due to the channel of high permeability running between these two wells. For comparison, we also solve a sequence of problems using uniformly refined mortar grids. In Figure 9 .3, we compare the mortar error using the uniform and adaptive approaches. Clearly, the adaptive approach reaches the chosen error tolerance using far fewer mortar degrees of freedom, and hence requires fewer subdomain solves, than the approach using uniform adaptivity.
Conclusions.
We have shown how to derive a posteriori error estimates for linear functionals of the solution to an elliptic problem discretized using a multiscale nonoverlapping domain decomposition method. The general framework presented in section 4 allows us to consider both primal and mixed formulations of the forward and adjoint problems within each subdomain. Various subdomain discretization schemes were considered and the error estimate was shown to be accurate in all cases, even if the subdomain approximation uses an adjoint inconsistent formulation. Finally, we demonstrated that the error estimate may be decomposed into subdomain and mortar components which may be used to drive adaptive refinement. Downloaded 09/12/14 to 129.82.52.110. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
