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Abstract
The theory and application of Active Noise Control to remove irritating acoustic pollution
from a variety of sources has and continues to receive significant attention from both theoreticians
and practitioners.
While a classical acoustic noise problem is the rejection of acoustic tonal disturbances with
the most common solution employed being the celebrated filtered-X LMS algorithm, this thesis
shows that the presence of non-linearly induced harmonics at multiple frequencies of the original
tone often results in poor performance of this algorithm. It is further found that the noise reduction
at these problematic harmonics can be improved in a number of ways, with the most effective
strategy involving the introduction of a nonlinear block to the existing algorithm. The resultant
solution is then termed the nonlinear filtered-XLMS algorithm.
One of the key requirements of any feedback controller is robustness, i.e. the maintenance
of stability and performance in the presence of plant uncertainty. While recent developments in Hoo
control theory provide the platform upon which such robust feedback systems are developed, this
thesis highlights that for certain configurations a noise cancellation problem is equivalent to
disturbance rejection in either a classical feedback or internal model control arrangement. It is
further observed that uncertainty is implicitly present in acoustic plant models, making Hoc control
the ideal approach for such a feedback Active Noise Control system. The efficacy of Hoo control
theory relative to conventional approaches in controlling acoustic noise systems is reviewed,
developed and extended. Moreover, a number of related Hoo solvers are employed to evaluate
candidate controllers followed by a comprehensive comparison of their respective performances.
One particular solver involving the innovative application of optimisation theory to reformulate and
solve the robust control problem is presented. Some novel applications of the internal model
principle are explored to reject acoustic tonal disturbances. Specifically, one original technique is
presented that combines the internal model principle with optimisation theory, and a Hoo robustly
stabilising cost function. Furthermore, it was found that the introduction of damping into the
internal model of the disturbance enhances the forward path stability, with only a slight trade-off
occurring in performance.

As non-minimum phase dynamics are synonymous with acoustic

systems, the closed loop sensitivity reduction capabilities of plants with such dynamics will be
reviewed for the case of low frequency attenuation. Noting that unwanted acoustic disturbances
are generally present at intermediate frequencies, this theory is extended to quantify the maximum
sensitivity reduction capabilities over such a frequency range.

In compliance with theory,

experiments indicate that tonal noises can be cancelled using these robust feedback techniques, but
satisfactory reduction in broadband noise is not possible.
Furthermore, a comprehensive comparison is made between the various adaptive
feedforward and robust feedback Active Noise Controllers.

This comparison indicates clearly

which solutions are best suited to specific Active Noise Control applications.

Dedicated to the memory of Dr. CJ Downing
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Glossary of Terms
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Atmospheric Pressure with both a Spatial and Temporal Dependence

Po

Ambient Pressure
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Sound Pressure Level due to Propagating Noise
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Velocity of Sound in Air
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Frequency
Cross-sectional Area of a Circular Acoustic Duct
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Cut-on Frequency of the First High Order Mode
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Magnitude-Squared Coherence between the two Signals .x:(A:) and
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Complex Cross Power Spectrum between

and e{k)

Autopower Spectrum of x(^)
X

Propagating Acoustic Disturbance in the Vicinity of the Reference
Microphone

F

Primary Acoustic Path between the Reference Microphone and the
point at which Cancellation is achieved
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Acoustic Path between the Point of Cancellation and the Error
Microphone
Transducer Model required to convert the Acoustic Signal at the
Reference Microphone into an Electrical Signal

J

Transducer Model required to convert the Acoustic Signal at the
Error Microphone into an Electrical Signal
Transducer Model required to convert the Cancellation Signal from
the Electrical into the Acoustic domain

M

Unwanted Disturbance detected by the Reference Microphone

N

Unwanted Disturbance detected by the Error Microphone

F

Acoustic Feedback

Q

Acoustic Path between the point from where the Cancellation Signal
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fs

Sampling Frequency
Adaptive Wiener Filter

P

Primary Path Dynamics
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dBA
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Secondary Path Dynamics
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Secondary Path Model
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d{k)

Desired Signal at the discrete time k
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Error Signal at the discrete time k
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Mean Value

R

Autocorrelation Matrix
Ensemble Autocorrelation of the signal x{k) at the discrete time k

P

Crosscorrelation Matrix
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m

MSE Cost Function

p

LMS Stepsize
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Largest Eigenvalue of the Autocorrelation Matrix

^min

Smallest Eigenvalue of the Autocorrelation Matrix
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Length of the FIR Adaptive Filter
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Power of the Reference signal x(/:)

A

Implicit Delay in the Primary Path

T nise

Time Constant of the Adaptive Mechanism

^min

Minimum Mean Squared Error of the Cost Surface
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Excess Mean Squared Error

M

Misadjustment
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Moving Average Taps of the Adaptive HR Filter
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Autoregressive Taps of the Adaptive HR Filter

X

Synthesised Reference

r

Closed Loop Input

y

Plant Output

d

Load Disturbance

s

Sensitivity Function

T

Complementary Sensitivity Function

L

Loop Gain

C

Closed Loop Controller

P

Actual Plant Dynamics

Nominal Plant
A

Plant Uncertainty

P

Input to Perturbation
Output from Perturbation

H

Interconnection Matrix

A.

System Perturbation
Hardy Space
Set of Real Numbers
Linear Vector Space
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Induced Norm

ct^a)

Singular Values of the Matrix A

sup

Supremum or Least Upper Bound

inf

Infimum or Greatest Lower Bound

a(A)

Greatest Singular Value of the Matrix A

W,

Sensitivity Reduction Bound
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Uncertainty Bound
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Structured Perturbations

Ph

Structured Singular Value of H

D

Set of Structured Perturbation Matrices

co„

Upper Frequency at which the sensitivity must asymptotically
approach unity
Lower Frequency at which the sensitivity must asymptotically
approach unity

P

Upper Bound on the Sensitivity Function
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Lower Bounds on the Sensitivity Function (for Various Frequency
Regions)
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Frequency Dependent Function that is governed by the Position of
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Maximum Sensitivity Reduction Bandwidth
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Optimal Solution
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Gradient of Minimisation Function
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Gradient of the z'^ Constraint

Vc = [V^

VcJ Constraint Gradient Vector

V^c,.
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Design Goals
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Goal Functions
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Lagrange Function

A,

Active Set for the QP formulation at the
Solution to

iteration

=0 the k'^ iteration

^k

V/(x,*,)-V/(xJ

dk
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FIR filter
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Plant G{z) augmented with the internal model of the disturbance
Resonant Frequency of the augmented Damped Internal Model
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Damped Frequency of the augmented Damped Internal Model
Smallest dB Gain that the Controller can assume about the Target
Frequency
Number of Points about the target Frequency that the Controller will
be Constrained
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Controller about the Target Frequency
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Chapter 1: Introduction

1.1

Basic Principle of Active Noise Control
Active Noise Control is a technique for cancelling unwanted acoustic noise.

Its

principle is conceptually elegant and is illustrated graphicall\ in figure 1 1 for the common
case of a tonal disturbance. A secondaiy loudspeaker is strategically placed that produces a
cancellation signal. A spatial superposition then occurs between the primaiy unwanted signal
and the cancellation signal, the requirement being that the peaks and troughs of the secondaiy
signal are in antiphase with the peaks and troughs of the unwanted disturbance. This causes
destructive interference to occur, giv ing a localised zone of silence.

Primary Noise

Loudspeaker
Zone of Silence
Secondary (Antiphase) Noise

Figure 1.1 Illustrativ e Principle of Active Noise Control

It has been found, and will be e.xplained in the Section 1.2. that Active Noise Control
is best applied when the unwanted disturbance lies in the audible range between .>()Hz and
.^OOHz.

Due to the extrcmelv complex dv namics of free-field sound propagation, it is likely

that a single cancellation loudspeaker will not give noticeable sound attenuation.

This

necessitates the placement of multiple cancellation loudspeakers to achieve a significant level

of sound reduction, as pictorially depicted in the next section. However, in this thesis a one
dimensional application of Active Noise Control will be considered where substantial levels
of noise cancellation can be achieved using only a single cancellation loudspeaker.
In the Section 1.2, the motivation for using Active Noise Control will be explained,
followed by some suggested applications, some of which have already been applied by
researchers and practitioners in the field.
Section 1.3 gives a brief history of Active Noise Control, starting with Luegs patent
in 1936 [1] up to the advent of signal processors in the 1980s. The significant milestones over
that 50-year period will be clearly outlined.
Section 1.4 then follows with a brief description of acoustics, with particular attention
being placed to the one-dimensional wave equation, the Helmholz equation, linearity and
superposition, high-order mode propagation along with the significance of standing waves to
Active Noise Control.
Section 1.5 offers a brief description of Active Noise Control in one-dimensional
acoustic ducts.

In particular, the structure and dimensions of the prototype duct will be

described (which will be used for all of the algorithms developed in this thesis). The more
significant acoustic dynamic paths will be described, along with an explanation as to why
models obtained for these various paths will contain inherent uncertainty. Furthermore, the
time-varying properties of these acoustic dynamics will be stressed. It will be also pointed
out that due to the relatively slow speed of sound, time-delay will invariably be present. Even
though a technique to minimise this dead-time will be suggested, it will be explained why its
elimination is unavoidable. Finally, the nonlinear and time-varying behaviour of the duct will
be emphasised.
Section 1.6 briefly examines some of the theoretical limitations of Active Noise
Control performance. It is followed by a description of the two generic Active Noise Control
solutions available currently, namely adaptive and robust methodologies.
Section 1.7 provides a brief literature review of the area of Active Noise Control with
particular emphasis being paid to developments in the past twenty years.
Finally, Section 1.8 provides a brief description of each chapter in this thesis.

1.2

Motivation for Active Noise Control
In accordance with the Active Noise Control discipline, an obvious and equally valid

approach to reduce unwanted acoustic levels is via passive techniques, i.e. by using dampers
and mufflers. For an acceptable level of suppression to be achieved using these methods, the

physical dimensions must be comparable to the wavelength of the disturbance. Consequently,
high frequencies (which have smaller wavelengths) can be cancelled cost effectively with
these passive techniques. Furthermore, higher disturbance frequencies cause the resultant
acoustic fields to become more complex, reducing the viability of using active cancellation
techniques. An example of a complex acoustic field is in a room where sound can travel in all
directions. Complex dynamics result from the inevitable reverberations, which can occur
from a variety of sources, including walls, stationary and non-stationary objects, sharp comers
etc.

While with less complex acoustic fields with low frequencies, i.e. where large

wavelengths will exist, passive damping is very costly and physically too bulky. This is
further illustrated in figure 1.2 where a typical passive silencer performance is illustrated. It
is immediately obvious that the degradation in attenuation is noticeable at low frequencies.
For this reason, and also due to the significantly simpler acoustic fields, active solutions are
more effective at lower frequencies.

Based on foregoing observations, many practical

solutions require both an active and a passive component for optimal noise suppression. A
rule of thumb generally practised is that active solutions are utilised for disturbance
frequencies less than 500Hz, with passive solutions being employed for disturbance
frequencies above this value.

Attenuation dB

Figure 1.2 Typical passive silencer performance

Many possible applications of Active Noise Control exist, with the more common
ones being: •

In aerospace applications, to cancel irritating cabin noise.

•

In the mobile phone industry, to improve in-car quietening.

In Heat Ventilation and Air Conditioning (HVAC) systems where there is a
significant source of acoustic pollution. This application will be discussed in
more detail in this thesis.
In Digital Voice Enhancement (DVE), with the particular application of
reverberation cancellation in auditoria.

1.3

History of Active Noise Control
The history of Active Noise Control originally began with the submission of a patent

in 1934 by Lueg [1]. A copy of his accompanying illustration is shown below in figure 1.3.
This patent was accepted in 1936 and in this application, the sound travels in one direction
only, referred to as one-dimensional wave propagation (described in more detail in Section
1.3). A sensor is placed upstream at the point M where a correlated version of the unwanted
noise, 5, is detected. This correlated signal is processed via the filter block V' such that the
cancellation signal

produced via the loudspeaker L is equal in amplitude but exactly 180°

out-of-phase with the unwanted signal, causing downstream noise cancellation. As a result, it
may be seen that this controller has a feedforward structure. Significantly, this application of
Active Noise Control is based on the observation that the speed of electrical impulses
(through the filter block f ) is much faster than the speed of the propagating sound (from the
point M to the point L), suggesting that the solution, at least in principle, is feasible.

Jine 9,1906

PLUEG

2,043,416

PF=O0 E&S OF SILENCI M3 SOUN D OSO ILLATIONS
Fled March 8,1934

Figure 1.3 Reproduction of Lueg's original patent proposed in 1934

An extension to Lueg’s application is free-field noise cancellation, which poses a
serious challenge for research acoustic and control engineers. A possible solution to this
problem is illustrated in figure 1.4, where (similar to figure 1.1) the noise propagation is now

no longer limited to one dimension but is generalised to three dimensions. In this application,
two microphones are present, one to detect a correlated version of the unwanted disturbance,
(referred to as a reference microphone) with the other indicating to the controller the level of
cancellation being achieved (referred to as an error microphone). Once again, acoustic signals
are introduced via the array of loudspeakers, thus cancelling the unwanted noise and v ielding
a localised zone of silence.

Zone of Silence
produced

RoI'ci'cikv N I icrophoiic

Figure 1.4 Three-dimensional solution to Active Noise Control

An important observation, first reported b> Wallace |2| in 1941 was that global
attenuation is generally not necessarv and noise cancellation need only be limited to discrete
locations such as in the vicinity of the listener's car.

Indeed. |3| reports an Active Noise

Control application that gives attenuation about desired points, but results in overall global
noise amplification.

Between the 1930$ and the I97()s. researchers continued to develop

Lueg's idea, but due to signal processing limitations, any findings remained in the most part
theoretical

In the 195()s. Olson |41 acknowledged that due to factors such as changing

atmospheric conditions, ageing of components and non-stationar\ properties of the unwanted
signals, significant time-variance and uncertaintv alwavs c.xists in acoustic svstems. For this
reason, he suggested that Active Noise Controllers should include inherent adaptation and/or
robustness to eater for this plant uncertaintv’. He developed a one-dimensional svstem that
used an adiiptive feedback controller to cancel the unwanted noise, which was specifically
applicable to narrowband and tonal disturbances.

However, most solutions that were

developed at that time tended to be non-adaptive in nature.

As a result, anv drift in

parameters caused a degradation in perfonnance and in extreme cases, instabilitv occurred.
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These solutions were referred to as fixed-filter systems and were crudely realised using
networks of inductors and capacitors. Examples were a Chelsea monopole [5], a Chelsea
dipole [6], a Swinbanks system [7] and a Jessel-Mangianate tripole [8].
The 1960s saw serious developments in the area of adaptive signal processing and
visionary work by Onado and Kido [9] anticipated the advent of digital signal processors.
Their work was to prove vital to the implementation of Active Noise Controllers twenty years
later. A further milestone in that decade was the derivation of the LMS algorithm by Widrow
[10], which is easily and efficiently realised in real-time. To this day, this algorithm remains
the main building block for many Active Noise Control systems. In the 1970s, researchers
had successful Active Noise Controllers in their sights, and the work in this area increased
significantly. In particular, Chaplin and Smith [11] modified Olson’s feedback controller into
a feedforward structure and successfully cancelled periodic noise using a waveform generator.
However, it was not until the advent of the digital signal processor in the early 1980s
that the previously developed mathematical analysis could be finally used in practice. This
novel piece of technology served as the continuing catalyst for modern industrial
implementations of Active Noise Control. One of the earliest reported Active Noise Control
solutions (generally considered to be the most significant breakthrough in the area) was by
Eriksson [12] in conjunction with the University of Wisconsin-Madison in 1985.

In this

work, he modified the LMS algorithm slightly (to the filtered-X LMS algorithm), which
offered a viable solution to the one-dimensional Active Noise Control problem.

Further

variations of the LMS algorithm include the correlation filtered-X LMS, the leaky filtered-X
LMS, the partial update filtered-X LMS, the variable step-size filtered-X LMS, the signed
filtered-X LMS and the complex filtered-X LMS, each of which has its own merits and
failings. Details of some of these are given in Chapter 2, with the remaining ones given in
[13].
The remainder of that decade involved the improvement and fine tuning of existing
algorithms, along with the development of more advanced algorithms such as the filtered-U
LMS [14, 15, 16] and the filtered-E LMS algorithms [13].
Since then, some serious developments have been made in the general area of Active
Noise Control, with the more important findings detailed in Section 1.7.

1.4

One-Dimensional Wave Propagation

This section briefly outlines the theory of sound propagation, with a more detailed analysis
available in [17]. The analysis in this section is limited to waves propagating in one direction

only, termed one-dimensional wave propagation. A typical example of this is the noise that
travels along a narrow tube.
A plane or planar wave is defined as a propagating one-dimensional disturbance
whose pressure fluctuation, normal to the direction of propagation at a particular point, is
uniform.

This type of propagation is significant in Active Noise Control because the

cancellation of such a disturbance requires only a single sensor/transducer pair to achieve
significant noise attenuation, thus requiring only SISO (Single Input Single Output) type
control methodologies.

Section 1.4.5 briefly describes the case where disturbances can

support higher-order modes within an acoustic duct and hence are non-planar. The analysis
and control of non-planar waves is significantly more complex as they require multiple
sensor/transducer pairs and thus MIMO (Multiple Input Multiple Output) type controllers.
However, this section will be mainly limited to the description of planar noise propagation.
To develop all of the key concepts in planar noise propagation, certain definitions
must be restated that specifically apply to the theory of acoustics. The more important ones
described here are pressure, ambient pressure, velocity and wavelength.
It is well known that the production of sound in any medium results directly from
continuous fluctuations of pressure about the ambient value. For this reason, sound pressure
level (equal to the pressure differential due to the propagating sound) is often the metric used
to define sound. Another important observation is that this pressure has both a spatial and
temporal dependence and is denoted p{x^t). As a result, the overall pressure at any point is
given by
p{x,t)= Pq + p{x,t)

(1.1)

where p^ is the ambient pressure and p{x^t) is the sound pressure level. Here, p{x^t) is
regarded as the unwanted noise.
Propagating acoustic waves consist of two distinct velocity components. The first is
Cq, which denotes the velocity of sound and is usually taken as 330/w5“' in air under specific
conditions. This represents the actual speed at which the sound propagates. The second
velocity component, denoted u{x), represents the particle velocity of the medium in which
the sound is propagating. In the case of a loudspeaker, it is the instantaneous velocity of the
diaphragm and will vary depending on the size and type of loudspeaker. A typical value for
the particle velocity from a loudspeaker for lOOHz tonal disturbance is 10m5“’.
c
The wavelength of a pure tonal disturbance is given by -y, where / is the
frequency of the propagating wave. Consider the case where unwanted noise emanates from a
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fan, which is tonal in nature with a typical a fundamental of lOOHz. The wavelength of the
fundamental for such a disturbance is

330
= 3.3m.
100

Since the human ear is sensitive to

disturbances in the range 20Hz to 20kHz, i.c. wavelengths from 16.5m to 1.5cm, such sounds
can be obtrusive.
The remainder of this section describes the theory of linearity and superposition,
followed by a brief description of the one-dimensional wave equation.

From this, the

Helmholz equation derivation will be shown to be a simplification of the one-dimensional
wave equation for the case where the acoustic disturbance is tonal. Furthermore, standing
waves and their significance to Active Noise Control will be described. Finally, a condition
will be presented that specifies the conditions for high-order modes to be supported in a one
dimensional circular cross-section acoustic duct.

1.4.1 Linearity and Superposition
Linearity and superposition of acoustic signals in any medium are the assumptions
under which Active Noise Control is based'. It may be shown from elementary physics [17]
that for small pressure perturbations about the ambient, the pressure and particle velocity are
all linearly related.

This approximation becomes invalid when the particle velocity

approaches the velocity of the sound in the medium, or when the pressure fluctuations
approach their ambient values.

In one-dimensional duct^ applications, the level of the

disturbance has typical pressure fluctuation values of 0.02 — 0.2Pa . On comparing these
fluctuation values to the atmospheric pressure, which remains relatively constant at
1.013a:10^P<2 , it is reasonable to assume in most cases that this is not a significant source of
nonlinearity. It can be further shown [17] that the particle velocity is generally negligible in
comparison to the speed of sound (see the previous sub-section for typical values). For these
reasons, linearity can be assumed.
In the particular case where Active Noise Control will be applied to a one
dimensional duct, there are two sources of pressure fluctuation, namely the primary unwanted
sound, Pp{x,t) and the secondary cancellation signal p^{x,t). Under the assumption of
linearity, the superposition theorem may be applied and to achieve cancellation, the controller

' In principle, even if linearity of acoustic signals cannot not be assumed, it could still be possible (but
significantly more difficult) to achieve Active Noise Cancellation.
^ A one-dimensional duct is an acoustic duct that supports only one-dimensional sound propagation.

13

modifies the secondary pressure fluctuation to give an ideal net downstream pressure
fluctuation of zero.
p{x,t) = pAx,t) + p^{x,t) = 0

(1.2)

1.4.2 The One-Dimensional Wave Equation
In contrast to controlling the noise in a one-dimensional electrical signal, for example,
the control of acoustic noise is relatively more complex because of its dependence not only on
time but also on space. This dual dependence will now be verified by presenting the onedimensional wave equation and offering some insights to its significance. The next sub
section then outlines a typical solution to the one-dimensional wave equation for the case of a
periodic disturbance.
The one-dimensional wave equation will be outlined based on a one-dimensional
wave propagating in a circular cross-section acoustic duct of infinite length and crosssectional area S , as shown in figure 1.5.

Cross-sectional
Area S >=

dx ^
Figure 1.5 Infinite uniform duct with cross-section area S

Fundamentally, the wave equation can be derived by applying the principle of conservation of
mass and the principle of conservation of momentum to a specific volume of length dx
within the tube, the details of which are given in [17]. It can be shown [17] that the one
dimensional wave equation is given by

d^p
dx^

1 d^p
=

Cq dt

0

(1.3)

where the dependence of x and t on the pressure p is dropped for notational convenience
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The spatial and temporal dependence of the acoustic disturbance is clearly evident.
Important in the analysis of one-dimensional acoustics is the ability to solve (1.3), with two
possible solutions given by

(1.4)
and
x''
= g t H---V

(1.5)

A

The function /

g

represents a wave travelling in the positive .x-direction, with

representing a wave travelling in the negative x-direction.

t H----

To describe this

'oy

intuitively, consider the positively propagating component of the one-dimensional acoustic
wave.

The instantaneous value of the pressure at the point x = 0 is equal to the
X

instantaneous value of the pressure at the point x after a time — later.

This is no

^0

coincidence as this is equal to the time required for the wave to propagate a distance of x
units. A similar understanding holds for the negative direction.

1.4.2.1

Helmholz Equation

The cancellation of tonal disturbances in a one-dimensional duct is of fundamental
importance.

This underlying observation gives rise to the celebrated Helmholz Equation

where the one-dimensional wave equation is specifically employed to analyse a propagating
tonal disturbance of period T . This allows (1.4) to be expressed as
f

/

X

t-----

\

= Re< Ae

•
(1.6)
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(o
In
where k = — is referred to as the wavenumber, and co =---- is the angular frequency of the
Co

^

propagating tonal wavefront. For generality, it must be assumed that /I is a complex number
with a corresponding modulus |y4| and phase (j)^.
Under these conditions, the solution to the one-dimensional wave equation for a
wavefront propagating in the positive direction becomes
p{x,t) = |^|cos((i)/ -kx + (l)^)

(1.7)

Analogous to this, the solution for the backward direction is calculated as

t H---V

(1.8)

^0 J

Again B is complex with modulus |i5j and phase

giving the solution for a negatively

propagating wave as
/7(.r,/) = |5|cos(a?/+

(1.9)

It may easily be shown that (1.7) and (1.9) solve the one-dimensional wave equation.
Assuming a propagating sinusoidal disturbance, with emphasis being placed on its
dependence on x , then the following may be written
p{x,t) = Re{/?(A:)e^'^

where p{x) = Ae

(1.10)

for the positive going wave, and p{x) = Be^'“ for the negative going
-

wave.
By substituting (1.7) into the wave equation it can be shown that

dx^

p{x) -h

p{x) = 0

(1.11)

This one-dimensional equation with spatial dependence only is referred to as the
Helmholz Equation. It is of specific importance to Active Noise Control because, as will be
explained in Chapter 2, many acoustic disturbances are typically tonal in nature. It is clear
from (1.11) that cancellation of a tonal disturbance can be achieved independent of time. This
property allows the problem to be considered non-causal, which greatly simplifies the final
Active Noise Control algorithm. Perfect cancellation of a pure tonal disturbance can thus be
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acliicvcd b\ considering onl\ .v, the spatial dependence. This means that (in the case of a
tonal disturbance, where the acoustic s\stem is assumed to be time-invariant) once the
cancellation loudspeaker is positioned correctl\ and projects the correct secondar\’ signal,
cancellation will be achieved independent of time.

1.4.3 Standing Waves
An example of when a standing wave occurs is the case where a propagating
wavefront meets a rigid wall and is reflected back upstream, as illustrated in figure 1.6.

Incident Wave

Figure 1.6 Standing waves within rigidly terminated tube
The upstream and the downstream waves constmctively interfere, such that the pressure
fluctuation becomes independent of time.
ftmction of the distance,

Consequently, standing waves are then only a

x. along the tube.

Standing waves are significant in the

implementation of noise control systems. Indeed, it has been shown in 117| that when perfect
downstream cancellation is achieved in an acoustic duct’, a standing wave occurs between the
primary and the secondary sources, as illustrated in figure 1.7.

Upslrcain
Prop{igalion

Sumding
Wave

1 X)w nslieain
Cancellation

00

Figure 1.7 Illustration of standing waves, upstream and downstream propagation w ithin an acoustic
duct where Active Noise Control has been implemented

' A description of such a system outlined in the next section.
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1.4.4 Higher-Order Mode Propagation
The application of one-dimensional Active Noise Control in this work implicitly
assumes planar wave propagation.

Recall that a strict definition of a plane wave is a

disturbance whose pressure normal to the direction of propagation is uniform. This makes the
Active Noise Control solution significantly easier because only one cancellation speaker is
required (along with either one or two microphones depending on the algorithm employed).
In contrast to planar waves that propagate via a direct path, higher-order mode propagation
occurs over multiple paths, consequently, the propagation times for these modes are longer.
Moreover, the pressure normal to the direct path of propagation will no longer be uniform,
and a single cancellation speaker will no longer suffice for optimum performance.

In

addition, the complexity of the control algorithms increases with the order of the mode. For
example, a SISO controller is sufficient to cancel planar waves, while a MIMO controller is
necessary for cancellation of higher-order modes. More rigorously, if N higher-order modes
(or

+ 1 modes in total) are supported in an acoustic duct, then for effective cancellation to

be achieved, N + 1 transducer/sensor pairs are required.
Firstly to be considered is the condition under which these higher-order modes will
propagate. Each higher-order mode has a cut-on frequency, above which these modes will be
transmitted along the duct without attenuation.

For frequencies below this cut-on value

higher-order modes, termed the evanescent modes, will decay exponentially as they propagate
away from the source. All SISO systems require that only the 0^^ order mode (i.e. a planar
wave) is present in the system. This requires that the highest frequency of the disturbance
signal be less than the first cut-on frequency. The value of the first cut-on frequency depends
on the speed of sound, Cq , and the diameter of the duct"', d . [18] gives the cut-on frequency
for the first higher mode of propagation in a circular duct as

J CO

1.84Co
J
m

0.585cr

(1.12)

To produce low frequency acoustic sound, loudspeaker diaphragms require large
diameters or long-throw excursions to produce the power levels that are required for Active
Noise Control applications. Consequently, ducts with large diameters must be employed,
which from (1.12) suggests that the value of the first cut-on reduces significantly. This in turn
narrows the allowable bandwidth for planar wave operation.

^ In the case of rectangular ducts, the value of the cut-on frequency depends on the maximum
transverse cross-sectional area.
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For a duct supporting only the fundamental propagating mode, higher-order modes
may still exist within the near-field of the loudspeaker (i.e. will not have decayed fully). It
has been shown [19] that if the propagating frequency is less than 93% of the cut-on
frequency, then after a length of two duct diameters downstream from the source, these
higher-order modes are attenuated by 20dB, which is acceptable for most cancellation
systems.

This imposes a limitation on the positioning of transducers in a duct and, in

particular, limits the length to which a duct may be reduced without compromising
performance.

These restrictions will be detailed in the next section for the case of the

prototype acoustic duct.

1.5

Active Noise Control in One-Dimensional Acoustic
Ducts
This section analyses some of the theoretical implications of Active Noise Control in

acoustic ducts with particular attention being paid to the prototype system used in this work.
A typical one-dimensional duct system is illustrated in figure 1.8 and consists of the
following features
•

A reference microphone to yield a correlated sample of the primary disturbance.
It will be noted in later chapters that the use of this microphone is not necessary
for certain classes of Active Noise Controllers.

•

An error microphone located at the desired zone of silence to measure the
performance of the noise canceller.

•

A loudspeaker to produce the secondary or the anti-noise signal.

•

A Digital Signal Processor to implement the control algorithm and co-ordinate
the ancillary electronics such as data converters, filters and amplifiers.

Figure 1.9 depicts both the electrical and acoustic dynamic paths that exist within a
one-dimensional duct. The final structure of the controller depends on how these paths are
modelled and combined. These dynamics are now briefly described.
X is the propagating acoustic disturbance in the vicinity of the reference
microphone.

P' represents the primary acoustic path between the reference microphone and

the point at which cancellation is achieved (referred to as the primary path). H represents
the acoustic path between the point of cancellation and the error microphone.

/ and J

represent the transducer models required to convert the acoustic signal at the reference and
error microphones respectively into electrical signals.

S' represents the transducer model
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required to convert the cancellation signal from the electrical into the acoustic domain. M
and N indicate unwanted disturbances detected by the reference and error microphones
respectively.
One of the inherent problems with Active Noise Control is the presence of acoustic
feedback, which results in the signal generated by the cancellation loudspeaker being detected
by the reference microphone. This acoustic path is particularly prominent in short ducts and
is indicated by F in figure 1.9. The final path considered is represented by Q, which
characterises the acoustic path between the point from where the cancellation signal is
generated to where the acoustic addition occurs. The output from the noise cancellation
structure is denoted E, and is zero for perfect cancellation.
It is now necessary to point out that successful Active Noise Control will invariably
require models of some or all of these acoustic paths. However, accurate models of these
dynamics are difficult to obtain both analytically and experimentally. Furthermore, due to
factors including component ageing, atmospheric pressure variations, temperature and
changing reflections at the mouth of the duct, these dynamics tend to be time varying (a
practical example of this time-variance is given in Section 1.5.2). For these reasons, acoustic
plant models will contain explicit uncertainty, meaning that candidate Active Noise Control
solutions must cater for this uncertainty at the design phase.
Important to adaptive Active Noise Control systems is the primary path model. Of
greater importance to Active Noise Controllers in general is a model that describes the
secondary path dynamics (given by SQHJ ).
A fundamental property of an acoustic system is the slow speed of acoustic signals in
comparison with electrical signals. This causes acoustic systems to contain inherent timedelay, which can be problematic for many Active Noise Control systems. In particular, it will
be seen in Chapter 3 that the time-delay in the secondary path seriously inhibits the maximum
achievable noise attenuation for feedback control strategies. An obvious suggestion to reduce
the time-delay in the secondary path is to place the cancellation loudspeaker as close as
possible to the error microphone. However, by doing this the evanescent modes will not yet
have been significantly decayed (as described in the previous section), unnecessarily
complicating the control problem.
In this thesis, only the primary path and the secondary path models are considered
for the implementation of Active Noise Control solutions. However, this is not always a valid
assumption, with [16] describing a specific instance where the effects of the feedback
dynamics, F cannot be ignored for practical purposes.
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Figure 1.8 Typical oiic-diincnsional Acli\e Noise Control solution

Figure 1.9 Model of a typical onc-diincnsional acli\ c noise control solution containing both acoustic
and electrical paths
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1.5.1

The Prototype Acoustic System
All the experiments reported in this work are based on a circular one-dimensional

acoustic duct, similar to that in figure 1.8.

Its length is approximately Im in total with a

diameter of lOcm. A loudspeaker is placed upstream and is driven b\- the signal processor,
from which a large class of acoustic disturbances can be produced with desired spectral
profiles. A reference microphone is plaeed approximately 15cm downstream from this, with
an error microphone existing approximate!) lOcm from the mouth of the duct. A T-junction
is placed perpendicular to the main tube 35cm from the mouth of the duct with the
cancellation loudspeaker being mounted 2()cm from this junction. From these dimensions, it
can be derived that a time-delay of 1.57ms is incurred in the secondarx path. A photograph of
the duct along with its dimensions is shown in figure 1.10. Based on these dimensions, it can
be concluded from (1.12) that planar wave propagation is supported up to l .9kHz. Also, tlie
error microphone is positioned at a sufficient distance away from the cancellation loudspeaker
(45cm, greater than twice the diameter of the duct) to ensure that all of the evanescent modes
have been sufficiently damped.

10 cm

Figure 1.10 Photograph of the duct with its dimensions

1.5.2 Nonlinearities, Time-Variance and Uncertainty in Acoustic
Systems

It has been found for this acoustic duct that nonlinearities are present that cannot be
ignored in practice.

Such a phenomenon is not limited to this svstem, with |2()| reporting

similar behaviour in other acoustic sv stems. An example of this nonlinearitx was found when
a perfeet 2301 Iz tone was propagated (from the signal processor) through the upstream
loudspeaker.

Indeed, one of the central objectives of this work is to develop Active Noise
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Controllers that can deal with acoustic systems that possess these nonlinearities. Figure 1.11
illustrates a spectral plot of the signal^ as detected at the error microphone.

-120
500

1000

1500

Frequency (Hz)

Figure 1.11 Illustration of nonlinear dynamics in acoustic system for a
pure fundamental of230Hz

The 230Hz tone can be observed, but it is coupled with nonlinearly induced
components at integer multiples of it, i.e., at 460Hz and 690Hz. These nonlinearities are
caused mainly by nonlinear transducers and sensors as well as structural resonances of the
duct.
To illustrate further the time-variance and nonlinear properties of Active Noise
Controllers, consider figure 1.12, which illustrates the results of the cancellation of a 230Hz
tonal disturbance within the experimental acoustic duct. The algorithm employed was the
filtered-X LMS algorithm (which contains an implicit adaptive mechanism, see Section 2.8
for a more complete description) and it can be seen from figure 1.12 that 45dB cancellation of
this tone is achieved. Furthermore, if the adaptive mechanism were switched off during
implementation, the filtered-X LMS algorithm can be shown to reduce to a feedforward fixed
filter structure (see Section 2.8, figure 2.9 for verification).

Also, on switching off this

adaptive mechanism it was noted that the 45dB attenuation remained. However, when the
complete system was switched off and switched back on again in fixed filter mode using the
converged fdter taps obtained from the adaptive mechanism, the performance was seen to
degrade, giving only 21dB attenuation of this harmonic as shown in figure 1.13. Moreover, it
is likely that this performance would degrade further over time.

On comparing the

^ Note that this spectral plot (and all spectral plots in this thesis) are normalised such that the maximum
value is OdB
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cancellations achieved in figure 1.12 and figure 1.13, the nonlinear properties of the acoustic
sj^stem are further indicated.

500
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Figure 1.12 Cancellation of a 230Hz tone using
an adaptive mechanism

Figure 1.13 Cancellation of a 230Hz tone using a
non-adaptive mechanism

The time-variance of the acoustic system can be further appreciated by considering figures
1.14 and 1.15 which depict the frequency response of the primaiy path evaluated when the
system is excited by a broadband input disturbance. The experiment was performed at two
different times, namely /, and

. Once again, the filtered-X LMS algorithm was employed

to determine the frequency response of the primaiy path.

Figure 1.14 Frequency response of the primaiy
path evaluated via the filtered-X LMS algorithm
at time

Figure 1.15 Frequency response of the primaiy
path evaluated via the filtered-X LMS algorithm
at time ^2 using the identical operating conditions
as those used at time

It is important to realise that the operating conditions to evaluate both primary path models
are identical. That is to say that the broadband disturbance in both cases is generated from the
processor via the loudspeaker using the same initial seed. Both experiments are run for 20s
using the same secondary path model (the need for a secondary path model for the filtered-X
LMS algorithm will be highlighted in Section 2.8). The resultant performances in both cases
were comparable, w ith attenuation of approximately 5dB achieved between the frequencies of
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lOOHz to 700Hz (refer to Section 2.12 for a typical spectral plot of this cancellation). It can
be thus concluded that the discrepancy between both primary path models is solely attributed
to time variance in the acoustic plant. This stresses the necessity for candidate Active Noise
Controllers to deal with this inherent plant uncertainty. Two candidate approaches to solving
this problem will be listed in the next section and will be developed in more detail in later
chapters.

1.6

Physical Implementation Issues of Active Noise
Controllers
Much of the recent advancements in Active Noise Control systems involve both the

improvement of existing algorithms along with the development of new algorithms.
However, more fundamental issues are frequently over looked, some of which will be be
discussed below.

Figure 1.16 Maximum attenuation attainable in a three-dimensional
space

The first of these is the physical structure of the acoustic system. Figure 1.16 is a plot taken
from [13] and it indicates the maximum attainable attenuation as a function of the physical
distance between the cancellation loudspeaker and the error microphone in any threedimensional field.

It can be seen that the further the point of cancellation is from the

cancellation loudspeaker, the more difficult it is to achieve global cancellation. This is not
surprising because the further the cancellation signal travels through the three-dimensional
field, the weaker it becomes, thus decreasing the likelihood of the disturbance signal and the
cancellation signal coinciding in anti-phase at all spatial points. The figure of merit [13] often
quoted from this graph is that the separation distance should be less than one-tenth of the
disturbance wavelength to achieve lOdB attenuation or greater. Even the most advanced
controller cannot improve on this.
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A second issue to be considered is the quality of the reference signals^ at the target
frequencies. Let x{k) and e[k) represent the reference and error signals respectively. To
estimate how this affects overall performance, the coherence between the reference and error
signals must be evaluated (without cancellation switched on) at the target disturbance
frequencies. It has been well established [13] that if feedforward Active Noise Cancellation is
to be achieved, then the reference signal must be frequency rich at the target disturbance
frequencies. Because the coherence metric indicates the similarity in power content of the
reference signal and the disturbance signal at a specific frequency, it is not surprising that it
also indicates the maximum cancellation that can be achieved with a candidate feedforward
system. The coherence between the two signals x[k) and e[k) at any frequency, o) , is given
by the following equation

C„(«)=

where

is the complex cross-power spectrum between x(^) and e{k), with

(1.13)

and

being the auto-power spectra of x{k) and e{k) respectively. The maximum attainable
attenuation is given by the following equation [13]
-101og,o[l-C^,(ru)]

(1.14)

Even though this equation was found to be a useful metric, it will be shown in Chapter 2 that
is not entirely accurate. Thus, a modification of (1.14) will be required to truly state what the
actual cancellation will be in practice. Note that a noisy reference implies a small value of
coherence giving only poor cancellation in theory. A plot of maximum possible attenuation
versus coherence is given in figure 1.17. For unity coherence, the maximum theoretical
attenuation is infinite, with the best attenuation being OdB for zero coherence. A figure of
merit often employed is that for a coherence of 0.9, the maximum achievable attenuation is
lOdB. It is important to note, however, that some of the more modem robust solutions,
discussed in detail in Chapters 5-7, require no reference signal.

This applies to adaptive feedforward solutions only.
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Actual attenuation
<---------------------- >

Maximum possible attenuation
Figure 1.17 Plot of maximum attainable attenuation
versus coherence

Figure 1.18 The hierarchy of attenuation

It is obvious from this discussion that the design of the physical acoustic system is
crucial to the success of the final solution. Only then should the design of the controller be
considered. Snyder [3] suggests a Maslowian type hierarchy for the level of attenuation being
achieved, which is given in figure 1.18. At the bottom of the hierarchy, the arrangement of
the cancellation loudspeaker determines the maximum achievable attenuation. At the top of
the hierarchy, the actual attenuation is determined by the quality of the controller. Regardless
of the hierarchy of attenuation depicted in figure 1.18, the quality of the control mechanism
remains the all-important link to successful Active Noise Control. Many solutions exist with
[21] giving a comprehensive list of references.

The main requirements for Active Noise

Controllers are
•

Robust stability and performance in the presence of a mismodelled, time-varying or
non-linear plant.

•

Good noise attenuation at the target frequencies.

For these reasons. Active Noise Controllers can be classified essentially into two broad
categories, namely adaptive solutions and robust solutions, both of which can satisfactorily
cater for the inherent plant uncertainty. Indeed, the central theme of this thesis is to offer
novel solutions from both categories for one-dimensional Active Noise Control applications.
Chapter 8 provides a comprehensive comparison between both types of Active Noise Control
approaches.
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1.7

Literature Review
Section 1.3 outlined the history of Active Noise Control up to approximately the

1980s. Since then significant developments have been made, mainly due to the development
of faster and more powerful signal processors. The following presents some of the more
significant findings in the area of Active Noise Control since the 1980s.

Based on the

extensive literature in the field, it was found that the progression of Active Noise Control
could be categorised into a number of distinct areas
•

Implementation within industrial applications

•

Consolidation and further analysis of existing algorithms

•

Optimal positioning of transducers and sensors

•

Reduced cost, decreased size and improved linearity of commercially available
sensors/transducers

1.7.1 Industrial Applications of Active Noise Control
The application of Active Noise Control techniques to industry is becoming an
increasingly important requirement, with several applications reported. One example of this
is where MacMartin et. al. [22] finds that the unwanted noise in a helicopter cabin is mainly
due to the transmission gearbox. An Active Noise Control strategy is successfully employed
to achieve up to 20dB at all of the target frequencies.

In their work, the necessity for

adaptation is implicitly stated.
Other applications include jet aircrafts with researchers such as Doppenberg and
Koers [23] 1995, Couche and Fuller [24] 1999 and Cabell et. al. [25] 2001 successfully
applying Active Noise Control to the reduction of noise within such environments. Closely
related is the application of Active Noise Control for the reduction of unwanted noise in
automobile and automotive applications, with successful results reported again by Couche and
Fuller [24] 1999. In this application, particular reference is made to the complexity of the
acoustic fields, specifically in the presence of poorly damped higher-order modes. Indeed,
reported applications of Active Noise Control to automobile and automotive noise is not new
and extends as far back as 1990 with Elliot et. al. [26] successfully reducing low frequency
engine and road noise.
The problem of transformer noise in industrial surroundings is a classical problem and
was targeted as far back as 1957 by Canover and Gray [27] as an ideal Active Noise Control
application.

Recently Qiu and Hansen 1999 [28] cancelled harmonic transformer noise
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caused by an unwanted fundamental, along with its harmonics. In the same year, Leboucher
et. al. [29] published some findings where cancellation of unwanted transformer noise was
achieved in a complex three-dimensional field.
Other applications of Active Noise Control include MR (Magnetic Resonance)
imaging in medical applications.

In MR imaging applications (e.g. brain scanning), an

accurate image can only be obtained when the patient is not subjected to irritating acoustic
noise.

Ironically, most of this acoustic noise is due to the MR imaging equipment.

Preliminary results published by Chen et. al. [30] in 1999 indicated a cancellation of 18.75dB
using a neural network-based Active Noise Controller.
The implementation of Active Noise Control in industrial applications is steadily
increasing, with many other possible applications similar to those listed in the preceding
paragraphs.

These applications include active headsets [31,32,33], duct-borne noise

[16,34,35,36,37,38,39,40,41], (which is the type of noise targeted in this thesis) and building
noise [42]. These applications are prompted by recent EU regulation, where the allowable
noise levels in buildings is specified by 30dBA, with 75dBA being the value required for
industrial dispatcher rooms. To put these regulations in perspective, table 1.1 outlines dBA
levels for typical common disturbances.

SOUND SOURCE.
Threshold of Pain

(dBA)
140-115

3m from Jet Engine

140

Rock Concert.

120

Vacuum Cleaner.

80

Conversational Speech.

60

Typical Library.

40

Threshold of Hearing.

0

Table 1.1 Typical pressure fluctuation values and disturbance
levels for common disturbances

It can be observed from most of the cases reported in this section that one of the main
developments in Active Noise Control is its extension from one-dimensional to threedimensional applications.

The main researchers in the field (such as Elliot [26,35])

acknowledge this as being a non-trivial task and have suggested that it merits extensive
research.
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1.7.2 Consolidation and Further Analysis of Existing Algorithms
This development of Active Noise Control algorithms that probably generates the
most research following on Eriksson’s breakthrough in 1985 [12] where he applied the
filtered-X LMS algorithm to a one-dimensional duct problem. This algorithm is described in
Chapter 2, with some results presented for the prototype system. Proposed by the same
researcher in 1987 [14] was the filtered-U LMS algorithm, which is also discussed in Chapter
2. Extensions to these algorithms are their MIMO counterparts developed by Eriksson et. al.
[41], Nelson and Elliot [43] and Melton and Greiner [44]. Even though these have been
applied to a many applications, their properties are still being analysed with new insights
continuously being found. For example, Wang and Ren [45] in 1999 analyse the convergence
properties of the filtered-X LMS algorithm specifically for multi-channel applications.
Furthermore, Jacobson et. al. [46] in 2001 performed a novel comparative stability analysis of
adaptive FIR and HR filters.
As previously stated, one of the key requirements of general adaptive Active Noise
Control algorithms is the requirement of an accurate secondary path model.

In 1994,

Bjamason [47] published a paper that offered three candidate Active Noise Control
algorithms that performed well with a poorly modelled secondary path.

Kajikawa and

Nomura [48] followed this in 2000 by presenting a variation of the filtered-X LMS algorithm
that completely eliminated the need for the secondary path model. However, their results
were limited to simulation only, with further research required to evaluate its practical
feasibility. Bouchard [49,50] also offered an alternative novel Active Noise Control solution
that eliminated this requirement for a secondary path model. In this work, the secondary path
is cascaded with its inverse, allowing other secondary path model blocks elsewhere in the
adaptive loop to be replaced with a pure delay.
Possibly one of the most significant modifications of the filtered-X LMS algorithm is
the fast exact filtered-X LMS algorithm.

This technique was first proposed by Douglas

[52,53] in 1997 and it implements the filtered-X LMS algorithm but with a change in the
order of some of the filtering and adaptive updating operations.

It was found that this

modified technique is less efficient for SISO systems but its benefits become increasingly
significant as the number of sensors and transducers increase. Indeed, other researchers such
as Bouchard [50,51] cite this finding as being a major milestone in the development of Active
Noise Control theory.
As the adaptive mechanism in Active Noise Controllers solutions requires significant
processing power (particularly for MIMO applications), researchers in the mid 1990s
acknowledged that alternative techniques, that consumed less processing overhead, were
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obligatory. As far back as 1994, Nakai et. al. [54] suggested a novel feedback Active Noise
Control technique.

Significantly, it no longer depended on adaptation to deal with the

acoustic uncertainties, but on the manner in which recently developed advanced control
methodologies could cater for inherent plant uncertainties. This work was followed up by Hu
[55,56], Rafaely [31,33], O’Brien and Pratt [57,58,59] and Carmona and Alvarado [60] each
of whom designed Active Noise Controllers that contained inherent (non-adaptive) robustness
in the design. Theoretical details and experimental results for this robust approach to Active
Noise Control are developed in later chapters.
With these developments in both adaptive and robust Active Noise Control strategies,
the research into the area further escalated, with particular emphasis being placed on
combining these methodologies. Carme [61], for example, developed a technique that he
referred to as the feedfor back method. In this application, it is assumed that both broadband
and tonal noise exist, with the adaptive feedforward structure cancelling the broadband
component, and the robust feedback controller cancelling the tonal component.
At the present, researchers are presenting faster, more efficient and innovative
methods for implementing novel Active Noise Controllers.

In particular, techniques are

borrowed from alternative areas of engineering and mathematics, which are adapted and
modified as candidate Active Noise Control solutions.

For example, Kipersztok and

Hammond in 1995 [62] described the use of fuzzy logic and fuzzy sets for the reduction of
acoustic broadband noise. More recently, two sister papers presented by Shyu et. al. [63]
(2000) and Chang et. al. [64] (2001) combined fuzzy logic and fuzzy sets into the filtered-X
LMS and filtered-U LMS algorithms respectively.

Other applications include the use of

genetic algorithms to optimise performance of candidate Active Noise Controllers, with Yim
et. al. [65] being one of the main contributors. The significance of genetic algorithms will be
seen in the next sub-section when the positioning of sensors and transducers is being
considered.
In the previous sub-section, a neural network-based application of Active Noise
Control to MR imaging was reported [30].

Earlier, Tan and Tachibana [66] developed

another neural network-based Active Noise Controller that claimed to provide better
performance than the conventional filtered-X LMS algorithm. Indeed, using such nonlinearbased control strategy in plants that themselves possess nonlinearities is not unreasonable
with several researchers employing such an approach. For example Hou et. al. [67] in 1998
presented a simple but effective technique based on a nonlinear controller with significant
potential for practical application. However, serious research using their technique has not
yet been pursued and is suggested as an area for further development. O’Brien and Pratt [68]
in 2000 introduced an adaptive mechanism into the filtered-X LMS algorithm to bring about
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the cancellation of unwanted harmonics. Further work by Phooi et. al. [69] in 2000 allowed a
nonlinear controller (based on Lyapunov theory) to be used as an Active Noise Controller.
The material presented in this sub-section does not claim to encompass all of the
available Active Noise Control algorithms and methodologies.

For example, frequency

domain adaptive filters [70] and lattice type filters [71,72,73] have both been successfully
applied as candidate Active Noise Control solutions. It is expected that even more advanced
and powerful algorithms will be developed to incorporate a wider range of Active Noise
Control problems.

1.7.3 Optimal Positioning of Transducers and Sensors
It can be seen from figure 1.18 that the optimal positioning of sensors and transducers
is lower in the hierarchy than the controller quality and, for this reason, deserves more
attention. However, it was found that work reported in this area is extremely limited, with
researchers concentrating almost entirely on practical applications and on the control
methodology employed.

The positioning of sensors and transducers in one-dimensional

systems is not a serious problem and has been adequately addressed by Munjal and Eriksson
[74] in 1988. Their essential design requirement for a circular duct is outlined in Section
1.4.5, where it is recommended that the microphones are not placed closer than twice the
diameter of the duct to either the disturbance source or the cancellation loudspeaker.
The positioning of sensors and transducers in three-dimensional applications is a far
more arduous task and, surprisingly in many practical cases, their positioning is chosen in an
ad-hoc fashion. However, Baek and Elliot [75] acknowledged this discrepancy and in 1995
they published work that used Genetic Algorithms to position optimally the sensors and
transducers in a free-field Active Noise Control application. In 1996 Olkin et. al. [76] and in
1999 Fahroo and Demetriou [77] offered mathematically-based techniques to evaluate the
optimal positioning of these sensors and transducers for specific applications. However, still
absent from the literature is a general set of guidelines for the appropriate positioning of these
sensors and transducers.

32

1.7.4 Reduced Cost, Decreased Size and Improved Linearity of
Commercially Available Sensors/Transducers
Researchers are constantly seeking improved linearity, wider bandwidths with more
compact dimensions for sensors and transducers that could be used in Active Noise Control
applications.

This is a vast area of research and is outside of the scope of this thesis.

However, Rice [78] provides a comprehensive list of all of the recent patents in acoustic
materials that indicates the developments in this area.

1.7.5 Introductory Active Noise Control Literature
Even though all of the published literature listed in this section is specific to Active
Noise Control applications and algorithms, it is possible to source several introductory/tutorial
papers in the general area. Recently published by Kuo and Morgan in 1999 [79] is a tutorial
paper that outlines many of the basic principles in a simplified form. The same two authors
also published a text [13] in 1996 that is now considered invaluable to active researchers in
the field in that it clearly outlines many of the existing algorithms that were available at that
time. In 1999 Elliott, now considered one of the pioneers in the field, also published a tutorial
paper that offered a sound introduction to the general area of Active Noise Control [80]. A
few years previous (in 1993), the same author (in conjunction with Nelson) published a text
[17] that explained much of the acoustic background specifically targeted to Active Noise
Control applications. Snyder [81] published the most recent available text in 2000, which
serves as an excellent introduction to Active Noise Control.

1.8

Overview of the Thesis
Chapter 2 outlines some of the more common adaptive Active Noise Control

techniques. Initially, the necessity for adaptation in feedforward Active Noise Control will be
clearly portrayed.

The significance of the LMS algorithm to adaptive solutions will be

explained and from this, some standard algorithms from the Active Noise Control literature
will be described; namely the filtered-X LMS and the filtered-U LMS algorithm. A further
novel solution will be developed that is referred to as the non-linear filtered-X LMS
algorithm. Some results for these algorithms will be presented for the prototype acoustic
duct.
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Chapter 3 presents a mathematical prerequisite in robust control and in particular Hoo
control that will be used to develop Active Noise Control solutions. The significance of plant
uncertainty, oo-norms, structured and unstructured perturbations and structured singular values
will be clearly outlined.

From these, cost functions will be derived to optimise robust

performance and stability in the presence of an uncertain plant. Furthermore, the significance
of non-minimum phase dynamics and the limitations that they place on the maximum
achievable attenuation in acoustic systems will be discussed.
Chapter 4 introduces optimisation theory, which will be an integral part of evaluating
feasible controllers for Active Noise Control solutions. The theory of a minimisation function
and constraints will be discussed and the significance of having linear, quadratic or nonlinear
minimisation functions and constraints will be discussed. From this, the active set method of
solving the Quadratic Programming problem will be introduced.

Also, the Sequential

Quadratic Programming technique will be highlighted whose solving strategy is based on the
active set Quadratic Programming method. This will be one of the techniques used in this
work to evaluate controller parameters for candidate Active Noise Controllers.
Chapter 5 formulates the robust control problem in a fashion that allows the
optimisation theory presented in Chapter 4 to evaluate controller parameters. It will be shown
that the solution achieved (using any optimisation solver) is mathematically proven to be
optimal.
Chapter 6 considers the application of robust techniques to an acoustic duct.

In

particular, a plant model will be obtained and the performance bandwidth limitation will be
specified. Furthermore, the performances of the three solvers for the robust control problem
will be compared. Following this, a generic set of guidelines will be offered for the controller
design.

Results from the prototype duct will be presented for both a classical feedback

structure and an internal model control arrangement.
Chapter 7 specifies how the internal model principle could be used to reject acoustic
tonal disturbances. The problems of the direct implementation of the internal model principle
with any arbitrary Ha, solver will be highlighted, and an alternative technique will be offered
to indirectly implement the internal model principle in an acoustic application. Some novel
work will be then presented that directly employs the internal model principle using the
optimisation-based solver with added constraints. Again, results from the prototype duct will
be presented.
Chapter 8 details a comparison between the adaptive-based feedforward Active Noise
Controller and the robust-based feedback Active Noise Controller. Factors considered in this
comparison will be the physical structure of the duct, the initial design phase, processing
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overheads, attenuation and bandwidth, stability and finally the accuracy requirements of the
secondary path model.
Chapter 9 provides a conclusion along with some suggestions for future research.
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Chapter 2: Adaptive Based Active Noise
Controllers

2.1

Introduction
It has been highlighted in Chapter 1 that one of the defining features of acoustic

systems is the inherent uncertainty tliat will invariably be present. It was then emphasised
that a successful Active Noise Controller requires the control mechanism to cater for this
uncertainty. It was also stated that successful solutions documented thus far could be broadly
categorised into two general areas, namely robust and adaptive techniques.

Chapters 4

through 7 develop many of these robust methodologies, with some novel applications found
in Chapter 7. The function of this chapter is to formulate and expand many of the adaptive
solutions along with noting their performance when implemented in the prototype acoustic
duct. Moreover, an original adaptive solution will be developed and its applicability verified.
Section 2.2 offers outlines how feedforward techniques can be used as possible
Active Noise Control solutions, with particular attention being paid to the optimum solution.
It also offers rationale as to why such a structure should contain an adaptive mechanism.
In Section 2.3, the Wiener-Hopf equations will be developed, from which the optimal
conditions of the feedforward controller are derived. In addition, the Wiener-Hopf will form
the basis for a number of iterative search mechanisms that will eventually be applied as
candidate Active Noise Controllers.
Section 2.4 outlines the theory behind the steepest descent gradient technique. It will
be shown that this search method could be used to find the optimum solution in a feedforward
application similar to the Active Noise Controller outlined in Section 2.2.
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Simplifications of the steepest descent algorithm are then made in Section 2.5 to
derive the celebrated LMS algorithm whose application in acoustic systems is twofold.
Firstly, it can be used to identify many of the plant dynamics that exist in acoustic systems.
Secondly, it can be used as a building block in many potential adaptive Active Noise Control
solutions. These applications of the LMS algorithm to acoustic systems will be discussed in
more detail in later sections.
Section 2.6 then explains how the LMS algorithm can be used to identify a secondary
path model of the acoustic duct.
In Section 2.7, the nonlinear properties of the test duct will be highlighted for the case
of a propagating tonal disturbance. Specifically, it will be established that harmonics will be
induced frequencies that are at integer multiples of the fundamental frequency. A theoretical
foundation will be then presented that quantifies what the maximum achievable attenuation
can be for any feedforward Active Noise Controller. As comprehensively documented in the
literature, this metric is based entirely based on the coherence between the reference signal
and the error signal without cancellation being switched on. Using experimental data, this
coherence-based performance metric will be used to determine what the maximum achievable
attenuation will be at both the fundamental and at the harmonie frequencies.
Section 2.8 outlines the most documented and widely used Active Noise Control
solution that is commonly referred to in the literature as the filtered-X LMS algorithm. This
strategy will be shown to be a slight modification of the LMS algorithm and has an implicit
adaptive FIR (Finite Impulse Response) filter. The applicability of this algorithm will be then
verified using the prototype plant for a tonal disturbance. From this, the discrepancies of the
theoretical maximum attenuation (derived in Section 2.7) will be highlighted. Modifications
of the existing theory will be then offered as an alternative attenuation metric, which will be
shown to meet the actual cancellation to a closer degree of accuracy.
The application of the filtered-U LMS algorithm to Active Noise Control will then be
introduced in Section 2.9. Similar to the filtered-X LMS algorithm, experimental results will
be presented for a tonal disturbance that also possesses nonlinearly induced downstream
harmonics. An improvement over the filtered-X LMS algorithm will be noticed, particularly
at the harmonic frequencies, but at a cost of added processing power, poor convergence-time
and a greater potential for instability.
A novel alternative solution, outlined in Section 2.10, is referred to as the non-linear
filtered-X LMS, which modifies the filtered-X LMS algorithm by introducing an intentional
nonlinearity into the adaptive loop. Of fundamental importance, this algorithm will be shown
to be inherently stable, have excellent convergence properties along with fast cancellation of
the fundamental and induced harmonics. Results of this innovative adaptive algorithm when
implemented on the test plant will be presented.
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Section 2.11 then compares the performance of the three Active Noise Control
algorithms that were outlined in the preceding three sections.

This comparison will be

performed in terms of their cancellation capabilities (of both the fundamental and the induced
harmonics), the convergence-time required to cancel these tones, the stability issues of the
various algorithms and the processing overhead required to implement the final solution.
Finally, Section 2.12 briefly discusses the performance of the various algorithms for a
propagating broadband disturbance.

2.2

The Need for Adaptation in Feedforward Active Noise
Control Systems
A typical feedforward Active Noise Control solution is given in figure 2.1, where P

and S represent the dynamics of the primary path and the secondary path respectively. The
control mechanism varies the coefficients of W to minimise the power of the signal detected
at the error microphone, in order to achieve downstream cancellation.

To realise Lueg’s

original Active Noise Control proposal (explained in the previous chapter), it can be easily
shown that the optimal value for W is given by
(2.1)

=-PlS

With P and S identified precisely, a fixed filter feedforward strategy similar to figure 2.1
could be employed to give Active Noise Control, with the optimal filter

obtainable from

(2.1). However, such a strategy is not advised for the following reasons: •

It is likely that the secondary path will contain non-minimum phase zeros (see
Chapter 6 for this rationalisation), which in turn will cause W to possess unstable
poles.

•

Both the primary path and the secondary path will invariably be time varying [17]
meaning that the optimal filter

•

will also vary over time.

There are inherent nonlinearities in the duct that can be only moderately catered
for by non-adaptive feedforward linear filters. Results were presented in Chapter
1, which verified that the introduction of inherent adaptation readily improved the
performance in the presence of such nonlinearities.

For this reason, the optimal value for W is generally evaluated adaptively.

Due to its

relatively low computation overhead compared to other adaptive algorithms, the LMS
algorithm (or a variation thereof) is usually employed as the updating mechanism. For this
reason, the LMS algorithm will be developed in Section 2.5 with standard adaptive Active
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Noise Control solutions based on this LMS algorithm outlined in Sections 2.8 and 2.9
respectively. Moreover, an LMS-based novel adaptive Active Noise Control solution is given
in Section 2.10.

Figure 2.1 Principle of fecdfon\'ard Active Noise Control

2.3

Wiener-Hopf Equations
This section develops the Wiener-Hopf equations from which the LMS algorithm will

be eventually derived. Consider the block diagram of figure 2.2, noting for simplicity that the
digital filter W is of FIR structure. The principle governing the Wiener-Hopf equations is to
vary the coefficients of W to minimise the mean squared error (MMSE) of e(k) i.e.
(2.2)

Minimum
where

is the expectancy operator.
Based on the discussion in Section 2.2, it can be easily shown that this strategy can be

used to realise feedforward Active Noise Control where
microphone.

An important requirement is that

is the power in the error
and d{k) possess a degree of

autocorrelation.

Noting that the adaptive filter, W , is of length L ^, an analysis of figure 2.2 yields
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e{k) = d{k) - y{k)
= d{k) - xl\v{k)
= d{k) - v/ {k)Xi^

(2.3)

where w{k) is the weight vector given by w(/:) = [wo(A:),w,_,(/:)] and
input vector at sample time k , given by

is the

= [x(^),x(k -1),,x{k - L^- + 1)J.

The instantaneous power of the error signal can be expressed as
e^(k) = d^(k) - 2d(k)xlw(k) +

{k)x^xlw{k)

(2.4)

Noting that e{k), d{k), and x{k) are statistically independent, taking the expected
value of (2.4), yields the mean squared error signal as
E^\k)]= E^^{k)}-2E\i{k)xl ]w{k) + w^{k)E[ci^xl }w(^)

(2.5)

Defining the autocorrelation or the Hessian matrix as

R = eIx/^X/^

(2.6)

yields

R=E

x^(k)

x{k)x{k -1)

x(k)x{k - Lj^ +1)

x{k - l).x(/:)

x\k-\)

x{k -\)x{k - Lj^ +\)

x(k - L r + \)x(k)

x{k - \)x{k - L + \)

x^{k - Lf +1)

'■xx(l)
'•xxO)

(2.7)

where r^^{n) = E{x{k)x{k - n)], which is defined as the ensemble autocorrelation of the
signal x{k).
Defining p = E{d{k)x{k)] gives
p = E[d{k)x{k)]
^ E\d{k)x,^{0),d{k)x,^{\),...,d{k)Xf^{Lj -1)]^
=

- of

(2.8)
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where r^{n) = E[d{k)x{k - n)], which is the ensemble cross-correlation between the
regressed signals x{k) and d{k). Substituting (2.7) and (2.8) into (2.5) yields
E^^{k)]=E[i^{k)]+w'^{k)Kw{k)-2p^w{k)

(2.9)

Defining the MSE cost function as

^(k) = E^\k)]

(2.10)

indicates that it is a quadratic function of w{k).
For illustration purposes, consider an adaptive filter of order two. This may be an
FIR filter with two regressor taps such as an adaptive notch filter (see [16] for example). Let
the coefficient vector be defined as
w{k) = [w^(k),W2{k)]

(2.11)

With these two degrees of freedom associated with the cost function

, a cost surface

occurs which may be similar in nature to figure 2.3. The optimal filter required to minimise
the cost function, i.e. the average power of e(k), corresponds to the point at the bottom of the
bowl.

This is a quadratic error surface, which immediately suggests a unique global

minimum. For this two dimensional case, it can be shown that for any arbitrary constant
value of ^ (not equal to the minimum cost function <^min)’

[^o’^i] values make

concentric ellipses of constant mean square error with respect to the w{k) plane, resulting in
the error surface being referred to as elliptic paraboloid.

Furthermore, the ellipses are

referred to as error contours of the error surface.
Combining (2.9) with (2.10) and performing vector differentiation yields
= -^ = 2Rw-2p

Sw^

(2.12)

is defined as the gradient of the error surface (also referred to as the true Newtonian
gradient), which when set equal to zero yields the optimal value of w as
w" = R">

(2.13)

This set of linear equations is referred to as the Weiner-Hopf equations, whose solution yields
the optimal point on the cost surface. It is obvious from (2.13) that the invertibility of the
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autocorrelation matrix R is crucial for an optimal solution to be achieved. The implications
of this are discussed in [82],

Optimal Solution

.r,(0) 'ITFigure 2.3 I’wo-dimensional performance surface

2.4

The Steepest Descent Method
The direct implementation of the Wiener-Hopf equations as presented in the previous

section requires a matrix inversion, which on any real-time system is undesirable from both a
computational and numerical perspective. Furthermore, due to the inherent time-variance in
acoustic plants, the direct application of these equations would require continuous online
processing which is not suitable to real-time Active Noise Control applications. Instead, this
section develops a numerical technique that iteratively searches for the minimum of the cost
surface.
A widely used iterative technique of searching the cost surface is the method of
steepest descent, which in essence can be shown to a simplification of Newton’s method [16J.
However, the computation required for the steepest descent method case is simpler and
numerically more robust than Newton’s method, but at the cost of slower convergence speed
and misadjustment. In general, the method of steepest descent may be written as

(2.14)
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where fj. is referred to as the step-size. Substituting (2.12) into (2.14) yields the final form of
the steepest descent algorithm as
y^ik + 1) = w{k) +
When w{k) has converged to

- R w{k)]

(2.15)

it may be shown that Vg(^) = 0, i.e. the optimal solution

has been reached, yielding the minimum mean squared error. As a result, no further update of
w(k) occurs.

2.5

Derivation and Analysis of the LMS Algorithm
Gradient calculation is generally difficult to perform, particularly in real-time, making

the implementation of the steepest descent method infeasible to apply directly as an Active
Noise Control solution. As a result, this steepest descent method may be simplified to derive
the Least Mean Squares (LMS) algorithm. The key observation is that the true Newtonian
gradient in (2.12) is replaced by its instantaneous or stochastic equivalent, the motivation
being that the instantaneous version is easier to calculate. This is equivalent to the mean
value of the estimated error power, E^^{k)Y being replaced by its instantaneous value, i.e.

^{k) = e"{k)

(2.16)

From this, the instantaneous gradient is calculated as
^S/^{k) = 2^e{k)\e{k)

(2.17)

From figure 2.2, it is obvious that
e{k) = d{k) -

x{k)

=> ye{k) - -x{k)
^V^{k) = -2x{k)e{k)

(2.18)

Substituting this into (2.14) yields the LMS algorithm.
w{k -I-1) = w{k) + fjx{k)e{k)

(2.19)

It is obvious from (2.19) that the LMS algorithm is simpler to implement in practice
than the method of steepest descent or the Wiener-Hopf solution in the sense that no matrix
inversion, averaging, squaring or gradient evaluation is required. Also, the signals e{k) and
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are often readily available, particularly in feedforward Active Noise Control systems. In
general, convergence does not occur along the true Newtonian path but along a noisy or
stochastic path, which fundamentally arises from the Newtonian gradient being replaced by
its instantaneous equivalent. For this reason, the LMS algorithm is often referred to as the
stochastic gradient algorithm.
There has been much work performed in analysing the LMS algorithm, with the
pertinent findings being highlighted as follows: -

•

On average the LMS estimates are equivalent to the steepest descent estimates.

•

Stability of the algorithm is guaranteed iff the step-size is within the following
limits
0 < /y <

where

(2.20)

is the largest eigenvalue of the autocorrelation matrix.

A more

intuitive (sufficient) condition on // is given by

0<// <

where

(2.21)

is the length of the adaptive filter and

is the power of the reference

signal.
It can be shown [82] that the time constant of the adaptive process (i.e. the time
taken for the cost function to converge to 37% of its final value), denoted

is

bounded by
1

where

(2.22)

is the minimum eigenvalue of the autocorrelation matrix. It can be

concluded from (2.22) that large values of fj. imply faster convergence.
Moreover, the eigenvalue disparity, defined by T^ax/^min ’

shown to

constrain the time-constant of the adaptive process as follows

r mse <

X.

(2.23)
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where

is the sample time of the adaptive process.

Of fundamental

importance, it can be shown that this eigenvalue disparity depends on the power
spectral density of the reference signal

[82]. If the spectral density of

is

flat (a broadband disturbance being a common example), then the eigenvalue
disparity is small and faster convergence occurs.
spectral density of

On the other hand, if the

is not flat, i.e. has peaks and nulls (a typical example

being a tonal reference), then the eigenvalue disparity is large, causing slower
convergence.
The excess mean square error is defined as
(2.24)
which is essentially the difference between the estimated minimum £'^(^)| and
the actual minimum

. It can be shown that the gradient of the excess mean

square error is given by

h excess

2 ^niin

/ / P.r

(2.25)

The implications of (2.25) are obvious, and designers must choose a value for
Lj sufficiently large so as to model the required dynamics, but adequately small
to keep the excess mean square error at a minimum. By examining (2.22) and
(2.25), it can be concluded that the value of

chosen is generally a trade-off

between quicker convergence time and smaller excess mean squared error.
Misadjustment is a measure of the fluctuation of the instantaneous gradient
around the Newtonian gradient and is defined as

M

(2.26)

It has been shown [82] that the misadjustment can be approximated by

M

4r.

(2.27)

This once again illustrates the inverse relationship between excess mean-squared
error and convergence rate.
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These findings are developed in more detail in [16,82] and are summarised in the following
table

7^

h
P.

EFFECT ON
CONVERGENCE RATE
Large
No Effect

EFFECT ON
MISADJUSTMENT
Minimal
Minimal

EFFECT ON
STABILITY
Large
Minimal

White

Minimal

Minimal

Table 2.1 Effects of various parameters on the convergence profile.

It is important to realise that the application of the LMS algorithm to acoustic systems
is generally twofold. Firstly, it can be used as a system identification mechanism. Indeed, the
next section outlines a technique that uses the LMS algorithm to identify a model for the
secondary path. Secondly, it can be concluded from the work presented in this section and in
Section 2.2 that the LMS algorithm is a possible solution to the feedforward Active Noise
Control problem.

However, it was found [16] that the LMS algorithm does not operate

satisfactorily as a stand-alone solution and modifications must be made to it to allow the
practical implementation of an Active Noise Control solution. Some candidate variations of
the LMS algorithm that can be applied to Active Noise Control solutions are presented in
Sections 2.8, 2.9 and 2.10, with further variations available in [17].

2.6

Using the LMS Algorithm to Estimate a Secondary
Path Model
It has been established in Chapter 1 that many Active Noise Control methodologies

require a nominal model of the secondary path. Hu [55,56] derives a mathematical model of a
typical acoustic duct from first principles. However, due to their relative complexity, such
mathematical models of acoustic systems are difficult to obtain, requiring them instead to be
estimated empirically. An important consideration when empirically finding such a model is
the structure that must be employed to accurately represent the dynamics of this secondary
path. Two common structures that could be used to model this secondary path are an FIR
filter or an HR (Infinite Impulse Response) filter. Initially, it is obvious that the dynamics of
the secondary path depends on previous inputs (i.e. that propagated from the secondary
loudspeaker). In many cases, the mouth of the duct is open-ended and no reflections will
occur, meaning that the dynamics of the secondary path has little dependence on previous
outputs (as measured by the error microphone). For this reason, it is a valid exercise to use an
FIR or MA (Moving Average) structure to represent the secondary path dynamics [17].
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In this work, an off-line method is used for identifying the secondary path, which
assumes time invariance of the plant. For this reason, once the secondary path model has
been established, it need not be re-estimated while the main cancellation loop is being
employed. Even though the assumption that the secondary path remains invariant is not
entirely legitimate, Morgan [83] shows that the main adaptive loop in many Active Noise
Control solutions can tolerate a degree of uncertainty in this secondary path model. The
implication of this along with some practical results will be presented in more detail in
Chapter 6.
A typical off-line method described exhaustively by Morgan and Kuo [13] is
summarised in this section. The essential experimental steps are the disabling of the primary
disturbance followed by the propagation of a persistently exciting signal from the processor
through the secondary loudspeaker, which is then detected by the error microphone. An
adaptive loop (based on the LMS algorithm) is then implemented as illustrated in figure 2.4,
from which it can be easily shown that once convergence has taken place, 5(z) provides a
model of the secondary path. Following this, the secondary signal can then be disabled and
the filter coefficients of 5(z) may be stored within the signal processor if required in the
main cancellation loop.

Acoustic Duct.
S(z)

Figure 2.4 Off-line secondary path modelling technique

Three pertinent points to be addressed are
•

The structure and order of the model.

•

The type of persistently exciting signal to be used
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•

The time required for this secondary path model to converge

Possible persistently exciting inputs include a white noise source or alternatively a
Galois signal [17].
An indication of the time required for the secondary path model to converge is given
in Section 2.5.

In practice, the adaptive loop will be allowed to run until such time as

convergence is guaranteed.
It was found that by increasing the number of FIR filter taps, a more accurate model
of the secondary path was achieved, the implications of which will be discussed in more detail
in Chapter 6. Assuming sufficient processing power is available, it is beneficial to keep this
plant model as accurate as possible when applied to an adaptive feedforward loop. However,
it will be shown in Chapter 6, that this is not always the case for the robust implementation of
Active Noise Control solutions.
All of the results in this chapter use a secondary path model that was identified using
the above technique. In all cases, it was found that an FIR filter with 128 taps modelled the
secondary path with relative accuracy. Furthermore, based on the observations in Chapter 1,
it was found that a sampling frequency of 3kHz was an appropriate selection for the
disturbances to be cancelled.
Also available are some on-line techniques for adaptively identifying the secondary
path [17]. The advantage of such strategy is that the system now eliminates the problematic
effects of time-variance in the secondary path. However, these will not considered in this
work.

2.7

Maximum Achievable Performance Achievable Within
the Duct using an Adaptive Algorithm
As outlined in Chapter 1 and documented in the literature [17], the maximum

attainable noise attenuation within a one-dimensional acoustic duct at any frequency depends
on the coherence (or more specifically, the magnitude-squared coherence) between the
reference signal x{k) and the error signal e{k) before cancellation has been switched on. The
magnitude-squared coherence between the two signals x(A:) and e[k) at any frequency is
given by the following equation

C„(®)=

(2.28)
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complex cross power spectrum between ;c(/:) and e{k), with 5'^(ry) and
SeX^^) being the autopower spectra of

and e{k) respectively.

Specifically, the

maximum cancellation at a frequency co (with respect to uncancelled power levels) is given
by
-10log,„[!-C„(«)]dB

(2.29)

where C^g{co) is the magnitude squared coherence between the reference, x{k) and the noise
at the desired point of cancellation, e{k).

However, experimental evidence reported in

Sections 2.8 and 2.9 will confirm that this metric is an idealisation of the actual cancellation
that can be accomplished. For this reason, (2.29) will be modified in Section 2.8 to yield a
more realistic indication of what the actual attenuation will be.

2.7.1 Propagation of Tonal Sound in One-Dimensional Acoustic
Ducts
It is common for much of the industrial and domestic noise that occurs in practice to
be tonal in nature. For this reason, all of the results presented in this section and the next two
sections assume that the unwanted disturbance' is tonal in nature with a frequency of 230Hz.
Section 2.11 brielly discusses how the algorithms outlined in these sections will perform
when the disturbance signal has broadband characteristics.
It is common for acoustic noise to encounter nonlinearities during propagation and
assuming a tonal disturbance, components will be induced beyond the fundamental frequency.
In the prototype duct, the nonlinearities caused frequencies at integer multiples of the
fundamental to be induced.

This was observed when the reference microphone detected

problematic downstream hamionics upon injection of the 230Hz tonal disturbance into the
system^. The power spectral density of this reference is depicted in figure 2.5 where it can be
seen that the first harmonic, for example, has a magnitude that is approximately 25dB less
than the fundamental. Even though this difference is considered negligible for many acoustic
applications, the effects of these higher harmonics cannot be ignored, which is particularly
obvious when the frequency response of the primary path (illustrated in figure 2.6) is

A tone of 230Hz was chosen as the disturbance frequency because it noticeably illustrated the
nonlinear effects of the duct.
^ Also present was a 50Hz hum, which was due to the fact that the transformers for the power
amplifiers were physically located in close proximity to the microphones. The cancellation of this
50Hz hum was not considered in this work because it was outside of the operating range of the
cancellation loudspeaker.
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considered^ It can be seen that the relative amplification at the second harmonic at 460Hz
over the fundamental 230Hz tone is 16dB. Thus, as the noise propagates downstream, the
second harmonic should experience an amplification of 16dB relative to the fundamental.
Figure 2.7 illustrates the signal at the error microphone (without cancellation being
performed). Immediately noticeable is that the relative amplitude of the second harmonic
increased to approximately 15dB below the fundamental (i.e. a relative increase of lOdB) and
cannot be ignored for practical purposes.

This relative increase in amplitude is slightly

different than that suggested by the dynamics of the primary path, the discrepaney being
attributed to the inevitable unmodelled nonlinearities in the plant. Also generated to a lesser
extent is a third harmonic at 690Hz. One of the central topics of this chapter is the principle
and mechanisms employed to eancel these nonlinearity induced harmonics using adaptive
feedforward controllers.
Following this, the coherence between the reference and error signals was calculated
at all frequencies with particular emphasis being placed on the target frequencies (i.e. the
fundamental and the induced harmonics).

From this, (2.29) was used to evaluate the

theoretical maximum achievable performance across the desired spectrum range. This profile
is depicted in figure 2.8 and it can be seen that near perfect performance is achievable at the
fundamental frequency with extremely good cancellation of 40dB and 39dB possible at the
first and second harmonics respectively. It will be seen in subsequent sections that some of
the more common algorithms have difficulty in realising the idealisation in figure 2.8.

Figure 2.5 Reference signal for a 230Hz tonal
input to the acoustic duct

path

^ It must be noted that the linear plant model whose frequency response is depicted in figure 2.6 is not
entirely accurate because it does not incorporate the inherent nonlinearities in the actual plant.
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Figure 2.7 Uncancelled error signal for 230Hz
tonal input to the acoustic duct

2.8

Figure 2.8 Maximum possible attenuation at each
frequency based on the coherence metric

Implementation and Performance of the Filtered-X
LMS Algorithm
The most documented and widely applied Active Noise Control solution, referred to

as the filtered-X LMS algorithm, is depicted in figure 2.9, with its derivation and theoretical
basis available in [17]. For this solution, a model of the secondary path (denoted S (z)) is
obligatory, with a possible strategy for obtaining it outlined in Section 2.6.

The

implementation of the filtered-X LMS algorithm requires an appropriate selection for the
update coefficient jj. and the length

of the adaptive filter W . The discussion in Section

2.6 gives an indication as to how these parameters should be selected, with Chapter 8 offering
further design guidelines. However [17] offers a more comprehensive and precise set of rules
for their selection.
Acoustic Duct

Figure 2.9 Implementation of the Filtered-X LMS algorithm.
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In all experiments performed in this section, the sampling frequencN was chosen to be
3kHz with an adaptive filter of 128 filter taps.

Finally, an update coefficient of 0 05 was

assigned. The performance of the filtcrcd-X LMS algorithm for a tonal disturbance is given
in figure 2.10

1500

Frequency (Hz)

Figure 2.10 Pcrformimcc of (he fillcrcd-X LMS algorithm for a tonal
disturbance of 230Hz w ith induced harmonics

It can be seen that the cancellation of the fundamental is slightl> short of the ideal value of
65dB. but is satisfactoix in that it reduces its power level down to the noise floor ('“45dB
attenuation)

On the other hand, it can be seen that the cancellation of the harmonics is non

existent, which differs considerabK from their maximum achievable value as suggested bv
(2.29) and figure 2.8. It is surmised that the failure of the filtered-X LMS algorithm to cancel
the hannonics is due to a combination of tw o reasons
(a) For cancellation to occur, the adaptive filter must provide the necessarv gain and phase
shift of the reference at the target frequencies. This can prove to be a difficult task for
FIR filters, particularly when the desired gain and phase shifting varies significantlv at
different frequenev regions.

In these situations, a long FIR filter length is required to

achieve the desired dvnamics, which is not always feasible due to processing
constraints'*.

For this reason, the adaptive filter could be modified to include pole

dvnamics, which can realise the desired dvnamics using smaller processing overheads.
The algorithm resulting from this modification is referred to as the filtcred-U LMS
algorithm 114| and is the central topic of the next section.

^ The processor used was a dSpace system with a TMS32()C3() card on board.
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(b) It was empirically found that for a basic FIR adaptive filter, the maximum achievable
attenuation depends not only on the coherence between the reference and the error signal,
but also on the relative power difference between the fundamental and the resultant
harmonics when measured at the reference.

From (b), it is obvious that the idealisation in (2.29) is somewhat misleading as to
what the maximum achievable performance will be at the various frequencies for the filteredX LMS algorithm. As a result, a modification of (2.29) is required, which incorporates the
amplitude of the reference at each frequency relative to the amplitude of the fundamental.
Extensive experimental evidence indicated an appropriate modification of (2.29) for the
maximum cancellation capabilities of the filtered-X LMS algorithm at any frequency as

lOlogio 1-C,,("j^

where

dB

(2.30)

is the power spectral density of the reference signal, which is normalised such

that max{5'^^(ry)} = 1 . Furthermore, a is a constant that was experimentally found to be
120 . A rationalisation of (2.30) can be easily presented by considering two specific cases for
S^^{co). For the sake of simplicity, it will be further assumed in both cases that « = 120 and
the coherence C^^{co)=\ (which from the original metric in (2.29) suggests infinite maximum
cancellation).

Casel.

Assume that

at an arbitrary frequency co = a)^, i.e. the reference has a

significant power level at this frequency. Using the coherence metric in (2.30) it can be easily
shown that the maximum achievable attenuation is infinite.

Case2. In this instance it is assumed that at a different frequency co = co2, the power of the
reference signal is given by a much smaller value of

(<y2) = 0* 1 • It can be derived from

(2.30) that maximum cancellation produced is negligible.

Figure 2.11 depicts the maximum achievable cancellation as proposed by (2.30). It may be
seen that it offers a more realistic indication of the actual attenuation achieved by the filteredX LMS algorithm as depicted in figure 2.10.
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Figure 2.11 Maximum possible attenuation at each frequency
based on the metric in (2.28)

Analysis of figure 2.5 shows that the magnitude of the second hanrionic has a power
level that is 25dB below the fundamental. From this, it can be shown that S^{co) at this
harmonic frequency is approximately 3.16x:10~^. This reference power level is easily shown
from (2.30) to be far too small to achieve significant cancellation at this harmonic.
Furthermore, the relative amplitude of the third harmonic was even lower than this. The
obvious remedy is to increase the power levels of the reference hannonics relative to the
fundamental. One method employs waveform synthesis [84], and is based on a technique
patented by Chaplin and Smith [11] in 1978.

An alternative technique is suggested by

Pederson and Laak [85]. Flowever, a conceptually simple and computationally more efficient
method will be outlined in Section 2.10.
From the discussion presented in this section, it is speculated, and experimentally
verified that two strategies could be used to improve the attenuation of the downstream
harmonics. Firstly, it must be noted that this poor performance can be attributed to a certain
degree to the limitations resulting from the employment of adaptive FIR filters. This is easily
remedied by replacing these FIR filters with ones that possess pole and zero dynamics.
Secondly, increasing the relative power levels at the reference will improve the attenuation of
the downstream-induced harmonics. This is achieved by ensuring that

(<2)7-)-> I,

\/cOj

where coj is the set of target disturbance frequencies (i.e. the fundamental and harmonic
frequencies).
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2.9

Implementation and Performance of the Filtered-U
LMS Algorithm
Tlie filtered-U LMS algorithm, though rarely applied in practice, is considered a

significant milestone in the history of Active Noise Control. The derivation of this algorithm
is given in [17], with a block diagram of it depicted in figure 2.12. In order to implement this
algorithm, three parameters must be specified, namely the update coefficient ju and the
lengths of the filter blocks a{z) and b{z).

It is widely accepted that /y be chosen

conservatively to ensure stability of the adaptive mechanism. This guideline, along with
appropriate choices for the filter lengths of A{z) and b{z), are discussed in more detail in
[17].
Acoustic Duct

Figure 2.12 Implementation of the Filtered-U LMS algorithm

It can be seen that the filtered-U LMS algorithm is similar in construct to the filteredX LMS, with the essential difference being that the FIR structure in the feedforward adaptive
filter is now replaced by an HR structure. The effect of this is to introduce the desired polezero dynamics as suggested in Section 2.8.
introducing the potential for instability.

However, this has the adverse effect of

It may seem that a further shortcoming of this

algorithm is the added filter blocks in the final solution. However, in many cases, this is not a
major problem because the filter lengths of these blocks could be made considerably smaller
in comparison to the length of the adaptive filter in the filtered-X LMS algorithm. Indeed, it
was found that the total processing required of the filtered-U LMS algorithm in the
cancellation of the fundamental could be up to 50% less expensive than the filtered-X LMS
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algorithm. Nevertheless, it was found that if this algorithm were to be modified to cancel the
fundamental and the second harmonic, then the length of both the autoregressive and moving
average taps had to be increased to 64 and 128 respectively to provide the necessary gam and
phase characteristics at the target frequencies. However, these choices of filter lengths forced
the processor alarmingly close to its maximum capability^.

It is surmised that if further

cancellation of the second harmonic and moderate cancellation of the third harmonic were
desired, then the tap filter lengths would have to be further increased.

However, such

experimentation could not be performed due to the aforementioned processing limitations.
Figure 2.13 shows the performance of the filtered-U LMS algorithm approximately 5
seconds after switch on for the parameter settings outlined in the previous paragraph. It is
obvious that the performance is similar to the filtered-X LMS algorithm, i.e. 45dB
cancellation of the fundamental with negligible cancellation of the harmonics.

However,

when the algorithm was allowed to run for a considerable length of time, it was found that
cancellation of the second harmonic began after approximately 35 seconds with a further 15
seconds required for the final convergence.

500

1000

500

Frequency(Hz)

Figure 2.13 Performance of the filtered-U LMS
algorithm, for a tonal disturbance of 230Hz with
induced harmonics, 5 seconds after switch on

1000
Frequency (Hz)

Figure 2.14 Performance of the filtered-U LMS
algorithm, for a tonal disturbance of 230Hz with
induced harmonics 2 minutes after switch on

Figure 2.14 depicts the performance of the filtered-U LMS on the acoustic duct after
approximately 2 minutes. 45dB attenuation of the fundamental can still be observed with a
further 18dB attenuation of the second harmonic being achieved. No attenuation of the third
harmonic was accomplished, even when the algorithm was allowed to run for a considerable
length of time. Furthermore, due to processing limitations, no flexibility was available in the
algorithm’s parameters to provide any possibility of cancelling this harmonic.
The main pitfall of the filtered-U LMS algorithm is the potential for instability in both
the adaptive HR filter and in the updating mechanism. Due to the complicated performance
Once again, the update coefficient was chosen to be 0.05.
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surface of typical adaptive HR filters, it has been stated [86] that conditions have not yet been
established to identify whether poles of adaptive HR filters will migrate outside of the unit
circle. Furthermore, most of the modem literature in the area of adaptive filtering does not
comprehensively deal with this issue of stability in adaptive HR filters.

It also has been

suggested [82,86] that there is a correlation between the stability of the adaptive mechanism
and the selection of n. However, it was found that no rigorous mathematical basis has been
developed that offers precise conditions that determines if the stability of the update
mechanism will be maintained in such adaptive HR filters. It has been discussed in [82,86]
and concluded based on experimental evidence that several factors determine the stability of
both the adaptive filter and of the updating mechanism throughout the entire convergence
process.

2.10 Development of the Nonlinear Filtered-X LMS
Algorithm
This section discusses the second strategy suggested in Section 2.8 to achieve
cancellation of the harmonics. Recall that this approach suggested that the power levels of the
harmonics be increased at the reference until they are comparable to the power levels of the
fundamental. This synthesised reference can then be used in conjunction with any adaptive
algorithm to achieve downstream cancellation.

Acoustic Duct

Figure 2.15 Implementation of the nonlinear filtered-X LMS algorithm
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A novel technique modifies the filtered-X LMS algorithm by intentionally
introducing a nonlinearity after the reference microphone, as depicted in figure 2.15. If the
nonlinearity is appropriately chosen, then the amplitude of the harmonics at the reference will
be greatly increased relative to the fundamental. This algorithm will be referred to as the
nonlinear filtered-X LMS algorithm. The obvious design issue at this stage is the appropriate
selection of this nonlinearity.
Although a wealth of different nonlinearities are possible, only memoryless
nonlinearities will be treated.

Some of the more common nonlinearities that could be

employed are
•

Relay

•

Saturation

•

Dead-Zone

•

Rectifiers

However, these nonlinearities are fundamentally flawed for the present application for the
following reasons
•

With the exception of rectifiers, nonlinearities tend to generate either even or odd
harmonics but generally not both. As a result, only some (but not all) of the
harmonics will not be synthesised at the reference, and consequently the
corresponding harmonics will not be cancelled downstream.

•

Recall from Section 2.8 that for noticeable cancellation at any target frequency
(Oj-, then

{cOj^)

U

^. However, for the nonlinearities listed above, the

power levels of the synthesised harmonics cannot generally be varied relative to
the fundamental. Consequently, this limits their practical applicability to this
novel solution. In the relay, for example, the synthesised harmonic at three times
the fundamental frequency will always have a magnitude that is one-third of the
fundamental. Similarly, the harmonic at five times the fundamental frequency
will have an amplitude this is one-fifth of the fundamental.
For these reasons, it is necessary to choose a nonlinearity that offers greater versatility with
respect to the number of harmonics being generated and the magnitude of their respective
power levels. The nonlinearity used in this work is a polynomial type given by
X

= X + ax^ + bx^ -I-

(2.31)

where x and x are the detected reference and the synthesised reference respectively. It can
be easily shown that the ax^ term contributes to the magnitude of the fundamental and the
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second harmonic, with bx^ contributing to the magnitude of the fundamental and third
harmonic etc.

It is obvious that selection of further terms allows a more frequency rich

synthesised reference to be produced with the selection of

governing the respective

power levels of these induced harmonics relative to the fundamental.

For this prototype

system, the following nonlinearity was chosen: (2.32)

jc = X + lOx^ +

Figure 2.16 depicts the power spectral density of the synthesised reference, from
which the coherence metric specified in (2.30), in conjunction with the uncancelled error
signal in figure 2.7, allows the maximum achievable attenuation to be evaluated. A frequency
plot of this maximum achievable attenuation is given in figure 2.17, where it obvious that
almost perfect attenuation is achievable at the fundamental, with an improved attenuation of
38dB and 30dB now possible at the second and third harmonics. The nonlinear filtered-X
LMS algorithm was then employed, with its performance depicted in figure 2.18. It can be
now seen that the noise levels of the fundamental, second and third harmonics are attenuated
by 45dB, 36dB and 23dB respectively, which essentially reduces them to the noise floor. It is
important to realise that this system has not lost its feedforward structure, with the adaptive
filter remaining FIR in construct. For this reason, the system will remain inherently stable
(assuming stability of the algorithm is maintained).

Furthermore, the insertion of the

nonlinearity does not contribute significantly to the processing overhead. It can be noted that
this nonlinear block entails 11 operations in total (7 multiplication, 3 additions and 1 store),
with the existing filtered-X LMS algorithm requiring 643 operations in total (257
multiplication, 256 additions and 130 stores). These figures suggest a meagre 1.7% extra
overhead for the added nonlinear block.

Frequency (Hz)

Figure 2.16 Power spectral density of the of the
synthesised reference with the nonlinearity in
(2.32) applied

Frequency (Hz)

Figure 2.17 Maximum achievable attenuation
with the synthesised reference at each frequency
based on the metric in (2.30)
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Figure 2.18 Performance of the nonlinear filtcrcd-X LMS algorilhin
for a tonal disturbance of 230Hz with induced harmonics

An obvious suggestion is to combine the filtered-U LMS algorithm with the
svnthesising of the reference signal. However, such a procedure is not recommended for a
number of reasons

Firstly, the perfomiance of the nonlinear flltered-X LMS algorithm

cannot be improved on b\ using HR adaptive filters because the amplitude of the target
frequencies have already been reduced to the noise floor.

Secondh, an HR adaptive filter

(even w ith a s\ nthesised reference) w ill unnecessarih introduce the possibilitv of instability .

2.11 Comparison between the Filtered-X LMS Algorithm,
Filtered-lJ LMS Algorithm and the Nonlinear FilteredX LMS Algorithm for a Tonal Acoustic Disturbance
This section compares the performance of the filtcred-X LMS algorithm, the filteredU LMS algorithm and the nonlinear filtered-X LMS algorithm in terms of their practical
applicabilitv.

Specifically considered is the case where a tonal signal is propagating

downstream in the presence of duct nonlinearities, which induces hannonic frequencies at
integer multiples of the incident tone. The comparison will be performed under the following
main headings
•

Cancellation performance of the fundamental and the hamionics

•

Convergence time required to cancel both the fundamental and the harmonics

•

Potential instability

•

Processing overhead

60

2.11.1 Cancellation of the Fundamental and the Harmonics
It was found that the cancellation profile of the fundamental for all three algorithms
was excellent with the amplitude of this tone being reduced to the noise floor. On the other
hand, the filtered-X LMS could offer no cancellation of any of the harmonics. Even though
the filtered-U LMS algorithm did achieve 18dB cancellation of the second harmonic,
cancellation of the third harmonic was not achievable due to the excessive requirements on
both the algorithm and the processor. In spite of this, it is surmised that if the processing
power were available, then further cancellation of the second and third harmonic would be
achieved. The nonlinear filtered-X LMS algorithm provided excellent cancellation of both
harmonics and if necessary, could be easily modified to attenuate higher harmonics.

2.11.2 Convergence Time Required to Cancel the Fundamental and
the Harmonics
For both the filtered-X LMS and the nonlinear filtered-X LMS, it was found that the
convergence times required to cancel the fundamental was comparative and in the order of
less than 1 second.

Furthermore, the nonlinear filtered-X LMS algorithm cancelled the

harmonics at a rate similar to this. On the other hand, the filtered-U LMS algorithm cancelled
both the fundamental and the harmonics at a much slower rate. Indeed it took 5 seconds for
the fundamental to be cancelled. It then took approximately 35 seconds to begin noticeable
cancellation of the second harmonic, with the attenuation not being completed for a further 15
seconds.

It has been suggested in [86] that this slow convergence can be attributed to

interplay between the movement of poles and zeros during the adaptive mechanism.

2.11.3 Possibility of Instability
The stability properties of the standard adaptive algorithms have been well researched
and documented. It can be noticed that due to its feedforward structure and the FIR structure
of the adaptive filter, the filtered-X LMS algorithm will be inherently stable. However, there
is a possibility for instability of the adaptive mechanism, which can be concluded from the
discussion in Section 2.5 to be attributed to a poorly chosen step size. This will cause the taps
of the adaptive filter to diverge, giving the impression of instability. The nonlinear filtered-X
LMS algorithm is almost identical to the filtered-X LMS algorithm from a stability point of
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view (i.e. feedforward with an adaptive FIR filter), the only difference being an adjustment of
the reference signal.

Thus, assuming appropriate selection of the update coefficient, the

nonlinear filtered-X LMS algorithm will also remain stable. On the other hand, stability of
the filtered-U LMS algorithm is not always guaranteed due to the inherent HR structure of the
adaptive filter. As a result, it is possible (and not uncommon) for the poles to migrate outside
of the unit circle during the adaptive mechanism, causing instability.

2.11.4 Processing Overhead
The processing requirements of the filtered-X LMS algorithm and the nonlinear
filtered-X LMS algorithm are relatively straightforward to analyse.

Based on empirical

findings for this particular application, the requirements of the nonlinear filtered-X LMS
algorithm is approximately 1.7% higher than that of the filtered-X LMS algorithm. This
overhead is negligible when it is weighted against the positive aspects of this algorithm.
The processing requirement of the filtered-U LMS algorithm tends to be more
difficult to analyse. If cancellation of only the fundamental is required, then the number of
autoregressive and moving average taps in the adaptive filter could be chosen such that its
processing overheads are as low as 50% of that required for the filtered-X LMS algorithm.
On the other hand, if the algorithm must be modified to cater for cancellation of the second
harmonic, then the number of poles and zeros must be greatly increased in the adaptive filter.
To achieve moderate cancellation of the second harmonic, the processing overheads will need
to be approximately 150% of those required for the filtered-X LMS algorithm.
The findings outlined in this section are summarised in Table 2.2.
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Filtered-X LMS

Filtered-U LMS

Nonlinear Filtered-X
LMS
45dB (To the noise
floor)
Less than 1 second

45dB (To the noise
Attenuation of
45dB (To the noise
floor)
floor)
Fundamental
Approximately 5
Less than 1 second
Convergence Time
seconds
for Fundamental
18dB
36dB (To the noise
OdB
Attenuation of
floor)
second Harmonic
~50 seconds in total
Less than 1 second
N/A
Convergence Time
for second Harmonic
OdB
23dB (To the noise
Attenuation of third
OdB
floor)
Harmonic
N/A
Less than 1 second
N/A
Convergence Time
for third Harmonic
Not guaranteed
Guaranteed
Guaranteed
Stability of the
feedforward filter
Depends on update
Depends on several
Depends on update
Potential for
Instability of the
constant
constant
factors
Adaptive
Mechanism
Processing Overhead
100%
50%-150%
101.7%
depending on the
(relative to the
required application
Filtered-X LMS
algorithm)
Table 2.2 Comparison of the various adaptive algorithms for cancelling harmonics induced in
ducts exhibiting nonlinear behaviour

2.12 Implementation of the Various Algorithms for
Broadband Disturbance
In this section, the performance of the filtered-X LMS algorithm and the filtered-U
LMS algorithm will be analysed for an input broadband disturbance. It is important to realise
that the nonlinear filtered-X LMS algorithm was not employed for this type of disturbance
due to fact that it is specifically designed for tonal disturbances in the presence of
nonlinearities and not for broadband disturbances.

To evaluate the performance, the

following metric was used

Performance = 10 log

f A'c(/V/

(2.33)

V •’/i

where N^{f) is the uncancelled noise power and A^c(/)

the cancelled noise power at a

frequency f . In this case, /, was chosen to be lOOHz (within the range of the cancellation
loudspeaker) and fj was selected to be 600Hz.

This choice of /2 is based on the
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observation in Chapter 1, ^vhich stated that above this frequency it is likel> that passive
techniques would provide a more practically viable solution.
The overall performance of the filtcred-X LMS algorithm is depicted in figure 2.19
and it was established that approximately 5dB cancellation was achieved.

The filtered-U

LMS algorithm significantly improved on this to give an attenuation of 8dB, easily derived
from the performance plot in figure 2.20.

|16| provides a rationale for the improved

perfomiancc of the filtcrcd-U LMS algorithm over the filtercd-X LMS algorithm for this
specific prototype system. Specifically, it was found that due to the relativcK short length of
this acoustic duct, the effects of the feedback path became significant (with a brief description
of the feedback path available in Chapter 1). Consequently, it was observed that tlie signal
detected at the reference was no longer attributed solely to the unwanted noise, but also to the
cancellation signal being fed back to the reference microphone. This means that the dynamics
of the adaptive filter no longer depend on present and previous inputs only but also on
previous outputs.

This suggests that an HR structure would be better suited to model the

overall dy namics, as verified from the results in figures 2.19 and 2.20.

Freauenev (Hz)

Figure 2.19 Performance of (he filtered-X LMS
algorithm on the prototy pe duct for a broadband
disturbance

Freauenev(Hjl

Figure 2.20 Performance of the filtered-U LMS
algorithm on the prototype duct for a broadband
disturbance
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Chapter 3: Hoo Control - Theoretical
Foundation

3.1

Introduction
d

c

p

>6

Figure 3.1 Closed Loop System
It is well known that the fundamental requirements of closed loop controllers are
stability, disturbance rejection, robustness to plant uncertainty and set-point tracking.
Accordingly, assuming the basic closed loop system of figure 3.1 where P is the plant, the
controller C must be designed such that the input disturbance d is rejected at the output and
the output y tracks the input r over a specified frequency band.

Moreover, these

performance requirements must be satisfied in the presence of plant uncertainty. Various
definitions for the closed loop system in figure 3.1 are available, which serve as good metrics
for closed loop performance. The first of these is the sensitivity function, which is given by
the ratio of the output, y, to the disturbance input d . As a result, for good disturbance
rejection, this value should be as close to zero as possible over a specified frequency range.
For the basic system illustrated in figure 3.1, the sensitivity function is given by

5 = 1/(1 + L)

(3.1)
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where
(3.2)

L^PC

is referred to as the loop gain. Also important is the complementary sensitivity function,
which is given by the ratio of the output y to the input r and is defined as
T = L/{\ + L)

(3.3)

For satisfactory set point tracking, this value should be made as close to unity as possible over
a specified frequency range.

It is important to realise that P,C,L,S and T are all

frequency dependent functions. However, this dependence is generally omitted for notational
convenience. A very fundamental observation is that S + T = 1 at all frequencies. It follows
that if |5'(7VUo)| = 0 at an arbitrary frequency 0)^, then |r((5;o)| = l, ke. perfect set point
tracking at an arbitrary frequency implies perfect disturbance rejection at that frequency. The
sensitivity function possesses another intuitively appealing property in relation to loop
stability. It will be shown in Section 3.3.6 that as the sensitivity is reduced, loop stability is
enhanced.
In conjunction with being a disturbance rejection metric, the sensitivity function has a
classical control meaning, in that it is defined as the sensitivity of the closed loop transfer
function, T, to any perturbation in P.

In particular, the evaluation of the identity

lim----— =------- can be shown to be the equal to the sensitivity function S [87].
AP^o /ypjp dP T
Therefore, apart from being a disturbance rejection and loop stability metric, the sensitivity
function can be considered a measure of the sensitivity of the closed loop transfer function to
perturbations or variations about the nominal plant. Thus, the sensitivity to plant variations is
reduced by ensuring Si^jo)) —> 0 .
From the preceding analysis it may seem possible to achieve good set point tracking
and disturbance rejection at all frequencies. However, for theoretical and practical reasons,
closed loop performance is possible only over a specified frequency band (generally at lower
frequencies) due to internal stability constraints. A formal definition of internal stability is
that all the outputs in the closed loop system remain bounded for all bounded inputs. The
system in figure 3.1 can be shown to be internally stable iff \ + L has no zeros in Re^, i.e.
all the zeros of 1 + L must exist in the left half complex plane. The fundamental challenge
for the control designer is then to find the optimal trade-off between good set-point tracking
and disturbance rejection in the presence of plant uncertainty, while maintaining internal
stability. Typical plots of 15(7(i>)| and |r(7(y| are given in figure 3.2.
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Figure 3.2 Typical plots of |‘S'(yftj)| and |T(ycy)| for a closed loop

feedback system
In practice, many controller designs are based on system models, which invariably are
just an approximation of the system to be controlled. This differenee between the actual
system and its model is referred to as plant uncertainty. Many designs necessitate that the
system remain stable in the presence of such plant uncertainty and this requirement is referred
to as robust stability. Also, a closed loop system yielding satisfactory set point tracking and
disturbance rejection properties in the presenee of plant uneertainty is said to have satisfactory
robust performance. Consequently, robust performance and robust stability requirements add
extra constraints to the design of the elosed loop controller. Robust perfonnance is easier to
achieve at low frequencies because plant uncertainty is more prominent at high frequencies.
Traditionally, satisfactory closed loop performance relied on the experience, intuition
and expertise of the control engineer. Although these talents are still required, techniques are
constantly sought after, which are more methodieal and efficient for designing closed loop
eontrollers. A revolutionary paper published by Zames [88] in the late 1970s offers a eost
funetion based approach to solving the robust stability and robust performance control
problem in a systematic manner. His work furnished the prerequisite for what is now known
as Hoo-control. Since then, many developments have been made in this area with the main
contributors being Doyle [89], Glover [90], Franeis [91], Me Farlane [92], Kwakemaak
[93,94,95] and Postlethwaite [96].

As a result of these works, Hoo eontrol now offers a

systematic approach, using the theory of Hardy spaces and oo-norms, to solving the problem
of closed loop performance and stability in the presence of plant uncertainty.
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The design procedure for the Hoo control problem is non-trivial and can be essentially
classified into five distinct areas:
•

Attainment of a reasonably accurate plant model.

•

Selection of an appropriate frequency dependent weighting function to quantify
the plant uncertainty.

•

Selection of a second frequency dependent weighting function to specify the
performance, with particular emphasis being paid to the shaping of the sensitivity
function.

•

Evaluation of the controller parameters using one of the standard solvers. This
thesis presents three candidate solvers, each of which will be applied to the
Active Noise Control problem. Two of them are presented in Appendix I, with
the third described in Chapter 5.

Before robust feedback control can be applied in practice, it is necessary to present a
means by which the plant uncertainty is quantified. The key in such a specification is to
ensure that the uncertainty is comprehensively represented without introducing unnecessary
conservativeness. This is discussed in Section 3.2.
Section 3.3 outlines much of the mathematical prerequisite required for the
development of a Hoo based cost function. In particular, the Hardy space along with the theory
of norms as applied to signals and systems will be presented. Also developed in this section
are normed spaces and induced norms of linear operators. An important result which is stated
in this section, relates the oo-norm of a system with the 2-norm or the energy of its input and
output signals.

The theory of norms is then extended to matrices, where the 2-norm or

spectral norm of a matrix is defined.

Directly obtained from this are singular values of

matrices which furnishes the derivation of the structured singular value of any matrix. This is
vital to the implementation of Hoc type controllers and is discussed in Section 3.8.1. Finally,
this section offers a mathematical explanation, based on oo-norms, for the relationship
between the robust stability of a closed loop system and its sensitivity function.
Following this. Section 3.4 specifies inequalities that quantify the mathematical
requirements for the robust stability of a family of plants perturbed about the nominal plant.
Section 3.5 then provides a cost function that allows the sensitivity function of the
closed loop system to be shaped.
In practice, it is a beneficial exercise to lump both the robust stability and sensitivity
shaping requirements into a single cost function. Before this can be achieved, the small gain
theorem and the general perturbation model with exogenous inputs and outputs must be
presented. These are the main topics of Sections 3.6 and 3.7 respectively. Important to robust
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control theory is the definition of the structured singular value of a matrix, which is
introduced in Section 3.8. From this, the structured perturbation model will be developed,
which is crucial in quantifying necessary and sufficient conditions for robustness.
Section 3.9 then combines the robust stability and nominal performance requirements
into a single inequality, specified in terms of oo-norms.

From this, an co-norm based

inequality is defined any solution that meets this inequality offers robust stability and
performance. From this, a Hoc cost function can be defined.
Following all of these mathematical necessities. Section 3.10 identifies two methods
of finding an optimal solution to the Hoc cost function, which are developed in more detail in
Appendix I. A third technique of evaluating this Hoo optimal controller, presented in Chapter
5 is based on optimisation theory.
Finally, Section 3.11 analyses and quantifies the limitations and in particular the
bandwidth constraints of minimising the sensitivity function for both minimum-phase and
non-minimum phase stable plants.

3.2

Plant Uncertainty
As highlighted above, the treatment of plant uncertainty is central to robust closed

loop control. As a result, it is common practice to define an uncertainty model of the plant.
These uncertainty models, also referred to as perturbations, can be divided into two
categories, namely unstructured and structured. An illustrative example of an unstructured
perturbation is provided in figure 3.3. The solid line in the centre depicts the nominal plant
frequency response. Due to the uncertainties associated with the nominal model, the grey
shaded area represents the region within which the actual response may exist.
From a realistic engineering point of view, it is obligatory to specify an uncertainty
region similar to that in figure 3.3, even though many of the plants within this uncertainty
region will not occur in practice. For this reason, controllers designed for plants described by
an unstructured perturbation tend to be conservative. However, such an uncertainty
description still has significant application in practice. In particular, plant models acquired in
reality will accurately model low frequency dynamics, but tend to be extremely inaccurate at
high frequencies. The structures of these high frequency parasitic dynamics are generally
unknown and for this reason are generally modelled as unstructured uncertainty.
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A plant described by a structured perturbation is far more powerful for engineering
purposes because it is less conservative in its construction. It deals specifically with the type
of perturbation existing and equally importantly it can be modified to represent an
unstructured perturbation, in particular for high frequency parasitic dynamics. An example of
a structured perturbation may be presented by assuming that the model of an arbitrary plant is
known to be second order and is given by P{s) =
it is assumed that the steady state gain

jis^ +

Furthermore,

and the natural radiancy ry,, are known without

uncertainty. The damping factor, however contains a degree of uncertainty, but is known to
lie in the range

Indeed, the structure of the plant is fully known with the only

uncertain element being ^. Consequently, this plant can be described in a relatively simple
structured fashion and is developed in more detail in Section 3.8.
A common uncertainty model is referred to as multiplicative uncertainty. This may
represent either structured or unstructured perturbations and is defined by the following
generic equation

P=/>„(! +a)

(3.4)

P represents the actual plant, P^ denotes the nominal plant and A is the uncertainty
about the nominal plant. Morari and Zafiriou [97] provide precise descriptions of both types
of perturbations, which are based on the uncertainty model in (3.4).

They describe an

unstructured perturbation as one where all of the individual perturbations are lumped together
into a single perturbation A in (3.4).

On the other hand, they describe a structured

perturbation as one where 'all the individual sources of uncertainty are identified and
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represented directly - there is no need to lump them together'.

Details of representing

structured perturbations and in particular how unstructured perturbations can be represented
in a structured framework will be considered in Section 3.8.
Figure 3.4 illustrates a block diagram of the closed loop system with a multiplicative
plant uncertainty.

Figure 3.4 Closed Loop System with a multiplicative perturbation

3.2.1 General Perturbation Model
It can be noted from figure 3.4 that the input to the perturbation is denoted by q , with
its output given by p . Following this, figure 3.5 illustrates the more comprehensive and
extremely powerful general perturbation model, which can incorporate any type of structured
or unstructured perturbations and is relatively easily extended to MIMO plants.

Figure 3.5 The general perturbation model

This general perturbation model will be modified to include exogenous inputs and outputs in
Section 3.7. In figure 3.5, H is referred to as the interconnection matrix and

is the

system's perturbation. In this instance, the interconnection matrix indicates the dependence of
the perturbation inputs q to the perturbation outputs p and is given by
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H=

(3.5)

It will be shown in Section 3.7 and Section 3.8 how relatively easily the robust performance
and stability of a system can be quantified in terms of the interconnection matrix.
As an example, reconsider the system in figure 3.4 whose uncertainty is
parameterised by a multiplicative uncertainty. It can be shown that
q = -[q + pYPq
= -{q + p)L^

where

= CP^ i.e. the nominal loop gain

\+U
It follows that
H ^-T

(3.6)

Due to the fact that the system in figure 3.4 is SI SO in structure, the interconnection matrix
has dimensionality 1x1 and is calculated to be the negative of the complementary sensitivity
function.
Other typical perturbation models include an additive perturbation model and a
numerator denominator perturbation model.

However, when exploring the basics of Hoc

control in this work, only the multiplicative uncertainty model will be considered.

3.3

The Hardy Space and Theory of Norms
To understand fully and apply the concepts of Hoo control, knowledge of the Hardy

space, singular values of matrices and the theory of norms (in particular cx)-norms) are
obligatory. The Hardy space, H* is defined in [87] as the space of functions of a complex
vanable that are analytic and bounded in the open right half complex plane. Significantly, it
has been shown [87] that if a robustly stabilising controller exists for any plant, it can be
foind in this space.

[90] provides a more rigorous treatment of the Hardy space.

The

fol owing sub-sections outline the concept of matrix singularity along with a description of
norms as applied to vectors, signals and systems, all of which are also implicitly based on the
Ha*dy space.
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3.3.1 Norm of a Vector
), then its p -norm, denoted ||x||

Assuming an arbitrary vector x = (x,, ^2, • • •,

is

given by

II

lip

^ V (=1

(3.7)

y

max,^,2,...,.K|;

P = ^

By definition, the cx)-norm of a vector, p||^, is given by the maximum absolute entry within
the vector.

3.3.2 Norm of a Signal
Assuming an arbitrary signal z(/), then its p -norm, denoted ||z|| is defined as
■\}Ip
^\z(tY dt

;

1 < /7 < 00

V-oo
•00

\A\

I lip

- s

(3.8)

sup|z(/^;

P — CO

^2(0

(0

► t

Figure 3.6 The co-norm of two arbitrary signals
The operator sup(*) is an abbreviation for the supremum and it indicates the least
upper bound'". The co-norm of an arbitrary signal, z

is simply the maximum absolute

' The expression sup(*) is used for signals (systems) instead of max(») as the peak value of some
functions cannot be assumed for any finite time (frequency).
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value assumed over an infinite time and is illustrated graphically in figure 3.6.

Equally

important to H,* control theory is the 2-norm of a signal, Izl^ which from Parseval's theorem
[87] may be shown to be the energy of a signal over an infinite time.

3.3.3 Norm of a System
For an arbitrary stable SISO linear time invariant system, ^(5), the general p -norm
proves to be more difficult to define. For clarity, the definition will be restricted to the

00

-

norm only, which is given by

I^L =

(3.9)

sup!^’(7^w|

Im

Figure 3.7 The oo-norm of an arbitrary SISO system

The

00

-norm of a system P{s) is given by the maximum value of the magnitude response of

the system over an infinite frequency range'.
An alternative explanation is given in terms of the Nyquist plane. It states that the

00

-

norm of a system P is the maximum distance between the origin and the Nyquist plot of P .
Both of these interpretations are depicted pictorially in figure 3.7.

3.3.4 Normed Spaces and Induced Norms of Linear Operators
This sub-section outlines the fundamentals of general induced norm theory.
Following this, it briefly explores the relevance of induced norms to Hoo control.
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Let III be an arbitrary norm that maps X —> ‘iR where X can be a real or complex
linear vector space and

is the set of real numbers. The set {-^,|||} is referred to as a

normed linear space with the space X itself being often referred to as a normed space. Let
^ be a linear operator given by

^: Hi

(3.10)

where U and Y are both normed spaces, with norms |||^ and |||^ respectively. It may be
seen that the operator (f) maps from the U normed space onto the Y normed space. For this
reason, (f) is referred to as having an induced norm. The norni of the operator induced by the
norms I-il lit;
I and

is defined bv

lull = sup
ll^ll
iklL.^o

(3.11)

\\u\

It can be easily shown (see [87] for the derivation) that the norm induced by the 2-norm is
equal to the oo-norm, i.e.

luii

= sup
mILs^O

(3.12)
\\U.\

This is an important observation in control theory in that the co-norm of a system is given by
the least upper bound ratio of the 2-norm output signal to the 2-norm input signal. Thus, the
oo-norm of a system can be best interpreted as the ma.ximum energy gain that can exist within
that system. For this reason, the Hoc control methodology specifies a minimisation of the

oo-

norm of the sensitivity function, which essentially minimises the maximum output energy of
the disturbance. The following example illustrates the principle of the oo-norm being induced
by the 2-norm.

Example 3.1
Assume a system is given by the following transfer function

0(5) =

-^—-----. Figure 3.8
5 1-5 + 1
-

shows the gain plot of G(5) versus frequency, where it may be seen that ||G(5)j|^ = 1.1547 at
0.706 rad/s. Thus, it may be said that for any arbitrary input, the resultant energy gain to the
output cannot be greater than 1.1547. This can be verified by exciting the system with
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various inputs and analysing the energy gain at the output.

The conventional system

excitations used (i.e. impulses, steps, ramps etc.) have infinite energy or equivalently an
infinite 2-norm. For this reason, the following inputs will be used to excite the system.
(/) =

0.0

(3.13)

and
U2{t) = O.Ole

' sinty ^

(3.14)

where a in (3.13) and co in (3.14) are
both constant. Both inputs are damped by
the introduction

anexponential term.

This makes their 2-norms finite, making it
relatively easy to evaluate the resultant
energy

gain.Figure

3.9 depicts the

energy gain of the system for the input in
(3.13)

where a

is varied

between

10~'° < y < 60. It can be seen that this
energy

gain is less than the value

|Ig(5)||^ = 1.1547.

Incidentally,

Figure 3.9 Gain plot of the system 0(5) =

the

5

1-5

-

+1

maximum energy gain for this type of input is 1.0303 for a value of a = 0.54 . Figure 3.10
depicts the value of energy gain for the input Uj described by (3.14). In this instance, co is
varied in the range 10"^ <(o<5 and it can be seen that the maximum energy gain 1.1547 (=
||g(5|^ ) exists

at CO

= 0.706 rad/s .

Figure 3.9 Plot of the energy gain of G(5)versus

Figure 3.10 Plot of the energy gain of

a for the input w, (?)

G(5)versus

CO

for the input W2(?)

76

3.3.5 Norm and Singular Values of a Matrix
It was noted in Section 3.2 that closed loop systems can be described by an
interconnection matrix. Furthermore, it will be shown in Section 3.8 how the structured
singular value of this matrix affects the closed loop performance. This section provides a
mathematical description of singular values of matrices, which will be required for the
development of the so-called structured singular value.
Consider an arbitrary complex mm matrix A . It can be shown in general [94] that
the quantity AA^ and A^A are both positive definite Hermitian matrices, where the
superscript H indicates the complex conjugate transpose. Let the eigenvalues of the matrix
A A ^ be represented as
A.(aA^ )= A-(a^ a), i = l,2,---,min(«,m)

(3.15)

The singular values of the matrix A are simply the square roots of the eigenvalues of AA^ ,
i.e.
aXA) = ^A.{AA^) = ^jA.{A^A),

i = l,2,-'-,min(«,w)

(3.16)

The rank of a matrix A is the number of non-zero singular values in cr,. (zl). The largest
singular value in cr., denoted

is also the 2-norm (or more commonly referred to as the

spectral norm) of A . Thus
CT(/l) = sup{cr,,(.4)} = jU|

(3.17)

It will be shown later that the structured singular value of a matrix A is related to <j{a) and
is crucial in quantifying the robustness of a closed loop system.

3.3.6 oo-Norm Interpretation of the Sensitivity Function
Recall from Section 3.1 that the sensitivity function in a classical sense is defined as
the sensitivity of the closed loop transfer function to perturbations in the plant. This sub
section uses the theory of oo-norms to support this observation. In particular, it will be shown
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that a close dependence exists between the sensitivity function and the stability margin^ of a
system. It may be shown that the smallest distance from (-1,0) point to the Nyquist plot is

= inf|-l-40'®)|
CO

=

'

inf\\ + Lq{Jcd)\
n-l
sup

l + L„(jco)

=K

(3.18)
where inf (•) is the infimum or the greatest lower bound.
From this, it can be concluded that the stability margin is the inverse of the oo-norm of
the sensitivity function as illustrated in figure 3.11. Consequently, if the system is highly
sensitive to plant perturbations, then the stability margin is small and care must be observed in
the implementation of the controller.
Im

It will be seen in Section 3.5 that one of the objectives of Ha, control is to minimise the

oo-

norm of the sensitivity function. The effect of this not only improves set point tracking and
disturbance rejection but also improves loop stability.

^ The stability margin of any closed loop transfer function can be defined as the smallest distance of the
loop gain at any point in the Nyquist plot to the critical point.
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3.4

Multiplicative Uncertainty Weighting Function
Consider an arbitrary SISO plant with an unstructured multiplicative perturbation

represented by

P = P,{\ + hW,)
where

(3.19)

places an upper bound on the uncertainty. Furthermore, by varying Wj it may be

ensured without loss of generality that ||a||^ < 1. Basic assumptions are that

, A and

are all stable and proper functions^ and the actual plant exists within the bound specified by

W2 at all frequencies. From this, it will be shown in Section 3.9 that robust stability is
achievable everywhere within the specified uncertainty bound if

\WJ\\ <1

(3.20)

This can be written equivalently as
<!'+iob<9)|,V(u
where

(3.21)

is the nominal loop gain.

Figure 3.12 Robust Stability Requirement

Figure 3.12 illustrates a Nyquist plot that offers a graphical interpretation of this robust
stability requirement. It can be derived from (3.21) that robust stability is achieved if a circle

^ A function ^(5) is said to be proper if the order of the denominator polynomial is greater than the
order of the numerator polynomial. Otherwise it is said to be improper.
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of radius |ff^2^ol’ centred around

does not encircle the (-1,0) point at all

frequencies. The fact that plant uncertainty is itself frequency dependent necessitates that the
weighting function be also frequency dependent. Note that in the general case, stability of the
nominal plant is not strictly obligatory, but will not be considered in this instance.

3.5

Sensitivity Weighting Function
As outlined in Section 3.1, it is most common in control systems to interpret the

sensitivity function as a metric for disturbance rejection. For this reason, it is customary in
control engineering to define bounds within which the sensitivity function must exist. Very
often, a weighting function PF, (yty) is specified such that the sensitivity function meets the
following inequality
< \l\wXjco\, ^co
^\wXj(o)S[jco\<\\
The identity

(3.22)

yco

(y ty) is referred to as the sensitivity weighting function.

Ideally, the

sensitivity weighting function is chosen such that the sensitivity function is reduced over a
wide frequency band. However, this is not always possible and in many cases, the sensitivity
reduction bandwidth is limited. This theoretical basis for this observation is discussed in
Section 3.11, with its practical implications to Active Noise Control being highlighted in
Chapter 6. Equation (3.22) may be expressed more compactly as
<1

(3.23)

and is referred to as the nominal performance bound.

CO
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A graphical illustration is provided in figure 3.13. Equation (3.23) provides an oo-norm cost
function which can be used to calculate a solution that meets the nominal performance bound
of (3.22). It is important to realise that if the inequality in (3.23) is met then the performance
bound is satisfied. If instead, the norm j|^i'5'|j^ is minimised then the controller is optimised.
However, the ultimate goal of the design engineer is to design a closed loop system
optimised for robust performance. Assuming an uncertain plant defined by a multiplicative
perturbation, it will be verified in Section 3.9 that a necessary condition for robust
performance is given by'^

1^,5 + 1^271

<1

(3.24)

From this it can be said that

\W,SU\WJ\<\
fV.

+

l+L

^co

2^0

<1

Vo)

where again Iq represents the loop gain

1 + Lr

Again, a graphical explanation of the inequality in (3.34) is presented in figure 3.14.
It can be seen that for robust perfomiance, the two circles in the Nyquist plane must remain
disjoint at all frequencies.
Thus, if the inequality in (3.24) is met, then the closed loop system will maintain
robust stability and performance.
|lT,5 +

If the inequality in (3.24) is met and the quantity

is minimised, then the resulting solution is said to be H^o optimal. All other

solutions that meet the inequality in (3.24) are said to be Hao sub-optimal. An important point
of note is that if a controller is evaluated and an optimal solution exists such that
|lE,5 +

is much less than unity, then it is unlikely that this solution will be utilised in

practice. What is more likely to occur is that either one or both of the weighting functions
and

will be tightened (thus improving performance and/or robustness) so that the

inequality in (3.24) remains satisfied but the optimal solution will have |||lE,5| +1)1^2rl
much closer to unity. By doing this, the performance of the closed loop system is greatly
improved while maintaining robustness.

An important requirement, not explicitly incorporated in this inequality is that the evaluated controller
must be nominally stable.
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3.6

The Small-Gain Theorem
Much of the recent research in robust control applications uses the theory of norms to

evaluate robust controllers. In particular, robust performance and stability conditions will be
derived in Section 3.9 based on the theory of oo-norms. Initial research in this area was
performed by Desoer and Vidyasagar [98] who derived the small-gain theorem which states
that any closed loop system similar to that in figure 3.1 is internally stable if
m<

1

(3.25)

where L is the loop gain and ||•| is any induced norm. It is important to note that this is a
sufficient (but not a necessary) condition for internal nominal stability. The disadvantage of
employing the small-gain theorem is that the stability requirement might be unnecessarily
conservative depending on which induced norm is employed. However, this remains a valid
and widely used result in the parameterisation of controllers.

Moreover, it prompted

researchers to further manipulate the theory of norms to derive less conservative conditions to
achieve robustness. More detailed results in this area will be outlined in subsequent sections.
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3.7 The General Perturbation Model with Exogenous Inputs
and Outputs
The general unperturbed model is given in figure 3.15. The nominal requirement of
this model is that the output signal, z must be zero for any external input signal vector w
(where z is generally the error signal). Depending on the cost function, the controller is
designed to minimise the p -norm (generally the 2-norm) of the output signal. To evaluate
the output signal, the interconnection matrix H must be calculated, which is given by the
transfer function between the input vector and the output signal. Consider the closed loop
system in figure 3.1. In this system, let r be the input to the general perturbation model, i.e.
w = r and let the error be the output of the general perturbation model, i.e. e-z. Basic
block diagram algebra shows that the interconnection matrix of this system is given by the
sensitivity function, i.e. H — S .

w

► z

Figure 3.15 Alternative representation of an unperturbed control system

It has been shown [94] that nominal performance is achieved iff the following condition is
met

//

<1

(3.26)

However, this result does not fully exploit the applicability of oo-norm theory in
implementing the robust control problem. Recall from Section 3.2 that the nominal plant will
possess a degree of uncertainty, thus requiring a modification of the control system in figure
3.15. This leads to the general perturbation model as depicted in figure 3.16. One of the
main advantages of this model is that the uncertainty can assume either a structured or
unstructured form.

Section 3.9 uses the general perturbation model to derive robust

performance conditions for the multiplicative uncertain system illustrated in figure 3.4.
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Figure 3.16 Alternative representation of a perturbed control system

The interconnection matrix is now modified to include the input and output
perturbation signals, p and q respectively. Thus, the perturbed system is now represented
as
z

w

[//,!

r n
//pi W

_P_

H 21

H22 _ _P_

=H

(3.27)

It has been shown [94] that robust performance is achievable if^
IIaII IIt/II
loo I!

!loo

<1

(3.28)

However, the perturbation bound is generally scaled such that ||a||^ < 1. By combining this
with the condition in (3.28), a sufficient condition for robust performance reduces to
H

3.8

<1

(3.29)

The Structured Perturbation Model
In Section 3.1 descriptions of structured and unstructured uncertainty models were

presented. Furthermore, the general perturbation model can be generalised to cater for either
type of uncertainty, but in this section, a structured uncertainty will be assumed. The general
form of the structured uncertainty model is illustrated in figure 3.17. It is again assumed that
the plant is represented by the multiplicative uncertainty model of (3.19).
’ Note that this is also a necessary condition if the plant will assume all perturbations bounded by
IIaI <1
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Figure 3.17 Representation of a structured perturbed control system

The advantage of this uncertainty structure is that each A, ; / = 1.../C can be made to
represent separate sources of uncertainty depending on where it exists within the plant.
Conventionally, all the unstructured uncertainty in the system is lumped into the perturbation
element A,.

This element is then said to be full.

Equally importantly, the structured

uncertainties are distributed among the remaining elements A2A. This leads to a tighter
uncertainty description, with the most common structured uncertainty being a varying system
parameter.

Moreover, by setting A, =0; / = 2,...,A', an unstructured uncertainty can be

represented in structured form.
The overall perturbation has the following form

A=

A,

0

...

0

0

A.

...

0

0

A.

0

(3.30)

It may be seen that the perturbation has a diagonal construction. In particular, for SISO
systems, each A. represents a perturbation in one of the plant parameters. Example 3.2
outlines an SISO example of a structured perturbation as applied to a second order system. A
more comprehensive analysis of the structured perturbation model is available in [99].
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Example 3.2
Consider the nominal general second order system as outlined in Section 3.2 with
kss^n

(3.31)

s + '2.s^(o^ + 0) ^

Assume that two sources of uncertainty exist, one being the high frequency (unstructured)
uncertainty and is lumped into Aj, bounded by ||A,||^ < 1. The second source of uncertainty
is in the damping factor, ^ , and is given by
(3.32)
where A(^ reflects the uncertainty in the damping factor. Considering only the structured
uncertainty for the present, the actual plant is now given by

(3.33)

+2s{<^ + A<^)co„

Assuming a multiplicative uncertainty, then the plant and structured uncertainty are related by
(3 34)

P{s)=pM^ + A,)
where A is the uncertainty that results from the perturbed parameter
2

. Substituting (3.31)

and (3.33) into (3.34) and solving for Aj, gives the structured perturbation as

A 2

- 2sA<^<y„
+2s{^ + A<^)+q)1

(3.35)

Substituting A, and A into (3.30) gives the overall structured perturbation model as
2

A,
A=

0
2sA<^co^
+2s(^ + A^)+col
-

(3.36)

Notably, if the unstructured perturbation. A,, were to be bounded by W2 as explained in
Section 3.4, then the structured perturbation A must obviously be unaffected by this choice
2

of Wj. For this reason, if the multiplicative disk like uncertainty of (3.19) is to be used to
represent the actual plant, then the structured perturbation model in (3.36) must be replaced
with
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0

(3.37)
+2s(^ + A<^)+a)^„ JJ

^0

3.8.1 Structured Singular Value of the Interconnection Matrix
Assume H[jco) is the interconnection matrix for a system similar to figure 3.17 with
structured perturbation A{Jcl>) . It has been shown [94] that robust stability is maintained iff
the identity \-Hi^jco)A{^jco) is non-singular, i.e. det{l -//(7ty)A(yry)}
structured singular value of

denoted

—?—7--- ^ =

0.

The

may be calculated from
cr {A(yfi))}

inf

(3.38)

where D is the set of structured perturbation matrices. Kwakernaak [94] summarises (3.38)
as the inverse of the norm of the smallest perturbation (within the class D) that makes
1 - H{jco)A{jco) singular. An important interpretation of the structured singular value is that
a larger //(//(yry)) requires a smaller perturbation A to make I - H{jco)A{j(o) singular, or
in effect cause instability of the system.

3.8.2 Evaluating the Structured Singular Value
The calculation of the structured singular value is not always feasible for control
systems.

For this reason, it is common in the literature [94] to calculate numerical

approximations as an alternative. In particular, Balas et. al. [99] specify upper and lower
bounds for the structured singular value of a matrix, which is often sufficient for evaluating
feasible feedback controllers.

However, the following interconnection matrix structure is

common in control systems (referred to as a dyadic matrix)

H=

a.I
^2

[*i

h]

1

I

=

<22^1

I

L

(3.39)
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for a corresponding structured perturbation of A =

A,

0

0

A.

It can be shown [94] that the

structured singular value of such a matrix structure is given by
//(//) = bi^il + \a2b2

(3.40)

Once again A2 represents the lumped structured uncertainty, with A, being the unstructured
uncertainty component typically catering for high frequency uncertainty.

3.8.3 Relationship Between the Structured Singular Value of the
Interconnection Matrix and Closed Loop Robust Stability
Even though the structured singular value of a matrix is defined in (3.38), the
important metric with regards to control systems is the least upper bound of the stmctured
singular value given by
l^hi =sup//(//(yV4;))
coeR

(3.41)

jLi^j is closely related to ju{H[jco)) and for this reason is also referred to in the literature as
the structured singular value.
It may be shown [94] that a sufficient condition^ for robust closed loop performance
of a plant with a structured perturbation and interconnection matrix H is given by
(3.42)
This equation caters for structured perturbations only, whereas (3.29) can deal with both
structured and unstructured perturbations. However, in practice this is not a limiting factor
following from the discussion in Section 3.8. In some instances, it is possible to formulate a
cost function based on the condition (3.30), but it is more likely that the cost function will be
developed based on (3.42).
Example 3.3 illustrates an application of the structured singular value to closed loop
systems. Following this, two cases will be presented; one of which employs the condition in
(3.29) in the formulation of a cost function for nominal stability of a perturbed plant. The

^ Once again, this is also a necessary condition if the plant can assume all perturbations bounded by

ML
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second case uses the inequality in (3.42) and is more general in that it derives a cost function
for robust performance and stability of a structured perturbed plant.

Example 3.3

A certain hydraulic plant has a nominal plant transfer function given by [100]

P«{s) =

9000

(3.43)

5^+305^+7005 + 1000

For the purpose of convenience, assume that the system is controlled with a proportional only
controller with gain K where K > 0 , as illustrated in figure 3.18.

Figure 3.18 Closed Loop Controlled Hydraulic System with proportional only gain

Once again, the perturbation is given by A =

A,

0

0

A,

where Aj = 0 (i.e. the structured

uncertainty component is zero) and A| is the unstructured uncertainty (or often referred to as
the ‘full’ uncertainty).
The structured singular value is calculated for various values of controller gain K, a
plot of which is given in figure 3.19. It may be observed from figure 3.19 that the structured
singular value is equal to unity, i.e. ju^

=

1 at a value of K = 0.77.

Thus, it may be

concluded based on the structured singular value, that robust stability^ is guaranteed if

0<K<0.11.

Table 3.1 outlines the least upper bounded values of K for various

perturbations*
* that will maintain stability. It must be noted in each case (with the exception of
the nominal case A = 0) that A

= 1.

^ Note that in this example no performance bound was specified, making robust stability the sole
requirement.
* Many of these perturbations are unrealistic in practice, but provide sound insightful examples.
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Figure 3.19 Plot of the structured singular value versus the controller gain K

A, (i.e. the structured perturbation)

Value of gain K that drives the system
to the stability margin

0 (i.e. the nominal case)

2.22
.11

5

2.12

+1

100
5

+ 100

5

+ 100

5

0.99

2.74

1.13

+1
-lOs

100

"

5

+ 1 00 y

0.81
-lOs

0.79

Table 3.1 Values of K for various perturbations that drives the system to the stability margin

It can be observed for some perturbations that the structured singular value is an
extremely conservative metric, but in other cases it closely reflects the stability region of the
perturbed system. However, from the discussion in Section 3.2, it may be concluded that
robust stability is maintained for all plants perturbed by a multiplicative uncertainty A scaled

90

such that ||A||^ < 1 within the structured singular value stability region.

Figure 3.20

illustrates these results graphically.

K

3.9

Deriving Cost Functions for Closed Loop Systems

Case 1: Central to the H, design technique is the requirement of an inequality that specifies a
sufllcient condition for robust stability. The system in figure 3.21 is similar to that in figure
3.4 in that it is described by a multiplicative disk-like uncertainty. However, the extra block.
, places a bound on this uncertaintv as defined by (3.19).

Figure 3.21 Closed Loop Sysicin with a iiuiltiplicalivc pcrlurbalion
Noting that no exogenous inputs or outputs exist and using analysis similar to Section 3.2.
the interconnection matrix mav be calculated as

= -WJ

H

(3.44)

Combining this with (3.29), robust stability is achievable if
IV,T
^

nn

<1

(3.45)

Not only does the identity in (3.45) serve as a sufficient condition for stability, the term
\W,T^ also serves as the cost function in the Hoc solver.
4

no

Case 2: In this instance, it is illustrated how a cost function is derived when the system is
excited by an external disturbance d and the plant is perturbed with a structured
multiplicative uncertainty. Comparing the system in figure 3.22 with the general perturbation
model of figure 3.16, it can be observed that d is the exogenous input and y is the
exogenous output.

Figure 3.22 Closed Loop System with a multiplicative perturbation

It is important that the inclusion of the weighting functions and the significance of the input
and output perturbation signals, p and q be noted from figure 3.22.
mathematically verified that by inserting

It can be

at the output stage, the sensitivity weighting

condition of (3.22) is accommodated. For this configuration, the system equation may now
be expressed as

-//

where the H is the interconnection matrix.

(3.46)

With some block diagram algebra, the

interconnection matrix is calculated as
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H =■.

ws
-WJ

ws
WJ

(3.47)

This is observed to have the dyadic form of Section 3.8.2. Thus, it may be shown that

^{h) = \w,s\ + \wj\

(3.48)

Following this, the structured singular value may be calculated as

=sup[//(//)] = |lK5j + |»',r||

(3.49)

Hence from the condition in (3.42), it may be shown that both robust performance and robust
stability are achievable if the following condition is met

W^SUWJl <1

(3.50)

Case 1 and case 2 specify cost functions (3.45) and (3.50) in terms of co-norms. Once again,
the set of solutions that meet these criteria are referred to as Hoo-sub-optimal solutions.
However, non-trivial solutions that minimise these cost functions are referred to as Hoooptimal solutions.

In general, more than one solution will exist that minimises the cost

functions of (3.45) and (3.50). Thus, it must be noted that Hoo-optimal solutions are not
unique.

3.10 Calculating a Hoo-optimal controller
Appendix I outlines two techniques for the calculation of a robustly stabilising
controller for the closed loop system in figure 3.22, and in particular the optimal controller.
Section 6.4 reviews the importance of the two weighting functions IT, and Wj. In Section
6.4, it will be further shown how the design of these weighting functions is crucial to the
performance of the closed loop controller.

Moreover, Section 6.8 outlines some design

guidelines for the selection of these weighting functions, with special emphasis being placed
on their application to an Active Noise Control problem. However, at this stage it is assumed
that these weighting functions have been appropriately selected and a nominal plant model
has been obtained. With these selected, a controller could be calculated using any candidate
solver that meets the condition in (3.50).

93

Many mathematical techniques exist for the calculation of solutions that meet the Hoo
constraint [91,92,100,101],

However, these can be classified into two broad areas, a

candidate solution from each being outlined in Appendix I.
The first technique requires a polynomial representation of the nominal plant and the
theory of spectral factorisation to find a controller that meets the inequality of (3.50).
The second technique employs a state-space representation of the plant, and by
solving certain Algebraic Ricatti Equations (ARE), a solution is derived.
A third candidate numerical-based solver is outlined in Chapter 5, which is based on
optimisation theory.
In the case of a relatively low order minimum phase plant, a graphical approach to the
design of Hoo-optimal controllers is also possible.

Appendix II presents the design steps

involved in such an approach for a third order plant

3.10.1 Comparison between the Polynomial and State-Space
Approaches for Solving the Hoo optimisation Problem
An overview of the two candidate solvers for the Ho, optimisation problem is
presented in Appendix I. However, the comparison performed in this sub-section will be
based on equivalent but more comprehensive versions of these solvers, which are available in
[100] and [101] respectively.
•

In general, the state-space approach requires the system to be strictly proper (i.e.
the order of the denominator is strictly greater than the order of the numerator).
The polynomial approach requires no such assumption. However, this is not
found to be problematic for the prototype Active Noise Control application,
which was found to be strictly proper.

•

The polynomial approach requires the J-spectral factorisation of a matrix.
However, the state-space approach requires that one or two algebraic Ricatti
equations be solved. Numerically efficient methods of implementing J-spectral
factorisation are still in its infancy. On the other hand, much research has been
performed in producing numerically efficient techniques of solving these
algebraic Ricatti equations. For this reason, software packages such as MATLAB
tend to favour the state-space approach.

Chapter 6 provides a more comprehensive comparison between the various solvers
(including the optimisation-based solver in Chapter 5). This comparison will be to a certain
extent theoretical, but will be mainly based on experimental evidence obtained from the
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prototype duct. From this, designers can choose the most appropriate solver for their own
specific applications.

3.11 Limitations on Sensitivity Reduction in Closed Loop
Systems
Recall that an important metric in closed loop systems is the sensitivity function,
mainly because it quantifies the disturbance rejection that will be acheved. This section will
consider the theoretical limitations in sensitivity reduction, initially for a stable minimumphase system^. Following this, it will be seen how the sensitivity performance will be further
compromised where the system is stable but non-minimum-phase‘°.

3.11.1 Sensitivity Reduction in Minimum-Phase Plants
Consider a closed loop system with a stable minimum-phase loop gain of L. The
pole excess" of a system is defined as
Pole Excess = Number of Poles in L -Number of Zeros in L

(3.51)

If the loop gain has a pole excess of either zero or one, then it can be shown [102] that
disturbance attenuation is possible over all frequencies. However, if a pole excess of greater
than two exists, then the following must be true

I

\n\s{jco)flco = 0

(3.52)

where In represents the natural logarithm. This is a fundamental result in control theory and
is referred to as Bode’s sensitivity integral.

It must be noted that ln|5'(y(y)| < 0 implies

< 1 and thus sensitivity reduction.

On the other hand, ln|iS'(y<y)| > 0 implies

1 and thus sensitivity amplification.

Following on from this observation, an

important interpretation of (3.52) is that the sum of the logarithmic absolute value of the
sensitivity across the entire spectrum must zero. Thus, it can be concluded that a sensitivity

^ This term specifically means that all the poles and zeros of the system have strictly negative real parts.
This term means that all of the poles of the system have strictly negative real parts, but at least one of
the zeros has a positive real part.
" This is also referred to as the relative degree
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reduction at certain frequencies must imply sensitivity amplification at other frequencies. It
has been shown [94] that the presence of unstable poles in the loop gain further reduce the
sensitivity reduction capabilities of the closed loop system.

However, this will not be

considered in this instance.
Even though certain applications require that the sensitivity reduction of a closed loop
system be achieved over a specific band, it is more common to require good sensitivity at low
frequencies, with degradation occurring at higher frequencies.

As a result, this section

primarily outlines the issues involved in achieving good sensitivity at low frequencies. In the
next section where a non-minimum phase system is considered, a more general analysis will
be presented where sensitivity reduction is assumed over an intermediate band of frequencies.

l50'(u)|

Figure 3.23 Typical sensitivity function with peaking at the crossover

A typical sensitivity specification suggested in [94] is depicted in figure 3.23. The essential
requirement is that
|-S(7ry)| <a ^ox co <co^

(3.53)

Following this, a higher frequency, co^ is chosen at which point the sensitivity must
asymptotically approach unity. This is most easily expressed mathematically by placing a
bound on the loop gain as follows
' COu ^

(3.54)

\(D )
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where 0 < £■ < 0.5 and k>0.

It is obvious from (3.54) that as co is increased, L is

decreased. It may be seen from (3.1) that decreasing L with increasing co asymptotically
forces the sensitivity to unity.
It is obvious that the frequency regions

CO

<co, and

CO

>

co^

are bounded by (3.53)

and (3.54) respectively. This will force the frequency region co^^ <co < co^ to contain values
of |5'(7ru)| that satisfies Bode’s sensitivity integral (3.52).

In general, a peaking of the

sensitivity function will occur within this region, as illustrated in figure 3.23. This has the
effect of increasing the value of ||5'||^ which from the discussion in Section 3.3.6 causes a
reduction in the stability margin.
It has been shown [94] that the peak of this sensitivity function is bounded by

(o, <co<a).

^

1

sup
^H

^L

,

1

l)£CO„ ^

co,\x\--------"
a
2k
V

(3.55)

J

Not surprisingly, a trade-off is found between the bandwidth of the crossover region and the
peak value of the sensitivity.

3.11.2 Sensitivity Reduction in Non Minimum-Phase Plants
The previous section served as only an introduction to sensitivity performance in
minimum-phase systems.

However, in many practical system, and in particular acoustic

systems, the dynamics tend to be non-minimum phase but stable. The performance of non
minimum phase plants is limited by the Freudenberg-Looze equality [103] which expresses
sensitivity constraints for a closed loop system with non-minimum phase poles and at least
one non-minimum phase zero. Specifically, Sections 3.11.3 and 3.11.4 outline the maximum
sensitivity reduction bandwidth due to non-minimum phase dynamics in the plant. Section
3.11.5 then indicates what the maximum achievable bandwidth will be for a system with a
pure time-delay. It further discusses the effects on the sensitivity reduction bandwidth when
the plant possesses both a time-delay and non-minimum phase dynamics. Finally, Section
3.11.6 describes the limitations of achieving sensitivity reduction at frequencies close to a
non-minimum phase zero.
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3.11.3 Freudenberg-Looze Equality for Non-Minimum Phase Plants
A comprehensive analysis of the Freudenberg-Looze equality is given in [103], which
outlines the maximum sensitivity reduction that can be achieved in the presence of unstable
poles and zeros. In this section, it is simplified to consider systems with only at least one non
minimum phase zero, located at z, zgC, Re(z)>0.

This simplified Freudenberg-Looze

equality states that

I \v^S[jco^w^{co)i(o - 0

(3.56)

where w,{co) is a frequency dependent function that depends on the position of any non
minimum phase zeros that are present. Specifically, if no non-minimum phase zero occurs,
then w^{co)-\ and (3.56) reduces to Bode’s sensitivity integral of (3.52). However, if a
single strictly real non-minimum phase zero is found at z = x, .ice91, x>0, then

is

given by

w. (ru) =

2x
2

X +CO 2

(3.57)

Generalising further, if the non-minimum phase zero is assumed to be complex
z = x + jy^ jc,>’e91, jc>0,then

w,{(o) =

must be modified as

+

x^+{a)-yy

x^+{a) + yy

(3.58)

Letting

(3.59)

where vv^(<y) can be found from (3.58) and substituting this into (3.56) gives

jyn\s{ja>}dW,(<i>)=0

(3.60)

If, (tu) may now be calculated from (3.58) and (3.59), as

= — tan'
71

1 , _i ^ CO + y^
H—tan
) n
[ X J

fco-y^
{

X

(3.61)
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Equation (3.60) is similar to Bodes sensitivity integral for minimum phase plants, with the
instead of (D.

variable of integration now being

The effect of this change in

integrand can be appreciated from figure 3.24, which shows the function ^^{co) for three
arbitrarily chosen non-minimum phase zeros given by z, = 1 -I- ylO

,

Z2

= 4 -I- j4 and

Z3

= 10 .

Equation (3.60) can be interpreted as follows: - the logarithm of the absolute sensitivity
function multiplied by the function fV^(co), must be zero across the entire spectrum. From
this, it may be concluded that sensitivity attenuation at certain frequencies must be
accompanied with sensitivity amplification at another frequency region, subject to the
weighting fV^(co}.

This phenomenon (when specifically applied to non-minimum phase

systems) is referred to as the waterbed ejfect.

Figure 3.24 Plot of the function
(ru) versus co for the case where
no non-minimum phase zero exists and three arbitrarily chosen
non-minimum phase zeros.

Following on from this discussion, the quantity dW^{co) is often described as a weighted
function of the frequency spectrum. Initially, consider the case where no non-minimum phase
zero exists. The quantity w^{co) is unity at all frequencies, which reduces (3.60) to be Bode’s
sensitivity integral.

Consider now the three other cases, z, =:l-i-yl0, Z2 =4-1-74 and

Z3 = 10 where it was found that the weighting is close to zero at low frequencies (i.e. below

V
X

2

2

I I

•

.

.

II

y = k ), with the weighting increasing towards unity above ry = z . Indeed,

this is also true in general for any non-minimum phase zero.
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An important observation is that this frequency weighting is less than unity at all
frequencies, which necessitates that ln|5'(7ru)j be increased at all frequencies (and thus the
sensitivity function degraded) in order to meet (3.60). This illustrates the additional difficulty
of reducing the sensitivity function at all frequencies, particularly when the non-minimum
phase zero has a corresponding low frequency.

3.11.4 Maximum Sensitivity Bandwidth Reduction Capabilities of a
Non-Minimum Phase System
In this section, the maximum sensitivity reduction bandwidth capabilities of a non
minimum phase system will be outlined. In particular, it will be shown that it is intimately
related to the frequency of the lowest non-minimum phase zero. In the literature, sensitivity
reduction is assumed over a low frequency range, i.e. from 0 rad/s up to a specific frequency
value [94].

The results obtained from these findings will be presented in the following

section, along with some original developments where the existing theory is extended to show
that the desired frequency reduction bandwidth is not from 0 rad/s but over an intermediate
frequency range.
Initially assume that a sensitivity bounding function is given by

h[co) =

£ for

CO<CO^\

£ <\

ju otherwise

(3.62)

where the sensitivity function is bounded by
< b{co)

(3.63)

This bounding function, along with a typical sensitivity function is illustrated in figure 3.25.
By combining the inequality in (3.63) with the modified Freudenberg-Looze equality in
(3.56), it may be shown that
\vi\b(co)^W^ (co) > 0

(3.64)

This can be expanded to
^

\n\£\^W^{co) + ^

ln|/y^If^ (<y)> 0

(3.65)

Solving this with respect to /u gives
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(1

^

(3.66)

|S(;(u)|

Figure 3.25 Typical sensitivity reduction over a frequency band

By examining (3.66) and in particular its exponent, it is found that as co^ (i.e. the desired
sensitivity reduction bandwidth) approaches

=

then the exponent of (3.66)

exceeds unity. This causes the upper bound on /j to increase significantly, which suggests
from (3.62) that excessive peaking of the sensitivity function will invariably occur.
Moreover, as explained in the previous section, increasing jd (and thus ||5'||^) causes the
closed loop system to progress closer to the stability margin. This essentially accentuates the
difficulty of sensitivity reduction over a bandwidth wider than |z|.
The results just presented outlines the maximum sensitivity reduction bandwidth at
low frequencies (i.e. between 0 rad/s and co^ rad/s), and is invaluable for a variety of
applications that require sensitivity reduction over such a frequency range.

However,

surprisingly absent from this literature is an analysis of the maximum achievable sensitivity
reduction bandwidth over a specific intermediate frequency region, as typically required by
Active Noise Control systems. The remainder of this section remedies this discrepancy and
offers an indication as to what this maximum achievable bandwidth will be.
Let the sensitivity bounding function be generalised to
. X [s for (o,<co<q)2\ ^<1
b[co j =
[ju otherwise

(3.67)
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where the sensitivity function is bounded by
< b{co)

(3.68)

Again, this bounding function along with a typical sensitivity function is illustrated in figure
3.26. Combining this with the simplified Freudenberg-Looze equality in (3.56), gives

\x\\b((o)^W^ {co) > 0

(3.69)

which can be expanded to

I

^ \v^E^wXco)+^ \r^jLi\iWXco)^^

(3.70)

Solving this with respect to ju gives
{o)2 )-Wj {q)^ )

(3.71)

|5(y®)|

Figure 3.26 Typical sensitivity reduction over a frequency band

Once again, the exponent of (3.71) is the important component and it is found that as
(i.e. the desired sensitivity reduction bandwidth) approaches |z| =

0)2

- co^

where co^

represents a relatively small frequency, then the exponent of (3.71) and particularly the bound
on

increases significantly. This again has the adverse effect of causing excessive peaking

of the sensitivity function and reducing the stability margin. It can be again concluded that
control is difficult for a frequency band wider than |z|.
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Figure 3.27 Plot of the exponent in (3.71) versus the bandwidth

Figure 3.27 illustrates the function ---- —r------------ ^ (which is the exponent of (3.71))

^-WX(Oi)-WX(o^))

versus (D^ for z = x + jy = A-\- j4 and ty, = 2 rad/s. As the value of CO2 (and thus the
bandwidth) is increased, it is found that at a bandwidth of approximately |z| = 5.7 rad/s, the
function

wXcoX-WXcoX

exceeds the value of 1. This has the effect of causing jj. in

(3.71) to assume extremely large values. Thus, it may be said that any non-minimum phase
zero, in particular the smallest one, limits the bandwidth of sensitivity reduction of the closed
plant. This is particularly important in Section 6.2 where the maximum sensitivity reduction
capabilities of an acoustic system will be quantified.

3.11.5 Sensitivity Bandwidth Limitations Imposed by Plant TimeDelays
Since the speed of sound is finite, pure time-delays will inevitably feature in the
dynamics of acoustic systems. As with all control systems, plant dead-time compromises
closed loop response, with this section providing an indication as to what the maximum
achievable sensitivity reduction bandwidth can be in such a plant with dead-time.
From simple control theory, it may be shown that a plant ^(5) with a pure delay of
time r must contain the factor

. No controller can remove this delay and thus the best
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complementary sensitivity function achievable is given by r(5) =
corresponding sensitivity function is given by -5'(5)= 1 —
is given by

.

Consequently, the

. A Taylor expansion of S{s)

~ sr . The sensitivity bandwidth is given by the range of frequencies

where |iS'(7(Z))j < 1. Following this, it may be shown that the maximum sensitivity bandwidth
is calculated as

(3.72)
Ittt

It can be observed that the maximum achievable bandwidth is inversely proportional to the
time-delay present. Indeed, as the time-delay tends towards zero, the maximum achievable
bandwidth in principle becomes infinite. However, plants that possess negligible dead-time
invariably become restricted by other physical limitations.
It is common for many acoustic systems to possess both non-minimum phase
dynamics and inherent time-delay. Generally, the maximum achievable bandwidth for both
of these is evaluated individually.

The smaller of these two values is then taken as the

maximum achievable bandwidth

3.11.6 Further Effects of Non-Minimum Phase Zeros on Sensitivity
Reduction
Assume the loop gain, L of a closed loop system has a non-minimum phase zero at
z = x + j'y;x > 0. It may be easily shown that the sensitivity at the zero frequency is given
by

5’(z)=(l + Z)'' =(l + 0)’' =1

(3.73)

It follows that the sensitivity of a closed loop system at the position of a non-minimum phase
zero must be equal to unity. Even though this may seem a trivial result, it seriously inhibits
the design and implementation of closed loop systems. In particular, if specific disturbance
rejection is required at a frequency close to |z| rad/s, a serious limitation is observed due to
the condition in (3.73). Assume that sensitivity reduction is achieved at a frequency that is
slightly less than |z| rad/s (i.e. the frequency corresponding to a non-minimum phase zero).
Furthermore, if it is observed that the sensitivity must be equal to unity at the frequency
corresponding to z rad/s, then it is likely that sensitivity amplification will occur at
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frequencies greater than |z| rad/s, as illustrated in figure 3.28. Theoretically, this need not
strictly be so, with figure 3.29 illustrating a possible sensitivity function that allows the
sensitivity to be less than unity both above and below |z| rad/s.

However, based on

experimentation for a variety of non-minimum phase plants, it was found that it is unlikely
that the frequency response will assume a shape similar to that in figure 3.29.

Figure 3.28 Expected sensitivity reduction response about a non
minimum phase zero

Figure 3.29 Alternative sensitivity reduction response about a non
minimum phase zero

These implications in the design of closed loop controllers, and in particular Hoc optimal
controllers are considered in more detail in Section 6.2, where a candidate Active Noise
Control application is considered.
Table 3.2 now summarises all of the sensitivity reduction restrictions outlined in this
chapter that are due to the existence of either a non-minimum phase zero or inherent plant
dead time.
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RESTRICTION

Waterbed effect

Sensitivity Reduction Bandwidth
due to |z|

Sensitivity Reduction Bandwidth
due to r

IMPLICATIONS OF THIS RESTRICTION
If at least one non-minimum phase zero is present in the
plant, then sensitivity reduction at one frequency region
must be coupled with sensitivity amplification at a
different frequency region. Sensitivity reduction is not
possible across the entire spectrum.
The maximum frequency band over which sensitivity
reduction can occur is given by |zj = -\x^ + y^ rad/s. If
a non-minimum phase zero is present that corresponds to
a low frequency, then sensitivity reduction is achievable
only over a narrow band.
The maximum sensitivity reduction bandwidth is given

by A >,Inx •

It was shown that 5'(z)=l. This limits what the
Value of sensitivity at the non
sensitivity reduction can be at this frequency and at
minimum phase zero z
frequency regions around it.
Table 3.2 Restrictions in sensitivity reduction in a closed loop system due to a non-minimum
phase zero at z = x + j'y or in the existence of a plant dead-time x
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Chapter 4: Introduction to Optimisation
Theory

4.1

Introduction
A definition of optimisation is given in [104] as 'the collective process of finding the

set of conditions required to achieve the best result from a given situation'. From this, it is
obvious that such a discipline could encompass a broad range of subjects.

Specifically,

several mathematical [105], engineering [106] and physics [107] applications have been
documented coupled with non-technical areas including economic, ergonomic, biological and
route planning. One application of optimisation theory to a non-engineering situation might
be where a travelling salesman wishes to plan his route through a city in the most efficient
manner. In doing this, he must consider factors including fuel costs, distances to be travelled,
traffic constrictions, opening hours of his planned stops etc. With all of these considered, it is
obvious that the formulation and solution to such an optimisation problem is far from trivial.
For this reason, many such non-engineering problems are solved based on intuition and
experience rather than on a rigorous mathematical foundation. In many cases, these ad-hoc
solutions could be greatly improved upon by a precise mathematical formulation of the
problem, followed by an optimisation-based solution. Indeed, the theory of optimisation has
been well analysed, with various introductory texts available [104,108]. Specific to this work,
optimisation theory will be used to design an Active Noise Controller (detailed in chapters 57), where it will be seen that the optimal requirement is to design a controller that minimises
some cost function of the unwanted noise subject to a robust stability constraint. Typical
functions of the unwanted noise are its mean squared power or its peak power.
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Before these optimisation-based Active Noise Control solutions can be described, the
background theory of optimisation must be introduced, which is the central topic of this
chapter. The method employed will be the Sequential Quadratic Programming method of
optimisation [109], described in Section 4.11. However, this technique requires a prerequisite
in convexity, Lagrangian functions, Kuhn-Tucker equations and Quadratic Programming, all
of which are presented in the earlier sections of this chapter.

Fundamental to the

understanding of these concepts is an appreciation of unconstrained and constrained
optimisation, which is detailed in the following section.

4.2

Unconstrained and Constrained Optimisation
Unconstrained optimisation concerns the minimisation of functions without

constraints being placed. Assume a vector x (referred to as the minimisation vector or the
design variable) is given by
= [x,,x^,...x„]

(4.1)

The unconstrained minimisation of an arbitrary non-linear function /(x) (referred to as the
minimisation function) is given by
in/(x)
mm

(4.2)

The value of x at the minimum is denoted by x* and is referred to as the optimal value of x .
For example, consider the vector x = [x, ,^2 ] where the function to be minimised is given by
y'(x^ — 4X] + 2^2 + 4x^X2 + 2^2 +1

(4.3)

A plot of /(x) versus x is given in figure 4.1. Accordingly, it may be seen graphically and
evaluated both experimentally and analytically that
x‘=[0.5 -l]
with /(x )= 1.1102x10

(4.4)

Several numerical methods are available that will find this

optimal point, including Newton's algorithm [82], Steepest Descent (Chapter 2), Least
Squares [82] and Sequential Quadratic Programming (Section 4.11) just to mention a few.
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Figure 4.1 Plot of x, and X2 versus the function/(x)=

+ 2X2 + 4x,X2 + 2X2 + 1

Even though finding unconstrained minima is not uncommon in practice, an Active
Noise Control problem will generally require a constrained minimisation formulation.
Indeed, such an introduction of constraints is generally necessitated by practical restrictions.
In addition to this, [110] advises that constraints be applied as frequently and as rigidly as
possible, due not only to these practical boundaries, but also as they reduce the search space
and thus they speed up the solution process. The general constrained minimisation problem is
given by
mm /(*)
subjeetto

c^(x)=0

(4.5)

/=l,K,AWg

Cj(x)<0 7 = Wg+l,K,w
where the function /(x) is again the minimisation function.
constraints, c,(x); / = 1,K ,/w , exist in total. Of these, the first
constraints, given in (4.5) as e.(x)= 0;

7

= 1,K

It can also be noted that m
are referred to as equality

. The second type of constraint is given

by c, (x)^ 0; i-m^ + 1,K ,7w and are referred to as inequality constraints.
Significant to the theory of optimisation is the concept of a feasible solution. An
arbitrary' solution x = x is said to be feasible if all the constraints are met, i .e.
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c.(x)=0

I =

c.(x)<0 / =

(4.6)

m

Also important to many optimisation solutions is the concept of active and inactive
constraints. Again, assume a feasible solution is given by x = x . A constraint c, (x) is said to
be active for that specific solution if c, (x)= 0. It can be immediately concluded that equality
constraints are always active. Conversely, inequality constraints are not necessarily active.
If it is assumed that an arbitrary solution x = x causes one of the inequality constraints, c, (x)
to become active, then this solution x = x is then said to be on the constraint boundary of that
constraint. Any arbitrary inequality constraint c,(x) is inactive ijj c,(x)<0, i.e. its value is
strictly negative. It can be concluded from this discussion that only inequality constraints can
become inactive for an arbitrary feasible solution. As a result, the following can be noted:
Active constraints: (a) Ail of the equality constraints c,(x) = 0

i = l,...

(b) Only the inequality constraints that meet c, (x) = 0 z =

(4.7)
+1,..., m

Inactive constraints: Only the inequality constraints that meet c^ (x)< 0 i =

+ 1,..., m

(4.8)

The implications of active and inactive constraints, specific to the Quadratic
Programming optimisation technique will be discussed in more detail in Section 4.10.1.
In many optimisation problems, it is difficult to find tbe optimal solution in a single
step. Thus, a common feature of many optimisation solvers is to find the optimal solution in a
number of steps. The solution estimated at the

iteration x = x(/:) will generally be an

improvement on the solution calculated from the previous iteration x(/:-l), while
maintaining feasibility. Usually, the solution set is updated by
x(/:)= x(/: - \) + a,^d^

(4.9)

The vector <7^ represents the direction from x(/:-l) that the updated x(^) will take', with
yielding the precise distance along this direction. Thus, the selection of the direction d,^
at each iteration is vital to the optimisation procedure. Any direction <7^ (of infinitely small
magnitude) from an arbitrary feasible point that meets all of the constraints in (4.5) is said to

' For ease of readability, the standard bold notation to represent vectors will be limited throughout this
work to representing only the minimisation variable.
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be ?i feasible direction. On the other hand, if an arbitrarily chosen direction

violates even

only one of the constraints, then it is said to be an infeasible direction.
A typical iterative method that can be expressed in the form described by (4.9) is the
LMS algorithm as outlined in Chapter 2. An application of this is depicted in figure 4.2 as a
feedforward adaptive solution where the optimal values for the filter taps, denoted x, is given
by the minimum power in the error signal e{k) (and it can be further noted that no constraints
exist). In this example, optimisation techniques could be used, where the feasible direction is
chosen to be the instantaneous gradient of the error, shown in Chapter 2 to be
dk =e{k)r{k)

(4.10)

where r{k) is the reference signal. Furthermore,

is chosen to be equal to //, the LMS

update constant. Combining (4.9) with (4.10) shows how the LMS algorithm can be derived
using optimisation theory.
x(^)=: \{k - l)+ iLie{k)r{k)

(4.11)

d{k)
■e(k)

yik)
Figure 4.2 Illustration of the LMS algorithm, which can be
derived using optimisation techniques

Even though equality constraints are vital to many optimisation applications, it will
be shown in Chapter 5 that the optimisation-based solvers used to calculate Active Noise
Controller parameters will be formulated in terms of inequality constraints only. A typical
control strategy that exploits constrained optimisation theory with inequality constraints will
be explained in Chapter 5 where the sensitivity of a closed loop control system will be
minimised subject to a set of robust stability constraints.
As an example, assume that the optimisation problem defined by (4.2) and (4.3) is
modified to include a single inequality constraint and no equality constraint
min f{x)=4xf +2x1 +4x,X2 +2x2 +1
X

subject to

(4.12)
c, (x)= x,X - x, - X < -0.5
2

2
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Again, the optimal solution can be evaluated graphically (see figure 4.3). analstically or
numericall\ as

x‘=[0
with /(.r*)==2.5 .

0.5]

(4.13)

Substitution of this solution into the constraint c, (x) yields a value of

- 0.5 making this constraint active, i.c. the solution is on the constraint boundarv.

Figure 4.3 Plot of X, and .v, versus the function ./ (x)= 4a‘|* +

+ 4.v,x, + 2X2 + I

uith the infeasible region omitted

If this solution were to be perturbed about this optimal value to x = [o
it

IS

equivalent to moving it in a direction

«ic/

= [o

-&].

0.5 - &’] where f > 0,

However, it can easily be shown

that by increasing &• to be even infinitesimally positive, causes the constraint in (4,12) to be
violated. It can be thus concluded that ad ~ [o
the other hand, 6irc/ = [o

- c] is not a feasible direction for &'>(). On

6’] can be shown to be a feasible direction for fc >0.

Figure 4.3

illustrates a three-dimensional plot of the function /(x) versus x, and x,. Note that the plot
is similar to figure 4.1 except that the infeasible region derived from c, (x)< -0.5 is omitted.
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4.3

Gradients and Hessian
It is necessary in the solution search of many optimisation routines to calculate the

gradient and/or the Hessian of either the minimisation function or the constraints or both. The
vector

X

is again defined by (4.1) with the objective being to find the value of

x

that solves

(4.5). The vector of first derivatives of the minimisation function, more commonly referred to
as the gradient, is denoted V/ and is calculated from
nT

v/ = dx

K.

K.

dx.

dx„

(4.14)

where the superscript T stands for the matrix transpose. The matrix of second derivatives of
the cost function, more commonly referred to as the Hessian matrix of the cost function, is
given by

V\f =

dVf
dx

aV

aV

dx^

dx^dx^

d\f
dx^dx^

d\f

(4.15)
dx]

The gradient vector and Hessian matrix of the constraints are similar to the minimisation
function but are slightly more difficult to define due to the fact that several constraints are
likely to be present. For this reason, the gradient and Hessian will have to be first defined for
each constraint separately. The gradient of any single constraint

C-,

denoted Vc. is given by

-ir

Vc,. =

5x

dx.

i = lj...,m

dx„

(4.16)

These vectors will then be lumped into a single matrix to give the gradient
Vc = [VC|

...

Vc„]

It can be further derived that the Hessian of any constraint

(4.17)
C-

is given by^

It is not common to lump the Hessian matrix for each constraint into a single matrix.

113

dx^

d^c,
Sx, dx^
z =

d\

(4.18)

dx^dx^
The gradient and Hessian of both the minimisation function and the constraints are of
paramount importance to the general area of optimisation theory. Their significance can be
categorised into two distinct areas
•

Very often, the gradient and Hessian specify conditions for the existence and/or the
optimality of solutions

•

The evaluation (or in many cases just an estimation) of the gradient and/or Hessian
for a specific feasible solution is necessary for numerous minimisation mechanisms.

4.4

Local Minima, Global Minima and Unimodality
In many optimisation problems, solutions are found that appear to be optimal.

However, on closer observation it can be frequently established that this solution is suboptimal, with a superior solution existing elsewhere within the feasible region. From this, the
concept of local and global minima needs to be introduced and defined. A solution x is said
to be a local minimum if a restricted set of perturbations to a point arbitrarily denoted x,
causes /(*i) >/(x*).

A global solution occurs at x* when /(x)> /(x*) for all

perturbations in x.

/(x)

Figure 4.4a Example of a local minimum

/(x)

Figure 4.4b Function where the local
minimum also represents a global minimum
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Figure 4.4a illustrates a local minimum for an arbitrary function /(x), with figure
4.4b illustrating another function /(x) where the local minimum, denoted x* is also global.
In both cases, the minimisation variable is just a scalar.
A function that contains only a single minimum point (that consequently corresponds
to the global minimum) is said to be unimodal. On the other hand, if two or more local
minima exist, then the corresponding function is said to be non-unimodal or multimodal. It
can be easily seen that the function in figure 4.4b is unimodal with the function in figure 4.4a
being non-unimodal.
Indeed, unimodality is an attractive property of an optimisation problem, as it
guarantees that any local minimum is also the global minimum.

In the next section, the

theory of convexity as applied to optimisation problems will be presented, which will offer
conditions that examine whether a candidate local minimum is global.

4.5

Convexity of Optimisation Problems
In this section, the theory of convexity will be outlined with particular emphasis being

paid to convex functions. Significantly, it will be shown in later chapters how the principle of
convexity is vital to the formulation of optimisation-based Active Noise Controllers.

/(*)

Figure 4.5a Typical convex function

/(*)

Figure 4.5b Typical non-convex function
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An arbitrary function /(x) is said to be convex for all feasible points x,, X2 if the
following inequality is met
/[;Ix, + (1-X2)]<A/(x,)+(1-A)/(x2)

(4.19)

where 0 < A < 1. For the one-variable case, convexity has a graphical interpretation, which is
depicted in figure 4.5. Figure 4.5a shows a convex function, which can be observed from the
fact that the graph of /(x) lies below every straight line between two arbitrary feasible points
Xj and X on the horizontal axis. Indeed, one of the attractions of such a definition of
2

convexity is that it can also represent functions that contain discontinuities. Figure 4.5b on
the other hand depicts a function /(x) that is non-convex. In this instance, it may be seen
that the function has points above the straight line between x, and X . Furthermore, the
2

following must be noted
•

A necessary condition for convexity of a function / (x) is that a unique minimum
must exist.

•

A sufficient condition for convexity is that /(x) is quadratic in x.

It will be outlined in the next section how the convexity of minimisation functions
and their constraints can be used to determine whether a particular problem is unimodal or
multimodal, i.e. whether a unique solution to the problem exists.
These observations are central to some of the main findings in Chapter 5 where
optimisation-based Active Noise Control solutions are formulated.

4.6

The Convexity of Unconstrained and Constrained
Optimisation Problems
It has been explained in Section 4.4 why an appealing property of any optimisation

problem is unimodality, i.e. the case where a local minimum is guaranteed to be the global
minimum. In this section, various conditions will be outlined that examine if a candidate
solution possesses this property.

Specifically, the convexity properties of both the

unconstrained optimisation problem of (4.2) and the constrained optimisation problem of
(4.5) will be studied to investigate if such a unique solution exists. The application of the
subsequent results will be seen in Chapter 5 where a robust feedback Active Noise Control
application will be formulated as a constrained convex optimisation problem. Firstly, for the
unconstrained case of (4.2), the following two conditions can be used to establish and study
the effects of convexity in a minimisation problem
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•

Sufficient conditions for convexity are that there exists a point x (referred to as a
stationary solution), where the gradient V/(x*)=0 and the Hessian V^/(x*) is
positive definite^.

•

Necessary conditions for convexity are that at the same point x*, V/(x*)=0 and
vV(x*) is positive semi-definite^.

Detailed proofs of these results can be found in [33], with a more comprehensive set of
conditions for convexity available in [109].
Similarly, the following can be shown for the constrained optimisation problem of (4.5).
•

If the objective function /(x) is convex and both the equality and inequality
constraints c,(x) are convex, then any local minimum will also be the global
minimum. Any methodology used to solve such a convex problem is referred to as a
convex programming solution.

It is important to realise that the global minimum x

need not necessarily be a stationary

point of /(x); i.e. the gradient V/(x*) need not be equal to zero in all directions. However, a
necessary condition for x* being a minimum is that the function /(x) at x* cannot descend
along any feasible directions. This can be written mathematically as

^/^y/(x*)>o

(4.20)

where uf is a family of vectors that represents all feasible directions.
Note that these do not incorporate the complete list of conditions that can specify the
convexity properties of a constrained optimisation problem, but are sufficient for the Active
Noise Control systems that will be formulated in Chapters 5 and 7.
The significance of these properties to the final solution of the robust control problem
will be discussed in more detail in Chapter 5.

However, much of the remainder of this

chapter discusses fast and efficient techniques for finding a solution to the constrained
optimisation problem of (4.5).

^ A matrix H is said to be positive definite if z‘ Hz >0 for all z ^ 0 . Furthermore, a matrix is said to
be positive semi-defmite if z^Hz >0 for all z ^ 0 .
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4.7

Typical Optimisation Problems
This section offers some of the standard formulations of optimisation problems. A

variety of such problems exist with the more common ones being
Scalar minimisation
Unconstrained minimisation
Linear constrained minimisation (linear programming)
Quadratic linear constrained minimisation (quadratic programming)
Quadratic nonlinear constrained minimisation (nonlinear quadratic programming)
Goal attainment
Minimax
Semi-infinite minimisation
Also included into the general area of optimisation are
Linear and nonlinear equation solving
Unconstrained linear least squares curve fitting
Constrained linear least squares curv'e fitting
Constrained nonlinear least squares curve fitting
Nonlinear least squares curve fitting

Significantly, not all of the above optimisation routines can be directly applied to
design a candidate Active Noise Controller. Indeed, it will be shown in Chapter 5 that to
evaluate such controllers using optimisation techniques requires a quadratic minimisation
function subject to robust stability constraints. It will be shown that these constraints are
quadratic and consequently are not linear. This immediately omits many of the candidate
optimisation structures from the above list. One candidate formulation that is sufficiently
advanced to incorporate such a problem is the nonlinear quadratic programming problem,
also referred to as the quadratic nonlinear constrained optimisation problem. The defining
characteristic of this optimisation structure is that the minimisation function is quadratic and
the constraints are nonlinear, thus accommodating the nonlinear constraints required for the
Active Noise Controllers in Chapters 5 and 7. A typical solver employed for this problem is
the Sequential Quadratic Programming technique and is described in Section 4.10.
The remainder of this section gives a brief description of some of the alternative
optimisation formulations in the above list, with their solving techniques given in [110]. This
is followed in the next section by a brief description of recent developments in the various
areas of optimisation theory.

4.7.1 Goal Attainment
The goal attainment method does not assume a single minimisation function but it
does allow a number of design criteria to be met. A set of m design goals is formulated,
given by

F

,

F,,

...,

F„

(4.21)

A set of design objectives for any arbitrary solution x must be then formulated as follows
F(x)={f,(x),

F2(x'),

...,

F„,(x)}

(4.22)

where each /^ (x) reflects how close the solution x is to the design goal. A typical example
of a goal attainment problem may be observed in a closed loop control system where goals for
rise time, peak time, overshoot and settling time are specified. The objectives are the set of
equations from which the closed loop performance is assessed. It may not be theoretically
possible to meet all of these goals and for this reason, specific weightings will be put on each
of these goals, which are then lumped into a single weighting vector w. The problem then
involves finding the value of x that minimises the single parameter y , which is formulated as
follows (referred to as the goal attainment method)
min y
X

(4.23)

such that
F.(x)-w.y <F/;

/ = l,...,m

Minimising y in (4.23) offers a solution to x that meets these weighted goals in an optimal
fashion.

4.7.2 Minimax Problems
This class of optimisation problem is very similar to the constrained nonlinear
quadratic programming problem.

Indeed, it can be shown [110] that typical solvers for

minimiax problems might be simply an extension of that used for the constrained nonlinear
quadratic programming problem. Let a set of minimisation functions be given by
F(x)={f,(x),

F,(x),

F„(x)}

(4.24)
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The objective of this optimisation problem is to find an optimal value for x that minimises
the maximum function within F(x). An example of where a minimax problem might be
applied is the case where a nonlinear plant is linearised about a number of operating
conditions. As a result, a separate plant model could be specified for each of these operating
conditions. A typical requirement would be to design a controller that minimises the settling
time of the overall plant response. However, due to the nonlinear behaviour of the plant,
different settling times will ensue for different operating conditions.

A candidate

specification might be then to minimise the worst case settling time (based on the various
plant models) subject to a robust stability constraint. This is an ideal minimax application,
with the objective being to reduce the settling time for all operating conditions (distinguished
by the various plant models) while guaranteeing stability. It can be intuitively seen how a
minimax formulation of the problem could be used to find the controller parameters.
This minimax problem can be formulated mathematically as

min<^ max Fix)
X

[f,(x)

^ ^

(4.25)
subject to

c,(x) = /).

/ = l,...,m^

It will be shown in Chapter 5 that this function could be used as an alternative to the nonlinear
quadratic programming solver in the design of an Active Noise Controller.

4.7.3 Nonlinear Equations
Let a set of nonlinear equations be given by
f(x)={F,(x),

F2(x),

...,

F^(x)}

(4.26)

A common mathematical and engineering problem is the following: - Find a value x that
solves the following set of nonlinear equations
f(x) =

0

(4.27)

Common methodologies for solving this problem include the Least Squares [82], the Least
Mean Squares (Chapter 2) and the Recursive Least Squares [86].
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4.8

Recent Trends in Optimisation Theory
One of the main objectives of this chapter is to outline the Sequential Quadratic

Programming method for solving the nonlinear constrained optimisation problem, which was
originally developed by Biggs [111] in 1975. Indeed, this remains one of the more popular
and widely used strategies for solving the nonlinear constrained optimisation problems in
optimisation theory. However, extensive research remains prevalent in this area, with several
publications and texts regularly appearing in the literature.

Indeed a new commercially

available software package [112] claims to improve convergence time of many of the
standard optimisation problems by up to 30%.

Moreover, several conferences are held

annually such as [113] and [114] where researchers generally present their work under one of
the following broad headings.
New optimisation formulations
New applications of existing theory
More efficient optimisation algorithms
Specification of more appropriate initial conditions
Criteria for the selection of constraints
Incorporation of adaptive theory into an optimisation framework
There is no shortage of up-to-date literature on optimisation, with several periodical
texts available. The most recent publication [115] in this area offers a broad picture of the
most advanced developments, and was compiled by 62 of the most established researchers in
this area, including Schittkowski, Grimble, Postlethwaite and Tseng.

This text is

comprehensive in that it incorporates almost all of the recent advancements under the above
headings. However, for the candidate Active Noise Control solutions targeted in Chapter 6,
the non-linear programming formulation and Sequential Quadratic Programming solution are
sufficient to evaluate the controller parameters. The development of this solver is the central
topic of the remaining sections.

4.9

Solving the Non-linear Constrained Optimisation
Problem
This section outlines the foundations of the Sequential Quadratic Programming

method for solving quadratic nonlinear constrained optimisation problems. This technique is
conceptually elegant in that the constrained problem is reduced to an easier sub-problem at
each major iteration.

The solution to this sub-problem is then found using a Quadratic
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Programming solver (see Section 4.10.1), with this solution then forming the basis for the
next major iteration.
Substantial developments have been made in this area of nonlinear programming and
the earlier methods, now considered highly inefficient have been replaced with alternative
techniques with the most documented being the Sequential Quadratic Programming method.
This solver is based on the Kuhn-Tucker equations, which specify conditions for the existence
of a solution for the non-linear programming problem. Furthermore, if the problem is convex,
then the Kuhn-Tucker equations possess attractive properties that can be applied to the Active
Noise Control problem.

The details of the Kuhn-Tucker equations will be discussed in

Section 4.9.2, but must be preceded by a description of the Lagrangian function, which is the
central topic of the next section.

4.9.1 The Lagrangian Function
Often considered to be the greatest mathematician of the eighteenth century, Joseph
Louis Lagrange produced works that spanned almost all areas of mathematics. His expertise
in number theory was to prove fundamental in much of the modern advances in areas such as
error coding and cryptography.

He first introduced the Lagrangian function, which was

founded on the integration of differential equations as an application to fluid mechanics. This
Lagrangian function has since proven itself to be an elementary component in many
optimisation routines and will be described in this section. The fundamentals of the
Lagrangian function along with Lagrange multipliers are presented in this section, which are
used in later sections to identify candidate solutions to constrained optimisation problems.
Furthermore, it will be seen that the evaluation of these Lagrange multipliers will be
instrumental in determining the feasibility, but more importantly the optimality of candidate
solutions.

Furthermore, if a solution is feasible but not optimal, then these Lagrange

multipliers are used to identify the appropriate feasible search direction.
Recall from Section 4.6 that a necessary condition for a local minimum is that the
gradient of the minimisation function is greater than or equal to zero in all feasible directions,
arbitrarily denoted d , which is written mathematically in (4.20).

Let the problem be

formulated such that rn, the number of constraints'^ is greater than n, the number of design
variables in the minimisation function.

It can be intuitively observed that any feasible

direction in the solution set is entirely determined by the complete set of constraints
c,(x);

This observation has been verified by [33], where it is shown that every

It is assumed that all of the eonstraints are linearly independent.
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feasible direction from an arbitrary feasible solution can be written as a linear combination of
the equality and the inequality constraints, i.e.

^y^V/(x)-g{c(x)}

(4.28)

[109] develops (4.28) further to yield the following elegant but significant result.
d'^Vf{\)=-d^c{\)X
where A = [A,

is a vector of constants (referred to as the Lagrange multipliers)

...

and c = [c, (x) ...

(4.29)

(x)] ^ is the vector of constraints. Strictly speaking, at any solution x,,

each constraint should have a corresponding Lagrange multiplier, but it can be shown [33]
that no more than n non-zero Lagrange multipliers can exist for any feasible solution^.
Furthermore, these Lagrange multipliers will always be non-zero for active constraints. An
intuitive appreciation for A and its uses are provided below

•

If a constraint c,(x) is inactive, then the solution is not on the constraint
boundary of that c.(x) .

For this reason, an infinitesimal perturbation of an

arbitrary feasible solution x, in all directions will not violate this constraint.
Thus, the constraint c.(x) will in no way limit the directions to which x, can be
perturbed, causing its corresponding Lagrange multiplier to be zero.
•

The exception to this is the case where the optimal solution does not exist on a
constraint boundary, meaning that all directions from this minimum are feasible.
However, no feasible descent direction from this minimum exists and the
Lagrange multipliers will be non-negative but not necessarily zero.

Such a

situation is generally treated separately by candidate solvers as being an
exceptional case, requiring that the algorithms be carefully modified to cater for
such a situation.
•

If on the other hand a constraint c, (x) is active, then the solution is on the
constraint boundary of that constraint and feasibility of solutions are not
guaranteed in all directions.

For this reason, the Lagrange multiplier

corresponding to that constraint will be non-zero.
•

A negative Lagrange multiplier corresponding to an active constraint suggests a
feasible descent direction away from that constraint (or in the case where the

^ This indirectly results from the observation that if the constraints are linearly independent, then a
maximum of n active constraint must exist for any arbitrary solution.
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solution is not on a constraint boundary, it simply suggests that a feasible descent
direction does exist).

In this situation, the search mechanism will move the

updated solution to a new point away from this constraint boundary, making this
constraint inactive.

This then has the consequence of forcing its Lagrange

multiplier to zero.
•

A positive Lagrange multiplier indicates that a feasible descent direction exists
along this constraint boundary, meaning that the corresponding constraint will be
maintained in the active set at the next iteration.

These observations are tabulated as follows (where x, is an arbitrary feasible
solution, c,(x) is an arbitrary constraint with

being its corresponding Lagrange

multiplier). The corresponding flowchart is then given in figure 4.6

COMMENT

CONDITION
c,(x, \,=0
)< 0 implies

Solution is not on the constraint
boundary^

c,(x, ) = 0 implies

Solution is on the constraint
boundary

c,(x, ) = 0 and
a;<o

c,(x, ) = 0 and
A,>0
All of the T, > 0 (except in the case where the
minimum is not on a constraint boundary) This can be
alternatively written as [33]
V/(x*)=:-Vc(x*)t*

Solution is on the constraint
boundary but the solution at the next
iteration will move away from this
constraint boundary
Solution is on the constraint
boundary and the solution at the
next iterate will be maintained on
this constraint boundary
Minimum has been reached

(4.34)

where X are the Lagrange multipliers
associated with the minimum point x*.
Table 4.1 Relationships between constraint boundaries and the corresponding Lagrange
multipliers of candidate solutions

The exception to this is the case where the optimal solution is not on a constraint boundary.
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Figure 4.6 Flowchart for the evaluation of a minimum solution
based on the Lagrange multipliers

It can be concluded that these Lagrange multipliers are instrumental in determining
all of the feasible directions and thus the evaluation of X

is important to many standard

optimisation techniques for iteratively finding a solution. One iterative procedure that uses
these Lagrange multipliers to find a solution is referred to as the Quadratic Programming
technique and is the central topic of Section 4.10.1. Another candidate solution that implicitly
requires these Lagrange multipliers in the solution process is the Barrier Method and is
detailed in [33].
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Also vital to the formulation of many convex programming problems is the
Lagrangian function, given by
L{\,X)= f{\)+

c{\)

(4.35)

Calculating the gradient of the Lagrangian function and combining it with (4.34) yields the
following necessary condition for a local minimum.
Vl(x\X*)=0

(4.36)

i.e. the gradient of the Lagrangian function must be equal to zero at a local minimum
Assuming any arbitrary solution is given by x = x , then based on the results presented, the
following may be concluded

If

c.(x)=0

/ = l,...,w^

c,(x)<0 i = m^-hU...,/n

and the corresponding Lagrange multipliers meet

(4.37)

A, > 0 / =

then

X

is a local minimum

This obsen^ation is significant to the next section, which uses the Lagrangian function
and the Lagrange multipliers to specify conditions for a local minimum.

4.9.2 Kuhn-Tucker Equations
The Kuhn-Tucker (KT) equations are the starting point for many of the modem
convex programming solutions, a detailed analysis of which is given in [33]. This section
only states the KT equations and outlines some of their more significant properties for the
particular case of Active Noise Control. Essentially, all of the conditions presented in the
previous sections are accumulated into one set of equations. A point x* is arbitrarily assigned
as being the minimum, whose corresponding Lagrange multipliers are given by X . The most
basic requirement is that the constraints in (4.5) are met. These can be written as
c,.(x*)=0; / = lv, m.

(4.38)

and

126

:,.(x*)<0; z = A«^+1,..., m

(4.39)

Furthermore, the necessary condition for a minimum point in (4.36) is re-iterated
Vl(x*,A* )= 0

(4.40)

An additional requirement is that the gradients of the equality constraints at the optimal point
are all zero. This is written mathematically as
Vc,.(x*)=0;

z = l,...,w^

(4.41)

Equivalently, it can be said that the Lagrange Multipliers corresponding to these constraints
are all positive.
The final KT equation requires that all the other Lagrange Multipliers are greater than
or equal to zero, as highlighted in the previous section
T, > 0;

/=

+1,...5^«

(4.42)

Equations (4.38) - (4.42) are collectively referred to as the Kuhn-Tucker (KT) equations.
Following on from the discussion in Section 4.6, it can be concluded that if the problem is
convex (i.e. both the minimisation function and the constraints are convex), then the KT
equations provide both necessary and sufficient conditions for global optimality of the
solution

X

.

It is now necessary to point out that many optimisation methods are reduced simply to
the efficient computation of the Lagrange Multipliers, which is the key to the solution of the
problem in (4.5). This will be observed in the next section, which formulates the Sequential
Quadratic Programming technique.

4.10 Sequential Quadratic Programming
Many techniques exist that will solve the optimisation problem of (4.5) where the
minimisation function is quadratic and the constraints are nonlinear. Solutions were found
with varying degrees of success and accuracy and due to the numerical dependence of these
techniques, it is difficult to establish which one offers the most efficient and reliable
convergence to an optimal solution. However, Schittowski [116] implemented a variety of
optimisation strategies for a comprehensive list of test problems and found that the Sequential
Quadratic Programming technique generally outperforms all other techniques in terms of
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accuracy, efficiency and percentage of successful solutions.

For this reason, many

commercial software packages such as MATLAB [110] employ this technique as its solver
for the quadratic nonlinear constrained optimisation problem. An important step in the final
implementation of the Sequential Quadratic Programming technique is the Quadratic
Programming problem, which is discussed in the next sub-section.

4.10.1 Quadratic Programming
This sub-section details the formulation of the Quadratic Programming (QP) problem.
Following this, a candidate solving mechanism described in [110] is outlined, which is
referred to as the active set strategy, or the projection method.

With this presented, an

example will be provided that illustrates the key steps of the algorithm.
The general QP problem is given by
min /(x) = —H \+c^ \
X
2
subject to

A-^\ = b^

/ = !,.••, m^

A^\<bi

/■ = Wg + l,..-,'w

(4.43)

where the minimisation vector x = [x|,X2,...;c„] contains n elements and A- is the i'^ row
of the nmi matrix A . This matrix is given by

A=

«,i

a,2

^2\

^22

^m\

^m2

''2n

(4.44)

It can be immediately seen that this formulation requires a quadratic minimisation function
and linear constraints. Furthermore, it can be easily shown that H is the Hessian of /(x). If
this Hessian is positive definite, then a unique minimum exists. However, if this is not the
case then the QP technique can still be applied, but convergence will occur only to a local
minimum. As a result, it cannot be guaranteed that the resultant solution is global.
The remainder of this sub-section outlines the active set technique for finding a
solution. One of the key steps of this technique is to modify the matrix A at each iteration to
A,^ (referred to as the active constraint set) such that it contains only the active constraints.
Assume for example, that at the

iteration, the solution moves away from the i‘^ constraint
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boundary (but remains on all other constraint boundaries). It is further assumed that the
updated solution does not move onto a new constraint boundary. It can be thus shown that
c,(x^_i) = 0 but the updated solution has c,(x^)<0 meaning that A^. will be obtained by
removing the

row from A/^_^.

A second vital evaluation at each iteration is the feasible direction

from the

present solution x^ to either the minimum or to another constraint boundary. The estimation
for x^+, is then updated from the following equation
(4.45)
The choice of the value a ^ specifies how far in the feasible direction d^. that the updated
estimation of the optimal x* will move at the k'^ iteration^. The selection of this value for
<2^ is such that it makes the closest inactive constraint active and is represented
mathematically as

=mm<— -

w

^i^k

(4.46)

A derivation for this equation is given in [109]. The effect of this is to force a new constraint
to be active at each iteration, which will then be included in the active set Aj^ at the next
iteration. Such an inclusion process can be readily implemented numerically. The conditions
for a minimum (and thus termination of the QP algorithm) will be discussed later in this
section.
Perhaps the most challenging requirement at the k‘^ iteration is the updating of the
possible search directions,

.

A detailed explanation of this is given in [33]. This is

extremely involved and in the following section, the main points of these findings will be
summarised.

At the k‘'^ iteration, find a matrix Z, that satisfies
AZ, =0

'

The vector for the feasible direction is denoted

dj^

(4.47)

instead of

to differentiate it from the main

Sequential Quadratic Programming loop.
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This matrix

is said to form the basis for the feasible subspace

calculating a value for

. A technique for

is referred to as QR decomposition and is detailed in [33].

This value of Z^ is significant in that a linear summation of any combination of its
columns forms the subspace of all feasible directions. At this stage it is important to note
that if no active constraint exists then the matrix

will be empty. As a result of this, an

alternative technique must be employed to calculate Z^, as (4.47) can no longer be used.
Fletcher [109] gives details of this modification.
However, not all of the feasible directions are important to the QP problem but only to the
boundaries of the inactive constraints or to the minimum. For this reason, a vector

is

chosen such that the projected direction is a linear combination of the columns of Z^
towards a new constraint boundary or towards the minimum.

This is written

mathematically as
(4.48)

dk =ZkPk
Thus, to find the appropriate projection, it is necessary to find a suitable vector
To find this value for

.

, the QP problem of (4.43) can now be combined with (4.48) to

give
fip,h\pIzlHZ,p,+c^Z,p,

and differentiating this with respect to the vector

gives

yf{p,)=ZlHZ,p + Zlc
Note that the terms

(4.49)

(4.50)

) and Zj//Z^ are referred to as the projected gradient and the

projected Hessian respectively.

The appropriate projection occurs when V/(/?j^) = 0,

with the corresponding value of p^ available from the solution of
ZlHZ,p,=-Zlc

(4.51)
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The loop is continued until the basis A^. contains « active constraints*. Following this,
the corresponding Lagrange multipliers at the k‘^ iteration are calculated by solving the
following non-singular set of linear equations
(4.52)
where H and c are as defined in the QP problem of (4.43). If any of the Lagrange
multipliers are negative, then the corresponding constraints will be omitted from the
active set and the loop is continued.
•

If all the Lagrange multipliers are non-negative for the

iteration, then a minimum has

been found, and the search procedure is terminated.
•

As will be seen in the next section, the terminal Lagrange multiplier values A* are utilised
in the main Sequential Quadratic Programming loop and must thus be stored after each
major iteration.

Figure 4.9 illustrates a flow chart that describes the operation of the QP problem. An
example is now presented that illustrates the key steps of this QP technique.

Example 4.1
For the minimisation vector x = [x,

^2

], assume that the objective of this problem is

to find the optimal x that minimises
mm /(x) = 0.5x,^ -2x,;r2 -3x2

“^Xj

(4.53)

subject to
2x,-i-X2<12

Constraint!

2x,

X <7

Constraint 2

3x2 - 9

Constraint 3

- 2x,

2

-I-

(4.54)

This can be formulated as a QP problem as follows

min/(x)=[x,

X ]

1

-2

-2

3

2

[1

-3]

(4.55)

* It is not uncommon for optimisation problems to have less than n active constraints. Even though
the Quadratic Programming solution can be equipped to deal with such a situation (see again Fletcher
[109]), it will not be considered in this instance.
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subject to
■ 2

1 “

2

-1

-2

From this, it is obvious that H zr
-

"12“
Xi

3

< 7

_-^2.

“

-2

9

■ 1 '

-2

" 1

(4.56)

-3_

, c=

■ 2

-3_

1 ■

2

-1

-2

3

■l2’
and b = 7
9

It can be easily verified for this example that the Hessian H is not positive definite.
As a result, the minimum reached via this algorithm is not guaranteed to be global.
Nonetheless, the minimisation routine can still be employed, with the main steps being as
follows: -

k=\

An initial solution was selected as x, = [3

-l], which gives /(xi)=15. The feasibility

of X| can be verified by showing that it causes each of three inequalities in (4.54) to be
met.

Furthermore, this solution was arbitrarily selected to be on the boundary of

constraint 2. The next iteration can now be executed.

k^2

As previously stated, the initial solution causes constraint 2 to be active, with the other
two being inactive. As a result of this, the active constraint set is given by Aj = [2
(the second row of A), yielding the vector Z = [- 0.4472
2

- l]

- 0.8944]^ from the solution

to (4.47).
Substituting this value for Z into (4.51) yielded a value for p2 =0.5884. Due to the
2

existence of only two minimisation variables in this example,

is a scalar. (This is not

the case in general and for design problems with a greater number of variables,

will

assume a vector form.)
The

projected

= [- 0.2632

direction

at

this

iteration

is

then

found

from

(4.48)

to

be

- 0.5263] .

It must now be established how far along this direction that the new estimation for x will
be placed. Substitution of the various parameters into equation (4.46) indicates that the
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closest constraint exists at

= -6.65. Equation (4.45) then gives the updated value

X2 = [4.75 2.5]. It can be seen that the value of the minimisation function is improved
to /(x2)=-24.5938
This solution is now on the boundary of a new constraint, which can easily shown to be
-

constraint 1. The active constraint set is now updated to be

2

1

2 -1

(the first and

second rows of A). It is obvious that the number of active constraints equals the number
of minimisation variables, necessitating the evaluation of the Lagrange multipliers.
Substitution of the various parameters into (4.52) gives these Lagrange parameters as
^2 =[9.8125 -10.1875]^, which correspond to constraint 1 and constraint 2. Due to
the fact that the third constraint is inactive, its associated Lagrange multiplier is zero.
Furthermore, it can be seen that the Lagrange multiplier associated with constraint 2 is
negative. For this reason, this constraint is omitted from the active set, giving A-^ = [2

l]

(the first row of A ).

^= 3

Based on the new active set, the vector Z3 = [- 0.4472

0.8944]^ was calculated.

From this, it was found that p-^ - -5.2175 .
This value of p-^ yielded a projected direction of d-^ = [2.3333 - 4.6667] .
The appropriate distance was then evaluated to be

= -0.5893.

Once again, (4.45) was used to find X3 = [3.375 5.25] , from which /(X3 )= -83.4609 .
Again, this is on the boundary of a new constraint, which can be shown to be constraint 3.
From this, the active set is updated to be A^ =

2 1
-2 3

(the first and third rows of A).

Obvious from this is that the active set now contains constraint 1 and constraint 3 for
which

the

corresponding

Lagrange

multipliers

are

evaluated

to

be

/I3 =[8.6719 5.6094]^. Again, the Lagrange multiplier corresponding to the second
constraint equals zero due to the fact that it is inactive. A significant observation is that
all of the Lagrange multipliers are non-negative which makes X3 =[3.375 5.25]^ the
optimal solution, allowing the optimisation procedure to be terminated. The parameters
for each iterate are tabulated as follows
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Table 4.2 Various fkiramefers at each iteration for example 4.1

It is now beneficial to draw a plot of the feasible region of x to highlight some of the
kev aspects of the solution process. The magnitude of the information that can be obtained
from such a plot necessitated that it be illustrated twice (i.c. in figures 4.7 and 4.X), each of
w hich emphasise different kc\ aspects of this iterative search method.
A graphical representation of the updated solution calculated at each iteration is
illustrated in figure 4.7, along with the selected feasible direction to the solution at the next
iteration

Figure 4.7 RcprcsciUalion of (he feasible region, the intermediate solutions and the resulting
feasible directions for e.xampie 1

1.^4

An important observation in figure 4.8 is the existence of multiple minima, which is
due to the fact that the Hessian is not positive definite.

Nonetheless, in this case the QP

technique caused the solution to converge to the global minimum. It could be easily shovsn
that by choosing a different initial solution, convergence could occur to a minimum that is not
global.

Indeed, figure 4.8 outlines two possible initial conditions,

and

.

It can be

shown that the former will converge to a local minimum, with the latter converging to the
global minimum

Also included in figure 4.8 are the constraint boundaries for the three

constraints defined in (4.54).

Figure 4.8 Further representation of the feasible region, illustrating local and global niininia
along with the constraint boundaries

It must be noted that a key requirement of the QP formulation is that the constraints
arc linear, which cannot be assumed for the Active Noise Control formulation of Chapter 5.
For this reason, it is not used directh' as a candidate solution mechanism.

However, it is

generalK emploved as an intermediate step of a more involved solution referred to as
Sequential Quadratic Programming, which is the central theme of the next sub-section.

4.10.2

Formulation of the Sequential Quadratic Programming
Method
The Sequential Quadratic Programming (SQP) method was originally developed by

Biggs [111], and was further improved by Han [117] and Powell [118,119], with its main
advantage over the QP method being that the constraints need not be linear.

The SQP

problem can be formulated as
in/(x)
mm
subject to

c.(x) = ^.

/ = l,...,mg

c.(x)<Z).

/ = m^+l,..., m

(4.57)

It will be shown that the key step in the SQP method is the reduction of the problem down to
a QP sub-problem, which can be solved using the active set method outlined in the previous
sub-section. The solution to this will then yield the feasible direction in the main SQP loop.
A necessary requirement to the main SQP loop is an estimation of the Hessian, which changes
at each major iteration. Details of how this may be evaluated/estimated are given in Section
4.10.3. The main loop in the SQP solution process requires the following key steps

1.

Estimate the Hessian at the present iteration.

2.

Formulate the Lagrangian function as a QP problem. Calculate the solution of this
using the technique outlined in the last section, which yields the set of all feasible
directions.

3.

Improve the present estimate of the solution using a line search technique and
continue the loop.

The pertinent issues with some of the more significant steps will now be individually
discussed.
A necessary step in the iteration process is the formulation of the feasible search
directions at the existing solution as a quadratic minimisation problem. Specific details of
this is given in [109], where it is shown that this results in a QP problem given at each
iteration as

1

subject to

VCj(x^

-H c, (x^ ) = 0 / = 1,...,,m.

(4.58)

+c.(xj<0 i = m^+U..., m
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This can now be solved using the active set method as outlined in the previous section. It is
worth noting that the solution to this problem yields the set offeasible directions for the main
SQP loop. It also produces a set of Lagrange multipliers, /l^ as described in the previous
section that are frequently used in the main SQP loop.
Next, to find

a line search technique is necessary, with many candidate

techniques available in the literature. One of the more common methodologies used by Han
and Powell [117,118,119] employs a Merit Function and is popular in many software
packages such as MATLAB [110]. The resultant value obtained from this so-called line
searching technique is denoted a and it determines the length along the projected direction
that the new solution should track so as to decrease the value of the updated solution /(x,^^,)
from the value of the existing solution /(x^ ).
(4.59)
This algorithm is now iteratively repeated until the temiinating condition is satisfied. The
specification of an appropriate terminating condition is not trivial and is detailed in Section
4.10.4. However, it must be noted that after each iteration, the Hessian matrix V^Z.(x^,A^)
will change, necessitating its continuous updating. Many updating techniques exist, which
frequently return only an approximation of the Hessian. Indeed, these approximations are
often conditioned such that the updated Hessian is strictly positive definite. The advantage of
this precondition is that a unique solution now exists for the QP sub-problem. One specific
Hessian updating technique is outlined in the next section.

4.10.3

Hessian Update Procedure
Numerous Hessian update mechanisms exist, the most common being the BFGS

method whose acronym is acquired from the four researchers, Broyden [120], Fletcher [121],
Goldfarb [122] and Shanno [123] who were chiefly instrumental in its development. It can be
intuitively appreciated that the evaluation of the Hessian update depends intimately on the
change in both the solution x and the gradient V/(x) between iterations. This dependence
can be observed in the BFGS update equations for the Hessian matrix H , which are given by

(4.60)

where
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(4.61)
and
=V/(x*.,)-V/(xJ

(4.62)

which are equal to the difference in the solution and the gradient between iterations
respectively. A strategy for ensuring that this Hessian remains positive definite is outlined in
[124,125].

4.10.4

Issues Involved with the SQP Problem
The most fundamental observation to be made about the SQP solution outlined in the

previous section is that numerical values for the gradients of both the minimisation function
and the constraints are required. These can be calculated either analytically or numerically.
The analytical technique can often be difficult to evaluate in practice, especially when
a complex relationship exists between the minimisation vector and both the minimisation
function and constraints. However, solutions using this technique are generally found with
minimal computation with the final solution tending to be extremely accurate.
On the other hand, the numerical technique requires a longer time to converge to a
solution.

Moreover, it could ultimately produce a solution that is less accurate than if

analytically evaluated gradients were used. This numerical technique necessitates that each
element of the minimisation vector be perturbed about its existing value. Following this, the
effect of both the minimisation function and the constraint are evaluated for these
perturbations. By analysing these effects, the gradient can then be estimated numerically. In
practice, computationally efficient algorithms are available for this purpose.
It is important to realise that the SQP mechanism is not guaranteed to converge to the
optimal solution after a finite number of steps. However, it is common in many commercial
software packages such as MATLAB [110] to define a terminal condition with the most
common ones being: •

A limit on the number of major iterations.

•

The difference between the old and the new Lagrange multipliers being
within a specified tolerance.

A flowchart for the completed SQP problem is now illustrated in figure 4.10.
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4.11 Preview of the Application of Optimisation Theory to
Active Noise Control
The purpose of this chapter was to provide a background of optimisation theory along
with some of its general forms. Specific emphasis was paid to the quadratic minimisation
problem with nonlinear constraints. It will be shown in Chapter 5 how a robust feedback
Active Noise Control application can be formulated as such an optimisation problem.
Specifically, the minimisation function will be a weighted sensitivity function subject to a set
of robust stability constraints. An important finding in that chapter will be that both the
minimisation function and the constraints are deliberately modified to make them convex
which guarantees that any resultant local solution is also global. It will also be seen from the
formulation of this Active Noise Control problem in Chapter 5 that the minimisation function
is quadratic and the constraints are nonlinear. For this reason, it was found that a solving
technique less sophisticated than the SQP method cannot be employed to find the robust
feedback Active Noise Control parameters.
Fundamentally important to any optimisation problem is an iterative method to find
the optimal solution. For the quadratic optimisation problem with nonlinear constraints, the
experts in optimisation theory conventionally agreed that the SQP solution provides the best
strategy to solve this problem. Each iteration of the problem requires three key steps. Firstly,
the problem must be reduced down to a QP problem (which requires an estimation of the
Hessian of the Lagrangian function). With this evaluated, the second step is to formulate and
solve this QP problem to find the appropriate search direction. Finally, the solution set must
be improved (generally via merit functions) for the next iteration.
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Figure 4.10 Flowchart solution to the SQP problem
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Chapter 5: Using Optimisation Theory to
Find

5.1

a Hoo-Optimal

Solution

Introduction
Chapter 3 introduced the mathematical necessities for the derivation of cost

functions associated with robust control and in particular Hoo control. Furthermore, it listed
two possible methods for calculating controller parameters, the details of which are presented
in Appendix I. This chapter introduces a third solver that uses the theory of optimisation that
was outlined in the previous chapter.
The use of optimisation techniques in controller evaluation is not new and was first
developed by Boyd et al. [106]. Following this, Rafaely [33] adapted this preliminary work to
Active Noise Control problems. This chapter summarises the work of these authors and with
this prerequisite completed, the next chapter will apply the theory to a prototype Active Noise
Control system.
One of the key tools used in implementing optimisation-based controllers is
frequency discretisation, which is outlined in Section 5.2. This is then used to formulate a
control problem that minimises a weighted sensitivity function, subject to a robust stability
constraint. It can be recalled from Chapter 3 that both the minimisation function and the
constraints are oo-norm based, which cannot be directly solved using numerical optimisation
techniques. For this reason, the formulation problem will be modified slightly, allowing a
controller to be evaluated using optimisation theory.
With this modification, it will be shown that such an optimisation-based
representation of the problem is not guaranteed to produce a global solution. Thus, depending
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on the initial conditions supplied, poor performance might result, with the possibility of
superior performance elsewhere in the search space.
To remedy this, a further modification will be developed in Section 5.4 to ensure that
any solution obtained will be either the global' minimum or a local minimum that lies
sufficiently close to the global for all practical purposes^. However, it will be observed that
even if the solver converges to one of these local minima, then the performance improvement
(for an Active Noise Control application) that would be achieved at the global solution is
negligible. The remainder of Section 5.4 verifies the convexity of the modified optimisation
formulation along with an outline of the advantages of this property to any arbitrary control
problem.
Section 5.5 then discusses the issues in selecting the design variables required for this
modified formulation of the optimisation problem.
Finally, Section 5.6 performs a general comparison between the performance of this
optimisation-based Hoo solver presented in this chapter and the state-space-based and
polynomial-based solvers described in Appendix I.
The application of the prerequisite work performed in this chapter will be appreciated
in the next chapter where the parameters of an Active Noise Controller will be evaluated
using optimisation-based techniques. This will be further supplemented in Chapter 7 where a
novel application that combines this solver and the internal model principle will be used to
reject tonal acoustic disturbances.

5.2

Frequency Discretisation
Vital to the optimisation formulation of the Hoc problem is the ability to perform

frequency discretisation on arbitrary discrete transfer functions, with special emphasis being
placed on FIR filters. This section is concerned with outlining the method and implications of
discretising such an FIR filter.
Assume the coefficients of an arbitrary FIR filter, with 1 coefficients are given by
9

=

(5.1)

' This is based on the assumption that sueh a solution exists.
^ It must be observed that even though this modification will make the solution global, it is not
necessarily superior.
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with a sample frequency of

Hz. The frequency discretisation of this filter involves finding

the complex gain of this filter at equally spaced discrete frequency points between OHz and
fj 2Wz. For N sample points, the frequency discretisation of q is given by
Q = [q(i), Q(2).

Q(A'-I), Q(iV)]

(5.2)

Note that a necessary condition for causality of the FIR filter Q is that its length must be less
than half of the number of sample points, i.e.

(5.3)

2

However, in practice N will be chosen to be much greater than 21. It can be shown [33]
that each of the elements of Q can be derived from

(5.4)
/=o

This identity is important because it allows the complex gain of any FIR filter to be calculated
at each discrete frequency^ Its significance will be further illustrated when the convexity of
some suggested optimisation techniques will be tested. To develop this further, let a vector be
defined as

ex p(i)=

N

^-jlnkjN

^-j2n[l-\)klN

N

N

(5.5)

Combining (5.4) with (5.5) gives each of the elements of Q as
Q(/:)= ^^exp(k);

k = \...N

(5.6)

This is a basic but important result as it offers a relationship between the time-domain
impulse response of an arbitrary FIR filter and its frequency response. Indeed, this identity is
used throughout this chapter, particularly when the convexity of some minimisation functions
and constraints are being tested.

^ The values of Q are simply the DFT of the impulse response of the FIR filter q . However, due to
the symmetry of the DFT, it is necessary to evaluate only half the sample points to formulate the
optimisation problem.
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5.3

Optimisation Formulation of the Hoo - Optimal Solution
Based on the discussion in Chapter 3, the selection of the

optimal controller, C,

will guarantee robust performance and stability in closed loop for an uncertain plant (where it
is assumed that C is an FIR filter whose vector of filter taps is denoted c). In that chapter,
an inequality was derived that offered a sufficient condition for robust stability and
performance, given by

(5.7)

From this, it was shown that the quantity

III

I

I

l|loO

could be then used as the cost

function for the control problem. An alternative method of formulating this problem is to

minimise the weighted sensitivity function subject to a robust stability constraint. This can be
written mathematically as

minPF,5'

(5.8)

\wfr\\

(5.9)

subject to

^

CD

<1

Noting that S - l/(l + PqC) and T = P^Cjil + PqC\ then the problem of (5.8) and (5.9) can
be written as

mm-^ sup

\ + P,C

(5.10)

subject to

sup

yX + P^C j

<1

(5.11)

where in both cases the oo-norm is replaced by the sup(-) function. An important observation
is that |lF,/(l + /o^)|

(5.10) and

0 ^re both continuous frequency

functions. However, if a numerical-based optimisation solver will be used to find a solution,
then frequency discretisation will have to be performed on PF,, W2, Pq, and C to yield
complex vectors denoted Wj, W2,

, and C respectively. As the frequency responses of
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all of these transfer functions are now only defined at discrete points up to a finite frequency
(= fj2), the sup(-) function in (5.10) can now be replaced by the maxQ function.
Accordingly, the sup(-) function in (5.11) can also be replaced with this maxQ function so
that only a single constraint exists at max(W2Po C/[l + PqC]). Equivalently, the expression
|W,P„C/[l + PqC] could be constrained separately at each of the discrete frequency values,
the difference being that instead of a single constraint being present, there are now N
constraints.

It will be shown in Section 5.4 that using the latter technique has attractive

properties and will thus be exclusively used in this work to formulate the constraints. With all
of these modifications, the optimisation problem of (5.8) and (5.9) can be written as

mm< max

W.
1 + PoC

k = \...N

(5.12)

subiect to

W,PoC
+ PoC

(5.13)

<1;

It is obvious that the success of such an optimisation-based formulation depends intimately on
the number of sampling points chosen, N and the tap length of c, denoted / . Section 5.5
offers some criteria for the appropriate selection of these parameters. Assuming W^, W2, Pq ,
and the initial value of C = Cq have been chosen'^, then W,, W2,

Pq

, and the initial value

of C = Cq can be found from (5.6). The problem of (5.12) and (5.13) is now recognised as
an optimisation problem similar to that presented in Chapter 4. An important observation is
that N robust stability constraints exist, one for each of the discrete frequency points. A
further requirement is that the nominal plant be stable in order to guarantee that the initial
solution is feasible. However, such a requirement is not a serious restriction to Active Noise
Control because acoustic plants tend to be nominally stable.

The criteria for choosing these functions for an Active Noise Control problem will be outlined in the
next chapter
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5.3.1 Difficulties in Using the Optimisation Technique to Directly
Solve the Hoo Control Problem
It has been discussed in Chapter 3 and is obvious from the previous section that the
selection of the sensitivity weighting function fVj, the uncertainty weighting function fV2 ? the
plant model Pq and the initial feasible solution Cq are central to the solving of the Hoo control
problem.

By employing the formulation in the previous section, the SQP technique of

Chapter 4 can be used to solve the optimisation problem of (5.12) and (5.13). An important
consideration that will be duly discussed is whether this minimum is global; i.e. will the
solution produced by the SQP methodology be optimal? One method to do this is to analyse
the convexity of the minimisation function and constraints in (5.12) and (5.13). The rationale
for this can be recalled from Chapter 4 where it was stated that a sufficient condition for a
local minimum being global is that both the minimisation function and the constraints are
convex.

It was also shown that a sufficient condition for convexity is that both sets of

functions are quadratic in q and that the Hessian matrices associated with both the
minimisation function and the constraints are positive-definite. This observation is central to
the remainder of this chapter in that it will be used to verify convexity of the minimisation
function and the constraints.
Initially,

it

is

assumed

that

the

value

of

the

minimisation

function

min [max (W,P„C/[l + PoCj)] in (5.12) occurs at the same discrete frequency throughout the
minimisation routine. This is equivalent to saying that the value of k where the minimum of
(5.12) occurs is constant throughout all of the iterations in the SQP process. The validity of
such an assumption will be analysed in more detail in the next section. This assumption
allows the minimisation function to be reduced to the following

min< max

W,
1 + PoC

k = constant

(5.14)

Expressing C in the form defined in (5.6) gives (5.14) as

/(c)=
where c = \cq

c,

...

w.
1 -h Pq c^exp(k) ’

k = constant

(5.15)

Y are the controller taps.

Even though it is not explicitly documented in the literature, it must be noted that the
formulation of an optimisation problem defined by (5.12) and (5.13) can be problematic for a
number of reasons that are outlined below.
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Primarily, it must be noted that the existence of

in the denominator of (5.15)

introduces the possibility of non-unique minima in the minimisation function, which can be
easily verified for a variety of cases.

The consequence of this is that, in general, the

minimisation function is not guaranteed to be convex. A similar phenomenon occurs for the
constraints in (5.13), where the occurrence of
not guarantee its convexity.

in the denominator of each constraint, will

For this reason, any solution obtained for the minimisation

problem of (5.12) and (5.13) is not necessarily global and is extremely dependent on the
initial conditions supplied for c .
A further problem that was noticed (based on experimental evidence) was that polezero dynamics are necessary for successful implementation of the controller c.

Strictly

speaking, this is not achievable through a simple FIR filter and it was found that the filter
length required to emulate the necessary pole-zero dynamics using such an FIR structure was
extremely long. It was observed for such a long filter that a huge amount of initial processing
was required to calculate the controller parameters. To remedy this, the controller C could
be of HR structure, which has the pitfall of potential instability associated with it. Recall from
Chapter 3 that one of the requirements of any H^o solver is that the controller must be
nominally stable, which is not implicitly specified in the optimisation problem. Interestingly,
it was found that it is possible for the constraint in (5.13) to be met, even when the controller
has poles outside the unit circle. Equivalently, it can be said that for a controller C of HR
structure, it is possible that a feasible solution of c to be unstable. This observation was
verified experimentally, where it was seen for a number of initial conditions where the solver
produced an unstable controller, while still meeting the constraints in (5.13). However, it
would be unacceptable design to implement such a controller in practice.
For this reason, the problem must be modified to find a controller that is nominally
stable. Several possibilities exist to ensure this and such an analysis is proposed as an area for
further research. However, one technique developed by [33] suggests that the optimisation
problem be modified to ensure
•

convexity of the problem, thus guaranteeing that any solution reached is a global
minimum.

•

that the minimisation variable (i.e. the controller parameters) can be represented
by a relatively short FIR filter.

The next section offers an indirect formulation (similar to a technique originally developed by
Rafaely [33]) to ensure that these two requirements are satisfied.

148

5.4

Modification of the Existing Formulation to Find a
Feasible Solution
Assume that a plant denoted Pq is feedback compensated with a controller C . It was

stated in Chapter 3 and shown in [82] that the set of all possible controllers for which this
feedback system is stable is given by
Q

C=

where

(5.16)

i-ne

is the set of all stable proper real rational functions. As a result, it is possible to

modify the problem to find Q and from (5.16), the controller C can be found^ Importantly,
it was suggested in the previous section that successful feedback solutions require pole and
zero dynamics in the filter C. However, by maintaining Q as an FIR or all-zero filter and
then substituting it into (5.16), automatically yields the desired pole-zero form in the
controller C. It is obvious from (5.16) that the position of the poles is restricted by the
dynamics of Pq .

However, experimental evidence indicated that this limitation is not

significant for the case of an Active Noise Control system with excellent closed loop
performance still possible. The sensitivity function can now be written in terms of Q as
S = \-PQ

(5.17)

with the complementary sensitivity function being given by
(5.18)

T = PQ
The equations of (5.8) and (5.9) are now written as
min
Q

[wfy-pM

(5.19)

<1

(5.20)

subject to

Note that both the cost function and the constraints were modified by squaring them. The
effect of this is to introduce a degree of conservativeness into the final solution, but has been
^ It will be shown in Chapter 6 how the controller coefficients of Q can be implemented directly in an
Active Noise Control solution in an internal model control structure.
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indicated [33] to have negligible adverse effects in terms of closed loop performance.
However, as shown by Rafaely [33], the advantage of such a modification is that the problem
can now be represented approximately as a convex optimisation problem as follows^
min^pax|W, (l - PoQ)|'

(5.21)

subject to
IW2P0QI <1;

yk = \...N

(5.22)

It is now a good idea to check the convexity of such a formulation to verify if a local solution
obtained is indeed the global solution.

Consider first the constraints in (5.22).

At any

arbitrary frequency, the specific constraint is given by the following (where the dependence
on k has been dropped for convenience of notation)

|W,PoQ|' =|W,P„fQQ"
= |W,P„|^(?.expX(?.exp)'^

Note that the superscript T represents complex conjugate transpose.

Each constraint in

(5.22) can now be re-written as

{|W2Porexp.exp'^j;7

I

It can be easily shown [33] that the identity W2PQ

I^

(5.23)

exp.exp

T

•

is the Hessian matrix for the

k'^ constraint in (5.22), which will be denoted //,. Thus, (5.23) can be expressed in the
form

W,P„Q

(5.24)

It must be highlighted that the left-hand side of (5.24) will always be greater than or equal to
zero, i.e.

W2P0Q >0

(5.25)

Consequently,

^ It is obvious that this could also be considered a constrained minimax problem and could thus be
solved accordingly.
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q^H^q>0

(5.26)

This verifies that the Hessian matrix //, is positive semi-definite, which from Section 4.6 is a
sufficient condition for convexity. Furthermore, if the elements of W2, Pq and Q possess
non-zero values, then W2PqQ

will be non-zero implying that //, is no longer positive

semi-definite but positive definite, satisfying the necessary and sufficient condition for
convexity. Based on these observations, it is concluded that the

constraint and as a result

all of the constraints in (5.22) are convex.
It was experimentally found that robust stability is the only constraint that is
absolutely necessary to the successful implementation of an optimisation-based robust Active
Noise Controller. However, Rafaely [33] develops further constraints that were not used in
this work. For example a limit was placed on the disturbance enhancement of the sensitivity
function outside of the target frequencies. He also limits the power on the control signal
(which for an Active Noise Control application, is the cancellation signal) to protect the
transducer from saturation. In all of these cases, Rafaely [33] verifies the convexity of the
added constraints.
Next, the convexity properties of the minimisation function will be analysed. Assume
for the present that the frequency, i.e. the value of k at which max||Wi (l - PoQ)|^ | occurs, is
constant throughout the entire optimisation routine. The legitimacy of such an assumption
will be discussed at the end of this section. Based on this assumption, it can be shown [33]
that
IW, {1 - PoQf = |W, Hi - P,Q}{1 - P,Q}"

= |W,Po|'QQ"-|W,f^P, + Q'’P,q+|W,f

Substituting (5.6) into this equation gives
|W,{l-P„Qf =|W,Po|'(?.expX<?.expf -|W,|" |?.exp)P„ +(^.expf P„"}+|W,|"

It can be easily shown using the theory of complex numbers that this can be simplified to
|W,{l-PoQf -^^jWiPo|^exp.exp^)^ + ^^rea/jw,|^ P([ exp}-F|W,|^

(5.27)

This can now be written in the form

|W|{l-PoQr=<?//2‘?"+9"/2+«

(5.28)
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where //•, is an NxN matrix,

is an N length vector and a is a constant. It can be easily

seen that (5.28) is a quadratic in q , and again it can be shown that it is convex if the Hessian
is positive definite. The Hessian of the

entry in jWj {l — PoQ|^ can be evaluated to be

7/2 = |w,PQ|^exp.exp^]

(5.29)

with
(5.30)

P([ exp

/2

and
a

= m,

(5.31)

As a result of (5.29), the following can be shown
<7|w,pTexp.exp'y =

= |QP„W,

(5.32)

Using an argument similar to the case where the convexity of the constraints was analysed, it
can be shown from (5.32) that the Hessian matrix H2 is positive definite. Again, this is a
sufficient condition for convexity of the function in (5.27) for any arbitrarily chosen k .
However,

this

only

proves

that

each

of

the

individual

entries

in

|w,(i-PoQr; yk = \...N is convex. The important requirement is to evaluate the
convexity of the quantity max|w, (l - PoQ)|^ |- The convexity of this cannot be guaranteed
and a technique used by Rafaely [33] to remedy this was to replace the co-norm based
minimisation
min
Q

function

M(i-ne)F

in

(5.19)

with

the

2-norm

based

minimisation

function

, which is easily incorporated into the optimisation formulation by

replacing (5.21) with minpean |w,{l-P„Qj ).

Once again, Rafaely [33] verifies the

convexity of this modified minimisation function. This has the advantage of guaranteeing
that any solution found is global. However, such an assurance cannot automatically be said of
the original cost function in (5.21).
Significantly, convexity of the minimisation function occurs only if the quantity
max |w,(i-p„Qr always exists at the same discrete frequency k.

Such a condition

cannot be entirely guaranteed, but if the sensitivity weighting function

is chosen to reject
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a tonal disturbance at a frequency co^, then the magnitude, [fF, | will be large at this frequency
and will be comparatively small at other frequencies. A typical example of

used in Active

Noise Control problems throughout this work is illustrated in figure 5.1.
It can be concluded from this, that particularly at the initial stages of the optimisation
routine, the maximum value of |W, (l - P^Q)!^ is likely to occur at the k‘^ discrete value
corresponding to the target frequency co^. However, it is probable that a number of local
solutions exist in close proximity to the global solution, suggesting that the actual solution
achieved is not necessarily global. On the other hand, it was verified from experimental
results taken from the prototype duct that the actual performance achieved remained
consistent and was shown to be insensitive to the initial conditions supplied for q . It is
conjectured, based on this experimental evidence, that the solutions obtained for the various
experiments are not necessarily global, but provide robust sensitivity reduction that is
comparable in performance to the global solution.

Figure 5.1 Frequency plot of a typical sensitivity bound

for a tonal disturbance

Finally, it is important to stress that the SQP solution in Chapter 4 requires the
calculation of the gradients of both the minimisation function and the constraints. Rafaely
[33] outlines the technique for evaluating the gradients of these functions.

However, a

numerical evaluation of these gradients is also possible by perturbing the existing solution
about its nominal value. Such an operation is done using the MATLAB function fmincon^
[110]. All of the experiments performed in this thesis took advantage of this feature at the
If this problem were formulated as a minimax problem, then the function fminimax would be used.
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expense of a longer time required to converge to a solution. The code for using optimisation
theory to evaluate a H* optimal controller is given in Appendix III.
In summary, the following are the key observations of the optimisation methodology
for obtaining a feasible controller.
•

The inequality in (5.7) that guarantees robust stability and performance is
modified into a problem that optimises performance subject to a robust stability
constraint. This modified problem is given in (5.8) and (5.9).

•

As the solver is numerical based the problem is only valid up to a finite
frequency, the co-norms in (5.8) and (5.9) can be replaced by the max(-) function
as given in (5.12) and (5.13).

•

This problem is then further modified to ensure convexity of the problem; thus
ensuring a unique global minimum exists. To do this, two significant changes
must be made. Firstly, the controller C will not be evaluated directly, rather the
optimisation problem is based upon evaluating an intermediate controller Q.
Secondly, both the minimisation function and the constraints are squared, so that
the modified problem is now given by (5.21) and (5.22).

•

The solver can then be employed and the optimal solution is returned for Q.
Following this, the feedback controller parameters C are easily evaluated from
(5.16).

5.5

Selection of the Design Variables
With the plant model, its associated uncertainty weighting function and the sensitivity

weighting function evaluated, the designer must specify two more vital parameters before the
optimisation-based Hoo control solver can be implemented. These are
•

/ , the length of the vector q .

•

N , the number of discrete frequency points.

Their appropriate selection is reasonably intuitive. Specifically, N should be chosen
sufficiently large so as to represent accurately the plant and the weighting functions in the
frequency domain.

On the other hand, if N is chosen too large then the number of

constraints will be increased which unnecessarily complicates the problem and retards the
solver execution time.
Similarly, the selection of I should be chosen sufficiently large to represent
accurately the required characteristics of the optimal controller. For this reason, the selection
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of / is typically achieved using trial-and-error techniques. Rafaely [33] suggests that 1
should be continuously increased in the design phase until one of the following is noticed in
the final solution
•

An insignificant improvement in performance.

•

The magnitudes of the additional tap weights in q are negligible.

Figure 5.2 now outlines a flow chart for the optimisation-based formulation of a robust
controller, where it is assumed that the nominal plant model and the weighting functions^
have been appropriately ehosen for the specific problem.

5.6

Comparison between the State-Space-Based,
Polynomial-Based and Optimisation-based Solvers
Three solvers to the Hoc control problem have been considered thus far, namely the

state-space-based and polynomial-based solvers of Appendix I along with the optimisationbased solver presented in this chapter. However, it was noticed that the implementation and
performance of the state-space-based solver and the polynomial-based solver were quite
similar, thus simplifying the comparison. In summary, the following was observed: •

Experimental evidence indicated that the optimisation-based solver will return a
solution for a greater number of input eonditions than for either of the other two
solvers. Particularly, it was noticed that the execution of the state-space solver was
poor (even when the other two solvers produced a feasible solution). Such a situation
necessitated that either one or both of the weighting functions be varied slightly until
the solver could find a solution.

•

Generally for Active Noise Control applications, an FIR filter is used to model the
acoustie plant. Further experiments indicated that the longer the filter length, the
more accurate the model was. However, if the model employed was too long, it was
found that the numerical issues involved in evaluating the solution was to be severe,
particularly for the polynomial-based solver and to a lesser extent for the state-spacebased solver. Consequently, short plant models were obligatory for both of these
solvers. The optimisation-based solver on the other hand tended to be more robust to
longer plant models, making the problem much easier to formulate.

•

An important consideration in the formulation of feedback systems is the structure
and filter lengths of the evaluated controller. The structures of controllers obtained
from state-space-based and polynomial-based solvers are generally not user-

The methodology for evaluating these parameters is given in Chapter 6.
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definable, with the number of poles and zeros in the resultant controller being
comparable to the number of poles and zeros in the nominal plant model.

For

optimisation-based technique, however, the designer has a certain degree of control
over the structure and length of the evaluated controller.
•

Finally, it was found that when the appropriate plant models and weighting functions
were applied to either the state-space-based or polynomial-based techniques, a
solution was evaluated almost instantaneously (after a matter of a couple of seconds).
The optimisation-based solver takes much longer to converge to a solution. Indeed,
the convergence time tended to contrast greatly (from minutes to hours) with the main
contributor to this variance being the selection of the initial feasible solution.

A summary of these differences is tabulated below.

FEATURE
Probability of finding a
feasible solution (if it exists)
Complexity of the plant
model
Structure of the Evaluated
Controller

OPTIMISATION-BASED
SOLVER

STATE-SPACE-BASED
AND POLYNOMIALBASED SOLVER

High

Medium

Extremely complex model
can be employed

Model must remain
reasonably simple
Cannot be user defined. Its
complexity generally
depends on the structure of
the plant model

Somewhat user defined

Speed of convergence to a
Seconds
Minutes-Hours
final solution
Table 5.1 Comparison ofgeneral numerical-based and analytical-based solvers
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Figure 5.2 Design flow for the optimisation solver
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Chapter 6: Robust Feedback
Implementation of Active Noise Control

6.1

Introduction
Much of the initial developments in Active Noise Control performed in the 1980s and

in the early 1990s employed adaptive filtering techniques [12,13,14,15]. In particular, [21]
provides a comprehensive list of adaptive solutions, which generally tend to be LMS based.
Examples of these include the filtered-X LMS algorithm, the filtered-U LMS algorithm and
novel variations thereof such as the nonlinear version of the filtered-X LMS algorithm, all of
which are described in Chapter 2. The advantage of LMS based algorithms is that they tend
to be computationally inexpensive and their adaptive mechanism offer superior stability
robustness in comparison to other adaptive techniques such as the RLS algorithm [86].
However, the bulk of the processing required for Active Noise Control is in the adaptive
mechanism and depending on the complexity of the problem, the solution may require more
processing power than is physically available. For this reason, it was acknowledged that there
was considerable merit in developing non-adaptive feedback solutions. This was seen in the
prototype duct where a dSpace system with a TMS320C30 card on board was used as the
platform for all the Active Noise Control solutions presented in this work.

It was

experimentally found for the filtered-X LMS algorithm (Section 2.6) that a secondary path
FIR model with 128 filter taps along with an adaptive FIR filter of 160 filter taps pushed the
processor to its maximum capabilities for a sampling frequency of 3kHz.
Due to the complexity and time varying nature of acoustic plants, earlier applications
of non-adaptive control techniques seldom produced successful results. The main reason for
this was that at the early development stages of Active Noise Control, feedback control theory
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was insufficiently sophisticated to deal with the level of plant uncertainty existing in acoustic
systems. Indeed, non-adaptive solutions were suggested as far back as the 1970s [7,8], but it
was not until the middle of the 1990s, coupled with some recent developments in control
theory that some non-adaptive algorithms were successfully implemented. Early progress by
Hideo et. al. [126] suggested a two degrees of freedom or internal model feedback control
structure to implement an Active Noise Controller. Nonetheless, this solution maintained an
internal adaptive mechanism and it was not until 1996 that Elliott and Sutton [127] developed
a successful non-adaptive solution in an acoustic duct, which will be discussed in more detail
in Section 6.9. However, it will be shown in the remainder of this section that Active Noise
Control does not require a mechanism as elaborate as an internal model control structure.
Indeed, it can be implemented using a robust feedback controller as depicted in figures 6.1
and 6.2. The primary aim of this chapter is to demonstrate how the theory of Hoo control
outlined in Chapter 3 can be adapted to produce candidate Active Noise Control solutions.
It will be now shown how Active Noise Control can be implemented using a feedback
control paradigm.

R- qH

hH

H^o

y

Figure 6.2 Classical feedback controller
Figure 6.1 Feedback active noise controller applied to a
one-dimensional acoustic duct

Figure 6.1 illustrates the basic SISO feedback Active Noise Control structure for a one
dimensional duct system*, which can be easily reconciled with the classical feedback structure
of figure 6.2. The central observation here is that noise attenuation in the acoustic duct is
equivalent to disturbance rejection in the classical sense.

Thus, the requirement of the

controller is to realise disturbance rejection in the presence of a complex, time varying and
uncertain acoustic plant. For this reason, the sensitivity function is generally employed as the
metric by which feedback Active Noise Controllers are measured.

A small value of

sensitivity (i.e. much less than unity) at a certain frequency implies a reduction in the
unwanted acoustic noise at that frequency. However, if the sensitivity is greater than unity at
the target disturbance frequency, then amplification of the unwanted noise occurs, making the

A description of this duct, including its physical dimensions is given in Chapter 1.
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Active Noise Control system ineffective.

Such a control specification, where set point

tracking is not a requirement, is referred to as the regulation problem.
The systematic and rigorous treatment of plant uncertainties makes Ha, control ideally
suited to Active Noise Control problems. The remainder of this chapter outlines how the Hx
control theory given in Chapter 3 can be applied to achieve Active Noise Control with some
results being provided for the prototype one-dimensional acoustic system.
An essential requirement for the evaluation of H* optimal controllers is a nominal
plant model, with a possible method for obtaining this outlined in Chapter 2. However,
important to the Hx control methodology is an indication of how accurate this model is and
from this a weighting function can be chosen that defines this uncertainty. This is the central
topic of Section 6.4.1.
A second requirement of Hx control is the appropriate design of a frequencydependent weighting function that reflects the maximum sensitivity reduction that can be
achieved. For this reason, specifics of the maximum theoretical disturbance attenuation in the
prototype acoustic duct will be given, followed by an indication as to how these physical
limitations determine how this weighting function is selected. This is discussed in more detail
in Section 6.4.2.
Surprisingly absent from the literature is a systematic procedure for the appropriate
selection of these weighting functions for the Hx solver. Section 6.4 sets about addressing
this discrepancy where precise guidelines for the selection of weighting functions are
provided for the specific prototype one-dimensional Active Noise Control problem. These
findings are generalised much later in Section 6.8 to accommodate acoustic systems in
general. The performance and implementation issues of the three H* solvers outlined in
Appendix 1 and Chapter 5 (i.e. the state-space, polynomial and optimisation-based solvers)
are presented in Sections 6.4, 6.5 and 6.6 and a comparison between the three solvers will be
performed in Section 6.7.
The final section in this chapter offers an alternative technique for achieving Active
Noise Control using an internal model control methodology.

6.2

Physical Limitations of Robust Feedback Active Noise
Control
It is widely accepted that acoustic systems by their nature contain non-minimum

phase dynamics [17]. This can be appreciated by considering the inherent time-delay in
acoustic systems, which is mainly due to the finite speed of sound in air. Measurements taken
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from the prototype acoustic duct show that the physical distance from the cancellation
loudspeaker to the feedback transducer is approximately 0.52m. Noting that sound in air at
room temperature and standard atmospheric pressure travels at a velocity of 330m/s, then the
time-delay in the prototype plant was calculated to be approximately 1.57ms.

It has been

shown in Chapter 3 that the maximum sensitivity reduction bandwidth available for any
system containing a time-delay of r seconds is constrained by

fn <

1

6.1)

(

IjTT

Substituting the value calculated for r = 1.57 ms into this equation verifies that a sensitivity
reduction bandwidth of greater than lOlHz is infeasible regardless of the control mechanism
employed.
However, it was emphasised in Section 3.11 that this value for maximum achievable
bandwidth must be further revised in light of the inevitable non-minimum phase dynamics
present in the system.

Many researchers have derived mathematical models for acoustic

plants from first principles, with varying degrees of accuracy. Examples of such models are
given in [55,56], but due to their relative complexity, they are difficult to obtain and for this
reason are generally estimated empirically. Such acoustic models are usually represented via
FIR or MA structures, with a justification for this given in Section 2.6. The most common
technique for estimating FIR based models is also described in Section 2.6. It was confirmed
experimentally that a short filter length represented the plant with considerable uncertainty
and increasing the filter length allowed the plant to be more accurately modelled.
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Figure 6.3 Error variance versus filter order for
the adaptive parameterisation of the secondary
path

Figure 6.4 Spectral plots of the acoustic plant
model for filter lengths of 32, 16 and 10

This is verified in figure 6.3, which yields a plot of the residual error variance of the
identification mechanism versus the filter length. It can be observed that the residual error
variance was reduced for longer filter lengths, meaning that the model uncertainty was
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reduced in a 2-norm sense. Spectral plots of the system are given in figure 6.4 for filter
lengths of 10, 16 and 32 respectively. This plot illustrates that all three models are reasonably
accurate at low frequencies, but the lower order filters cannot model the inevitable high
frequency pole and zero dynamics. For this reason, it seems logical to maintain the filter
length as large as possible in order to reduce the uncertainty of the plant model. Remarkably,
it will be seen in Section 6.6 and 6.7 that this is not the case and short filter lengths (and
consequently inaccurate models) are generally employed.

6.2.1 Performance Limitations due to Non Minimum Phase Dynamics
Figure 6.5 depicts a zero map of the acoustic plant model having a filter length of 256
taps (which can be considered an accurate representation of the plant). It must be noted that
only the dominant or low frequency zeros are included, some of the more important ones
being labelled z,, z,

^2

^3

• From a control perspective, it is important to note that

the acoustic plant possesses a significant number of right half plane zeros.

Figure 6.6

illustrates a plot of the number of non-minimum phase zeros versus the filter length of the
plant model. It can be seen that at a filter length of approximately 130, the number of non
minimum phase zeros converges (in an average sense) to a value of around 35, which is
assumed to approximate the number of non-minimum phase zeros in the actual plant. This
value of 35 is significant because experimental evidence suggested a coiTelation between the
number of non-minimum phase zeros and the performance and solvability of H* controllers.
Specifically, the greater the number of non-minimum phase zeros, the more difficult it is to
find a stabilising controller. Indeed, it has been verified experimentally for a variety of non
minimum phase plants that if such a solution is found, it is likely that poorer performance will
occur with increasing number of non-minimum phase zeros. One reason for this can be found
from a specific result outlined in Chapter 3 where it was stated that the sensitivity function at
a frequency corresponding to a non-minimum phase zero must equal unity. If many non
minimum phase zeros exist, then the sensitivity function is constrained at many discrete
points on the spectrum meaning that good performance is more difficult to achieve with an
increased number of non-minimum phase zeros.
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Figure 6.5 Zero map of the acoustic plant

Filter Length

Figure 6.6 Number of non-minimum phase zeros versus the filter length for
various plant models

Recall from Section 3.11 that the maximum sensitivity bandwidth in a non-minimum
phase system depends on the frequency of the lowest non-minimum phase zero^. It can be
established from the zero plot in figure 6.5 that the lowest frequency of the prototype duct
The frequency corresponding to any zero, Zj ,can be calculated from co - -jRe(z| Y + Im(z| Y rad Is
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occurs at the complex conjugate pair of zeros z, and z,. The corresponding frequency was
then calculated to be 52Hz, implying that a sensitivity reduction bandwidth of greater than
52Hz is not possible in the prototype duct. This value is less than that dictated by the dead
time of the plant (which was evaluated to be 101 Hz) and is thus the principal constraint as to
what the maximum achievable attenuation bandwidth will be.
From this discussion, it may be concluded that a sensitivity reduction or noise
cancellation bandwidth of no greater than approximately 52Hz is achievable for the prototype
duct. Moreover, this 52Hz-bandwidth metric is misleading in itself, because it specifies the
bandwidth over which the sensitivity can be strictly less than OdB. Empirical evidence for the
acoustic duct indicated that sensitivity reduction of less than 20dB is only achievable over
approximately a 6Hz band. Thus, feedback Active Noise Control can be only achieved for
narrowband or tonal disturbances. However, it has been pointed out [13] that much of the
unwanted noise occurring in the working environment will be tonal in nature, making such a
feedback Active Noise Controller viable in practice.
Additional limiting effects of non-minimum phase systems given in Section 3.11 are
that the sensitivity must be equal to unity at the positions of the non-minimum phase zeros.
Measurements from the prototype duct indicated that the dominant zeros exist at 52Hz,
113Hz, 223Hz and 335Hz. Thus, for this acoustic plant, noise cancellation is impossible at
the above frequencies, with performance also being compromised at the frequencies in their
vicinity.
The waterbed effect, whose theoretical basis is outlined in Section 3.11, further
restricts the application of feedback Active Noise Controllers. This is a phenomenon that
occurs in non-minimum phase systems only and it states that an improvement in the
sensitivity at a certain frequency deteriorates it at another frequency. An example of this was
obtained from the acoustic system and it was shown that a narrowband sensitivity reduction of
28dB centred at 230Hz caused a sensitivity gain of approximately 7dB centred at 205Hz.
Additional details of this will be outlined in Section 6.4.2. Notably, the implications of this
further reduce the possibility of applying feedback control to achieve broadband noise
reduction. Even if satisfactory noise reduction were achievable over the full 52Hz band, the
waterbed effect states that it must be coupled with noise amplification over another frequency
band. The overall effect is that the net noise reduction across the entire frequency spectrum is
approximately zero.
It is important to note that all of the restrictions on the sensitivity function listed in
this sub-section result from the non-minimum phase dynamics present in the plant.
Significantly, these limitations are not limited to acoustic plants with Hoc controllers but are
true of all non-minimum phase plants regardless of which control strategy is employed.

164

6.3

Applying Robust Control Techniques for Active Noise
Control
Recall that the requirement of feedback Active Noise Controllers is good sensitivity

reduction at the disturbance frequencies in the presence of a complex, time varying and
uncertain plant.

Such a complex problem eliminates the more classical graphical-based

approaches to calculate a feasible controller.

In contrast, a Ha:-optimal approach is well

equipped for an Active Noise Control problem for the following reasons: •

A complete, systematic and rigorous procedure is available to evaluate the final
solution.

•

As outlined in Section 3.9, the cost function is specifically suited to dealing with
plant uncertainties.

•

The spectral composition of the sensitivity function can be readily shaped to
effect rejection of tonal disturbances (typical of acoustic systems) over a
restricted band.

6.3.1 Designing a Hqo optimal Controller
As highlighted in Chapter 3, the fundamental design requirement in implementing a
Hoo optimal controller is the evaluation of a nominal plant along with the selection of the
frequency dependent weighting functions

and IC2.

Initially, a working example will be provided to illustrate certain features involved in
the robust implementation of feedback Active Noise Controllers. Following this, the next
Section offers some guidelines to the selection of the nominal plant model and the weighting
functions.

Recall that IV2 represents a bound on the maximum allowable uncertainty.

Essentially, if the plant model is accurate at certain frequencies, then JV2 can be small at those
frequencies. On the other hand, if at other frequencies the plant model is inaccurate, then ^2
must be large at those frequencies. As demonstrated by the results illustrated in figure 6.4,
acoustic plant models are generally accurate at low frequencies and inaccurate at high
frequencies, necessitating that IF2 be small at low frequencies and large at high frequencies.
In contradiction, it was found that to accurately place a bound on the uncertainty, a perfect
plant model is obligatory. This is generally not feasible, so some intuition and trial and error
is required in the selection of If^2 • Moreover, the accuracy of the model and therefore the
uncertainty bound depends on the length of the FIR plant model. For the present application.
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it was found that an appropriate selection of Wj for a filter length of 16 taps could be given
by the high pass response (where

z{-} represents the discrete equivalent)
0.95
5+

1

(6.2)

2;r(250)j

In this instance, it is assumed that the model is reasonably accurate for frequencies up to
250Hz, above which mismodelling becomes significant. The selection of this uncertainty
bound will be discussed in more detail in Section 6.4.1.
As outlined in Section 3.5, the H* control methodology allows the sensitivity function
to be shaped by an appropriate selection of the sensitivity weighting function

.

Specifically, the design process ensures that the sensitivity function will be bounded by
\s{jco}<\l\wXjco\,\/co

(6.3)

Thus, l/|lT, (yty)| must be small at the target disturbance frequency. Recall from Section
6.2.1 that resulting from non-minimum phase dynamics, the sensitivity bound cannot be
chosen to cancel a bandwidth of greater than approximately 52Hz. Also, no disturbance
rejection is possible at certain spectral regions, with the dominant non-minimum phase zero
frequencies being 52Hz, 113Hz, 223Hz and 335Hz. For the specific application where the
target disturbance frequency is 230Hz, it was found that an appropriate choice of the
sensitivity weighting function is given by

W,

=

OMxZ

628.35+ [230(2;r)f

(6.4)

5^+[230(2;r)f

A spectral plot of both weighting functions is given in figure 6.7. It can be seen that
the uncertainty bound is small at low frequencies and large at high frequencies. Moreover, it
is obvious that |lFj| is large (or equivalently l/|^, (yty)! is small) at 230Hz with the
attenuation requirement being restricted to a narrow band around 230Hz.
With both the sensitivity bound and the uncertainty bound appropriately chosen, the
state space solver was employed to calculate the controller using the MATLAB dhinf
command [100], (with the code available in Appendix III).

Furthermore, a sampling

frequency of 3kHz was chosen. Figure 6.8 illustrates the performance of the controller, which
produced a 28dB attenuation of a 230Hz tone. Again, note that for all of the results presented
in this work, the amplitude of both the cancelled and uncancelled signals were normalised so
that the peak value of the power spectral density of the uncancelled signal equalled OdB.
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Figure 6.7 Frequency plots of the uncertainty
perturbation bound
and the sensitivity bound

6.4

Figure 6.8 Robust cancellation of a 230Hz
disturbance whose controller was calculated via a
state-space solver

Selection of the Weighting Functions
In the previous section, some feasible weighting functions were provided for the

prototype duct, based on a nominal plant model. Omitted was a set of guidelines on how to
design

and W for the general Active Noise Control problem. Even though this is a non
2

trivial exercise, it is generally overlooked in the literature.

This section rectifies this

discrepancy, by providing a comprehensive set of design guidelines for the prototype duct.
Furthermore, these findings will be generalised in Section 6.8 for the standard problem of
Active Noise Control in a one-dimensional acoustic system.

6.4.1 Selection of the Perturbation Bound
Once an acoustic model has been established for the target system, the designer must
specify a perturbation bound, W in order to quantify the plant uncertainty. Strictly speaking,
2

any perturbation model may be used, typical examples being additive perturbation and
numerator-denominator perturbation models. As was prcviousK outlined, an anaKtical model
of an acoustic plant cannot easily be established and in particular, the uncertainty' is difficult
to define. Thus, it is not obvious which perturbation model would yield the best results for
the prototype system.

In this instance, a multiplicative perturbation model was chosen as

described in Chapter 3 (equation (3.19)), the rationale being that this structure has been
extensively studied in the literature and several methods for evaluating feasible solutions have
been developed. The other perturbation models that could be used were not explored in this
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work and their application to the robust feedback Active Noise Control problem is suggested
as a topic for further research. The expectation is that by using a more suitable perturbation
model, better performance may be achieved.
Recall from Section 6.2 that an empirical identification method was used to adapt an
FIR filter in the modelling of the duct dynamics. In particular, it was observed from figure
6.3 and figure 6.4 that a high order FIR filter yielded a more accurate plant model.

By

comparing the duct dynamics for filter lengths of 32, 16 and 10 in figure 6.4, it can be seen
that as the filter length of the model is reduced, significant plant uncertainty manifests at high
frequencies. In accordance with the Hoo design philosophy, W must be large at these high
2

frequencies to reflect this mismodelling. A good selection of W is a high pass filter whose
2

gain depends on the accuracy of the model. Its general form is given by

W2{s)=Z<

as
s + 250{27r)^

(6.5)

Once again, it is assumed that the plant is accurately modelled below 250Hz with the
uncertainty increasing above this frequency. The value of a is varied depending on the level
of uncertainty present in the system. For a high order (and consequently more accurate) plant
model, it was found that this value of a could be made relatively small, thus relaxing the
uncertainty constraint. Conversely, for low order models (which tend to be less accurate), the
uncertainty constraint had to be tightened, requiring a to be larger. Figure 6.9 depicts a plot
of the minimum value of a required for satisfactory robust performance versus the order of
various plant models.

Figure 6.9 Plot of the minimum required gain, a in the weighting function
W2 versus the order of the plant model
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Not surprisingly, the trade-off between the plant model length (and thus its complexity) with
the minimum feasible value of a in

negated each other such that an approximate

attenuation of 28dB in practice (or approximately 40dB in simulation) was achieved for an
input tonal disturbance of 230Hz in almost all cases. The upper and lower limitations in
choosing the plant fdter lengths are given in Section 6.7.
Improved performance can be achieved by optimally choosing the uncertainty
weighting function. Figure 6.10 depicts a three-dimensional plot of the attenuation with a
varying plant model length versus the factor a in (6.5), for the controller calculated via the
state-space solver.

35

Figure 6.10 Three-dimensional plot of the gain, a the nominal plant model length and the disturbance
attenuation achieved

It is important to note that the best performance was achieved when the uncertainty bound,
(represented by a) was relaxed to the point where any further relaxation no longer
incorporated the actual uncertainty. It can also be seen that increasing the accuracy of the
nominal plant, without relaxing the uncertainty bound, degrades performance. It should be
noted at some points on the plane, in particular where both a and the plant model length are
small, that no values of performance feature on the graph.

In these instances, either a

stabilising solution is not found or the uncertainty bound is too relaxed causing instability on
implementation of the controller.

From this discussion, it may be seen that there are

essentially four distinct regions on this performance plot
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•

Region A
In this region, considerable uncertainty exists in the plant model and the
uncertainty bound is too relaxed to sufficiently represent it. An example of this
is a plant length of 11 taps and a value of a = 0.3 .

•

Region B
In this region, the uncertainty bound represents what the actual uncertainty in the
plant is with no conservatism, resulting in excellent sensitivity reduction.
However, it is possible that a slight perturbation may occur in the actual plant,
which in effect introduces extra uncertainty into the plant model. It is now likely
that the uncertainty bound no longer reflects what the actual uncertainty is,
immediately realising the possibility of closed loop instability.

•

Region C
Here, the uncertainty bound is chosen slightly conservatively and consequently
offers appropriate trade-off between performance and robustness.

All of the

solutions presented in this work are to be found within this region and is
suggested as the best region in which to implement a robust controller.
•

Region D
In the fourth region, the plant model is reasonably accurate but the uncertainty
bound is unnecessarily tight. It is found that the performance in this region is
significantly degraded than that in region C.

Figure 6.10 is redrawn in figure 6.11 with each of these four regions marked.

An important observation is that each point on the plane corresponds to a distinct
controller for different weighting functions and plant models. Moreover, due to the large
number of controllers evaluated, it was infeasible to physically test each of the data points on
the physical acoustic duct. For this reason, these controllers were tested on a more accurate
plant model, which was chosen to be an FIR filter with 256 taps. From figure 6.1 it can be
seen that even though such a plant model is extremely accurate, it is not precise, resulting in a
possible deviation with the actual performance in the acoustic duct from the simulated
performance depicted on figures 6.10 and 6.11.
Even though figure 6.10 follows a general pattern, significant glitches exist in the
plot. Examples of this can be seen where the solver has difficulty evaluating appropriate
controller parameters for plant lengths between 25 and 30.

Furthermore, spikes can be

observed at several discrete points where the performance can degrade by up to 30dB when
compared to other points in close proximity to it on the plane.

Rationales for these

phenomena are suggested as topics for further research.
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Ki-gion B: Uncertainty tx>und

Figure 6.11 This is n modification of figure 10 to include each of the four distinct performance
regions

6.4.2 Sensitivity Performance Bound
I'liis section offers a set of guidelines for the selection of the sensitivit\ perfonnance
bound
frequencies.

in t\pical acoustic s\stems.

In the ideal situation, the sensitivity is zero at all

However, it is obvious from the discussion in Section 6,2 that this is not

theoreticalK possible, necessitating a more realistic choice of sensitivity weighting function,
Main control applications require the rejection of low frequency disturbances 187,941,
suggesting that ff', possess low pass d\ namics. However, as in the case of acoustic s\ stems
where the target disturbance frequencies are at medium or higher spectral regions and the
sensitivit) reduction bandwidth is limited, then band-pass filters must be used for

. It was

found for the prototxpe duct that if the sensitivity weighting function was chosen to be a
second order or higher Buttenvorth filter, then no feasible controller could be found,
necessitating the use of first order Butterworth filters. One possible reason for this is that a
second order or higher Butterworth filter causes the controller to establish a fonvard path rollotT rate that is greater than 4()dB/decade at the crossover frequency, which violates the gain
phase stability rule outlined in |87|. As a result, no stabilising controller could be evaluated.
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Following this observation, the designer must now decide the bandwidth of
frequencies to be cancelled. Based on the discussion in Section 6.2, a cancellation bandwidth
of no more than 52Hz is achievable. Furthermore, the unwanted disturbance was a 230Hz
tone, necessitating that the sensitivity bandwidth be approximately 50Hz about 230Hz.
Furthermore, it is common in Ho; control to multiply the sensitivity weighting function by a
user-selectable parameter y . The function of this parameter is to specify at the design phase,
the level of attenuation that is possible. It is common practice to iteratively reduce y to its
maximum possible value so that a feasible solution can be calculated^. This selection of y is
generally constrained by the waterbed effect; i.e. it must be sufficiently large so that
permits sensitivity amplification at certain frequencies to accommodate the sensitivity
reduction at the target frequencies.
It was found that a candidate sensitivity weighting function could be given by
^

wXs)=Z<

5

2

628.35 + [224(27r)] 2

-t-

5^ +

A

[230(2;rf

(6.6)

For the prototype application, it was experimentally shown that the maximum value of y was
given by y = 0.08 .
To illustrate the achievable performance, an uncertainty bound had to be selected for
a secondary path model chosen to be a FIR with 16 filter taps. Adopting the design approach
in Section 6.4.1, a value of a = 0.9 was selected in (6.5) as to give the uncertainty bound as

W^{s)=Z<

0.9s
s + 250(2;7r)^

(6.7)

These weighting functions correspond to the spectral plots in figure 6.7 in the previous
section, with a 28dB performance being observed in figure 6.8.

Figure 6.12 shows the

nominal sensitivity function, which yields a slightly superior performance of 35dB at 230Hz.
Figure 6.13 depicts the performance of the system across a limited spectrum about the target
230Hz frequency. This plot was obtained by disturbing the system with tones at various
discrete frequencies whereupon the attenuation at each of the frequencies was measured.
Noteworthy, the effect of the waterbed effect is obvious in that 28dB cancellation was
achieved at 230Hz, but at the expense of disturbance amplification of 7dB at approximately
205Hz.

It can also be noted that the sensitivity is OdB at approximately 223Hz, which

corresponds to the frequency of one of the non-minimum phase zeros. However, a significant

As with all the experimental applications in this work, a sampling frequency of 3kHz was chosen.
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observation for the nominal performance in figure 6.12 is that the sensitivity is much less than
unitv at this value of 223Hz. An analysis of this FIR plant model with 16 taps showed that no
non-minimum phase zero existed in close proximity to 23()Hz (which is the case for the more
accurate 256 tap plant). As a result the nominal performance is not theoretically required to
be OdB at 223Hz.

This observation is also offered as one of the main reasons for the

discrepanev between the simulated performance in figure 6.12 and the actual performance in
figure 6,13.
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Figure 6.12 Sensitivity function for the nominal
plant

Figure 6.13 Nominal and measured sensitivity
function for the acoustic plant

It is obv ious from the preceding discussion that a priori knowledge of the disturbance
frequency is required and any change in this disturbance frequency requires a modification in
the controller design, The implications of this arc discussed in Chapter 8.

Figure 6.14 Plot of cost function |lT,.S’| + |^T,7l versus frequency for the state-space solution
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Figure 6.14 illustrates a plot of the eost function
may be seen that |||lFj5'| +11^2^1

6.5

It

=0.56, which meets the inequality |||lFj5’| + |fF2^|||^ < 1

(outlined in Chapter 3), thus validating the controller.

JV,S + \W-.T%

+ |fF2r| versus frequency.

The significance of this value for

will be discussed in more detail in Section 6.7.1.

Polynomial-based Implementation of the Robust
Controller
Controllers implemented thus far on the duct have been evaluated via state-space

teclmiques similar to that outlined in Appendix I. An alternative technique (also described in
Appendix I, but developed in more detail by Grimble [lOlJ), employs a pol>iiomial-based
strategy in evaluating a controller that meets the inequality

-i-1^2^|||<^ <1

with the

state-space solver, the weighting functions in (6.2) and (6.4), an FIR plant model with 16
filter taps and a sampling frequency of 3kHz were used, from which a feasible controller was
evaluated using this polynomial-based solver. Once again, the MATLAB code for evaluating
these controller parameters is available in Appendix III. Figure 6.15 depicts the performance
of this controller for the cancellation of a 230Hz tonal disturbance. An attenuation of 26dB is
achieved which is relatively close to the performance of the state-space technique.

O 0.15

J

500

1000

10

Frequency (Hz)

Frequency(Hz)

Figure 6.15 Robust Noise Cancellation within
the Acoustic Duct using Grimble's polynomialbased solver

Figure 6.16 is a plot of the cost function
seen that |||lT,5'|-i-|jT27’|||

=0.25.

Figure 6.16 Plot of cost function
versus frequency for Grimble's polynomial-based
solver

+ ^2T\ versus frequency, from which it may be

This meets the inequality |||lF,5'|-i-|lT2^|||

again
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validating the controller. Once again, the implications of this value of 1111^^1*^1 + |ll^2^|||

t)e

discussed in more detail in Section 6.7.1.

6.6

Optimisation-Based Implementation of the Robust
Controller
Tliis section uses the optimisation-based technique outlined in Chapter 4 and Chapter

5 to evaluate a robustly stabilising controller.

Similar to the previous two solvers, the

weighting functions of (6.2) and (6.4) were used along with a 16-tap FIR filter to nominally
model the acoustic plant. As outlined in Chapter 5, extra design parameters are required for
this technique

The first of these is the number of discrete frequency points given in this case

by N = 3000. The second user-defined parameter is the length of the minimisation vector q
(from which the controller parameters are obtained), was chosen to be equal to 8.
Furthermore, the initial values for the coefficients of this q vector were all chosen to be 0.
From this, the optimisation-based methodology was implemented to calculate the controller
parameters. The MATLAB code to evaluate these controller parameters is again available in
Appendix III.

500

1000
Frequency (Hz)

Figure 6.17 Robust Noise Cancellation within
Ihc Acoustic Duct using an opliinisalion-based
solver

Frequency(Hz)

Figure 6.18 Plot of cost function |lTj5’|

+W\

versus frequency for the oplimisalion-bj iscd
solver

Figure 6.17 shows the resultant cancellation of the 230Hz tone to be 40dB. Furthermore, it
can be seen from figure 6.18 that |||lT,6'| + |lF2r|||
< 1.

=0.99

which meets the inequality

The significance of this will be discussed in more detail in the next

section.
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6.7

Practical Issues encountered for the Various Solvers
Section 5.6 outlined some of the more general implementation issues between the

state-space, polynomial and optimisation-based solvers. This section is more specific in that
it compares the performance and any numerical issues encountered by the three solvers when
used to calculate the controller parameters for the acoustic duct.

6.7.1 Performance Comparison Between the Three Solvers
The findings of Sections 6.4, 6.5 and 6.6 for the three solvers are summarised in table
6.1

for the weighting functions of (6.2) and (6.4).

Attenuation (dB)
at 230Hz

STATE-SPACEBASED SOLVER

POLYNOMIALBASED SOLVER

OPTIMIZATIONBASED SOLVER

28dB

26dB

40dB

0.56
0.25
for the closed loop
system
Table 6.1 Summary of closed loop performance of the three solvers

0.99

It can be seen in all three cases that the inequality |||^i5'| +1^2^||| ^ ^
from Section 3.5 that the closer the quantity |||^,5|-i-|JT2^|||

Recall

is to unity, the better the

performance will be. Section 3.5 offers an explanation for this and suggests that by tightening
the sensitivity weighting bound (i.e. increasing y in (6.6)); the identity |||^i5'| 4 |ff'2^|||
-

could

be brought much closer to unity, thus improving performance. On doing this, however, either
moderate performance improvement was achieved or this modified Hoc control formulation
caused both the state-space and the polynomial-based solvers to fail.

6.7.2 Practical and Numerical Issues in Utilisation of the Three
Solvers
[128] derives the maximum amount of plant uncertainty that any feedback controller
can deal with. This suggests that a lower limit must exist for the filter length of the plant
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model. Due to the time varying properties of the acoustic system, the exact minimum feasible
plant length is difficult to define over all time. However, for all three solvers it was found
that the minimum feasible plant length required to evaluate a feasible solution varied between
10 and 12 filter taps. It is surmised that for plant lengths shorter than this, the conditions
outlined in [128] are violated.
At the other end of the scale, the performances of the three solvers vary significantly.
It is widely accepted [130] that state-space-based solvers are far better equipped than
polynomial techniques in dealing with plants represented by high order models. Empirical
evidence for the prototype duct indicated that state-space solutions are possible for filter
lengths of less than approximately 80 taps. Conversely, for plant models whose lengths
exceed 80, robust stabilising solutions are difficult to establish due to the excessive numerical
computation required.

Indeed, this solver often fails to find a feasible solution when a

nominal plant model of more than 80 filter taps is used. Furthermore, when solutions are
found, they tend to be impractical for implementation on many floating-point processors.
In the case of the polynomial-based solution, it was found that the evaluation of
stabilising controllers for plants with filter lengths of greater than approximately 30 filter taps
became numerically too involved.
For the optimisation-based solver, it was found that the numerical issues for
implementation was not greatly affected by the length of the plant model. Indeed, the filter
plant length could be made arbitrarily large without introducing excessive numerical issues.
This result was not surprising when it is considered that the filter length of the plant model is
not used directly in the optimisation formulation. Instead, the frequency response of this plant
model is discretised at linearly spaced frequency points across the spectrum, with the number
of specified frequency points being determined by a user-defined parameter N. A second
user-defined tuneable parameter for the optimisation-based approach is the length of the FIR
filter q , denoted I. It must be noted that it is the selection of these two parameters and not
the filter length of the plant model that establishes the numerical complications involved in
evaluating a feasible controller. In this example, / was increased up to 16 and the value of
N was given a maximum value of 12000.

It was found that these values offered a

performance that was comparable to the 40dB cancellation achieved in the previous section.
However, these values were not increased any further due to the excessive simulation time
required to calculate the controller parameters. On the other hand, a reduction of N below
1500 and / lower than 4 caused a degradation in performance to occur.

Furthermore,

selecting N less than 500 and / less than 2 caused instability.
The findings of this section are summarised in figure 6.19 and table 6.2.
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Optimisation-based Solver
PoK nomial-based Sohcr

State-Space-based Solver
10

20

30

40

Plant Filter Length
50

60

70

80

90

100

-----►

Figure 6.19 Range of plant filter lengths that support citch of the three solv ers

CHOICE OF /

CHOICE OF N

4

1500

2

500

Minimum
Values for
Acceptable Performance
Minimum
Values
to
Maintain Stability

Table 6.2 Minimum choice of number of discrete frequency points N and the filter
length of q . denoted I to maintain acceptable performance and stability

6.8

Summary of Design Procedure
A central finding presented in Chapter 3 and repeated in this chapter in Section 6.4 is

that the design procedure intimately depends on obtaining the following
•

A nominal plant model.

•

A sensitivity weighting function. fF,.

•

An uncertaintv bound

.

With these established. an\ of the three solvers (i.e. the state space-based, polynomial-based
or the optimisation-based solver) could be used to determine the controller parameters. The
following steps offer guidelines in the selection of these design parameters for any plant,
particularlv' one that possesses non-minimum phase dynamics. Incorporated in these steps is
the specific controller design for the prototype acoustic duct.
1.

Initially, a plant model should be determined that is as accurate as possible, from
which much of the design parameters are extracted. This model for the prototv pe
duct was chosen to be an FIR filter with 256 taps, (with the identification
mcthodologv outlined in Section 2.6).

With this model established, a pole-zero

plot can be obtained.
2.

Choose a nominal plant model.

This is not necessarily the same as the plant

model in step I above; rather, it depends on the type of solver being used.
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Appropriate plant model lengths for the various solvers employed in the specific
Active Noise Control problem in the acoustic duct is given in figure 6.19.
3.

Based on the length of the nominal plant used, an uncertainty bound must be
selected. To do this, a comparison must be made between the accurate plant and
the nominal plant.

For the prototype duct, it was found that relative plant

accuracy was achieved up to 250Hz and thus (6.5) could be used to specify a
general uncertainty bound. Furthermore, the design parameter a in (6.5) could
be specified from the plot in figure 6.9. However, it is advised to specify a (and
thus the uncertainty bound) with a certain degree of conservatism.
4. It is also necessary that the delay in the plant be estimated.

From this, the

maximum achievable sensitivity reduction bandwidth is found from (6.1).
Notably, the sensitivity reduction bandwidth is further constrained by the
frequency at which the lowest non-minimum phase zero occurs, which can be
found from the pole-zero plot of the plant in step 1. The minimum of both of
these sensitivity reduction metrics is selected as being the maximum achievable
bandwidth. Accordingly, the sensitivity weighting function is chosen to be a
bandpass filter at the appropriate bandwidth about the target disturbance
frequency.

Generally, a multiplication factor y is introduced into in the

sensitivity weighting function, with a common strategy being to iteratively reduce
this value for y until a feasible solution can be calculated using the candidate
solver.
5.

With all parameters specified, a feasible controller is evaluated using the selected
solver.

6.9

Internal Model Control Solution
Hoo based Active Noise Controllers reported to date invariably employ what is

referred to as an internal model control solution, with very little work being performed in
classical feedback structures. Researchers such as Hideo [127], Elliot [31,32] and Rafaely
[31,32,33] performed most of the major developments in the application of this internal model
control methodology to Active Noise Controllers. These internal model control solutions can
be understood and designed using Hex, techniques similar to those employed for the feedback
Active Noise Controller.

The following section summarises some of the internal model

control design techniques.
Typically, the internal model controller has the following structure.
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model control structure
Figure 6.20 Internal Model control based active noise

controller applied to a one-dimensional acoustic duct

Immediately obvious is the requirement of a nominal plant block, G{z) within the loop. It
has been suggested [97] that such a structure is ideally suited to plants that possess timedelay, which is a defining feature of acoustic systems.

If the nominal plant is ideal, i.e.

G{z)= G{z) then the sensitivity and complementary sensitivity functions are given by
S = \-PQ

(6.8)

T = PQ

(6.9)

and

respectively.

Once again, nominal stability and performance is satisfied if the following

condition holds

\W,S\ + \WJ'l
where again

<1

(6.10)

is the uncertainty bound and W is the sensitivity weighting function. As
2

with the classical feedback case, the design procedure is now reduced to the selection of a
nominal plant model, IF, and W . Thus, assuming an appropriate solver is available, the
2

design strategy of Section 6.8 can be used.

The remainder of this section offers two

techniques to solving this design problem, one of which is an analytical based solver with the
other being an optimisation-based solver.
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6.9.1 Analytical Based Solver
An important relationship stated in Chapter 3, related the elassical controller C’ and
the internal model controller O bv

0=

C

(6.11)

1 + PC

Thus, if a feasible C can be established for the classical controller using either the statespace-based or the pohnomial-based technique, then O can be indirectly calculated from
(6,11). The controller C was determined for the weighting flinctions of (6.2) and (6.4) using
the state-space technique, and from (6.11) the internal model based controller was found
Figure 6.22 illustrates the performance of this internal model controller as applied to the
acoustic duct.

500

1000

1500

Frequency(Hz)

Figure 6.22 Internal model control performance for the controller based on the
state-space (i.e, anahtical) solver

It can be seen that evaluating the controller using this method produces a meagre cancellation
of 15dB. This is considerably lower than the performance of the classical feedback-based H ,
architecture, which realised attenuation of 28dB. A possible rationale for this discrepancy is
provided in the next section.
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6.9.2 Optimisation-Based Solver
The second technique uses the optimisation technique to evaluate the controller
coefficients. The reader is referred back to Chapter 5 where optimisation thcor\ is used to
calculate the controller coefficients. Recall that the evaluation of the feedback controller (’
required that a controller O be evaluated as an intenuediate step. Significantly, once (J has
been calculated, there is no need to calculate the coefficients for (’ because the coefficients
of 0 can be now used directly in the internal model control solution. However, it was found
e.xperimentally that the weighting functions had to be modified to

=().02xZ'

+ [23()(2;r)]‘

.v‘ +

6 12)

( .

.v‘+ [2.3()(2;r)]-

and

=Z

l.()7.y
.V + 2t(25())

in order to achieve anv performance.

6.13)

(

A sample result is given in figure 6.23 where 18dB

attenuation is observed. This is again significantly inferior to the 4()dB cancellation achieved
via the classical robust feedback approach.

500

1000

1500

Frequency(Hz)

Figure 6.23 Internal model control performance for the controller based on the
optimisation (i.e. numerical) solver

182

It is surmised that this discrepancy can be attributed to the fact that the internal model
controller is explicitly dependent on a model of the nominal plant within the control loop. It
is possible that if this plant is inaccurate, degradation in performance could occur. This
hypothesis is further supplemented by observing that the classical feedback controller has no
inherent nominal plant block in the loop and accordingly yields a superior performance.
Even though the performance of the internal model control solution offered poor
cancellation at the target frequency, it did produce superior robustness to changes in
frequency.

Specifically, the direct feedback implementation of the solution provided

cancellation of lOdB within a 8Hz band about the disturbance frequency. The internal model
control based solution afforded the same lOdB cancellation within a 15Hz band about the
disturbance frequency.

Figures 6.24 and 6.25 provide frequency plots of the nominal

sensitivity of the optimisation-based robust feedback controller described in Section 6.6 and
the optimisation-based robust internal model controller in this section.

Figure 6.24 Nominal performance of the
feedback system whose controller parameters was
evaluated using an optimisation-based Ha, solver

Figure 6.25 Nominal performance of the internal
model control system whose controller parameters
was evaluated using an optimisation-based
solver

A valuable metric to compare this performance versus bandwidth for either candidate
controller is to evaluate the integrated noise over a specific frequency band, i.e.

ris(>w
In this instance,

was chosen to be 2;t1 80 rad/s with

(6.14)

CO2

chosen to be 2;7r260 rad/s. It was

found for the feedback controller that the quantity in (6.14) yielded a value of-8.4dB, with
the internal model controller yielding a marginally inferior value of-6.9dB.
It can be concluded that the overall performances of both control mechanisms are
similar, with the feedback controller providing better performance over a narrowband.
Obvious from a comparison between figure 6.24 and figure 6.25, along with the metric in
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(6.14) is that a smaller attenuation is possible with the internal model controller. However, it
must be noted that it offers a much wider sensitivity reduction band.
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Chapter 7: Application of the Internal
Model Principle to Robust Active Noise
Control Systems

7.1

Introduction
The internal model principle is useful in control engineering, primarily to ensure set-

point tracking and disturbance rejection of specific inputs. The fundamentals of this so called
internal model principle is given in Section 7.2.

Section 7.3 then describes the tonal

propagation that occurs in acoustic systems, with particular emphasis being paid to
nonlinearity induced harmonics. It will be then shown in Section 7.4 how the internal model
principle could be theoretically applied to an Active Noise Control arrangement to achieve
tonal noise cancellation. However, it will be observed that the internal model principle has
undesirable implementation features associated with it, necessitating that a novel damped
version of it be developed. Also discussed is the requirement that this application of the
internal model principle be combined with a Hoo-based robust stability constraint. As a result,
it will be emphasised that any of the three Hoc solvers outlined in Appendix I and Chapter 5
(i.e. the state-space-based, polynomial-based and optimisation-based) could in theory be used
to evaluate the controller parameters. However, Section 7.5 outlines implementation issues
with all of these solvers when the internal model principle (or a damped version of it) is
directly applied. Consequently, some novel modifications are required to realise this internal
model principle based Active Noise Controller. Section 7.6 offers one candidate approach,
which indirectly implements the internal model principle to achieve noise cancellation.
Results from the prototype duct will be presented to validate this application.
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Recall from Chapter 5 that optimisation theory can be used to evaluate controller
parameters in robust feedback control applications. A novel implementation of the damped
internal model principle (effectively based on optimisation theory) is employed to achieve
robust cancellation of an unwanted tone. The specific details of this are given in Section 7.7.
The validity of this application is justified mathematically and is then implemented on the
acoustic system to verify its practical applicability.

7.2

The Internal Model Principle
The requirement of many classical feedback structures similar to figure 7.1 is to reject

an unwanted disturbance d at the output. To achieve this, the internal model principle can
be employed which states that a disturbance d can be rejected at the output provided that the
forward path C{z)g{z) contains an internal model of this disturbance. In the case of a tonal
disturbance of frequency ru,, rad/s, then the
forward path must contain the factor
z[s^+col\=\-lcos(jcoJsy'+z-^ in the

^

~^0
y

denominator, where

is the sample time and

Z{-} denotes the discrete equivalent.

Francis

Figure 7.1 Classical feedback controller

and Wonham [131] provide a comprehensive
analysis of the internal model principle.

7.3

Tonal Disturbance Propagation in the Prototype
Acoustic Plant
A description of the prototype duct is given in Chapter 1, where a tonal disturbance

propagates downstream. Again, a disturbance frequency of 230Hz is deliberately chosen to
aggravate the nonlinear properties of the duct and accentuate the level of harmonic content.
This high level of harmonic power will emphasise the applicability of the internal model
principle to acoustic systems.

Figure 7.2 depicts the disturbance signal detected by the

feedback microphone without cancellation being employed. The 230Hz fundamental may be
observed but as explained, harmonics of this fundamental are also present. It was pointed out
in Chapter 2 that successful Active Noise Control within the duct requires the cancellation of
not only the fundamental but also of the produced harmonics. Once again, the unwanted
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50Hz hum is present but will not be considered for reasons outlined in Chapter 2. It is
important to re-emphasise that the existence of non-linearly generated harmonics is not
limited to this prototype duct, but will be present to varying degrees in most acoustic systems.
Again, all power spectral density plots in this chapter are normalised such that its maximum
value is OdB.

Figure 7.2 Existence of downstream fundamental and induced
harmonics in the prototype acoustic duct

Three methods will be applied to employ the internal model principle to achieve tonal
rejection in acoustic systems. The first of these will be referred to as the direct method, where
the internal model of the disturbance is augmented to the plant causing robust stability to be
the sole requirement of the controller. This direct method is described in Section 7.4, with the
practical issues involved in its implementation described in Section 7.5. It will be shown that
such a direct method has severe difficulties associated with it, requiring that alternative
methods be sought.
The second method indirectly implements the internal model principle and with this
technique, the internal model of the disturbance is augmented, not to the plant but to the
sensitivity weighting function. It will be shown that such a design implicitly incorporates the
internal model of the disturbance into the controller, indirectly implementing the internal
model principle.
The third method reverts back to the original technique where the internal model is
augmented directly to the plant. However, it will be shown that this approach is only possible
with the optimisation-based solver. Specifically, extra constraints will be introduced into the
formulation, thus remedying the pitfalls that were met with the original direct approach.
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7.4

Application of the Internal Model Principle to Active
Noise Control
As previously highlighted, much of the unwanted acoustic noise that occurs in

practice tends to be tonal in nature [13]. Accordingly, the internal model principle may be
satisfactorily applied to reject such deterministic disturbances. The first approach used to
apply the internal model principle to a feedback system is illustrated in figure 7.3, which, in
effect, is a modification of figure 7.1. It can be seen that the plant, G{z) is augmented with
an internal model of the disturbance yielding a modified plant G (z), given by
G(z)

G'(2)=

(7.1)

An important observation emphasised in Chapter 1 was that the nominal plant
possesses significant uncertainty, which must be catered for at the controller design phase.
The central observation is that the requirement is now to design a feedback controller for the
modified plant G (z) that guarantees robust stability. Unlike the results presented in Chapter
6, no critical performance sensitivity reduction bound is required, due to the fact that the
internal model of the disturbance is now implicit in the forward path. The robust stability
requirement is given by the following inequality (see Section 3.9 for the proof)
\W,T\\ <1
^

nn

(7.2)

where T is again the complementary sensitivity function and W2 is the uncertainty bound.
The plant was chosen to be an FIR filter with 32 taps and was identified using the
technique in Section 2.6. From the discussion in Section 6.4, it was found that the uncertainty
bound could be represented by

(7.3)

However, the standard solvers require that a sensitivity bound be also assigned. For this
reason, the sensitivity weighting function is selected to give disturbance rejection up to
approximately IHz. From an acoustic noise perspective, this IHz bandwidth is negligible so
that any cancellation will be attributed solely to the application of the internal model
principle. The sensitivity weighting bound is thus given by
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(7.4)

With the introduction of this sensitivity weighting, the inequality in (7.2) must now be
replaced with (see Section 3.9)
(7.5)

<1

Tonal

Modified Plant

Figure 7.3 Classical feedback controller incoiporating the internal model principle for
rejection of tonal disturbance with frequency co„ rad's

It is observed that the requirement of the controller is now to robustly stabilise a marginally
stable system. It has been shown that the three solvers will generally fail when they attempt
to perform such a task (see [131] for the state-space-based solver, [101] for the polynomialbased solver and Chapter 5 for the optimisation-based solver).

For this reason, a slight

modification has to be made to the internal model principle in order to make it realisable in
practice. This is the central focus of the next section.

7.4.1 The damped Internal Model Principle
It has been highlighted in the previous section that the plant in (7.1) has undamped
poles at co^ rad/s, making it difficult to stabilise the closed loop system. For this reason,
there is considerable merit in modifying the internal model of this disturbance to ensure
stability of the forward path. One original technique of achieving this is presented in this
work, where the essential change involves the introduction of slight damping into the internal
model of the disturbance. The denominator of (7.1) is thus replaced with

+2s^co^

|

to give

189

(7.6)

------ A

Z{s- -^-2s4(o„ +co;]

where

4 ‘s selected to be suitably small to facilitate adequate cancellation but sufficiently

large to provide the required damping.

In effect, this selection of

4 provides the designer

with a trade-off between closed loop performance and open loop stabilitv .
applications in this section.

For all of the

4 is selected to be 6.9x10 “*. Furthermore, a>„ can be evaluated

from

(O..

co^

w here

=

(7.7)

cOj is the disturbance frequenev given in this case b> (2;r)230 rad/s. The effect of this

intentional damping implies that the disturbance cannot now be completely eliminated, but in
praetice can be significantlv reduced to a value that is close to the noise floor. The frequenev
responses of the actual plant and the plant augmented with the internal model of the
disturbance are depicted in figure 7.4.

50

(ii)

■150
1000

Frequency (rad/sec)

Fij^re 7.4 Frequency response of
(i)
the actual plant
(ii)
the plant augmented w ith an internal model of the disturbance
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7.5

Failure of Directly Applying the Internal Model
Principle with a Hoo Stabilising Constraint
It is now important to note that the (modified) nominal plant model is given in (7.6),

the sensitivity weighting function is given in (7.4) and the uncertainty bound is given in (7.3),
allowing a controller to be evaluated using any of the three solvers.
Initially, the state-space-based solver was employed and a controller was evaluated
that met the inequality in (7.5). When this was implemented on the acoustic system, robust
stability was observed, but no cancellation of the 230Hz tone was achieved. The rationale for
this can be appreciated by closely observing figure 7.5, which depicts the Bode plots of the
augmented plant and the evaluated controller. The resonant peak at the target frequency in
the augmented plant is immediately obvious. However, the evaluated controller contains a
null at this frequency, i.e. the Hoo solver introduces a complex conjugate pair of zeros at a
frequency of 230Hz to cancel the resonant pole. The effect of the damped internal model in
the forward path is thus negated, meaning that robust stability is maintained but no
cancellation of the unwanted tone is achieved. This is verified by observing the nominal
sensitivity function in figure 7.6, which has a sensitivity of OdB at 230Hz. It can be noted that
the Hoo solvers ensure robust stability at the expense of disturbance rejection, i.e. the controller
inadvertently cancels the marginally stable poles to enhance loop stability. The polynomialbased and optimisation-based solvers yielded the identical phenomenon, the results of which
can be seen from the Bode plots of the augmented plant and both evaluated controllers, as
depicted in figures 7.7 and 7.8.
For this reason, alternative techniques for implementing a robustly stabilising
controller in conjunction with the internal model principle had to be pursued. The remainder
of this chapter offers two other solutions to implement this.

The first of these can be

evaluated using any of the three solvers. The other can only be solved using the optimisationbased solver.
An important point of note is that Hu [55] implements a robustly stabilising controller
in conjunction with the internal model principle for an Active Noise Control application.
Even though he reports excellent tonal performance, he fails to mention which solver was
employed and provides no discussion of the implementation problems that are highlighted in
this section.
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Fr*<)u«ncy (nd/sec)

Figure 7.5 Frequency response of
(i) the modi fled plant
(ii)the evaluated controller \ ia the
state-space-based soh er

Frequency (rac^s)

Frtquancy (rveVs)

Figure 7.7 Frequency response of
(i)
the modified plant
(ii) the evaluated controller \ia the
polynomial-based solver

7.6

Figure 7.6 Nominal sensitivity function for the
closed loop s>stcm whose controller was
evaluated using the state-space sober

Figure 7.8 Frequenc\ response of
(i) the modified plant
(ii)the evaluated controller via the
optimisittion-based sober

Indirect Implementation of the Internal IModel
Principle Using a Hao Robustly Stabilising Controller
From the discussion in the previous section, it is obvious that alternative strategies

had to be sought to allow the application of the internal model principle in practice.

One

indirect method is suggested in this section which involves not the augmentation of the plant,
but of the sensitivity weighting function. It will be shown that by ensuring the factor
exists in the denominator of fF, (where (0„ is the frequency of the unwanted
disturbance), then the solver will automatically produce a controller that implicitly contains
the internal model of the disturbance.

Even though the internal model of the disturbance is

not directly inserted into the foi^vard path, it indirectly arises within the controller's d\namics
bv' virtue of its insertion in fF,. Such a result is not surprising, as the cancellation of a tone at
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a frequency co^ rad/s requires that \W^\ be large at this frequency, which is obviously the case
when the factor

| is augmented to the denominator of

.

Results were presented in Chapter 6 for three solvers (the state-space-based,
polynomial-based and optimisation-based solvers) where in each case,
factor z{s^+0)^] in the denominator with

= (2;r)230rad/s.

contained the

Careful inspection of the

resultant three evaluated controllers indicated that the factor z|s^+ [(2;r)230f | was contained
in each of their denominators.

This caused the internal model principle to be indirectly

implemented, realising cancellation of the 230Hz tonal disturbance.

7.6.1 Indirect Implementation of the Internal Model Principle to
Cancel the Fundamental Frequency and the Second Harmonic
Recall from Section 7.3 that when a 230Hz tone was propagated through the acoustic
duct, harmonics of this fundamental were nonlinearly generated. It was also highlighted that
satisfactory noise cancellation required that both the fundamental and its harmonics be
attenuated and is thus worthy of specific attention. Due to the relatively low power levels of
the third harmonic, cancellation of only the fundamental and second harmonic will be
considered in this work.

It is obvious from the preceding analysis that one method to

guarantee cancellation of the fundamental and second harmonic is to ensure that the forward
path contains an internal model of the fundamental and second harmonic. This means that the
factors

+ [(2;r)230f j and z|v^+ [(2;r)460f | must be contained in the denominator of the

forward path. Following on from the previous sub-section, it can be deduced that to indirectly
implement the internal model principle for both harmonics, the sensitivity reduction bound
IT,

must contain the factors zjs^-i-[(2;T)230f | and z|s^+ [(2.7r)460f | in its denominator.

Candidate weighting functions are thus given by

W,

=

0.2

f „2 + 628.35+ [230(2;r)f Y5'+3775 + [460(2;r)f ^
5^ +

[230(2;r)]'

A

+ [460(2;r)]'

(7.8)

and

0.65s 1
^|5 + 2;r(250)J

(7.9)

Frequency plots of the modified weighting functions are given in figure 7.9 where both
resonant frequencies of IT, can be observed. Upon calculation of the controller parameters
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using the state-space solver, it was found that its denominator contained the factors
r‘-1.772r+l and r'“l.l41z + l, which correspond to resonances at 230Hz and 460Hz
respectively for a sampling frequenev of 3kHz.

Figure 7.9 Frequenev plots of the uncertainty
perturbation bound fF, and the sensitivity bound
fVj to cancel the fundiunental and the second
harmonic

Figure 7.10 Frequenev response of the ev aluated
controller (v ia the state-sp<ice-bascd solver) for
the internal model principle based robust
cancellation of the fundamental and second
harmonic
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06

■i
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Frequency (Hz>

Figure 7.11 Plot of

+

2^

| versus

frequenev for the indirect implementation of the
internal model principle whose controller
parameters were calculated v ia a state-space
solver

Figure 7.12 Cancellation of the fundamental and
the second harmonic using the indirect
implementation of the internal model principle

Resonant peaks at 230Hz and 460Hz can then be seen in the frequence response of the
evaluated controller in figure 7.10, with the result being that the internal model principle is
indirectlv implemented. It can be observed from figure 7.11 that robust stability was again
maintained, with |||^i‘^| +|||, =^^94, meeting the inequalitv in (7.5).

Figure 7,12 then

demonstrates that upon implementation of the controller, 3()dB attenuation of the fundamental
and 25dB reduction of the second harmonic arc achieved.
It is important to observe that anv of the three solvers could be used to evaluate the
controller parameters to give a performance similar to that in figure 7.12.
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Direct Implementation of the Internal Model Principle
Using a Hoo Robustly Stabilising Controller
Recall from Section 7.5 that when the direct application of the damped internal model

principle is implemented, the evaluated controller possesses the unwanted zero dynamics as
depicted in figures 7.5, 7.7 and 7.8, regardless of which solver is employed.
technique is presented in this section to remedy this failure.

A novel

Specifically, it allows the

damped version of the internal model principle to be directly augmented to the plant, thus
achieving effective tonal reduction.

It must be noted that this innovative technique is

applicable only to the optimisation-based solver. The essential design strategy is the addition
of constraints' to limit the lowest magnitude of the controller at a range of frequencies about
the target disturbance frequency

. It will be shown that such an adjustment has the effect

of preventing the manifestation of the unwanted controller zero dynamics that were outlined
in Section 7.5. These added constraint are written as
I01og|„|c(*)| >A,dB
(7.10)

where
[ihl fj

- £)<k <{2N fJ

^ e), /t, =constant, e^Z

where C is the vector representing the frequency discretisation of the controller, N is the
number of discrete frequency points chosen and again

is the sampling frequency. The

value of £ simply decides the bandwidth about the target frequency,
will be constrained, with the value

, that the controller

specifying the smallest dB gain that the controller can

assume about the target frequency. Similar to the case in Chapter 5, this constraint will be
again raised to the power of two to yield
21^

|c(q >10
where

20

(7.11)

The rationale for such a modification will be highlighted later in this section when the
convexity of these added constraints will be analysed. On close inspection, it can be seen that
this modification does not affect the constraint, resulting from the fact that the controller
' Recall from Chapter 5 that the original optimisation formulation involved the minimisation of the
weighted sensitivity function subject to a robust stability constraint. Even though this novel application
involves the addition of extra constraints to the problem, it must be noted that the existing minimisation
function and constraints must be maintained in the problem formulation.
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cannot assume a value

|c(A:)j <0

at any discrete frequency. Recall from Section 5.4 that the

optimisation solution is not formulated directly in terms of C(A:) but indirectly in terms of
Q(^) . The constraints in (7.11) are thus modified to be

>10

21^
20
(7.12)

where
[2NfJf,-e)<k<(2NfJf^+s)
where Gq{z) is the nominal plant and Gq is its frequency discretisation vector. Equation
(7.12) is easily shown to be
21

—

20
-|Q(a| +10 ^“^|l-Go(A)Q(i)|
<0

(7.13)

where
{2NfJf,-e)<k<{2NfJf,->-s)

Recall from Chapter 5 that the existing minimisation function and the existing constraints (i.e.
the robust stability constraint) are convex. Thus, if it can be shown that the added constraints
in (7.13) are convex, then it can be immediately deduced that any solution obtained is
guaranteed to be optimal. Letting

e,(q=-|Q(q +10 ^“^|i-G„(qQ(q'

(7.14)

it may be shown that
c,{k)= -|Q(q' + 1
= -q^ (exp.exp ^
2fAl
10

- G,ik)Q(k)\\ -G„(k)Q{k)Y
+ 10

20) qT

Go(/:)| exp.exp^ 7+ 10 ^^°^<7^real{Go(/:)exp}+1

2fAl
exp.exp^ -exp.exp^ q + q T 10 ^^‘^^real{Go(/^)exp} + 1

where

ex P(^) =

1
7/

e

-jljiklN

i27t{l-\)klN

N

(7.15)

These added constraints can be written in the form
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c^{k)=qH^q'^ +q^f^ +
where

(7.16)

is an NxN matrix, /j has dimensionality l;cA^ length vector and

is a constant.

It can be shown that
21 A

7/3 ==10

exp.exp^ -exp.exp^

(7.17)

is the Hessian of the k‘^ entry in Cj (/:). It can be further verified that
21A
=10 ^^^^real{Go(^)exp}

(7.18)

=1

(7.19)

and

It follows that
2fA
10

exp.exp^ - exp.exp' q =q^2q‘

10^-2°^QGo(^) -|q
21

A

=Q
(7.20)
Using an argument similar to Section 5.4 in Chapter 5 where the robust stability constraints
were analysed, it can be shown that the Hessian matrix
provided

is positive definite for all q ^0,

is selected sufficiently large to ensure that the following condition is met

>1;

However, it was found that this inequality is easily met for a large range of values for

.

This is not surprising as the plant is augmented with the internal model of disturbance
meaning that |Go(^)| will be much greater than unity in the spectral region about the target
disturbance frequency. This observation is clearly depicted in figure 7.4. It was found for the
prototype duct that the inequality in (7.21) is violated if the value of A^ is selected to be less
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than approximately -60dB. In summary, assuming (7.21) is met, then

is positive definite

which is recalled from Chapter 4 to be a sufficient condition for convexity of the constraints
in (7.14) for any arbitrarily chosen k .
To summarise all of the results thus far for the optimisation formulation, the new
problem can be written as

mm max |W,(1-G„Q| I ; /: = 0,..., jV - 1 (weighted sensitivity)
Q

subject to
|W2GoQ|^<1; /: = 0,...,7V - 1 (robust stability)
(7.22)

and
-|Q(Af +10

<0; {2NfJf, - 8)<k <{2N fj f, +£>

(constrained controller magnitude to allow implementation of the damped internal
model principle)

where Gq is now the plant augmented with the (damped) internal model of the disturbance as
given in (7.6) and Gg is its frequency discretisation vector. Convexity of the minimisation
function and the robust stability constraints have been verified in Chapter 5, with verification
of the convexity of the controller magnitude derived in this section. As a result, the overall
problem is convex and a unique minimum is guaranteed.
With this modification, the following parameters must now be specified at the design phase of
this novel solution to implement the robustly stabilising version of the damped internal model
principle: •

N , the number of discrete frequency points.

•

I, the number of filter taps in q .

•

6:, the number of discrete points about the disturbance frequency that the
controller will be constrained.

It indicates at the design phase what the

constrained bandwidth will be about the disturbance frequency.
•

, the dB level to which the controller will be constrained within this band.

•

, the level of damping to which the damped internal model of the controller will
be constrained. If multiple disturbance frequencies exist then multiple internal
models will have to be applied, each of which will require an individual value for
the damping. An example of this will be seen in Section 7.7.2.
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Guidelines for the selection of N and / have been given in Section 5.5.
Experimental evidence indicated that the choice for s did not significantly affect attenuation
and it was found that £ could be chosen so that the controller magnitude is constrained for a
bandwidth of up to approximately 2Hz for the prototype system. The choice of

depends

on two factors. Firstly, it must ensure that the controller magnitude be close to OdB at the
target frequency to guarantee that the effect of the internal model principle will not be
negated. Secondly, it must be chosen sufficiently large to meet the inequality in (7.21). It
was found in practice that suitable values for

should be selected between -lOdB and OdB.

It was empirically found that the maximum allowable value for A^ is extremely dependent on
the choice of e and in practice a trade-off existed between the selection of these two
parameters. It can be shown that this is equivalent to a trade-off between the noise reduction
bandwidth and the actual attenuation within this band. The final design parameter to be
selected is ^ , the damping on the internal model. This must be chosen sufficiently small to
ensure that there is adequate peaking in the resonance of the forward path, leading to
satisfactory reduction of the unwanted tone.

On the other hand, it must be selected

sufficiently large to allow the solver to converge to a solution. It is recommended that the
selection of

be done using trial and error techniques.

7.7.1 Using the Optimisation-based Internal Model Principle
Mechanism to Cancel a Single Tone
Experiments were perfonned for A^ = 15000 sample points, A^ =-\0dB (which
satisfied the inequality in (7.21)) and the length of the FIR q filter was given by 7 = 8. The
damping was given by ^ =

and finally the constrained frequency bandwidth was

selected to be s = \, which corresponded to a constrained frequency bandwidth of
approximately 0.3Hz. The weighting functions are again given by

(7.23)
and
W2=Z

0.65s
s + 27r{250)^

(7.24)
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Figure 7.13 and figure 7.14 depict the plant augmented with the damped internal mcxlel of the
disturbance and the weighting functions respectively.

23011/

Fraqtjancy lixVsl

Figure 7.13 Bode plot of the nominal plant
augmented with an internal model of the
fundamental frequency

Figure 7.14 Frequency plots of the weighting
functions

Figure 7.15 illustrates the performance of the sy stem, where it can be seen that the unwanted
230Hz tone is reduced by 4()dB,

Figure 7.16 depicts the plot of jlFi.Vl +

| versus

frequency for the feedback sy stem and it is immediately obvious that the constraint in (7.2) is
met with

Iff,.VI +

=0.97.

Figure 7.17 illustrates the frequency plot of the evaluated

controller, which shows that its magnitude is greater titan -lOdB for an approximate ().3Hz
band about the target 230Hz tone, as specified in the initial design.
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Figure 7.17 Frequency plot of the controller designed to cancel the fundamental only

7.7.2 Using the Optimisation-based Internal Model Principle
Mechanism to Cancel the Fundamental and the Second
Harmonic
Recall from figure 7.2 in Section 7.3 that harmonics at multiples of the fundamental
are produced due to nonlinear behaviour in the acoustic duct. However, as can be seen from
figure 7.15 they remain virtually uncancelled, which is not surprising because the problem is
not specifically formulated to cancel any of these harmonics.

However, the modified

constrained technique presented in the previous section can be easily extended to deal with
the cancellation of these harmonics, with the main attention now focusing on the second
harmonic.
The modified plant must now contain a damped internal model of the disturbance at
both 23()Hz and 460Hz as depicted in figure 7.18.

The weighting fiinctions remain

unchanged as defined in (7.23) and (7.24), with 6* = I. N = 15000, A^ = -\0iW and 7=8,
all similar to the previous section except the problem is now formulated to cancel both the
ftindamental and the second hannonic. In this case, however, two values of damping must be
specified, one for each of the target frequencies.

Using trial-and-error techniques, the

selection of damping values that offered the optimal tradc-off between performance and
fonvard path stability were found to be

=6.84.vI0

^ corresponding to 230Hz and
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<^2

-2.77x10 "^ corresponding to 46()Hz. The natural radiancy for both internal models is then

evaluated from (7.7). Figure 7.19 depicts the performance of the resultant closed loop sv stem
where it can be seen that 32dB attenuation of the fundamental and 34dB attenuation of the
second harmonic are achieved. Again, it can be seen from figure 7.20 that the robust stability
constraint is met with |||^T,.S'| +

If

=*•

inequality just meets the robust stabilitv and

performance requirements, suggesting that the optimal controller has been evaluated and no
relative improvement in perfomiance and robustness is possible". Furthemiore, figure 7.21
shows that the controller is constrained to be greater than -lOdB for approximately ().3Flz
bandwidth about the target 23()Hz and 46()Hz frequencies.

2:^0 11/ —

7\

400 11/
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Figure 7.18 Bode plot of the nominal plant
augmented with the internal models of both the
fundamental frequency and the second harmonic

Figure 7.19 Performance of the damped version
of the internal model principle in conjunction with
a robust stability requirement, designed to cancel
both the fundamental and the second harmonic

Figure 7.20 Plot of |lT,.S'| + jJT27’| \crsus frequency for the closed loop
s> stem \N ith the damped version of the internal model principle in conjunction
with a robust stability requirement, designed to cancel both the fundamental
and the second harmonic

■ This rationalisation is based on the discussion in Chapter 3.
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Fimirc 7.21 I rcqucncy plot of the cotUrollcr designed to cancel both the fundjiinental and the second
luinnonic

An interesting point of note here is that in the case where only the fundamental is
being cancelled. 4()dB attenuation of the fundamental was achieved.

However, where both

the fundamental and the second harmonic were being cancelled. onK 32dB attenuation of the
fundamental was realised. The rationale for this can be easily e.xplained by comparing the
damping chosen m both cases. When only the fundamental was being cancelled, the damping
was chosen to be ^ = 6.92x10 \

However, when both the fundamental and the second

harmonic were being cancelled, the value for damping had to be increased to <p| =6.X4.irl()"^
before a solution could be found.

The effect of this was to reduce the magnitude of the

resonant peak of the damped internal model in the forward path, thus compromising
performance.
This methodology could be easily extended to cancel the third harmonic. However,
its amplitude is extremely close to the noise floor and there is little merit in perfomiing such a
task.
It can be concluded that by introducing extra constraints, a damped version of the
internal model principle can be directly implemented in conjunction with a robust stability
constraint to reject tonal disturbances in a closed loop system using an optimisation-based
solver

This section developed the mathematical justification of such a formulation and

applied it to the prototy pe acoustic duct.

20.3

No candidate solution has been offered to directly implement the internal model
principle in conjunction with a robustly stabilising constraint using either the state-spacebased or the polynomial-based solvers. This is suggested as a topic for further research.

7.8

Summary
In this chapter, three methods were presented to apply the internal model principle (or

a damped version of it) to Active Noise Control in order to reject tonal disturbances and to
maintain robust stability.
Initially, the plant was augmented with a (damped) internal model of the disturbance,
from which a controller was evaluated, whose only requirement was robust stability.
However, the evaluated controllers possessed nulls at the target frequencies, which essentially
negated the effect of the internal model principle, making this direct implementation of the
internal model principle ineffective.
To remedy this, a second technique was proposed and verified where the internal
model of the disturbance is augmented not to the plant but to the sensitivity weighting
function. The solver will then evaluate a controller that possesses an internal model of the
disturbance in its dynamics. The effect of this is to achieve tonal noise reduction. With this
formulation, any of the three solvers could be employed to calculate the controller parameters.
A third and original method was proposed that manipulated the optimisation-based
solver to allow a direct implementation of the internal model principle. In this technique,
extra constraints were introduced that limited the controller at the target frequencies ensuring
that no nulls could be produced by the solver. The convexity of these extra constraints were
verified, (provided that A, was appropriately chosen) and consequently it was ensured that
any solution obtained was global.
The second and third internal model principle based solutions were implemented on
the acoustic duct and their performances were analysed.

It was found that excellent

performance was achieved in both cases for both the fundamental and the second harmonic.
Assuming that sufficient sensitivity reduction bandwidth was available, either of these
techniques could be easily extended to attenuate the higher harmonics. However, such a task
was not performed due to the relatively insignificant power levels of these harmonics. Table
7.1 now summarises the performance of the three control strategies, where the performance is
compared for the case where each controller is designed to cancel both the fundamental and
second harmonics.
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METHOD

Direct

Indirect

OptimisationBased

ATTENUATION
OF THE
FUNDAMENTAL

ATTENUATION
OF THE
SECOND
HARMONIC

Not achieved
due to failure of
Internal Model
Principle

Not achieved due to
failure of Internal
Model Principle

Not achieved due
to failure of
Internal Model
Principle

0.94

30dB

25dB

1

32dB

34dB

III

METHOD 1; The
plant is directly
augmented with the
internal model of the
disturbance
METHOD 2; The
sensitivity weighting
function is directly
augmented with the
internal model of the
disturbance
METHOD 3: The
optimisation
fomiulation is
modified with extra
constraints to
constrain the
magnitude of the
controller at the
target frequencies

‘

1

\

^

I||go

Table 7.1 Comparison between the various techniques to implement the internal model
principle with a robustly stabilising controller
For a number of reasons, a comparison between the three different methods is
difficult to perform. Firstly, there are many initial design trade-offs that must be considered,
with the most significant of these being the trade-off between attenuation and bandwidth.
Furthermore, it can be seen that the indirect method of implementing the internal model
principle could be performed using any of the three solvers, with the probability arising that
different results would be achieved depending on which solver was selected.
However, many concrete conclusions can be drawn from table 7.1.

Observed in

Chapter 6 and also seen here is that the performance of the optimisation-based solver is
superior to the other available solvers, obvious from the fact that this technique will inevitably
evaluate a controller that forces

much closer to unity. A further conclusion

that can be drawn from table 7.1 is that the direct application of the internal model principle
will invariably fail. It was found that the optimisation-based implementation provided the
greatest versatility, allowing the designer to specify a trade-off between attenuation and
bandwidth at the design phase.
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Chapter 8: Comparison between Adaptive
and Robust Active Noise Control Solutions

8.1

Introduction
It has been stated in Chapter 1 that Active Noise Controllers can be broadly classified

into two distinct areas. The first (and generally considered the classical) technique is an
adaptive feedforw^ard solution and is described in Chapter 2. The second is a robust solution
and is described in Chapters 3 through 7. This chapter offers a comparison between both
classes of Active Noise Control solution.
Such a comparison is difficult to perform, partly due to the wide variety of adaptive
mechanisms available (examples being the filtered-X LMS algorithm, filtered-U LMS
algorithm and the nonlinear filtered-X LMS algorithms). Also, different acoustic plants will
require different parameter settings of these algorithms meaning that a comprehensive
benchmark is difficult to define for adaptive solutions in general. A similar problem occurs
with robust solutions. In Chapter 6, two robust structures were presented namely a classical
feedback controller and an internal model controller. Furthermore, three candidate solvers for
each of these techniques were implemented whose performances were shown to vary
significantly.
Due to this wide variety in both classes of Active Noise Controller, an exhaustive
comparison is not feasible. For this reason, the comparison will be made in the most part
between the filtered-X LMS algorithm and the classical feedback controller using the statespace solver. The function of this chapter is to allow a designer to consider all of the issues
with the system and from this, the designer gets a sense of the design tradeoffs.

The

comparison will be made under the following headings
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Physical structure of the duct
Initial design phase
Processing requirements
Classes of disturbance that the solutions can deal with
Stability
Accuracy requirements of the nominal plant model

8.2

Physical Structure of the Duct
Figure 8.1

and 8.2 depict the adaptive feedforward and robust feedback

implementations of Active Noise Controllers respectively.

Figure 8.1 Typical feedforward Active Noise Controller

Figure 8.2 Robust feedback active noise controller

Due to the feedforward nature of the adaptive solution, a correlated version of the
disturbance noise is obligatory for any successful application. Consequently, a microphone is
usually placed upstream close to the source, as shown in figure 8.1. The robust solution on
the other hand requires no upstream microphone, as the solution is purely feedback in
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structure. This can be observed from the diagram in figure 8.2. Owing to the fact that one
less transducer is required for the final solution, the robust approach is cheaper to implement
in terms of components and a physically realisable solution can be implemented within a
shorter duct length.

8.3

Initial Design Phase
For both the robust and the adaptive structures, a model of the secondary path is

required before the final solution can be implemented. The effect of the model mismatch
between the secondary path and its nominated model is considered in Section 8.6. With a
sufficiently accurate model determined, the filtered-X LMS algorithm requires only a
selection of the update coefficient ju and the length of the adaptive filter
the selection of

. Guidelines for

are outlined in Chapter 2, with a complete analysis of its effects on the

convergence of the final solution given in [82]. However, in most practical Active Noise
Control applications, n is chosen sufficiently small to ensure that the LMS algorithm
converges. The value of

is chosen sufficiently long so that it accurately models the

primary path. Typical values of Lj that were selected for the prototype duct ranged between
32 and 300. It can be concluded from this discussion that the filtered-X LMS does not require
an involved initial design phase. The same can be expected of adaptive feedforward Active
Noise Controllers in general.
The initial design phase for the robust solution is far more involved and this section
simply summarises the findings in Section 6.4 in Chapter 6. Assuming that the secondary
path model has been established, the designer must now specify the weighting functions.
Spectral plots for typical weighting functions that were successfully applied to the prototype
duct (obtained from Section 6.4) are depicted in figure 8.3. The choice of

(z) is easier and

far more intuitive to select because it depends on the spectral shape of the disturbance signal.
It has been pointed out in Chapter 3 that if large attenuation is required at a specific
frequency, then the magnitude of

(z) must be large at that frequency. It may be observed

from the frequency plot in figure 8.3 that IT, (z) is designed to be large at 230Hz, which in
this example corresponds to the main disturbance frequency. However, at other frequencies
where attenuation is not required, IT, (z) can adopt smaller magnitudes.
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Figure 8.J Frcqucnc> plots of the uncertainty perturbation bound /t ,(2)
and the sensitivity bound H\{2)

Figure 8.4 Flowchart of the design methodology for calculating
robust feedback controllers for ActiNe Noise Control applications
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The selection of 1^2(2) is a more difficult task because it depends on the uncertainty
between the secondary path dynamics and its model. Chapter 6 gives a detailed analysis of
the choice of this uncertainty weighting function where it was observed that this uncertainty is
difficult to quantify in practice. However, it is generally found that plants are well modelled
at low frequencies, (which in the case of the acoustic duct was found to be less than
approximately 250Hz) with the uncertainty increasing at higher frequencies. To deal with this
high frequency uncertainty, it may be observed from figure 8.3 that

^()
2 2

assumes a small

magnitude at lower frequencies followed by a larger value at high frequencies.
With these weighting functions established, a stable solution must be calculated
(using either the state-space-based, polynomial-based or the optimisation-based solver) that
meets the robust stability and performance requirements specified in Chapter 3. In many
cases, however, a stable solution cannot be found, whereupon one or the other or both
constraints have to be relaxed. A flow chart of this operation is given in figure 8.4. From this
argument, it is obvious that the initial design steps for typical robust solutions are far more
involved and difficult to apply than for the adaptive strategy.

8.4

Real-Time Implementation of the Final Solution
An important consideration for the successful application of Active Noise Control

solutions is the processing power required for their implementation. It has been suggested [3]
that an appropriate sample rate for Active Noise Control solutions is 10 to 20 times the
highest frequency to be cancelled. Consequently, for the primary disturbance frequency of
230Hz, a sample rate of 3kHz is an appropriate choice for both the adaptive and the robust
solutions. Thus, the processing requirements can be easily compared in terms of MIPS.
Careful analysis of the filtered-X LMS algorithm in Section 2.8 indicated that for the
adaptive solution, two digital FIR filters had to be implemented in real-time (i.e. both the
adaptive filter and the pre-filtering by the secondary path model of the regressed input to the
LMS update). Empirical evidence indicated that for successful cancellation, a trade-off exists
between the length of the secondary path model and the length of the adaptive filter in the
forward path. In particular, it was found that a short secondary path model requires a long
adaptive filter and vice-versa. Furthermore, greater than 30dB cancellation of a 230Hz tone is
achieved when the secondary path model and the adaptive filter each have 32 taps. However,
to cater for the acoustic time invariance, it was found that filter lengths of at least 64 for both
the secondary path model and the forward path adaptive filter were generally required.
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Taking the real-time execution of both filters and the adaptation mechanism into
consideration, a total of 192 multiplies, 192 additions and 64 stores were required. It must be
also noted that other adaptive algorithms require processing power that is comparable to the
filtered-X LMS algorithm.
A typical robust solution requires only the implementation of a single digital filter'.
Some candidate controller structures were HR filters whose auto-regressive and movingaverage parts were both of length 20. Thus, only 40 multiplies and 40 additions are required
in total.
Consequently, it can be readily verified that a successful adaptive solution requires
between four and seven times more processing capabilities than a successful robust solution.
This saving in computation for the robust solution becomes even more apparent with the
application of MIMO Active Noise Controllers, typically applied to three-dimensional spaces.
It can be easily shown that the computational requirement of the robust solution improves
exponentially over the adaptive solution as the number of sensors and transducers are
increased in the final implementation of the Active Noise Controller.

8.5

Attenuation and Bandwidth Performance
Possibly the performance metrics for noise controllers that are of greatest interest to

the industrialist are the attenuation being achieved, and the frequency band over which it
occurs. The actual attenuation achieved depends on the spectral shape of the disturbance
signal. In the following two sub-sections, the theoretical and practical performance of the
adaptive and robust solutions for two types of disturbances will be compared.

8.5.1 Attenuation of a Tonal Disturbance
Figures 8.5 and 8.6 compare the attenuation capabilities of both solutions for a 230Hz
tonal disturbance. In both cases, satisfactory cancellation is observed, with the cancellation
for the adaptive case being 45dB and the attenuation for the robust strategy^ being 28dB.
From these results, it is obvious that excellent performance is achievable for both strategies.

' The implementation of the robust internal model Active Noise Controller requires between 150% and
200% of the processing required for the classical feedback mechanism.
^ The controller for the robust solver was calculated via the state-space-based solver. However, it was
verified in Chapter 6 that this performance could be improved upon by approximately 12dB if the
optimisation-based solver were used.
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but with the adaptive approach producing a markedly better performance. Furthermore, the
adaptive solution can cater excellently for a change in disturbance frequency. In comparison,
the robust controller cannot readily accommodate such changes. For example, it was shown
in Section 6.7 that for this particular application of the robust solution, a change of greater
than 6Hz in the disturbance frequency caused poor cancellation or possibly degradation of
performance to occur. In such cases, an offline redesign of this controller is required for the
new target disturbance frequency.

z
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Figure 8.5 Adaptive cancellation of a 230Hz
disturbance (using the filtered-X LMS algorithm)

1000
Frequency (Hz)

Frequency (Hz)

Figure 8.6 Robust cancellation of a 230Hz
disturbance (using a classical feedback
arrangement and a state-space-based solver)

Also considered in this work were modifications of these algorithms to cancel the
downstream harmonics surmised in Chapter 1 to be as a result of duct nonlinearities. It was
found that both algorithms could be modified to cancel at least the second harmonic, with the
adaptive solution again providing moderately better performance. Due to the simplistic initial
design phase of the adaptive solution, it was easily modified to cancel the third harmonic.
However, the initial design phase of the robust solution is more complex and was not
modified to cancel the third harmonic. Reasons for this, (given in more detail in Chapter 6)
are as follows
•

The power of the third harmonic is insignificant in comparison to the power of
the fundamental and second harmonic.

•

Due to the limited band\Mdth over which sensitivity reduction can be achieved, it
is likely that the available bandwidth has been already used to cancel the
fundamental and second harmonic. For this reason, it is likely that any level of
cancellation of this harmonic would result in a degradation in performance for the
fundamental and second harmonic.
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8.5.2 Attenuation of a Broadband Disturbance
The performances of the adaptive and robust approaches for broadband disturbances
are given in figure 8.7 and figure 8.8 respectively. Similar to Chapter 2, the following metric
was used to evaluate the performance

Performance = 10 log

Vj__________

f’A'c(/V/

(2.33)

V -Vi

where

(/) is the uncancelled noise power and N(^ (/) is the cancelled noise power at a

frequency /. For reasons outlined in Chapter 2, /, and fj were chosen to be lOOHz and
600Hz respectively. It was found that reasonable attenuation is achieved via the filtered-X
LMS algorithm, with figure 8.7 indicating that a 5dB attenuation was achieved. Indeed, it
was shown in Chapter 2 that the filtered-U LMS algorithm improved this attenuation by up to
3dB within the same frequency band.
Results for the robust approach showed that improvement is achieved at some
frequencies but were coupled with disturbance amplification at other frequencies. The reason
for this is given in Chapter 3, with a summary of these findings given as follows; - The
bandwidth of performance for closed loop systems is significantly compromised by the
existence of non-minimum-phase zeros in the plant. A rule of thumb is that the maximum
bandwidth of sensitivity reduction is given by the non-minimum-phase zero at the lowest
frequency. It was shown experimentally that the lowest non-minimum-phase zero exists at
approximately 52Hz, making attenuation possible only over a 52Hz band. A further adverse
effect of non-minimum-phase zeros is the waterbed effect which states that if a plant contains
non-minimum-phase dynamics, an improvement in sensitivity at certain frequencies will
cause degradation at other frequencies. This phenomenon is discussed in more detail in
Chapter 3. Furthermore, the sensitivity function must be equal to unity at the position of the
non-minimum phase zeros. When this observation is considered in conjunction with the
waterbed effect, the ineffectiveness of robust controllers for the cancellation of broadband
disturbances is immediately identified. In conclusion, it is observed that due to dominant low
frequency non-minimum phase dynamics, the robust feedback solution will also be inferior to
adaptive feedforward solutions for broadband disturbances.
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Figure 8.7 Adaptive Cancellation of a broadband
disturbance

8.6

Figure 8.8 Robust cancellation of a broadband
disturbance

Stability
A serious consideration in the application of Active Noise Control strategies is their

ability to maintain stability.

It has been emphasised that the filtered-X LMS algorithm is

strictly feedforward, and the adaptive filter is FIR in structure.

It follows that instability

cannot occur within the system^. However, as explained in Chapter 2, the LMS algorithm is a
(non-linear) closed loop system, and may thus suffer from instability. When this occurs, the
coefficients of the adaptive FIR filter become unacceptably large resulting in failure of the
controller, typically causing transducers to saturate.

This is usually due to inappropriate

selection of the LMS update constant, //. It has been shown 113] that for the adaptation to
remain stable, the value of // must remain within the following bound

0 < // <

where

(8.1)

is the power of the reference signal filtered with the secondary path model, A is

the length of the adaptive filter and A is the delay in the secondary path. In practice, the
value of // is chosen sufficiently small to ensure that the algorithm will converge under a
large range of conditions. Another factor that causes the adaptive algorithm not to converge
is an inaccurate secondary path model. This is discussed in more detail in the next section.
Maintaining stability for the robust solution is a far more demanding exercise. It has
been stressed in Chapter 6 that the system is essentially a feedback controller, where stability

^ This is not tme of all adaptive Active Noise Controllers with a typical exception being the filtered-U
LMS algorithm.
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must be maintained in the presence of an uncertain plant. The essential condition required for
stability was derived in Chapter 3 and is given by

IK27-L<i

(8.2)

where T and W are again the complementary sensitivity function, and the multiplicative
2

uncertainty bound respectively. However, the stability bound in (8.2) is inherent in the Hoo
cost function and thus any feasible controller obtained will meet this robust stability
constraint. It must be stressed, though, that the choice of weighting function W is the crucial
2

factor in the robust stability of the closed loop system. Thus, to ensure robust stability, the
designer must be familiar with any discrepancies that exist between the actual plant and the
nominal model. Very often, designers choose an uncertainty bound that is too relaxed, and
implementation of the resultant controller in the acoustic plant can result in instability. On the
other hand, an uncertainty bound that is too conservative will result in unnecessary
performance degradation or in a failure to find a feasible solution.

8.7

Selection of the Secondary Path Model
It has already been explained in Chapter 2 that the secondary path will generally be

modelled by an FIR filter. As revealed in Chapter 2, the final realisation of the adaptive
solution requires that a signal (generally the reference) be pre-filtered in real-time by the
secondary path model. Moreover, it was found in robust solutions (with the exception of the
optimisation-based solver) that a longer FIR secondary plant model resulted in longer filter
lengths of the final controller. Hence, for both the adaptive and robust cases, shorter filter
lengths of the secondary path model result in a saving of real-time processing power. From
this perspective, the number of filter taps in the secondary path model should be kept as small
as possible. On the other hand, it was shown in Chapter 6 that acoustic models with shorter
filter lengths tended to be less accurate. For this reason, criteria must be outlined that will
determine the shortest realisable filter model length for both solutions.
It has been shown [83] that Morgan's 90° phase criterion governs the accuracy
requirement of the secondary path model when the adaptive solution is being implemented.
This condition states that the algorithm will converge provided there is less than 90° of phase
difference between the actual secondary plant dynamics and the secondary path model at the
target frequencies (assuming slow adaptation of the forward path filter). Figure 8.9 illustrates
the phase plot of two secondary path models; one of which is an FIR filter with 512 taps
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(assumed for the moment to be extremely accurate) and the second is an FIR filter of length 8.
Figure 8.10 offers a portion of that phase plot about 230Hz, where it can be seen that a phase
difference of approximately 53° occurs at that frequency (which meets Morgan’s 90° phase
criterion). Following this, a similar pair of plots are depicted in figures 8.11 and 8.12, which
compare the phase of the 512 tap secondary path model with a less accurate 7 tap FIR model.
It can be immediately noticed that 137° phase difference occurred at 230Hz between the
accurate model and the candidate model, which violates Morgans 90° phase criterion. Further
experimentation yielded that all FIR models with tap lengths greater than or equal to 8 met
Morgans 90° phase criterion, with all filter lengths less than 8 violating it. Based on this
evidence, it is surmised that the smallest allowable FIR secondary path model tap length to
ensure convergence of the feedforward adaptive filter for a tonal disturbance of 230Hz is 8 for
the specific prototype duct. This offers designers a set of guidelines as to what the smallest
sccondar>’ path model FIR filter tap length for this adaptive algorithm should be for this
specific acoustic system. A similar methodology can be applied to the cancellation of other
frequencies or to other acoustic systems to indicate the minimum allowable plant filter length.
However, when the duct was excited with an input disturbance frequency of 230Hz
with a long adaptive filter in the forward path, it was found that no convergence of the
adaptive feedforward filter occurred for a secondary path model whose filter length was less
than 12. Evidently, this is a larger value than the value of 8 that was initially suggested.
However, recall that the value of 8 filter taps is based on the assumption that a 512 tap FIR
filter accurate models the secondary path. This is not entirely true when it is considered that
such an FIR linear filter cannot precisely model the nonlinear phase characteristics that will
be invariably present in the secondary path.
[128] outlines the theoretical maximum uncertainty that an arbitrary feedback filter
can deal with in an uncertain plant.

Results for the robust solution indicated that no

stabilising controller could be found for the system if a secondary path model with less than
10 filter taps was used, regardless of which solver was employed. For nominal plant models
lengths lower than this, it is surmised that the conditions outlined in [128] are violated.
Even though the robust solution is moderately superior in this sense, its benefits are
far greater in practice when poor models are adopted. Very often, poorly modelled acoustic
plants are chosen which, although satisfying Morgan's 90° phase criterion, tend to be
hazardously close to the limit. A slight change to the dynamics of the plant (for example heat
or ageing of components) may cause this condition to be violated, in which case the adaptive
filter will diverge. However, if the same situation occurred where the robust solution is being
employed, a slight change in the acoustic plant can be catered for by a tighter uncertainty
bound. Consequently, it is customary in adaptive systems to make the secondary path model
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as accurate as possible, with a less accurate model generally employed for the robust system,
provided the uncertainty bound is appropriately specified.

Figure 8.9 Phase plot of an accurate secondaiy^
path model (FIR structure with 512 taps) and a
nominal secondary path model (FIR structure with
8 filter taps)

Figure 8.10 Phase plot of an accurate secondaiy
path model (FIR structure with 512 taps) and a
nominal secondary path model (FIR stmcture with
8 filter taps) centred about 230Hz
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Figure 8.11 Phase plot of an accurate secondary
path model (FIR structure with 512 taps) and a
nominal secondary path model (FIR structure with
7 filter taps)
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Figure 8.12 Phase plot of an accurate secondaiy'
path model (FIR structure with 512 taps) and a
nominal secondary path model (FIR structure with
7 filter taps) centred about 230Hz

Summary
Active Noise Control solutions available at the minute can be broadly elassified into

two categories, namely Robust and Adaptive.
successful solution may be implemented.

Many issues must be considered before a

Firstly, if the cost of components is of major

importance, the robust technique is slightly superior because it requires one less microphone.
Secondly, robust controllers can be aceommodated in a smaller physical space because of the
reduced sensor count.
In terms of the initial design phase, it must be noted that moderate preliminaiy' design
effort is necessary for the adaptive solution, with only a model of the secondary path, the
length of the adaptive filter and the step size of the update mechanism being required. Tfie
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initial design phase of the robust solution is far more involved, where a model and a
multiplicative uncertainty bound of the secondary path along with a bound for the sensitivity
function is required. With these established, a feasible solution must then be calculated. Very
often no solution is found, in which case the constraints must be relaxed, requiring the
parameters of the controller to be re-calculated.
The processing power required for the adaptive solution is in the order of four to
seven times the processing power required for the robust solution. In many cases, a MIMO
structure is required for satisfactory Active Noise Control, a typical application being the
cancellation of unwanted disturbances in a three-dimensional space. For these structures, the
saving in processing power for the robust solution improves exponentially over the adaptive
solution.
The success of the final solution depends on the spectral profile of the disturbance
signal. Excellent cancellation of tonal disturbances is achievable for both cases, with the
adaptive solution producing significantly better attenuation.

Significant broadband

performance is possible for the adaptive solution with the most basic adaptive Active Noise
Controller producing 5dB cancellation taken over a 600Hz band. It was also found that some
of the more sophisticated controllers could improve on this. For the robust solution, moderate
cancellation is achievable at certain frequencies, which is essentially due to the non-minimum
phase dynamics of acoustic plants. The essential limiting factors are detailed in Chapter 6
with the critical one for broadband disturbances being referred to as the waterbed effect. This
states that performance improvement over a certain frequency band this must be coupled with
degradation in performance at other frequency bands, resulting in no net noise reduction
across the entire spectrum.
Stability of the adaptive approach is easily maintained, with the possibility of
instability occurring only in the update mechanism of the adaptive filter caused by an
inappropriately chosen step size or a poorly modelled secondary path. Due to the feedback
structure of the robust approach, instability is a serious cause for concern.

Instability

generally occurs when the specified uncertainty bound is too relaxed and the dynamics of the
actual plant lie outside the bound of the nominal plant, as specified in (8.2).
A comparison of all performance metrics between adaptive and robust solutions for
one-dimensional applications is given in table 8.1.
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CATEGORY
Total number of sensors and
transducers required
Physical space required for
practical implementation
Initial design phase
Processing overhead

ADAPTIVE APPROACH

ROBUST APPROACH

3

2

Slightly more space
required than for the robust
approach
Minimal
Typically 4-7 times greater
than the robust approach
Excellent (slightly superior
to the robust approach)

Slightly less space required
than for the adaptive
approach
Extremely Involved
Moderate

Tonal attenuation
Excellent (slightly inferior
capabilities
to the adaptive approach)
Broadband attenuation
Non-existent
Reasonably good
capabilities
Effects of a change in the
Will generally maintain
Controller will probably
satisfactory attenuation
disturbance signal
have to be re-designed
Stability of the final
Easy to establish
Difficult to establish
solution
Accuracy Requirements of
Reasonable accuracy
Moderate accuracy required
the Secondary Path Model
required
Table 8.1 Comparison of performance for an adaptive versus a robust approach to active
noise control
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Chapter 9: Conclusions & Future Work

9.1

Conclusions
It is essential for the implementation of Active Noise Controllers that acoustic plant

models are required, regardless of which algorithm is employed. It has been well established
that these acoustic plants tend to be extremely complex, making accurate linear plant models
difficult to obtain mathematically.

A further complication arises from the fact that the

dynamics of these plants vary with time. It must be also noted that acoustic plants generally
possess nonlinearities to varying degrees, suggesting that the use of linear models to reflect
these dynamics is valid only in a limited way. As a result, acoustic plant models have three
possible sources of uncertainties that must be catered for by the Active Noise Control
strategy. It has been observed that two distinct design approaches exist, namely adaptive and
robust strategies. Conventional and novel approaches from both families of strategies have
been presented in this thesis and the viability of their implementation in a specific practical
application has been examined.
Tonal noise is a common source of acoustic pollution and its cancellation is one of the
key considerations in this thesis. As already stated, nonlinearities are widespread in acoustic
systems, causing harmonics of the fundamental disturbance to be produced.

It has been

explained that successful noise cancellation requires attenuation, not only at the fundamental
frequency, but also at the harmonics. A number of standard and novel adaptive-based and
robust-based solutions have been applied to achieve cancellation at these harmonics with
varying degrees of success.

Following this, these solutions were then applied when the

acoustic pollution had broadband characteristics.

The performance capabilities of both

classes of controller were compared and contrasted for the various disturbances.
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9.1.1 Adaptive Active Noise Control Algorithms
Initially, adaptive LMS-based algorithms were used to cancel tonal disturbances that
possessed non-linearly induced harmonics. It was found that these harmonics had power
levels that were significantly close to the power level of the fundamental and thus could not
be ignored. Conventional algorithms, namely the filtered-X LMS and the filtered-U LMS
algorithms were tested as possible implementations. Experimental evidence indicated that the
filtered-X LMS algorithm attenuated the fundamental by 45dB to the noise floor, but offered
negligible cancellation of the first and subsequent harmonics. This varied drastically from the
theoretical metric available in the literature, which suggested a possible 39dB and 40dB
cancellation at the first and second harmonics respectively. A modification of this metric was
then tried, which was found to more accurately reflect the actual performance of the filteredX LMS algorithm.
It was surmised that the poor performance of the filtered-X LMS algorithm was
essentially due to two reasons, where it was shown that, by remedying even one of these
deficiencies, the performance was improved at the harmonics, firstly, it was found that the
LIR adaptive filter implicit in the filtered-X LMS algorithm was insufficiently sophisticated to
produce the necessary gain and phase at the target frequencies. In essence, a symmetrical FIR
filter is restricted to having only a linear phase response. Secondly, the reference power
levels of the harmonics (relative to the fundamental) were insufficiently large for the adaptive
algorithm to achieve any level of attenuation.

Indeed, the essential adjustment of the

modified performance metric involved the introduction of this power differential into the
governing equation.
One strategy was to introduce a filter having a less restricted phase response, achieved
by replacing the adaptive FIR filter by an HR filter, with the resultant solution being referred
to in the literature as the filtered-U LMS algorithm.

Once again, the fundamental was

effectively cancelled, along with moderate attenuation at the first harmonic and negligible
caneellation at the second harmonic. It was speculated that, to improve this performance at
either the first or second harmonics, filter lengths would have to be increased to the point
where the processor would be required to operate above its limits. Other adverse features of
this algorithm were an increased possibility of instability and a poor convergence time.
Based on the observation that low harmonic power levels existed at the reference and
supported by implications of the modified coherence metric, a more effective method to
improve performance at these harmonics was to increase their power levels at the referenee.
One novel technique presented in this thesis was referred to as the nonlinear filtered-X LMS
algorithm. In this, the conventional filtered-X LMS algorithm was modified by introducing
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an intentional polynomial-type nonlinearity block at the reference. The effect of this added
block was to enhance the reference power levels of the harmonic frequencies. Excellent
versatility was achieved in terms of the number of harmonics introduced, along with their
respective power levels. By carefully, selecting these polynomial coefficients, the gain and
phase of the harmonic content in the synthesised reference could be crafted so as to maximise
their cancellation.

By introducing this modification, the fundamental was satisfactorily

attenuated to the noise floor, coupled with 36dB and 23dB cancellation of the first and second
harmonics respectively.

These figures agreed with the values predicted by the modified

perfoiTnance metric.
Apart from providing excellent performance at the fundamental and the harmonic
frequencies, the nonlinear filtered-X LMS algorithm has other benefits that deserve special
mention. Firstly, the added nonlinear block required an added 1.7 % processing power which
for this application could be considered an insignificant overhead. Secondly, it was shown
that this algorithm is essentially a feedforward structure with an inherent FIR filter, thus
ensuring stability (assuming that stability of the adaptive mechanism was maintained).
Thirdly, it was noticed that no degradation in convergence time over the conventional filteredX LMS algorithm occurred.
The broadband performances of the filtered-X and filtered-U algorithms were then
tested and compared. Experimentation indicated that 5dB cancellation of the fundamental
was achieved over a 500Hz band with the filtered-X LMS algorithm. The filtered-U LMS
algorithm was then found to provide a superior cancellation of 8dB over the same band. It
was stressed that analysing the nonlinear filtered-X LMS for such broadband disturbances
was a pointless exercise as it is specifically designed only for tonal disturbances.

9.1.2 Robust Active Noise Control Algorithms
Central to the second main theme of this work is that Active Noise Control can be
easily implemented using classical control.

More specifically, it is well known that a

feedback arrangement could be established where Active Noise Control is equivalent to
disturbance rejection in the classical sense. Therefore, the controller must be designed such
that the closed loop system possesses good sensitivity reduction at the target disturbance
frequencies. Central to the application of robust feedback Active Noise Controllers is the
theory of Hoo control, which featured as a major topic in this thesis. The main attraction of
this approach is the mathematical rigour with which it deals with plants that contain
uncertainty - a characteristic of acoustic plants in general. The essential design objective was
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to minimise the weighted sensitivity function subject to a robust stability constraint. It was
shown that a number of distinct components were required to evaluate the parameters of this
class of controller, the first being a nominal plant model. Even though it is difficult to derive
such a plant model mathematically, some experimental techniques exist that produce models
with a trade-off existing between plant accuracy and plant complexity. The designer must
then specify two frequency dependent weighting functions, If, and

1^2

•

is referred to as

the sensitivity weighting function and it specifies the frequency regions where sensitivity
reduction is most required. In the case of a pure tonal disturbance, the magnitude of the
sensitivity weighting function must be large at the target frequency, but can be relatively
smaller at all other spectral regions. The second weighting functions, W2, is referred to as the
uncertainty bound, and it indicates the maximum level of plant uncertainty that is allowable at
each frequency. In the prototype system, it was found that the plant model was accurate at
low frequencies with the uncertainty increasing at high frequencies, which is a characteristic
of acoustic systems in general. This implied for the case of the experimental plant that [1^21
be small at low frequencies and large at high frequencies.
With a plant model obtained and both weighting functions specified, the next
necessary component that must be established is a candidate solver. A number of standard
solvers exist, with three possibilities considered in this thesis.

Two of these are

mathematically based, with the first requiring a state-space representation of the plant and the
second requiring a polynomial representation of the plant. The third solver is numerically
based and uses optimisation theory to find a solution. However, this approach required some
preliminary formulation before it could be used, which was one of the interesting
developments in this work.
It has been shown that an unavoidable feature of acoustic systems is the presence of
non-minimum phase dynamics, which is due mainly to their inherent time-delay.

Such

dynamics restrict the closed loop performance in many ways. Firstly, it can be shown that the
maximum achievable sensitivity reduction bandwidth (and thus the noise cancellation
bandwidth) is equal to the lowest frequency corresponding to one of the plants non-minimum
phase zeros. Even though the literature available to date verified this result for sensitivity
reduction at a lower frequency region, it was further confirmed in this thesis to that it is also
the case when sensitivity reduction is required over an intermediate frequency range.
Secondly, a further limitation is the waterbed effect, which states that if a plant with non
minimum phase dynamics is closed loop controlled, then sensitivity reduction at certain
frequencies must be coupled with sensitivity amplification at other frequencies.

This

observation, which was also verified experimentally, indicated the ineffectiveness of applying
this technique to the cancellation of broadband noise.
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9.1.2.1

Optimisation-Based Solver
As stated in the previous sub-section, the use of optimisation theory to evaluate a

feasible robust controller was one of the key developments in this thesis. Such an application
was not surprising, as the essential design requirement was to minimise the weighted
sensitivity function subject to a robust stability constraint. An attraction of any optimisation
problem is to ensure that any minimum achieved is global, i.e., a unique minimum exists.
One method of ensuring this is to guarantee that both the minimisation function and the
constraints are convex. To do this, certain modifications had to be made to the optimisation
formulation which had the undesirable effect of introducing conservatism into the final
solution. However, it was verified experimentally that this conservatism did not significantly
degrade performance. One disadvantage of this technique over the state-space-based and
optimisation-based solvers was that it took much longer to search the solution space and find
the optimal solution. Furthermore, this technique introduced extra design variables into the
original control problem.

9.1.2.2

Designing Robust Active Noise Controllers
A general set of guidelines was outlined for the design of robust feedback Active

Noise Controllers that were then applied to the prototype duct. Initially, an accurate plant
model had to be selected, from which invaluable information about the maximum
performance capabilities of the system could be extracted.

Based on this model, the

sensitivity weighting function, JV^, could be specified. Following this, a nominal plant model
(as opposed to the accurate plant model) had to be selected, which in most Active Noise
Control applications is chosen to be an FIR filter. It was observed that both the accuracy and
the complexity of the model increased with longer filter lengths.

In general, theoretical

limitations determined the largest allowable uncertainty that feedback can deal with, thus
limiting the minimum filter length that could be chosen for the nominal model. Interestingly,
it was found that the choice of maximum filter length depended heavily on the solver selected.
The polynomial-based solver was most restrictive, followed by the state-space-based solver,
which provided solutions for a wider range of plant filter lengths. The optimisation-based
solver offered even greater versatility, with no apparent upper limit existing for the plant filter
length that it could deal with. The next requirement was to specify an uncertainty bound, W2,
which obviously depended on the accuracy of the plant model and thus on the plant filter
length. Experimental evidence indicated that models generally tended to be accurate at low
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frequencies with the uncertainty increasing at high frequencies, making a first-order high-pass
filter an obvious first choice of uncertainty bound.
All solvers were implemented to evaluate candidate controllers for the acoustic duct.
Following this, their performances were compared for an identical set of input parameters,
where the disturbance was a pure tone at 230Hz. It was found that the optimisation-based
solver gave the best performance with 40dB reduction being achieved. The next best was the
state-space-based solver that gave an attenuation of 28dB.

The least effective was the

polynomial-based solver that gave a 26dB tonal reduction.
An alternative technique, (similar to the classical feedback arrangement) to achieve
robust feedback noise cancellation is referred to as an internal model controller structure.
This approach is designed to deal with plants that contain significant time-delay and it was
found that the existing solvers were easily modified to calculate the controller parameters for
these internal model control structures.

Experimental evidence indicated that poor

cancellation was achieved compared to the classical arrangement, but this loss was
compensated by improved robustness to changes in frequency.

9.1.2.3

Tonal Noise Rejection Using the Internal Model Principle
The internal model principle states that to completely reject a disturbance using

feedback control, the forward path must contain an internal model of this disturbance. The
applicability of the internal model principle is significant to Active Noise Control as it can be
used to cancel tonal disturbances. With an internal model of the disturbance in place in the
forward path, it was found that the only requirement of the controller was to guarantee robust
stability. However, the insertion of the sinusoidal model introduces marginally stable poles
into the forward path and the associated stability difficulties. For this reason, the internal
model was damped slightly to simplify the problem. It was then observed that the forward
path remained stable, but the power of the unwanted tone could still be reduced to the noise
floor.
Three strategies were employed to ensure that a (damped) internal model of the
disturbance was present in the forward path, while ensuring robust stability. The first strategy
involved the augmentation of the plant with an internal model of the disturbance. Any solver
could then be used to calculate the controller parameters, with the only design requirement
being robust stability. The performances of all three solvers were investigated and it was
found in each case that robust stability was maintained. However, no cancellation of the
target tone was achieved. Close examination revealed that each of the three solvers produced
controllers that implicitly contained a complex-conjugate pair of zeros at the target frequency.
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thus negating the dynamics of the disturbance’s internal model. In effect the resonant peak,
as a result of the internal model of the disturbance, was cancelled by a null at the same
frequency.

This was observed in all controllers produced by the three solvers.

For this

reason, alternative strategies had to be produced to guarantee a robustly stable system that
contained an (uncancelled) internal model of the disturbance in the forward path.
The second strategy required the insertion of an internal model of the disturbance, not
to the plant but to the sensitivity weighting function, fV^.

It was found that such a

modification of IT, guaranteed that the evaluated controller indirectly contained an internal
model of the unwanted disturbance, thus rejecting the target disturbance at the output. With
the added requirement of noise cancellation at not only the fundamental, but also at the
nonlinearly induced harmonics, tf] had then to be further augmented with internal models of
these harmonics.

This was successfully implemented for a 230Hz tonal disturbance and

satisfactory attenuation of both this fundamental and the first harmonic was achieved. Note
that in each case, an uncertainty bound, JV2, was specified to ensure robust stability.
The third strategy of applying the damped version of the internal model principle to
an Active Noise Control system could be achieved using only the optimisation-based solver.
This technique reverted back to the original approach, where the plant was augmented with
the damped internal model of the disturbance. To prevent the controller from producing the
unwanted zero dynamics, extra constraints were introduced to limit the magnitude of the
controller at the target frequencies. Any attempt by the solver to introduce unwanted nulls
caused these extra constraints to be violated. Further modifications were introduced to the
constraints to guarantee their convexity, again ensuring a unique global solution.

The

applicability of this strategy was verified when a fundamental of 230Hz and its first harmonic
at 460Hz were cancelled. The controller was constrained at these frequencies and it was seen
that the optimisation solver produced a controller that had no unwanted nulls at these
frequencies.

9.1.3 Comparison Between Adaptive and Robust Active Noise
Control Strategies
The final body of work reported in this thesis involved a comprehensive comparison
between the adaptive feedforward and the robust feedback Active Noise Control strategies.
Based on specific requirements, practitioners in the field could use these results to select the
Active Noise Control strategy that best suits their applications. A comparison was made
under seven headings, namely the physical structure of the duct, the initial design phase.
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processing overheads, attenuation, bandwidth, stability and, finally, the accuracy requirements
of the secondary path model.
It was observed that a robust implementation could be constructed with one less
transducer (i.e. no reference signal), thus requiring a shorter duct-length than for the adaptive
implementation. On the other hand, it was found that the initial design phase of the adaptive
approach was significantly simpler than the initial design phase of the robust implementation.
Further experimentation indicated that the processing requirements of the adaptive
implementation were four to seven times greater than the robust implementation, with this
figure escalating for MIMO applications. On the other hand, the performance of the adaptive
implementation over the robust implementation was far better, particularly for broadband
noise. A key requirement of any control mechanism is stability. Even though sustaining
stability is difficult in many feedforward adaptive algorithms, it can be shown that it is
relatively easily maintained in the filtered-X LMS algorithm, with the main determining
factor being the selection of the step size. However, this was not the case for the robust
feedback system, where stability is difficult to guarantee due to its implicit feedback structure.
Finally, was shown that for successful performance, the requirement of an accurate secondary
path model is far more important to the adaptive algorithm than to the robust approach.

9.2

Future Work
An obvious suggestion is to apply the algorithms developed in this thesis to industrial

applications and further test their practical viability. Additional research could involve the
extension of the theory presented in this thesis to three-dimensional problems, allowing
Active Noise Control to be applied to a larger assortment of practical applications.
Due to the nonlinear properties of acoustic systems in general, it seems reasonable to
employ nonlinear control mechanisms as candidate Active Noise Controllers. Even though
such strategies have been applied in practice with varying degrees of success, it is identified
as an area with much potential and thus merits further research.
For the robust type Active Noise Controllers presented in this work, the uncertainty
model used in all cases assumed a multiplicative disk-like uncertainty. This is not necessarily
the most effective uncertainty model, with the possibility that alternative uncertainty models
could offer superior performance and/or robustness. A thorough analysis of employing and
evaluating the effects of alternative uncertainty models to acoustic systems is suggested as an
area for further investigation.
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The application of optimisation theory to evaluate feasible controllers is an area that
is underdeveloped in the control literature. The main drawback occurs when convexity of the
minimisation functions and the constraints cannot be guaranteed, meaning that the solution
achieved is not necessarily global. In such a situation, the solution reached depends on the
initial conditions supplied and on the solver employed. A suggested area of further study
would involve the analysis and implementation of optimisation-based solvers to control
problems where unimodality cannot be guaranteed in the initial design formulation.
The final area of suggested future work would involve a greater analysis and further
modification of the various H* solvers, chiefly when used in conjunction with the internal
model principle. In particular, valid research into polynomial-based and state-space-solvers,
to allow the evaluation of a controller whose dynamics do not cancel the internal model of the
disturbance, is suggested.
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Appendix I: Polynomial-Based and StateSpace-Based Solvers for the Hoo Cost
Function

The function of this appendix is to detail two candidate solvers for the Hoo control
requirement whose cost function is given by
\W\SU\WJ\

(AI.l)

Furthermore, it must meet the constraint
<1

(AI.2)

The first of these is a polynomial-based solver and is detailed in Section AI.l. The second is
a state-space-based solver and is given in AI.2. It must be realised that both solvers presented
in this appendix are simplifications of more complete versions. These can be found in [101],
for the polynomial-based solver and [131] for the state-space-based solver.

AI.l Solution to the Problem Using a Polynomial Approach
and Spectral Factorisation
A wide range of theoretical prerequisites is required to implement the polynomial
technique. However, it is claimed in [87] that a solution to (AI.2) is not yet achievable using

229

a polynomial-based strategy. For this reason, the inequality in (AI.2) must be replaced with
the following condition, whose justification is given in [87]

!

<—

2

(AI.3)

It must be noted a feasible controller (if it exists) can be evaluated based on this modified
condition.

However, solutions tend to be conservative resulting in inferior performance.

Much of the mathematical background for this technique is given in [87], with the remainder
given in [132]. This procedure relies on the coprime factorisation of the plant's transfer
function, which is covered in Section AI.1.1 and on the solution to the model-matching
problem. Section AI.1.2. Moreover, the theory of spectral factorisation outlined in Section
AI.1.3 is crucial during the evaluation of the final solution. To begin, the following theorem
is presented which is used in the formulation of a Hoo-optimal solution.

Theorem AI.l: Let ^ represent the family of all stable, proper, real-rational functions. If the
nominal plant P

G

, then the set of all possible controllers for which the feedback system is

stable is given by

C=

0
\-PQ

(AI.4)

This theorem is significant because at the final stage of this Hoo optimisation methodology, a
solution will be returned for Q with C being easily calculated from (AI.4).
It may be also shown that the sensitivity and complementary sensitivity functions are given by
S = \-PQ

(AI.5)

T^PQ

(AI.6)

and

respectively.
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AI.l.l Coprime Factorisation
Crucial to the success of the polynomial-based Hx control technique is the requirement of
coprime factors of two functions M and N m ^ . The importance of this will be observed in
more detail in Section AI.1.5.
Any functions M and tV in ^ are said to be coprime if there exist two other
funetions X and Y also in ^ which satisfy the equation
NX + MY = \

(AI.7)

For this equation to be true, M and N can have no common factors. A standard technique
of calculating X and Y is achieved using Euclid's algorithm. Details of this may be found in
[87].

AI.1.2 The Model-Matching Problem
Doyle, Francis and Tattenbaum [87] refer to the model-matching problem as a
'hypothetical control problem'. They suggest that it be used only as a mathematical tool to
solve more involved problems. However, recently [133] utilised this directly in an Active
Noise Control system with remarkable results.
The solution to the model-matching problem can also be used indirectly to solve the
inequality of (AI.3), as will be seen in Section AI.1.5. For this reason, it is beneficial to
outline the pertinent points of the model-matching problem.
Assume two arbitrary functions
design a controller

^ ^ . A common feedforward problem is to

that minimises the oo-norm of the difference between 7] and RT^.

This is illustrated in figure AI.l.

Figure AI.l The model matching problem
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Thus, the model-matching solution is one that minimises
(AI.8)

Kl -^2^

One method of solving this problem employs Nevanlinna's algorithm [87].

This is an

iterative algorithm and can be readily realised via software code. The polynomial approach to
the modified Hoo problem reduces the structure of the problem down to a model-matching
form similar to (AI.8) and uses the technique outlined in [132] or alternative to evaluate a
feasible solution.

AI.1.3 Spectral Factorisation
Assume a function F g ^, then the spectral factorisation of F requires that it be written in
the form
(A1.9)
where
F{s)=F(-s)
•

F^j- and F^j^ are both stable

It has been shown [87] that if a function F
•

has the properties

F = F,

•

no poles or zeros on the imaginary axis

.

f(o)>o

then it has a spectral factorisation. A technique for obtaining the spectral factors of a realrational function is given in [87].

Example ATI
In this example, spectral factors of F(s) =------- r-will be derived.
1-45

Initially it may be

observed that ^(5) = F{s). Moreover it may be shown that no poles exist on the imaginary
axis, with F(o) = 1 [> 0].

Thus it may be concluded that ^(5) must contain spectral
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factors. A possible factorisation for F{s) is given by ^’(5) =
spectral factor is given by F^j^{s)= ^ ^^

1
1
. Thus, a suitable
1 + 25 1-25

with ^^^(5)= ^

AL1.4 Assumptions required for the Modified Solution
To find a solution to the modified problem, the following assumptions must be made
•
•

The plant P is strictly proper with no imaginary poles or zeros
and W2 are stable, strictly proper and have no imaginary poles or zeros

AL1.5 Details of the Modified Solution

•

N
M

Write the plant P in the form P = —, where N and M are coprime and

N,M
•

Find X and Y from the equation NX + MY = 1 where X,Y e

•

An internally stabilising controller is given by [87]

Y-NQ

(Al.lO)

The problem now reduces to finding an appropriate value of Q, Moreover, it can be
shown from simple block diagram algebra that the sensitivity and complementary
sensitivity functions are given by

= m(y-nq)

(AI.ll)

T = N{X + MQ)

(AM 2)

s

respectively.

From (Al.l 1) and (AI.12), the modified solution in (A1.3) is reduced to
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\W,M(Y-NQf +\fV,N{X + MQ]'

(AI.13)

<

By simplifying the notation, (AI.13) can be reduced to

(AI.14)

<

where R, = W,MY , R^ = W,MN, 5', = W^NX and 52 = -W^MN
Let F = RjRj + S S , with F^j- being a spectral factor of F
2

2

1

T7

^2^1

Choose an all-pass function V such that ------ =------- V Gg . Details of this are
F.sf
given in [87].
7?2^1 +‘^2*5',

^

WWW2W2

Let U, =------ =:------ -V , U = F.V and U-^, =
—ttvTTT ■
WM +W.W,
F.
2

stage it

must be checked if (73 < —. If not, then the problem is not solvable. Otherwise, it
may be shown that the problem reduces to

(/, -U2Q\ +u,

1

(AL15)

<—

2

Finally, setting U^ equal to a spectral factor of —-f/j and letting 7] = U^ (7, and
T = ^^4'^2 reduces (AI.3) to the model-matching problem of (AL8).
2

7.-?'2e|| <1
.

If

mindlr,-r^elO > 1

(A1.16)

then no solution exists, otherwise find the Q that minimises

the model-matching problem.
•

This value of Q is replaced into (ALIO) to evaluate a feasible solution to the
modified problem.

More comprehensive strategies exist, which provide a improved solutions over that
outlined above. One technique outlined in [93] employs J-spectral factorisation. Standard

An all-pass function

F is one where |F(7ru)j is constant for

\/co
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software packages exist that are based on the above and other related techniques. MATLAB
code for one such solver for the Active Noise Control problem is given in Appendix III.

AI.2 Solution to the Problem Using a State-Space Approach
and Algebraic Ricatti Equations
It has been established [130] that when high order polynomial-based models represent
complex systems, severe numerical issues are encountered. It has also been shown that these
numerical problems are less severe when the system is represented in state-space form. For
example, Chapter 6 outlines the implementation limitations for both a polynomial-based
solver and the state-space solver on an Active Noise Control system. Results confirmed that
the polynomial-based solver could not deal with the numerical issues if the plant had an MA
structure with more than 20 zeros. The state-space-based solver, on the other hand, yielded
solutions when the plant contained up to 80 zeros. For this reason, a state-space solution to
the problem in (AI.2) will be presented.
The system illustrated in figure AI.2 is a state-space representation of a typical
feedback system.

Figure AI.2 A state-space representation of a closed loop system

Its state form is described as
x = Ax
z=

Bu + Ew,

Dx
u

(ATI 7)

y = Cx + w^
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where w, and Wj are columns of the exogenous input signal w. Moreover, A , B, C, D
and E are all constant matrices, with x representing the states of the system. Two solutions
will be presented; the first of which assumes state feedback. In this case, it will be observed
that the main requirement involves the solving of a single algebraic Ricatti equation.
However, in many practical control problems, not all of the states are observable. Therefore,
it is more practical to formulate a solution for output feedback, which is the central topic of
Section AI.2.2. In this instance it will be noticed that two algebraic Ricatti equations will
have to be solved.

AL2.1 State Feedback
The condition required for robust stability is given by

I//II </l

(AI.18)

where X, depends on the level of uncertainty in the system.

Furthermore, H is the

interconnection matrix of the system shown in Chapter 3 to be equal to |lF|5| + |^2^| •
has the effect of making (A 1.8) equal to (A 1.2) assuming that X is assigned equal to unity.
As explained in Chapter 3, this is easily achieved by scaling the uncertainty bound. The state
feedback equation is given by

u - -Fx

(AI.19)

F = B' X

(AI.20)

where

The matrix X is given by the solution of the following algebraic Ricatti equation

A’^X+ XA + D^D-X

-\eeAx = 0
A'

)

(A1.21)

In particular, X must be positive definite. If no X can be found then no solution exists.
Numerically efficient methods of solving algebraic Ricatti equations similar to (AI.21) may
be found in [134].
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AL2.2 Output Feedback
Solving the H^o problem for the output feedback case is more involved and requires
the following modification to the feedback equation
u = -Fx

(AI.22)

where x can be interpreted as the estimated state.

It is calculated as the output of the

following state equation
x

= {a-Fee'' \x + Bu + ZYC'^{y-Cx)

(AI.23)

where

r

1

V

(AI.24)

Z = | I- — YX
A'
J
The feedback equation is again given by

(A1.25)

F = B^X

Thus, in order to find an appropriate solution to this problem, X and Y will have to be
solved. X is again given by the solution to the algebraic Ricatti equation (AI.21), with Y
being solved from
{

AY + YA^ +E’'E-Y c'c—\d'^d

and must also be positive definite.

=

0

(AI.26)

It may be shown that stability is maintained iff the

following condition is met
IatII

<a

(AI.27)

Moreover, a further requirement is that the eigenvalues of A - y{c^C -1/d) are all
in the open left-hand plane.
The state-space solution presented thus far is a simplification of the technique
presented by [131], which outlines specific techniques of evaluating all sub-optimal solutions
of the plant. Indeed, this technique is generally employed as its solver by many software
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packages such as MATLAB [101], with sample code to evaluate such a controller given in
Appendix III.
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Appendix II: Hoo Control - A Design
Example

AII.l Design Requirements for Hoo Control

Figure AII.l Closed loop feedback system

Assume that the plant P in figure AII.l belongs to a family of plants P. Given a
nominal plant transfer function,

, it is assumed that all the plants P g P are parameterised

by a multiplicative uncertainty defined by
(AII.l)

W2 is a frequency dependent weighting function' and is interpreted as the upper bound of the
allowable plant uncertainty. In general, the sensitivity function, S , must be shaped within a
certain bound namely

‘ Note that the identities P, Pq, A, S, T, L,
and W2 are all frequency dependent function.
However, this dependence will be dropped for notational convenience.
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<

where

W,{jo))

(AII.2)

y CO

is referred to as the sensitivity weighting function. The design requirement is now

to produce a controller C that provides stability and satisfactory performance for all the
plants P G P . It has been shown in Chapter 3 that a sufficient condition for robust stability
and performance of a closed loop system whose plant is parameterised by the multiplicative
uncertainty in (AII.l) is given by

\W,SMW,Tl<\

(AII.3)

where T is the complementary sensitivity function.

AII.2 Graphical LoopShaping Technique
Many design strategies are available in the literature (but as yet a direct mathematical
solution to this problem is unavailable) to find a controller that meets the inequality in
(All.3)^.

An intuitively appealing graphical solution for minimum phase plants involves

designing the loop gain L = PC. It will be shown in this section how the selected weighting
functions,

and

and a model of the nominal plant will be used based on this graphical

approach to design a controller.
An important necessary condition required for this design is (see [87] for this proof)

min|lT,|,|^2|}<l;

(AII.4)

Generally, the controller must be designed to reject low frequency disturbances in closed
loop. Based on the discussion in the previous section,

will be selected to be large at low

frequencies and small at high frequencies. A necessary condition is that fVi(s) is biproper,
i.e. both ^1(5) and XjW^is) are proper. A second observation is that the uncertainty within
the plant is generally small at low frequencies and large at high frequencies, causing the
choice of W2 to be also small at low frequencies and large at high frequencies. Typical
transfer functions and their associated frequency plots will be given later in this section.

A modification of (All.3) will be presented later in this appendix that allows it to be met
conservatively.
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Based on such a selection of weighting functions, it is found that at low frequencies
K\ <1<|^,|.

From this, it can be shown that to meet the inequality in (All.3), the

following condition must be satisfied.

L>

(AII.5)

I-

Similarly, these weighting functions suggests that

\ < 1 < |fF2|

high frequencies and the

following condition must be met for (All.3) to hold.

L >

i-m

(AII.6)

At intermediate frequencies (i.e. close to the crossover frequency of |Z|), the only
requirement is that the slope of |Z.| must be as 'gentle' as possible [87]. A rule of thumb
generally employed is that its roll-off should not be greater than -40 dB/decade at the
crossover to guarantee stability.

From these arguments, it is implied that the frequency

response of L is best designed in a piecewise fashion with the only requirement being that L
is minimum phase. Following a suitable design of this loop gain, the controller may be then
calculated from
C = LlP

(A1I.7)

which requires that the plant be also minimum phase.

Example AII.l

Consider the plant
P=

9000
5^ +305^-^7005 + 1000

(AII.8)

It can be easily shown that P is minimum phase, making this graphical approach to
loopshaping feasible. A frequency plot of the plant is given in figure AII.2.
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The next logical step is to outline
how appropriate functions for W^{s) and
Wjis) can be established. The uncertainty
of a plant depends on the system's
dynamics and on the modelling strategy
employed.

In general, plants tend to be

very well modelled at lower frequencies,
with the uncertainty increasing at higher
frequencies. Thus, ^V {s) is designed to
2

Figure AII.2 Frequency plot of the plant to be

controlled
have a small magnitude at low frequencies
and a large magnitude at high frequencies. This example assumes that the plant is well
modelled at frequencies below 10 rad/s, with the uncertainty increasing above this value.
From this specification, a possible choice of fV (s) involves placing a zero at 5 = -10 and a
2

pole at 5 = -300. A gain of 1/3.16 is also included for scaling purposes.
The choice of

depends on the required disturbance rejection, which is

generally specified at low frequency regions only.

In this case, it is assumed that the

requirement is disturbance attenuation by at least 20 dB up to 1 rad/s. Above this frequency,
a disturbance amplification of up to 30dB can occur. A possible design strategy is to place a
double pole at s = - ] and a double zero at 5' = -30 in IT,. A gain of 25 must be also
included to ensure that the disturbance rejection requirement is accurately met. A frequency
plot of 1/lT, is given in figure AII.3, where it is seen to specify the disturbance rejection
requirement. Furthermore, a frequency plot of IT, is given in figure All.4 and included in the
same graph is a frequency plot of IT2 which obviously meets the uncertainty specifications.
In summary, the weighting functions are given by
25(1 + 5/30^

'■

(1+T

(AII.9)

and
(1+5/10)
fV2=^

3.16 (1 + 5/300)^

(All. 10)

It can be immediately see that IT, is biproper.
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1/W1 weighting functions

Frequency (rad/s)

and ^^2(5) weighting

Figure AII.4

Figure AII.3 l/fF, weighting function

functions

Moreover, plots of

at the lower frequency range and

1-K2

‘-KI

at the higher frequency

range are illustrated in figure All.5.
The next design step is to find a minimum phase loop gain,

that meets the

requirements of (All.5) and (All.6), the only other necessity being that the slope of the loop
gain is less than or equal to -40 dB/decade at the crossover. A frequency plot of a candidate
loop gain, achieved via trial and error is given in figure All.6.
Low and High Frequency Constraints

10

10

10

Low Frequency Constraint
High Frequency Constraint
10
10

10

10

10

10

Frequency (rad/s)

Figure AII.5 Low and high frequency constraints

The transfer function of this loop gain is given by

,

9.x:10'^(i + 300)
~ (s + 0.5Xs + IO‘'Xi + 10q

(All.ll)
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From this, a controller that meets the constraints can be calculated from (All.7) to be

C(5) =

lO’s" +3.3xlO"i’ +9.7xl0'^i^ +2.11xl0'‘'i + 3xl0'‘‘
s’ +2.1x10=5" + 1.2x10"’ s’ +10'‘'5 + 5x10

(All.12)

Even though the controller in (All. 12) will provide satisfactory robust performance, it would
be difficult to implement in practice due to the large range in the numerator and denominator
coefficients. Kwakemaak [94] outlines a technique where this type of controller may be
simplified to make its practical implementation less problematic.
Plots of the resultant sensitivity and complementary sensitivity functions are given in
figures All.7 and AII.8 respectively. It is obvious that the disturbance rejection requirement
is easily met.

Low and high frequency constraints with candidate L(s)

Low Frequency Constraint
High Frequency Constraint
Candidate L(s)

Frequency (rad/s)

Figure AII.6 Low and high frequency constraints with a
projected loop gain, L{s)
Sensitivity Function

Figure All.7 Sensitivity Function for the
controller in (AIL 12)

Complementary Sensitivity Function

Figure AII.8 Complementary Sensitivity
Function for the controller in (AIL 12)
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Low and high frequency constraints with candidate L(s)

^=

10

2

E
'X.
'v.
'N
------..........

Low Frequency Constraint
High Frequency Constraint
Candidate L(s)

"'x
____

______________j________________i_
Frequency (rad/s)

Figure AII.9 Low and high frequency constraints
with a projected loop gain, L{s) containing
integrating action

However, close inspection of figure AII.8 confirms that the steady state gain is less
than unity implying that the closed loop system cannot track input steps (or reject step
disturbances) with zero steady state error. This is attributed to the fact that the loop gain
contains no integrating action.

Example All.2 remedies this discrepancy by introducing

integration into the forward path.

Example AII.2

Following on from the previous section, figure AII.9 illustrates a modified loop gain,
where integrating action is introduced and may be observed from the -20 dB/decade roll off
at low frequencies^. It is thus obvious that the low frequency bound is met. A zero is placed
SLt CO

—

-300 rad/s, which ensures that the high frequency condition is met. To guarantee that

the controller is proper, non-dominant poles must be placed at
CO2

=-10^ rad/s and

co^

ru, =-10"^ rad/s,

=-10^rad/s. Moreover, a gain of 9xl0'^ must be introduced for

scaling purposes. With this loop gain evaluated, the sensitivity and complementary sensitivity
functions may be evaluated. These are illustrated in figures AIL 10 and AII.l 1 and it can be
observed that the sensitivity performance remains acceptable. However, it can be now seen
that the output can now track low frequency inputs with zero steady state error.

^ Alternatively, the sensitivity weighting function
could have been chosen to contain the integrating
action, which would indirectly ensure integration in the forward path.
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Sensitivity Function

Frequency (rad/s)

Figure AIl.lO Sensitivity Function for the closed
loop system whose loop gain contains integrating
action

Figure AII.ll Complementary Sensitivity
Function for the closed loop system whose loop
gam contains integrating action

The modified loop gain is given by

. 1 9U0'Hi + 300)
L(s) = —
^ (i + loTi + lO')'

(All.13)

which results in the following modified compensator

/

1 IQ’s'' +3.3x10".;^ +9.7x10'^5^ +2.1lxl0'‘'.; + 3xl0'‘'
s’ +2.1x10^5^ +1.2x10'“ 5 + 10“'

* ~ i

(All.14)

Figure AIL 12 depicts the frequency response of the controller filter.

Cost Function

Frequency (rad/s)

Figure All. 12 Frequency response of the controller
containing integrating action
frequency
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The design strategy thus far is a graphical technique for finding a non-trivial solution
that meets the cost function outlined in (All.3), i.e. the requirement that |||^i‘S'| +1^2^|||
Figure All.13 illustrates a plot of
^1

^^•

+ |lF2r| versus frequency. It may be observed that

frequencies with IlFiiSl + |lT2^i||

=^0.78.

This validates the

controller, illustrating the possibilities of using a graphical technique for finding a Hoo optimal
controller for the plant P in (AII.8).

Modified Cost Function

Recall in Section All.2, that
(All.3)
general.

is

not

directly

solvable

in

Consequently, an alternative

performance

condition

is

generally

required to analytically obtain a solution.
A sufficient (but conservative) condition
often used in practice to solve the
robustness problem is given by
frequency for the controller containing integrating
action

A plot of W,S[ ^\WJ\

+\wjf

1

<—

2

(All.15)

versus frequency is given in figure AII.8 and it indicates

the conservativness of this cost function, noticeable in this case at high frequencies.
However, in many cases a controller may be found analytically for the cost function
in (All. 15), and is consequently used more often in practice in standard solvers than the
performance condition in (All.3). The results obtained from such a solver is outlined in
Section AII.3. Figure AIL 15 depicts the step response of the closed loop system for the
controller in (AIL 14). It can be seen that after approximately 0.4 seconds, the output tracks
the input with zero steady state error. Figure AIL 16 further verifies this set-point tracking
coupled with the disturbance rejection capabilities for a 1 rad/s sinusoidal disturbance of unit
amplitude.

It may be observed from figure AIL 16 that considerable attenuation of the

sinusoidal disturbance occurs. Calculations indicate a disturbance rejection of approximately
25dB at this frequency, which meets the performance requirements. However, for an input
disturbance of 50 rad/s, it can be seen from figure AIL 17 that negligible disturbance rejection
occurs.
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Step Response

Rejection of 1 rad/s Disturbance for a Unit Step Input

Time {sec )

Time (s)

Figure AIL 15 Step response of the closed loop
system for the controller containing integrating
action

Figure AII.16 Performance capabilities of the
closed loop system for an input unit step with a
sinusoidal disturbance of frequency 1 rad/s and
unit amplitude for the controller containing
integrating action

Rejection of 50 rad/s Disturbance for a Unit Step Input

These results indicate the successful
performance of the Hoo controller for the
nominal plant. However, one of the strengths
of this control strategy is its ability to
maintain good performance in the presence of
a poorly modelled plant. It is assumed that
the plant uncertainty is unstructured, with the
Figure AII.17 Performance capabilities of the
closed loop system for an input step with a unit
sinusoidal disturbance of frequency 50 rad/s
where the controller contains integrating action

weighting function W2 being an indication of
the maximum amount that the actual plant can
be perturbed from the nominal plant.

The

requirement of the controller is now to
maintain performance in the presence of this plant uncertainty.
To illustrate the robust performance feature of the calculated controller at high
frequencies, the nominal plant was perturbed with an additional pole-zero pair, resulting in
the actual plant having the following structure

p(q=

9000

^ \-s/z^

5^+30.^^+7005 + 1000 l,5//?-l J

(AII.16)

It was initially assumed that p < 0 and z < 0, i.e. the open loop system remained
minimum-phase.

Indeed, it was found that satisfactory robustness characteristics were

exhibited, even when the plant perturbations occurred at low frequencies. However, for the
case where the parasitic zero is non-minimum-phase, it was found that robust performance
was not as easily maintained. This type of zero will cause the plant to have a high degree of
uncertainty.

In particular, phase uncertainty will occur.

Initially, the parasitie pole was
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placed at /? = -100 and given that the system is designed for high frequency perturbations, it
was found that this extra pole did not greatly affect closed loop performance. Figure AIL 18
illustrates a bode plot of the nominal plant and of the actual plant with z = 50 and
/? = -100.

Note the presence of the high frequency phase uncertainty.

With this

perturbation about the nominal it was observed that stability of the closed loop system was
maintained. The robustness of the controller is illustrated by comparing the sensitivity and
complementary sensitivity functions of the uncertain plant (figures AIL 19 and AIL20) to
those of the nominal plant (figures AIL 10 and AII.l 1). It is observed that good performance
robustness exists, i.e. good disturbance rejection and set point tracking is maintained at low
frequencies despite the plant's perturbations.

Figure AII.18 Bode plots of the nominal plant along with a perturbed plant
that can be stabilised via the controller designed for the nominal case

FrequerKy (rad/s)

Figure AII.19 Sensitivity function for the
perturbed plant.

Frequency (rad/s)

Figure AII.20 Complementary
function for the perturbed plant.

Sensitivity
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Following this, the non-minimum-phase zero perturbation was introduced at a much
lower frequency. The actual plant used in this instance involved the nominal plant with a
parasitic pole-zero pair at z = 25 and

—100 respectively.

It was found that reasonably good low frequency steady state performance resulted,
but the transient performance was poor, and the closed loop system approached the stability
margin. If the frequency of the perturbation was lowered further, namely by reducing the
parasitic non-minimum-phase zero to z = 20, it was found that the closed loop system
became unstable. This verifies the high frequency robustness capabilities of the closed loop
controller.

A bode plot of this uncertain plant is given in figure AII.21. Note that the

uncertainty begins at a much lower frequency than that outlined in figure All. 18.

Figure AII.21 Bode plots of the nominal plant and a perturbed
plant that cannot be stabilised by the controller designed for
the nominal plant

AII.3 Analytical Hoo Shaping Technique
More explicit techniques, employing mathematically based solvers to calculate the Hoc
controller are outlined in Appendix I and Chapter 5. In this instance, a state-space-based
solver described in Section AI.2 was used to calculate the controller for the plant model in
(AII.8) and the weighting functions in (All.9) and (All. 10). The resultant controller yielded
the following sensitivity, complementary sensitivity, cost function and "conservative" cost
function in closed loop as outlined in figures AII.22, All.23, All.24 and AII.25 respectively.
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Sensitivity Function

Frequency (rad/s)

Figure AII.22 Sensitivity Function (Nongraphical approach)

Figure A1I.23 Complementary Sensitivity
Function (Non-graphical approach)

Frequency (rad/s)

|2

Figure AII.25 Plot of IlFiS”! +|lF27'| versus
frequency (Non-graphical approach)

frequency (Non-graphical approach)

It is obvious from figure All.24 that the inequality in (AII.3) is met and from figure
AII.25 it may be observed that the inequality in (All. 15) is met.

AII.4 Summary
One of the main reason why a graphical type approach is applicable to this plant, was
that only a single crossover existed in the loop gain. As a result of this, excellent results were
produced. However, for more complicated plants with multiple crossovers, this approach is
far more difficult to apply in practice. Moreover, many plants are non-minimum phase by
their nature, making it poor design practice to set C = Z/P .
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Appendix III: MATLAB Code for the
Various Hoo Solvers

The function of this appendix is to outline the MATLAB code that is used by the
state-space-based, polynomial-based and the optimisation-based solvers to calculate Hoo
optimal controllers. The minimum input requirements in each case are
•

A nominal plant model, Gz

•

Sensitivity weighting function, wl

•

Uncertainty bound, w2

However, it will be shown that the optimisation-based solver requires further input
specifications, namely
•

I, the length of Q, the FIR control filter

•

N, the number of discrete frequency points

The code for each of these solvers is given in the subsequent sections.

AIII.l

State-Space-Based Solver Code

This section outlines the MATLAB code to calculate the state-space controller for a
H,, design. The following assumptions are made: •

The sampling time has been specified in the workspace variable f s

•

The plant model is stored in discrete state-space form in the workspace variable
Gz ss
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•

The sensitivity weighting function is stored in discrete transfer function
polynomial form wl

•

The uncertainty bound is stored in discrete polynomial transfer function form w3

•

The robust control toolbox has been installed

The skeleton code is now given by
[a, b, c, d] = ssdata(Gz_ss);
[nuwli,dnwli,Ts,Td] = tfdata(wl,'v');
[nuw3i,dnw3i,Ts,Td] = tfdata(w3,'v')/

%Extract Data from Discrete Model
%Extract Data from Discrete Model

wl_=[nuwli;dnwli]/
w2_=[0/0]/
w3_=[nuw3i/dnw3i];
ss_g=inksys (a, b, c, d) ;

%Set up weighting functions in
%correct format

[TSS_]=augtf(ss_g, wl_, w2_, w3_);
[ss cp, ss cl, hinfo] = dhinf(TSS );

%Pack matrices into 'TREE' format
%Evaluate State-Space Version of
%Controller and cost function

%Controller data
%Cost Function data
^Generate state-space form of
%controller
%Convert to polynomial form
Fz = tf(Fz)/
[HinfFFCoefs, HinfFBCoefs, Sample_Time,TimeDelay] = tfdata(Fz,'v')/
%Extract Numerator and Denominator
%Coefficients
[acp, bcp,ccp,dcp]=branch(ss_cp);
[acl,bcl,ccl,del]=branch(ss_cl);
Fz = ss(acp,bcp,ccp,dcp,Ts);

AIII.2

Polynomial-Based Solver Code

This section outlines the MATLAB code to calculate the polynomial-based controller
for a Hx. design. The following assumptions are made: •

Again, the sampling time has been specified in the workspace variable f s

•

The plant model is stored in discrete polynomial form in the workspace variable
Gz

•

The sensitivity weighting function is stored in discrete transfer function
polynomial form wl

•

The uncertainty bound is stored in discrete polynomial transfer function form w2

•

The robust control industrial toolbox has been installed (available with (101 j)

TTie skeleton code for this solver is given by

[nuwli,dnwli,Ts,Td] = tfdata(wl,'v')
w2 = (-l)*w2*Gz;

%Extract Data from Discrete Model
%w2 has a slightly different meaning
%in this formulation and must be
%modified accordingly
[nuw2i,dnw2i,Ts,Td] = tfdata(w2,'v')
%Extract Data from Discrete Model
[u, con, cod, lamsq, error]=ghconz(a,b,c,nuwli,dnwli,nuw2i,dnw2i)/
%con and cod contain the controllers
%numerator and denominator
%respectively
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AIIL3

Optimisation-Based Solver Code

This section outlines the MATLAB code to calculate the optimisation-based
controller for a

design. The following assumptions are made: -

•

Again, the sampling time has been specified in the workspace variable f s

•

The plant model is stored in discrete polynomial form in the workspace variable
Gz

•

The sensitivitN weigliting function is stored in discrete poKnomial form wl

•

The uncertainty bound is stored in discrete polynomial form w2

•

The optimization toolbox has been installed with MATLAB version 5.3 or higher

•

I, the length of the FIR filter q is specified in the workspace

•

N, the numiber of discrete frequency points has been chosen

The skeleton code is given by
qO = zeros(1,1);
%Initial Estimate
[q,fval,exitflag,output] = fmincon('CostMin',qO,[],[],[],[],[],[],
'InEqualitiesConstr’,options,N,0,0,Gz,wl,w2)
%Find q at the minimum of the cost surface
%A number of functions must be defined namely
%CostMin, the minimisation function (i.e. the
%weighted sensitivity function)
%InEqualitiesConstr, the constraints (i.e. the
%robust stability constraints)
%PlantDiscretization, the discretisation of any
%of the transfer functions
a 1 = q;
bl = [1, 0* [l:length(q)-1]];
Q = tf(al,bl,1/fs); %Evaluated 'Q' or Internal Model Controller Coefficients
Fz = Q/(l-Fz*Gz);
%Evaluated feedback Controller
[HinfFFCoefs,HinfFBCoefs] = tfdata(Fz,'v');
%Feedback Controller Coefficients

function [CostOutput, CostGradient] = CostMin (q,N,INum,IDen,Pz,Wl,W2)

[NumTemp, DenTemp, TsDiscrete] = tfdata (Pz,'v')/^Extract Data from Discrete
%Model
fsDiscrete = 1/TsDiscrete;
a = q (1: INum) ;
b = q(INum+1:INum+IDen);

%Existing selection of the optimal q

^Frequency Discretise the various transfer functions
Q = tf(a,b,1/fsDiscrete);
Q = PlantDiscretization (Q,N);
PO = PlantDiscretization (Pz,N);
Wl_abs = abs(PlantDiscretization (W1,N));
W2_abs = abs(PlantDiscretization (W2,N));
for k = 1:N
Temp = Temp + (abs((1-Q(k)*P0(k))*W1 abs(k))); %|wlS|, cost function
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end
CostOutput = max(Temp)/

function

[c,

ceq,

dc,

dceq]

[NumTemp,DenTemp,TsDiscrete]
fsDiscrete = l/TsDiscrete;

%Infinity Norm Output

= InEqualitiesConstr

(q,N,INum,IDen,Pz,Wl,W2)

= tfdata(Pz, ’v' ) /

a = q;
b = [1, 0*[l:length(q)-1]];
I = length(a);

Qz = tf(a,b,1/fsDiscrete)/
Q = PlantDiscretization (Qz,N);
PO = PlantDiscretization (Pz,N);
Wl_abs = PlantDiscretization (W1,N)/
W2_abs = PlantDiscretization (W2,N);
for k = 1:N
c(k,l) =
end

(abs (Q(k) *P0 (k) *W2_abs (k) ) ) ^2 - 1;

ceq = [];
dceq = [];
dc = []/

% This function inputs an arbitrary discrete plant
% and returns N frequency discretized points of
% the plant.

function

[FreqPoints]

= PlantDiscretization

[NumTemp, DenTemp, TsDiscrete]

(Pz,N)

= tfdata (Pz,'v')/^Extract Data from Discrete

^iModel
fsDiscrete = l/TsDiscrete;
FreqRange = linspace(0,0.5*fsDiscrete*2*pi,N)/
HI = freqresp(Pz,FreqRange)/
FreqPoints = Hl(l:l,:)/
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