Abstract. In this paper we deal with Robin and Neumann parametric elliptic equations driven by a nonhomogeneous differential operator and with a reaction that exhibits competing nonlinearities (concave-convex nonlinearities). For the Robin problem and without employing the Ambrosetti-Rabinowitz condition, we prove a bifurcation theorem for the positive solutions for small values of the parameter λ > 0. For the Neumann problem with a different geometry and using the Ambrosetti-Rabinowitz condition we prove bifurcation for large values of λ > 0.
Introduction. Let Ω ⊆ R
N be a bounded domain with C 2 -boundary ∂Ω. In this paper, we study the following nonlinear, nonhomogeneous parametric Robin problem:      −div a(Du(z)) = f (z, u(z), λ) in Ω, ∂u ∂n a (z) + β(z)u(z) p−1 = 0 on ∂Ω, u > 0, 1 < p < ∞.
Hence a : R N → R N is a continuous and strictly monotone map, which satisfies certain other regularity and growth conditions, listed in hypotheses H(a) below. These conditions are general enough, to incorporate in our setting various differential operators of interest, such as the p-Laplacian (1 < p < ∞). Also, ∂u ∂n a denotes the conormal derivative defined by ∂u ∂n a = (a(Du), n) R N with n(z) being the outward unit normal at z ∈ ∂Ω. The reaction f (z, x, λ) is a parametric function with λ > 0 being the parameter and (z, x) → f (z, x, λ) is Carathéodory (that
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is, for all x ∈ R the mapping z −→ f (z, x, λ) is measurable and for a.a. z ∈ Ω the map x −→ f (z, x, λ) is continuous). We assume that f (z, ·, λ) exhibits competing nonlinearities, namely near the origin, it has a "concave" term ( that is, a strictly (p − 1)-sublinear term), while near +∞, the reaction is "convex" term (that is, x −→ f (z, x, λ) is (p − 1)-superlinear). A special case of our reaction, is the following function:
f (z, x, λ) = f (x, λ) = λx q−1 + x r−1 for all x ≥ 0, with 1 < q < p < r < p
This reaction is encountered in the literature in the context of equations driven by the Laplacian (that is, p = 2) or by the p-Laplacian (1 < p < ∞).
Our aim is to investigate the existence, nonexistence and multiplicity of positive solutions as the parameter λ > 0 varies. So, we prove two bifurcation type results, describing the set of positive solutions of (P λ ) as the parameter λ > 0 changes, when the reaction exhibits the competing effects of concave (that is, sublinear) and convex (that is, superlinear) nonlinearities. In the first theorem the bifurcation occurs near zero. More precisely, under general hypotheses we show that there exists λ * > 0 such that the following properties hold:
(a) for all λ ∈ (0, λ * ), problem (P λ ) has at least two positive solutions; (b) for λ = λ * problem (P λ * ) has at least one positive solution; (c) for all λ > λ * problem (P λ ) has no positive solution.
In the second case, we assume that β ≡ 0 (Neumann boundary condition) and we consider the problem We obtain a different geometry and we establish that the bifurcation occurs for large values of the parameter λ > 0. More precisely, under natural assumptions on f 0 we show that there exists λ * > 0 such that (a) for every λ > λ * problem (S λ ) has at least two positive solutions; (b) for λ = λ * problem (S λ * ) has at least one positive solution; (c) for every λ ∈ (0, λ * ) problem (S λ ) has no positive solution.
The first work concerning positive solutions for problems with concave and convex nonlinearities, was that of Ambrosetti, Brezis and Cerami [2] . They studied semilinear equations driven by the Dirichlet Laplacian and with a reaction of the form (1). Their work was extended to equations driven by the Dirichlet p-Laplacian by Garcia Azorero, Manfredi and Peral Alonso [10] and by Guo and Zhang [14] . We also refer to the contributions of de Figueiredo, Gossez and Ubilla [7] , [8] to concave-convex type problems and general nonlinearities for the Laplacian, resp. p-Laplacian case. Extensions to equations involving more general reactions, were obtained by Gasinski and Papageorgiou [13] , Hu and Papageorgiou [15] and Rȃdulescu and Repovš [22] . Other problems with competition phenomena, can be found in the works of Cîrstea, Ghergu and Rȃdulescu [4] (problems with singular terms) and of Kristaly and Moroşanu [16] (problems with oscillating reaction). Finally we mention the recent work of Papageorgiou and Rȃdulescu [20] , who studied a Robin problem driven by the p-Laplacian and with a logistic reaction and proved multiplicity theorems for all large values of the parameter λ > 0, producing also nodal solutions.
We stress that the differential operator in (P λ ) is not homogeneous and this is a source of difficulties in the analysis of the problem, since many of the methods and techniques developed in the aforementioned papers do not work here. It appears that our results in the present paper are the first bifurcation-type theorems for nonhomogeneous elliptic equations.
2. Mathematical background. Let X be a Banach space and X * its topological dual. By ·, · we denote the duality brackets for the pair (X * , X). Given ϕ ∈ C 1 (X), we say that ϕ satisfies the Cerami condition (the C-condition), if the following is true:
"Every sequence {u n } n≥1 ⊆ X such that {ϕ(u n )} n≥1 ⊆ R is bounded and
admits a strongly convergent subsequence". This is a compactness-type condition on the function ϕ which compensates for the fact that the space X need not be locally compact (being in general infinite dimensional). It is more general than the more common Palais-Smale condition. Nevertheless, the C-condition suffices to prove a deformation theorem and from it derive the minimax theory of the critical values of ϕ. One of the main results in that theory, is the so-called mountain pass theorem of Ambrosetti and Rabinowitz [3] . Here we state it in a slightly more general form.
Theorem 2.1. Let X be a Banach space, ϕ ∈ C 1 (X) satisfies the C-condition, u 0 ,
c ≥ m ρ and c is a critical value of ϕ.
Let η ∈ C 1 (0, ∞) and assume that
with c 1 , c 2 > 0, 1 < p < ∞.
The hypotheses on the map a(·) are the following:
H(a) : a(y) = a 0 (|y|)y for all y ∈ R N , with a 0 (t) > 0 for all t > 0 and (i) a 0 ∈ C 1 (0, ∞), t −→ a 0 (t)t is strictly increasing on (0, ∞), a 0 (t)t → 0 as t → 0 + and
Remark 1. These conditions on a(·) are motivated by the regularity results of Lieberman [17] and the nonlinear maximum principle of Pucci and Serrin [21] . According to the above conditions, the potential function G 0 (·) is strictly convex and strictly increasing. We set G(y) = G 0 (|y|) for all y ∈ R N . Then the function y −→ G(y) is convex and differentiable on R N \{0}. We have
So, G(·) is the primitive of the map a(·). Because G(0) = 0 and y −→ G(y) is convex, from the properties of convex functions, we have
The next lemma summarizes the main properties of the map a(·). They follow easily from hypotheses H(a) above. 
Lemma 2.2 together with (1) and (2), lead to the following growth estimates for the primitive G(·).
Example 1. The following maps a(y), satisfy hypotheses H(a) above: (a) a(y) = |y| p−2 y with 1 < p < ∞. This map corresponds to the p-Laplace operator defined by
(b) a(y) = |y| p−2 y + µ|y| q−2 y with 1 < q < p < ∞ and µ > 0. This map corresponds to the (p, q)-differential operator defined by
Such differential operators arise in many physical applications (see Papageorgiou and Rȃdulescu [18] , [19] and the references therein). (c) a(y) = (1 + |y| 2 )
p−2 2 y with 1 < p < ∞. This map corresponds to the generalized p-mean curvature differential operator defined by
The hypotheses on the boundary weight map β(·) are the following: H(β) : β ∈ C 1,α (∂Ω) with α ∈ (0, 1) and β(z) ≥ 0 for all z ∈ ∂Ω.
In the analysis of problem (P λ ) in addition to the Sobolev space W 1,p (Ω), we will also use the Banach space C 1 (Ω). This is an ordered Banach space, with positive cone
This cone has a nonempty interior given by
In the Sobolev space W 1,p (Ω), we use the norm
To distinguish, we use | · | to denote the norm of R N . If on ∂Ω we use the (N − 1)-dimensional Hausdorff measure σ(·) (the surface measure on ∂Ω), then we can define the Lebesgue spaces L q (∂Ω), 1 ≤ q ≤ ∞. We know that there exists a unique continuous, linear map γ 0 :
, known as the trace map, such that γ 0 (u) = u| ∂Ω for all u ∈ C 1 (Ω). In fact γ 0 is compact. We have
In the sequel, for the sake of notational simplicity, we drop the use of the trace map γ 0 , with the understanding that all restrictions of elements of W 1,p (Ω) on ∂Ω, are defined in the sense of traces.
Suppose f 0 : Ω × R → R is a Carathéodory function with subcritical growth in the x ∈ R variable, that is
f 0 (z, s)ds and consider the
The next proposition, was proved by Papageorgiou and Rȃdulescu [20] for G(y) = 1 p |y| p for all y ∈ R N . The proof remains valid in the present more general setting, using Lemma 2.2, Corollary 1 and the regularity result of Lieberman [17] [p. 320].
Then u 0 ∈ C 1,η (Ω) for some η ∈ (0, 1) and it is also a local W 1,p (Ω)-minimizer of ϕ 0 , that is, there exists ρ 1 > 0 such that
Let A :
* be the nonlinear map defined by
The following, is a particular case of a more general result due to Gasinski and Papageorgiou [12] .
In the sequel, by | · | N we denote the Lebesgue measure on R N . Also, if x ∈ R, then we set x ± = max{±x, 0} and for
Also, if h : Ω × R → R is a measurable function (for example a Carathéodory function), then we define
(the Nemytskii operator corresponding to the function h).
3. Bifurcation near zero for the Robin problem. In this section, we deal with competition phenomena that give rise to bifurcation of the problem solutions, when the parameter λ > 0 is near zero. This situation includes the classical equations with concave and convex nonlinearities. The hypotheses on the reaction f (z, x, λ) are the following:
Remark 2. Since we are interested to find positive solutions and the above hypotheses concern the positive semiaxis R + = [0, +∞), without any loss of generality we may assume that f (z, x, λ) = 0 for a.a. z ∈ Ω, all x ≤ 0 and all λ > 0. Note that hypotheses
Therefore, f (z, ·, λ) is (p − 1)-superlinear near +∞. However, we do not employ the AR-condition (unilateral version). We recall (see [3] 
Integrating (4a) and using (4b), we obtain a weaker condition, namely that
Evidently (5) implies the much weaker hypothesis H 1 (iii).
In (4) we may assume (5)).
So, we see that the AR-condition implies hypothesis H 1 (iv). This weaker "superlinearity" condition, incorporates in our setting (p−1)-superlinear nonlinearities with "slower" growth near +∞, which fail to satisfy the AR-condition (see the examples below). Finally note that hypothesis H 1 (v) implies the presence of a concave nonlinearity near zero.
Example 2. The following functions satisfy hypotheses H 1 . For the sake of simplicity, we drop the z-dependence:
Note that f 2 (·, λ) does not satisfy the AR-condition. We introduce the following Carathéodory function
If hypotheses H(a), H(β) and H 1 hold and λ > 0, then the functionalφ λ satisfies the C-condition.
From (7) we have
In (8), first we choose h = −u − n ∈ W 1,p (Ω). Using Lemma 2.2, we have
From (6), (9) and hypothesis H 1 (i), we have
Adding (10) and (11), we have
(see hypothesis H(a)(iv)).
By virtue of hypotheses H 1 (ii), (iv), we can find γ 1 ∈ (0, γ 0 ) and
We use this unilateral growth estimate in (12) and obtain
First assume that N = p. From hypothesis H 1 (iv) it is clear that without any loss of generality, we may assume that ϑ ≤ r < p * . Then we can find t ∈ [0, 1) such
From the interpolation inequality (see, for example, Gasinski and Papageorgiou [11] [p. 905]), we have
(see (13) and use the Sobolev embedding theorem),
By virtue of hypothesis H 1 (ii) we have
In (8) we choose h = u
for some c 11 > 0, all n ≥ 1 (see (16) and H(β)), ≤ c 12 (1 + ||u + n || tr ) for some c 12 > 0, all n ≥ 1 (see (15) ),
(see (13) )
Since ϑ ≤ r < p * , we know that
is an equivalent norm on W 1,p (Ω) (see, for example, Gasinski and Papageorgiou [11] [p. 227]). So, from (17) we obtain
The hypothesis on ϑ (see H 1 (iv)) and (14) , imply that tr < p. So, from (18) we infer that
If N = p, then p * = ∞, while from the Sobolev embedding theorem, we know that W 1,p (Ω) is embedded (compactly) in L s (Ω) for all s ∈ [1, ∞). So, in the above argument, we need to replace p * = ∞ by s > r large such that tr = s(r − µ) s − µ < p (see (14) with p * replaced by s > r).
Then the previous argument works and leads again to (19) . From (9) and (19) it follows that {u n } n≥1 ⊆ W 1,p (Ω) is bounded. So, we may assume that
In (8) we choose h = u n − u ∈ W 1,p (Ω), pass to the limit as n → ∞ and use (20) . Then
⇒φ λ satisfies the C − condition.
Proposition 4.
If hypotheses H(a), H(β) and H 1 hold, then there exists λ + > 0 such that for every λ ∈ (0, λ + ) there exists ρ λ > 0 for which we have
Proof. Hypotheses H 1 (ii), (v) imply that for every λ > 0, we can find c 15 = c 15 (λ) > 0 such that
Then for u ∈ W 1,p (Ω), we havê 
. Using these bounds in (22), we obtain
for some c 16 , c 17 , c > 0
for all u ∈ W 1,p (Ω) with ||u|| ≤ 1.
Let k λ (t) = (||ξ λ || ∞ + ) t µ−p + (1 + c )t r−p . Evidently k λ ∈ C 1 (0, ∞) and since µ < p < r we have k λ (t) → +∞ as t → 0 + and as t → +∞.
Therefore we can find t 0 > 0 such that
Then we have
We choose > 0 small such that χ( ) <
. Then for such an > 0, we can
Then by virtue of (23), we havê
Note that as a direct consequence of hypothesis H 1 (iii), we have:
If hypotheses H(a), H(β) and H 1 hold, λ > 0 and u ∈ int C + , then ϕ λ (tu) → −∞ as t → ∞.
We introduce the following sets: S = {λ > 0 : problem (P λ ) admits a positive solution}, S(λ) = the set of positive solutions of (P λ ).
We can show that S is nonempty, as well as a useful structural property of the solution set S(λ).
Proposition 6.
If hypotheses H(a), H(β) and H 1 hold, then S = ∅ and for every λ ∈ S ∅ = S(λ) ⊆ int C + .
Proof. Let λ + > 0 be as postulated by Proposition 4 and let λ ∈ (0, λ + ). Propositions 3, 4 and 5 permit the use of Theorem 2.1 (the mountain pass theorem) on the functionalφ λ . So, we can find u 0 ∈ W 1,p (Ω) such that
From the inequality in (24) we see that u 0 = 0. From the inequality in (24), we have
for all h ∈ W 1,p (Ω).
In (25) we choose h = −u − 0 ∈ W 1,p (Ω). Using Lemma 2.2, we have
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Therefore (25) becomes
In what follows by ·, · 0 we denote the duality brackets for the pair (W −1,p (Ω), Performing integration by parts, we have
Using this equation in (26) and recalling that h| ∂Ω = 0 for all h ∈ W 1,p 0 (Ω), we obtain
Note that f (·, u 0 (·), λ) ∈ L r (Ω) where 1 r + 1 r = 1 (see hypothesis H 1 (ii)). Since p < r, we have W 
Here by ·, · ∂Ω we denote the duality brackets for the pair (W ,r (∂Ω)). Returning to (26) and using (28), we obtain
r (Ω) (see (27)). (29)
But we know that if γ 0 is the trace map on
,r (∂Ω). So, from (29), it follows that
From (27) and (30) it follows that u 0 ∈ S(λ) and so (0, λ + ) ⊆ S. From Winkert [23] we have that u 0 ∈ L ∞ (Ω). Then we can apply the regularity result of Lieberman [17] [p. 320] and infer that u 0 ∈ C + , u 0 = 0.
Hypotheses H 1 (ii), (v) imply that given ρ > 0, we can find ξ ρ > 0 such that
Let ρ = ||u 0 || ∞ and let ξ ρ > 0 be as postulated by (31). Then (27) and (31)),
⇒ u 0 ∈ int C + (see Pucci and Serrin [21] [pp. 111, 120])
The next proposition establishes a useful property of the set S.
Proposition 7.
If hypotheses H(a), H(β) and H 1 hold and λ ∈ S, then (0, λ] ⊆ S.
Proof. Since λ ∈ S, we can find u λ ∈ S(λ) ⊆ int C + . Let η ∈ (0, λ) and consider the following truncation-perturbation of the reaction in problem (P η ):
This is a Carathéodory function. We set
From Corollary 1, hypothesis H(β) and (32), it is clear thatψ η is coercive. Also, from the Sobolev embedding theorem and the compactness of the trace map γ 0 into L p (∂Ω), we see thatψ η is sequentially weakly lower semicontinuous. So, from the Weierstrass theorem we can find u η ∈ W 1,p (Ω) such that
Let ξ ∈ (0, δ 0 (η)] and ξ ≤ min Ω u λ (see hypothesis H 1 (v) and recall that u λ ∈ int C + ). Thenψ
Since q < p (see hypothesis H 1 (v)), by taking ξ ∈ (0, 1) even smaller if necessary, we will haveψ
From (33) we havê
In (34), first we choose h = −u − η ∈ W 1,p (Ω). Using Lemma 2.2 and (32), we have
So, we have proved that
Then because of (32), equation (34) becomes
From this, as in the proof of Proposition 6, using the nonlinear Green's identity, we infer that
Let λ * = sup S. We show that λ * is finite by strengthening the conditions on the reaction f (z, x, λ). So, the new stronger hypotheses on f are the following:
(v) there exists 1 < µ = µ(λ) < q = q(λ) < τ (see hypothesis H(a)(v)) and γ = γ(λ) > µ, δ 0 = δ 0 (λ) ∈ (0, 1) such that
Remark 3. Suppose that f (z, x, λ) = λg(x) + h(z, x) with g(·) continuous, nondecreasing, positive on (0, ∞) and h ≥ 0, h(z, ·) ∈ C 1 (R) for a.a. z ∈ Ω and h x (z, x) ≥ −ξ * x η−2 for a.a. z ∈ Ω, all x > 0 and some ξ * > 0, η ≥ p. Then hypotheses H 2 (vi), (vii) are satisfied. Also, the examples presented after hypotheses H 1 , satisfy also the new conditions.
Proposition 8. If hypotheses H(a), H(β) and H
Proof. We claim that there exists λ > 0 such that
Indeed by virtue of hypothesis H 2 (v), we have f (z, x, λ) ≥ c 6 (λ)x q−1 for a.a. z ∈ Ω all x ∈ [0, δ 0 (λ)]. The hypothesis on c 6 (·) implies that we can find λ 0 > 0 and 0
Hypotheses H 1 (iii), (iv) imply that we can find M 5 > 0 such that
Finally, from hypothesis
Recalling that f (z, x, ·) and c 6 (·) are nondecreasing in λ > 0, from (36), (37) and (38) we conclude that (35) is true. Now, let λ > λ and assume that λ ∈ S. Then we can find u λ ∈ S(λ) ⊆ int C 1 (see Proposition 6) . Let m λ = min
Also, let ρ = ||u λ || ∞ and let ξ ρ > 0 be as postulated by hypothesis H 2 (vi). We 
This means that λ / ∈ S and so λ * ≤ λ < ∞.
Proposition 9.
If hypotheses H(a), H(β) and H 2 hold and η ∈ (0, λ * ), then problem (P η ) admits at least two distinct positive solutions u 0 ,û ∈ int C + , u 0 ≤û.
Proof. Let η, λ ∈ (0, λ * ) with η < λ and let u λ ∈ S(λ) ⊆ int C + . From the proof of Proposition 7, we know that by using a suitable truncation-perturbation of the reaction of problem (P η ) (see (32)), we can find u 0 ∈ [0, u λ ] ∩ S(η), which is a minimizer of the corresponding truncated energy functionalψ η (see the proof of Proposition 7). For δ > 0, let u δ 0 = u 0 + δ ∈ int C + and for ρ = ||u λ || ∞ , let ξ ρ > 0 be as postulated by hypothesis H 2 (vi). We have
Recall that u 0 is a minimizer of the functionalψ λ (see the proof of Proposition 7). Note thatψ
Next, we consider the following truncation-perturbation of the reaction in problem (P η ):
This is a Carathéodory function. Let Γ η (z, x) = x 0 γ η (z, s)ds and consider the
Note that
Moreover, Proposition 5 implies that if u ∈ int C + , then
Claim 1. We may assume that u 0 is a local minimizer of σ η .
Recall that u 0 ≤ u λ . Then using u λ , we truncate γ η (z, ·) as follows:
This is a Carathéodory function. We setΓ η (z, x) = x 0γ η (z, s)ds and consider
From (43), Corollary 1 and hypothesis H(β), we see that the functionalσ η is coercive. Also, it is sequentially weakly lower semicontinuous. So, by the Weierstrass theorem, we can findû 0 ∈ W 1,p (Ω) such that
In (44), first we choose h = (u 0 −û 0 )
and see (43) and (40)
. We obtain (43) and (40))
Ifû 0 = u 0 , then by virtue of (43) and (40), we see that
and so we are done, since this is the desired second positive solution of problem (P η ). Hence, we may assume thatû
This proves the Claim. Reasoning as above, we can show that
Then from (40) we see that the elements of K ση are positive solutions of problem (P η ). Therefore, we may assume that K ση is finite of otherwise we already have an infinity of positive solutions for problem (P η ).
The finiteness of K ση and the Claim imply that we can find ρ ∈ (0, 1) small such that (46) imply that we can use Theorem 2.1 (the mountain pass theorem). So, we can findû ∈ W 1,p (Ω) such that
From (47) it follows thatû = u 0 andû ∈ S(η) ⊆ int C + , u 0 ≤û (see (45)).
Next we examine what happens in the critical case λ = λ * . To this end, note that hypotheses H 2 (ii), (v) imply that we can find c 18 = c 18 (λ) > 0 such that
This unilateral growth estimate on the reaction f (z, ·, λ) leads to the following auxiliary Robin problem:
For this problem we have the following existence and uniqueness result.
Proposition 10.
If hypotheses H(a) and H(β) hold, the problem (49) admits a unique positive solutionū ∈ int C + .
Proof. First we show the existence of a positive solution for problem (49). To this end let ξ + : W 1,p (Ω) → R be the C 1 -functional defined by
Using Corollary 1 and hypothesis H(β), we have
for some c 19 > 0 (recall q < p < r).
Because q < p < r, it follows that ξ + is coercive. Also, it is sequentially weakly lower semicontinuous. So, we can findū ∈ W 1,p (Ω) such that
Exploiting the fact q < p < r, by choosing ξ * ∈ (0, 1) small, we have
From (50) we have Since p > τ and β ≥ 0 (see hypothesis H(β)), we see that u −→ 1 p ∂Ω β(z)u p/τ dσ is a convex functional. Therefore, e is convex and also via Fatou's lemma, we have that e is lower semicontinuous. We already haveū ∈ int C + a positive solution of problem (49). Letȳ ∈ W 1,p (Ω) be another positive solution. As above, we can show thatȳ ∈ int C + . Then for all h ∈ C 1 (Ω) and for |t| small, we havē u τ + th,ȳ τ + th ∈ dom e. Next, we carry the study of problem (S λ ) (λ ≥ λ * ) a little further and produce a smallest positive solutionŵ λ ∈ int C + and show that the map λ −→ŵ λ is strictly decreasing from (0, ∞) into C 1 (Ω) and ||ŵ λ || → 0 as λ → +∞.
Proposition 21.
If hypotheses H(a) and H 3 hold and λ ≥ λ * , then problem (S λ ) admits a smallest positive solutionŵ λ ∈ int C + .
Proof. As in Filippakis, Kristaly and Papageorgiou [9] , exploiting the monotonicity of A (see Lemma 2.2), we show that S 0 (λ) is downward directed (that is, if u 1 , u 2 ∈ S 0 (λ)), then we can find u ∈ S 0 (λ) such that u ≤ u 1 , u ≤ u 2 . Therefore, since we are looking for the smallest positive solution, without any loss of generality, we may assume that u * λ (z) ≤ u(z) ≤ c 25 for some c 25 > 0, all u ∈ S 0 (λ), all z ∈ Ω (see Proposition 19) Then from Dunford and Schwartz [3] [p. 336], we know that we can find {u n } n≥1 ⊆ S 0 (λ) such that inf S 0 (λ) = inf n≥1 u n .
We have
A(u n ) + λu p−1 n = N f (u n ) and u * λ ≤ u n ≤ c 25 for all n ≥ 1,
⇒ {u n } n≥1 ⊆ W 1,p (Ω) is bounded.
Thus we may assume that u n w →ŵ λ in W 1,p (Ω) and u n →ŵ Λ in L r (Ω).
On (91) we act with u n −ŵ λ ∈ W 1,p (Ω), pass to the limit as n → ∞ and use (92). Then We examine the map λ −→ŵ λ .
Proposition 22.
If hypotheses H(a) and H 3 hold then λ −→ŵ λ is strictly decreasing from [λ * , ∞) into C 1 (Ω), that is, if λ * ≤ λ < µ, thenŵ λ −ŵ µ ∈ int C + .
Proof. Note that A(ŵ λ ), h + µ 
We consider the problem (S µ ) and truncate the reaction f 0 (z, ·) at {0,ŵ λ (z)}. Then reasoning as in the proof of Proposition 13, via the direct method and using
