We prove that if g(t) is a smooth, complete solution to the Ricci flow of uniformly bounded curvature on M × [0, Ω], then the correspondence t → g(t) is real-analytic at each t 0 ∈ (0, Ω). The analyticity is a consequence of classical Bernstein-type estimates on the temporal and spatial derivatives of the curvature tensor, which we further use to show that, under the above global hypotheses, for any x 0 ∈ M and t 0 ∈ (0, Ω), there exist local coordinates x = x i on a neighborhood U ⊂ M of x 0 in which the representation g ij (x, t) of the metric is real-analytic in both x and t on some cylinder U × (t 0 − , t 0 + ).
be expected, as local analyticity in space and time is false even for the linear heat equation. We suspect that the bound on curvature can likely be weakened somewhat, however, the class of complete solutions to (1) with uniformly bounded curvature is essentially the largest for which short-time existence and uniqueness, both forward and backward in time, are currently known to hold (see [9, 23, 3, 15, 14] ). In this regard, we note that Theorem 1 provides an alternative and unified proof of the following unique-continuation property of solutions to the Ricci flow, which follows from the combined uniqueness results in [3, 9, 15] . COROLLARY 2. Suppose g(t) andg(t) are smooth, complete solutions to (1) of uniformly bounded curvature on M ×[0, Ω]. If g(t 0 ) ≡g(t 0 ) for some t 0 ∈ (0, Ω), then g(t) ≡g(t) for all t ∈ [0, Ω].
The question of time-analyticity for solutions to parabolic equations is an old and well-studied one, for which there are by now many very general results, typically attained by way of semigroup methods (see, e.g., [24, 13, 21, 20] ) or L 2estimates (see, e.g., [11, 12] ). However, owing to the weak parabolicity of the Ricci flow system (1) , the existing theory provides no automatic guarantee of the timeanalyticity of its solutions. Moreover, although, relative to a choice of a fixed background metricḡ, one can associate to a solution g(t) of the Ricci flow a solution hḡ(t) to the strictly parabolic Ricci-DeTurck flow [6] for which g(t) = φ * t hḡ(t) for some smooth family φ t ∈ Diff(M ), it appears to be somewhat problematic, at the very least, to parlay any statement of analyticity for hḡ(t) into a tensorial statement of analyticity for g(t) of the sort in Theorem 1. Our approach, much the same as in [1] , is to establish the time-analyticity of g(t) directly, via rather classical Bernstein-type estimates on the derivatives of the curvature tensor. As a byproduct of our argument, we obtain the following explicit estimates on all mixed covariant and temporal derivatives of the curvature tensor, which may themselves be of some independent interest. THEOREM 3. Given M 0 and Ω > 0, there exist constants K 0 and L 0 depending only on n, M 0 , and Ω * max{Ω, 1}, such that the curvature tensor of any solution g(t) to (1) satisfying the assumptions of Theorem 1 satisfies
for all k, l ∈ N 0 N ∪ {0}.
Above, and in what follows, ∇ ∇ g(t) denotes the Levi-Civita connection of g(t), | · | = | · | g(t) the norms induced by g(t) on the tensor bundles T k l (M ), and ∇ (k) T the k-fold covariant derivative of a tensor T . We reserve the designation "the curvature tensor of g(t)" for the (3, 1)-curvature tensor, i.e., R l ijk , which we will often simply denote by R. Since ∂ ∂t g ij = −2R l lij , the above estimates directly imply corresponding estimates of the same general form on the derivatives of g(t); in view of the assumption of bounded curvature, the metrics g(t), t ∈ [0, Ω], will all be uniformly equivalent, so, at the expense of further enlarging the constants, we can replace the norms in these estimates by those induced by g(0). The timeanalyticity of g(t) for t > 0, in the sense of Theorem 1, then follows.
1.1. Remarks on the estimates. The estimates of Theorem 3 generalize the fundamental estimates on the spatial derivatives of R due originally to Bando [1] and Shi [23] , which take the form t k/2 |∇ (k) R| ≤ C(n, k, M 0 , Ω).
Other variants of these estimates appear, for example, in [10, 16, 19] , and [22] . The essential new feature in (2) is its improved dependency on the order, l, of the time-derivative. From [1] it is known that the constant C in (3) can be put into the form C L k k! for some constants C and L depending only on n, M 0 , and Ω. While this rate of growth in the order k is sufficient to establish the spatial analyticity of solutions for t > 0, any combination of estimates of this form could, at best, imply an estimate of the form
on the time-derivatives of R. The dependency on l in the expression on the righthand side implies that g(t) is of second Gevrey class for t > 0, but is insufficient to ensure that it is analytic in t.
To improve the dependency of the estimates on the order of the time-derivative, we must first make some adjustments to the Bernstein technique in [1] ; these critical high-level alterations are contained in Section 5. Most of the rest of the modifications we need to make are technical in nature, and aimed at managing the greater complexity of the computations we need to carry out. The evolution equation for ∇ (k) ∂ l ∂t l R effectively compels us to simultaneously estimate all mixed derivatives ∇ k ∂ l ∂t l R with k + l ≤ k + l and the nonlinearity of the equation for R in terms of g and R proves to be somewhat more troublesome in this case than it is for the estimation of purely spatial derivatives.
For example, the repeated time-differentiation of polynomial expressions involving the inverse of the metric increases not only the number of terms but the number and variety of factors in each term, whereas (on account of the compatibility of the metric with the connection) the iterated covariant differentiation of the same expressions typically only increases the number of terms. This particular source of nonlinearity thus makes it unwieldy to work directly with some of the commutator expressions (e.g., [ ∂ l ∂t l , Δ]) which arise in our computations. Instead, we introduce an induction scheme which allows us to treat g and its inverse g −1 independently at each stage. The identity g ik g kj = δ i j then allows us to deduce bounds on the derivatives of g −1 from estimates established on the derivatives of g. With this approach, we are spared having to work with explicit expressions for iterated derivatives of the inverse of the metric, although, conceivably, one could avoid the induction with an application of a suitable variation of Faà di Bruno's formula.
Although we have made no effort to work in generality greater than what is demanded by Theorem 1, our argument makes use of only rather coarse features of the Ricci flow equation, and particularly as it concerns the basic quantity Φ N , defined in Section 4, and the high-level estimates we obtain on its evolution equation in Section 5, it illustrates a general technique which can be used as well to establish the time analyticity of other parabolic equations. For example, it can be used to prove the analyticity of solutions to the mean-curvature flow in Euclidean space (or in an ambient manifold with a curvature tensor satisfying appropriate bounds on its covariant derivatives); we intend to detail this particular extension in a paper to follow.
Full analyticity of the solution in local coordinates.
Since Theorem 3 provides estimates on the covariant as well as the temporal derivatives of the curvature tensor, it is natural to ask whether we might also use them to obtain some statement of local space-time analyticity for the metric. In the last section of the paper we will we use them to prove that, for any 0 < t 0 < Ω, there exist coordinates x about any x 0 ∈ M in which the expression g ij (x, t) of the metric is analytic in x and t in some small interior neighborhood of (x 0 ,t 0 ). In fact, we will show that any local coordinates x in which the representation g ij (x, t 0 ) at some t 0 > 0 is analytic in space will do the trick if restricted to a sufficiently small neighborhood. The precise statement is as follows. THEOREM 4. Let g(t) be a complete solution to (1) satisfying the uniform
We emphasize again that (as is to be expected), despite the local nature of the conclusion of the theorem, we must impose global restrictions on the solution g(t).
In view of Bando's theorem [1] (cf. Remark 13.32 of [4] ), we have the following special case.
is a complete solution to (1) of uniformly bounded curvature on M × [0, Ω]. Then, for each (x 0 ,t 0 ) ∈ M × (0, Ω), there exist r > 0 and 0 < < min{t 0 , Ω − t 0 } such that the expression, g ij , of the metric in g(t 0 )-geodesic normal coordinates x = (x i ) based at x 0 , is real-analytic in the variables x i and t in the open cylinder B g(t 0 ) (x 0 ,r) × (t 0 − , t 0 + ). Remark 6. An analogous statement holds true for local g(t 0 )-harmonic coordinates, as it is a result of DeTurck-Kazdan [7] that a metric whose representation is of class C ω in some coordinates x will also be of class C ω in harmonic coordinates.
where c i ≥ 0, implies that U satisfies
Remark 7. Our use of the asterisk notation differs in an important aspect from its usage in [1, 5, 10] and elsewhere in the Ricci flow literature in that we do not use it to conceal any metric contractions. Indeed, since the metric is time-dependent and we need to estimate temporal as well as covariant derivatives, it is necessary for us to track each occurrence of the metric and its inverse in the formulas.
With this stipulation, the "inequalities" U cV 1 * V 2 * ··· * V J may be differentiated in both space and time, that is, if U cV * W , then
with obvious generalizations to products of greater numbers of factors.
Factorials and combinatorial conventions.
In our coefficients, we will use the convention that m! 1 for all m ≤ 0 and the notation
for m, k ∈ Z. We will further use the rightmost expression to interpret [x] r for x ∈ R, with [x] = 1 when x ≤ 0 as in the integral case. We will also use standard multi-index notation, for instance
for multi-indices α = (α 1 ,α 2 ,... ,α l ) of length l. Finally, unless specified otherwise, the indices appearing in any set are assumed to belong to N 0 N ∪ {0}, and any sum over an empty index set is to be interpreted as zero.
Coefficients and combinatorial preliminaries.
We will prove Theorem 3 by induction on the combined order k + l of the derivatives. It turns out that it is much easier to obtain the estimates needed to complete the induction step if we replace (2) with the apparently stronger variant
Equation ( 2) (with L 0 = 2L) then follows readily since the inequality m!n! ≤ (m + n)!, which is valid for all m and n ≥ 0, implies that
for k, l ≥ 2, and, consequently, that
Of course, there is also a universal constant a such that (m + n)! ≤ a m+n m!n! (7) for all m and n ∈ N 0 , so the greater strength of (6) is indeed only apparent. However, by including a delay (or "lag") in the factorials, we are able to simply and directly infer like estimates on the derivatives of a contracted product of tensors from estimates on the derivatives of its factors. We learned of this device of "factorial lag" in the paper of Kinderlehrer-Nirenberg [11] , who attribute it to Lax [18] (see also [8, 12] ). At its heart is the elementary observation that there exists a universal constant C such that
In fact, we have the following more general lemma.
LEMMA 8. Suppose that β is a multi-index of length l ≥ 2. If max 1≤i≤l β i ≥ 2, then there exists a constant C ≥ 1 depending on l and r min 1≤i≤l β i (but not on m) such that
it suffices by induction to consider the case l = 2. By symmetry, we may write α = (p, m − p) and β = (q, r) where q ≥ r. If r = 0, then the sum is simply 
Consequently,
Similarly, if r = 1, we have, using that q ≥ 2,
for some universal constant C.
Before we state the next lemma, let us introduce notation for the coefficients we will use as weights in our estimates throughout the rest of the paper. Define
for k, l ∈ N 0 . Using Lemma 8, we can show that when the norms of the elements of the family are weighted with these coefficients, bounds on the derivatives of families of tensors extend to estimates of their tensor products (and pure contractions thereof) with the same dependencies on the orders of the derivatives. This is the content of the following lemma.
LEMMA 9. Suppose that U = U (t) and V = V (t) are smooth families of tensors on M for t ∈ [0, Ω] and that W = W (t) = U * V is some simple contraction of their product. Given θ > 0, there exists a constant C = C(n) such that, for any N ∈ N 0 , if we write u k,l a 2 k,l θ k+2l |U (k,l) | 2 and v k,l a 2 k,l θ k+2l |V (k,l) | 2 , we have the estimate
Proof. Throughout the proof, C will denote a series of constants that depend only on n. For any k and l ∈ N 0 , from the Leibniz rule, we have
and so, by Cauchy-Schwarz,
for some C = C(n) as claimed.
Remark 10. By induction, the above result can be extended to contractions of products of arbitrary length. In particular, (9) implies that if V is a simple contraction of the j-fold tensor product of U with itself, i.e.,
The induction argument.
Henceforth we suppose that g(t) is a solution to (1) on M × [0, Ω] satisfying the assumptions of Theorem 1. We will write h(t) = g −1 (t) for the metric induced on T * (M ) by g(t), and let L ≥ 1 denote a large positive constant whose value we will eventually prescribe in terms of the external parameters n, M 0 , and Ω * = max{Ω, 1}. Many of the expressions to follow will depend on L through the function
but, except when the dependency requires emphasis, we will suppress the subscript L in our notation. Next, for any k, l ∈ N 0 (and fixed L), we define
and, for any N ∈ N 0 ,
Similarly, for k ∈ N and l ∈ N 0 , we define
and, for any N ∈ N,
Note that, for t > 0 and k ∈ N, we have
We will prove that, for an appropriate choice of the parameter L, the function Φ N,L is bounded on M × [0, Ω] independently of N . The estimate (2) will then follow by comparing the individual terms in Φ N,L with this bound. The bound itself will be a consequence of iterating the following estimate to cover the entire interval [0, Ω].
The key ingredient for the induction argument by which we will prove Theorem 11 is the following proposition. Its proof will occupy the bulk of the sequel. PROPOSITION 12. Given any Ω > 0, and a complete solution to (1) with
Proof of Theorem 11.
We first give the argument for Theorem 11 and postpone the proof of Proposition 12 for later.
Proof of Theorem 11, assuming Proposition 12.
We first claim that we may assume that, for all L and N , we have a preliminary bound of the form
To see this, note that, for any 0 < < Ω, we can replace
where Ω Ω − , and consider the corresponding expression Φ ( ) N ;L for g (t). We will have |R (x, t)
on M , just as in the argument below, but, in addition, Shi's estimates [23] for the derivatives of the curvature tensor of g(t) will imply uniform bounds of the form N in the argument below, we will be able to apply the maximum principle for any fixed to obtain the -independent bound Φ ( )
Note that the lower bound L 2 on L from Proposition 12 we use here is independent of , since we assume Ω ≤ 1 and so have
Let the constants C 1 and L 2 be as in Proposition 12 and L ≥ L 2 . We argue by induction on N . The case N = 0 is trivial, as we have Φ 0;L = |R| 2 ≤ M 2 0 by assumption. Assume, then, that, for some N ≥ 1, we have
, and, as we have noted above, we may assume that Φ N is uniformly bounded, say, by
is the upper bound of the interval of existence for F (t). (If M is not compact, the use of the maximum principle is justified by the uniform bounds on Φ N and R; see, e.g., Theorem 12.14 of [4] for a precise statement of the maximum principle we invoke.) Since
We are still free to adjust L, and claim that, if L > 4/ √
contradicting (17) . (Note that, for any (x, t), Φ N ;L (x, t) is monotone-decreasing in L.) Thus, for such L, τ N = τ N,L > Ω , and we may take Ω 1 Ω to obtain estimate (15) .
It remains to prove Proposition 12. We carry this out over the next three sections.
A preliminary estimate on
Our first step toward the proof of Proposition 12 will be to perform some high-level manipulations on the evolution equation for Φ N . At this stage, we will simply assign some notation to the complicated commutation and reaction terms which arise in this equation and leave their detailed consideration to the next section.
For any k, l ∈ N 0 , we define
and further split Q k,l into three terms
It will be helpful also to introduce notation for the scaled norms of the above quantities; we will write
and
and observe now the elementary inequality
for later use.
Our goal in this section is to establish the following result. PROPOSITION 13 . Under the assumptions of Theorem 3, there exist constants
5.1. The evolution of φ k,l . We begin with two simple computations.
LEMMA 14. For any k, l ∈ N 0 , we have
Proof. For any k and l, the tensor R (k,l) = ∇ (k) ∂ l ∂t l R is a family of sections of T 1 k+3 (M ), and so
and (22) follows.
LEMMA 15. For any L > 0 and any k, l ∈ N 0 , the evolution of φ k,l = φ k,l;L can be estimated as
Proof. For any 0 < t ≤ Ω, we have
from which (23) follows, since
Although the basic strategy in this section is much the same as in [1] , in that we are seeking to exploit the "good" negative terms ψ k+1,l = [k − 1] 2 φ k+1,l /θ on the right-hand side of (23) in order to apply the maximum principle to Φ N , there are some key differences. We need these negative terms to dominate those terms whose coefficients are higher order in k and l and are not simply proportional by a constant to some term φ k,l . Of those terms which are presently visible in (23) (and not concealed in Q k,l ), the most problematic from our perspective is (k + 2l)φ k,l /t, which arises when the operator ∂ ∂t falls on the factor of θ k+2l . When k is small relative to √ l, this term cannot be controlled by a corresponding negative term in ( ∂ ∂t − Δ)Φ N , as the coefficients of such a term will only be proportional to k 2 . Moreover, there are no corresponding negative terms to balance the contributions of the terms with k = 0 (i.e., the pure time-derivatives) as in Bernstein-type arguments these negative terms arise from the application of the operator −Δ to the square of (the norm of) the solution, and therefore always involve at least one spatial derivative. To work around this, we will employ two different estimates for the evolutions of the φ k,l , depending on whether k is large or small relative to √ l. In the case that k is small relative to √ l, the idea is to exchange one timederivative for two space derivatives while playing one coefficient off the other; the basis of the estimate in this case is the following simple inequality.
Proof. To begin with, we have
for any for l > 0. Now, recalling (18), we can write
so, together with (25), we have
and, adding the weights a k,l ,
We now combine the above two lemmas and give estimates for φ k,l specialized to the relative sizes of k and l. LEMMA 17. Given any M 0 and Ω > 0 and a solution g(t) to (1) 
there exist constants C 3 = C 3 (n) and L 4 = L 4 (n, M 0 , Ω * ) such that for any L ≥ L 4 , the evolution of φ k,l = φ k,l;L can be estimated as follows: For k = 0 and l = 0,
Proof. We take C 3 10000n 2 , L 4 8C 3 (M 0 Ω * + 1), assume L ≥ L 4 , and consider each case in turn.
The case k = l = 0. Using the standard equation for the squared norm of the Riemann curvature tensor under the Ricci flow (see, e.g., Section 7.2 of [5]), we have
which is (26).
The case l > 0 and 0 ≤ k < √ l. Observe that we only need to consider the last two terms of (23) to obtain (27). We start with the second term. By Lemma 16, we have
and since, when k < √ l,
we therefore have
using our assumption on L 4 .
For the last term in (23), using (20) , we can estimate
for any > 0, and use (29) as before to see that
and hence, from (31),
Taking (23) with (30) and (32), we see that, for l > 0 and 0 ≤ k < √ l, we have
The case k > 0 and 0 ≤ √ l ≤ k. The estimate is easier for k in this range. As before, we just need to estimate the last two terms in (23) . The second term on the right-hand side of (23) can be estimated by
for t > 0, provided L ≥ L 4 , and the last term from the same equation can be estimated simply by
using (14) and (20) again. Taken together, (23), (33), and (34), yield
which is (28).
Proof of Proposition 13
. Now we put everything together we have so far to obtain a preliminary estimate on the evolution of Φ N .
Proof. Let C 3 and L 4 be as in Lemma 17. We choose C 2 ≥ 2C 3 , L 3 ≥ L 4 , and assume that L ≥ L 3 .The case N = 0 follows immediately from (26), so we assume that N ≥ 1. We write Φ N = Φ N,L as
and then combine the estimates in Lemma 17 to obtain
Now, by re-indexing (and using, for example, that k ≤ √ l and 1 ≤ l ≤ N implies k + 2 ≤ N + 1), we see that
which is (21).
Estimation of the reaction and commutator terms.
To prove Proposition 12, it remains to estimate the term (21) . We split this sum into three parts corresponding to the contributions of U k,l , V k,l , and W k,l and consider each in turn. First, we use the induction hypothesis to obtain bounds on the derivatives of the inverse metric. In view of Lemma 9, we only need to bound the weighted sum of these derivatives.
Inductive bounds on the derivatives of the inverse of the metric.
The next lemma is a quantitative statement of the following two elementary observations. First, using equation (1), any iterated covariant derivative of the l-th time derivative of g can be controlled by the same covariant derivative of the (l − 1)-th time derivative of R. Second, bounds on the mixed derivatives of g up to a total order N derived from (6) imply bounds of an identical form on the same derivatives of h via the identity h ik g jk = δ i j . The "factorial lag" built into the coefficients a k,l will ensure that the estimates on h we obtain from this latter observation have the same form (i.e., the same order of magnitude in the order of the derivatives) as those on g. 
Proof. For now, we will take L 5 to be a large positive constant whose value (to depend only on n, Ω * , and M ) we will specify later. We assume that L ≥ L 5 and argue by induction. Note that X 0;L (x, t) = |h| 2 (x, t) ≡ n. Suppose then that we have sup M ×[0,Ω] X P ;L ≤ (1 + δ)n for some 0 ≤ P ≤ N . Applying the operator ∇ (k) ∂ l ∂t l to the identity h ik g kj = δ i j , and using that h (p,0) = ∇ (p) h ≡ 0 and g (p,0) = ∇ (p) g ≡ 0 when p > 0, we obtain that
for k ∈ N 0 and l ∈ N. So we have χ 0,0 = |h| = √ n, and
for some C = C(n). Since, as usual, 4 ≤ C by Lemma 8, we have
for another constant C = C(n).
Fixing any (x, t) ∈ M × [0, Ω], summing over all k and l such that 0 ≤ k + l ≤ P + 1, and using again that χ 0,0 ≡ n and χ k,0 ≡ 0 for k > 0, we have
and so, by (35), that
Thus, by the induction hypothesis,
from which we obtain the desired inequality, for example, with the choice L 5 Ω * (1 + δ)CM δ .
The reaction term U k,l .
We begin by recalling the evolution equation for the (3, 1) curvature tensor R under the Ricci flow (cf., e.g., [5, p. 177] ):
According to our convention, we may express this as
PROPOSITION 19. There exists C 4 = C 4 (n) such that, for any N ∈ N 0 and any L > 0, X N = X N ;L , Φ N = Φ N ;L , and the quantity U k,l associated to the evolution of Φ N satisfy
Proof. Put A = h * R * R. For any k, l ∈ N 0 , we have
by (37). Iterating the result of Lemma 9 implies that there exists a constant C = C(n) such that 0≤k+l≤N
Thus (38) follows with C 4 ≥ (4n + 5) 2 C.
The commutator term V k,l .
Here we borrow a formula from [1, 4] for the commutator of the k-fold covariant derivative with the heat operator associated to a solution of the Ricci flow.
LEMMA 20. ( [1] ; [4] , Corollary 13.27) If T is a tensor of rank ρ, and g(t) is a solution to the Ricci flow, then
Thus, for any k, l ∈ N 0 , we can apply the above to T = R (0,l) to obtain
PROPOSITION 21. There exists a constant C 5 = C 5 (n) such that, for any N ∈ N 0 and L > 0,
Proof. Observe that V 0,l = 0, so we may assume k ≥ 1 in what follows. Starting with (39), and using C to denote a series of constants depending only on n, we have
Using Cauchy-Schwarz and Lemma 8, and arguing as in Lemma 9, the square in the second term can be estimated as
Thus, using V 0,l ≡ 0, we have
for some appropriately large C = C(n), which we may take for our C 5 . Since Φ N −1 ≤ Φ N , and Ψ N −1 ≤ Ψ N , this completes the proof. 6.4. The commutator term W k,l . Now we consider the most complicated component of Q k,l . We will first need a formula for the commutator of an l-fold time-derivative with the tensor Laplacian associated to g(t).
LEMMA 22. If T is a smooth family of tensors of rank ρ, then, there exists a constant C = C(ρ, n) such that, for any l ∈ N 0 , we have
where h 2 and h 3 denote factors of the form h * h and h * h * h, respectively.
Proof. To compute this commutator, we fix t 0 ∈ [0, Ω] and freeze the connection at time t 0 , using ∇ to denote the Levi-Civita connection of the metricḡ g(t 0 ). Then we obtain a tensorial expression for the difference of the second covariant derivatives applied to our tensor T . Namely, we have
and, consequently,
as ∇h h * h * ∇g. Defining the operator h ij ∇ i ∇ j , we therefore have
Since the connection ∇ is independent of time, differentiating the expression on the right-hand side of the above equation is merely a matter of applying the Leibniz rule, and doing so yields LEMMA 23. There exists a constant C 6 = C 6 (n) such that, for any k, l ∈ N 0 , we have W k,l C 6 (
We now proceed to estimate W i k,l a 2 k,l θ k+2l |W i k,l | 2 for i = 1, 2, 3, 4; in what follows, we may assume l ≥ 1 as W k,0 ≡ 0. We will use the temporary shorthand χ
We begin with equation (41), and argue as in Lemma 9. First, we have
So, by Lemma 8, we have
for some universal constant C 7 . Consequently, we obtain
(45)
Estimate of W 2
k,l . Next, starting from (42) and arguing as for the previous term, we find initially that
Then, using Lemma 8 again, we have |β|=k, |γ|=l
for some universal C 8 , and so
Summing this inequality over k and l then yields
Estimate of W 3
k,l . We proceed as for the previous two terms. Equation (43) implies
so, as above, we obtain that
for some universal constant C 9 . Summing, we then find that
(47)
Estimate of W 4
k,l . This term is potentially the most troublesome of the four, but it can be handled in the manner of the previous three with a minor adjustment. Starting from (44), we have, for 0 < t ≤ Ω,
so, by Lemma 8 and Cauchy-Schwarz,
for some universal constant C 10 . Summing, we then obtain that
where we have used that
These latter equalities are valid since, as noted before, χ 0,0 ≡ n, and χ k,0 ≡ 0 if k > 0. 
the quantity W k,l formed from Φ N as in (19) 
Proof. Let the constant C 6 = C 6 (10) be as in Lemma 23 and C 10 = C 10 (n) be as in (48). We first apply Lemma 18 to obtain L 5 = L 5 (n, 2M 2 0 , Ω * ) sufficiently large to ensure that X N = X N ;L satisfies
on M × [0, Ω], and take our L 6 ≥ max{L 5 , Ω * }, henceforth assuming L ≥ L 6 . Note that, according to (48), we then have
The bound (50), together with Lemma 9, implies that the sums of χ Returning, then, to the decomposition of W k,l defined in Lemma 23, and summing the inequalities (45), (46), (47), and (51), we obtain
provided C 11 = C 11 (n) is taken sufficiently large. Here we have used that θ ≤ 1 if L ≥ L 6 and that Φ N ≤ Φ N and Ψ N ≤ Ψ N if N ≤ N .
7. Proof of Proposition 12. Now we are ready to prove Proposition 12, and hence Theorem 11, in view of the argument in Section 4.1.
Proof. Let C 2 , C 11 , L 3 and L 6 be the constants guaranteed by Propositions 13 and 24, and assume L ≥ L 2 max{L 3 ,L 6 } initially. Then, by (21) , we have 
In view of our choice of L 6 from Proposition 24 (made via Lemma 18), we have X N ≤ C for some C = C(n). Thus, for sufficiently large C , we'll have
Combined with (52), this yields
Since L ≥ L 2 , we have θ ≤ 1 in particular, so
for a sufficiently large C 1 = C 1 (n), for all L ≥ L 2 .
Local space-time analyticity of the metric in normal coordinates.
We now adopt the setting of Theorem 4. Our aim is to show that, on a sufficiently small neighborhood of (x 0 ,t 0 ) ∈ M × (0, Ω), there are constants P and Q such that the representation g ij of the metric in the coordinates x from the statement of that theorem satisfies ∂ |α| ∂ l ∂x α ∂t l g ij ≤ P Q |α|/2+l (|α| + l)! for all l ∈ N 0 and multi-indices α. On the coordinate neighborhood U , we have a natural reference Euclidean metric (g E ) ij = δ ij and we may regard partial differentiation as covariant differentiation relative to the flat connection associated to g E . With this understanding, we may regard ∂ (k) g on this neighborhood as a tensor and seek to establish the analogous bounds
on its time derivatives. To obtain these bounds we will need to convert between estimates involving the three connections relevant to our problem: ∇ = ∇ g(t) , ∇ = ∇ g(t 0 ) , and ∂, and we will prove two general propositions in Section 8.1 to aid us in this effort before we embark on the proof of Theorem 4 in Section 8.2.
Before doing so, we point out that, since the conclusion of Theorem 1 is tensorial, we already have the necessary estimates on the pure time derivatives of the metric. In fact, for some K 0 and L 0 ,
on W × (t 0 − η, t 0 + η) for any fixed coordinates on a precompact open set W with W ⊂ U and sufficiently small η > 0. (The restriction to W is made so that g(t) and g E will be uniformly equivalent on W × [t 0 − η, t 0 + η].) Accordingly, we could appeal now to a classical theorem of Browder [2] (cf. Theorem 4.33, [17] ) which provides a condition under which a smooth function that is separately realanalytic in each of its variables will be fully analytic on its domain. On account of the uniformity of the estimate (54) in x and t, to prove Theorem 4, it would be enough, by Browder's theorem, to obtain a further uniform estimate on the pure spatial (coordinate) derivatives ∂ (k) g of g over W × [t 0 − η, t 0 + η] (in fact, only on the pure iterated derivatives ∂ k x 1 g, ∂ k x 2 g, etc.). Given the estimates we have already proven in Theorem 3, however, such a reduction will spare us little additional effort and instead we continue to estimate all of the derivatives directly in order that our proof might be fully self-contained.
Comparing the difference of connections.
In this section we depart from the setting of the Ricci flow to establish two general estimates that measure the effect of a change of connection on derivative estimates of the form (6) . The first compares two fixed connections whose difference is known to satisfy some derivative estimates of the same general form as the tensor being estimated. 
for all 0 ≤ k ≤ m, there exists a constant S depending only on n, ρ,P , and Q such that
Here | · | = | · | g , however, a similar estimate holds instead with | · |ḡ in view of the uniform equivalence of g andḡ on U .
Remark 26. Key to our application of this result to the proof of Theorem 4 is that (55) and (57) hold with the same P and, especially, that Q (hence S) is independent of P . In our application, T will represent various time-derivatives ∂ l ∂t l R of curvature and P will depend on l; the feature of this result just highlighted will ensure that the estimates for ∇ (k) ∂ l ∂t l R supplied by this proposition will retain dependencies on k and l of the appropriate form.
Proof. We begin by assuming that the first alternative in (56) is satisfied. We will use a double induction argument to prove the following statement.
Claim. There exists S = S(n, ρ,P ,Q) such that
We will wait to specify S until the end of the argument; for now we just regard it as a large parameter satisfying S ≥ Q. First note that (58) follows trivially in the case k = 0 since we have |T | ≤ P by (55). Suppose now that S has been found so that, for some r ≤ m, (58) holds for all 0 ≤ l ≤ k < r. We argue by induction on l to establish the case k = r. Again, the case l = 0 is an immediate consequence of (55) sinceQ ≥ Q. So suppose that (58) holds for all 0 ≤ l < s for some s ≤ k = r.
We consider the case l = s ≥ 1. Observe that
and so, using the induction hypothesis and (56), we have
where F (q, r, s; ρ)
Now, since 1 ≤ s ≤ r, we have (s − 1 + ρ) ≤ ρ [r] , and also
Thus, we may return to (60) to obtain
for some universal constant C. Provided S is taken larger still to ensure that S > max{6Q, 4CP ρ}, the right-hand side of the inequality will be less than 1. This implies the desired estimate for the case l = s, and, by induction on l, proves the desired estimate for the case k = r. Thus, by induction on k, the claim is proven for all 0 ≤ l ≤ k ≤ m.
The argument for the case of the second alternative in (56) is very similar to the one we have given above, and we will only give a sketch. The idea is to work "inside out" relative to the first case and prove instead the following statement.
This can be proven by another double induction argument on k and l; the analog of (59) in this case is
Since the covariant derivatives landing on the difference G of connections will now be taken with respect to the connection ∇, one can use the rightmost assumption from (56) together with (55) and proceed as before.
The second result provides an estimate on the derivatives of the difference of the Levi-Civita connections of a smooth family of metrics g(t) at two different times, when the time-derivative of this family is known to satisfy uniform bounds on its spatial derivatives akin to (6) . 
, then there exist constants ∈ (0, Ω),P , andQ depending only on n, P , Q, and Ω such that
Proof. Observe first that ∇ (k) G(x, 0) ≡ 0 for all k, and recall the identity
For the time being, let 0 < < Ω denote a small constant-we will later specify its dependency on the parameters P and Q-and, for k, N ∈ N 0 , define the functions
Then, as ∂ ∂t h ij = 2h ik h jl b kl , and since ∇ (k) G has rank k + 3, we have
for each k.
For k = 0, using (61) and (63) with (64), we have
which, since f 0 (x, 0) = 0, implies f 0 ≤ P on V × [0, Ω] for some P = P (P, Q, Ω * ).
For k > 0, we start by estimating the inner product in (64) by Cauchy-Schwarz:
Now, with a trivial adjustment to its proof, the formula given in Lemma 13.26 of [4] for the commutator, ∂ ∂t , ∇ (k) , relative to a solution of Ricci flow, can be converted into a formula for the same commutator relative to our arbitrary smooth family of metrics g(t). From this formula we obtain that if T = T (t) is a smooth family of tensors of rank ρ, then
Using (61) and (63), we can then apply (67) to G to obtain that
Then, using Lemma 8 and assuming 0 < t ≤ , we can estimate the sum in the second term by
, and it follows that
Above, and in the inequalities to follow, C represents a sequence of universal constants. Hence,
Combining this with (64) and (66), we obtain that
[k]f k ≤ E N + f 0 , so, summing over k from 0 to N , and using also (65), we find that
for some sufficiently large constant P depending on P , Q and Ω * (the latter through the bound |f 0 | ≤ P found above). Thus, if 0 < < 1/(2P ), then, since F N (x, 0) = 0, we have F N ≤ P < 1 2 on V × [0, ], and hence for each 0 ≤ k ≤ N ,
] for suitableP andQ.
Proof of Theorem 4.
We now bring Propositions 25 and 27 together to prove the main result of the section.
Proof of Theorem 4. Let g(t) be a complete solution to (1) of uniformly bounded curvature on M × [0, Ω] and fix t 0 ∈ (0, Ω). Defineḡ g(t 0 ), 0 min{t 0 , Ω − t 0 }/2, and let x i : U ⊂ M → R n be smooth coordinates for which the coordinate representation ofḡ, i.e.,ḡ ij , belongs to C ω (U ). In what follows we will regard partial differentiation in these variables as covariant differentiation relative to the associated Euclidean metric g E on U , and view, e.g., ∂ (k) g and ∂ (k)ḡ as tensors on the open set U .
Fix an arbitrary x 0 ∈ U and select some precompact open setŨ containing x 0 withŨ ⊂ U . OnŨ × [0, Ω], the metrics g E ,ḡ, and g(t) will all be uniformly equivalent. In particular, there exists a constant γ such that the inequality γ −(a+b) |T | 2 g ≤ |T | 2 g(t) ≤ γ (a+b) |T | 2 g , holds for any permutation of g E ,ḡ, and g(t) and any (a, b)-tensor T onŨ × [0, Ω].
Since our estimates below will scale with the order of the spatial derivative, up to an increase in this scale factor, we may freely convert bounds given in terms of one norm to bounds given in terms of another. From the estimates (2) and the discussion at the beginning of Section 3 (in particular, the inequality (7)), it follows that onŨ , there are constants P 0 and Q 0 such that sup U ×[t 0 − 0 ,t 0 + 0 ] ∇ (k) ∂ l ∂t l g ≤ P 0 Q k/2+l 0 (k − 2)!(l − 2)!.
If we define G ∇ − ∇, we can apply Proposition 27 twice, first to g 1 (t) = g(t 0 − t), and then to g 2 (t) = g(t 0 + t) (both of which are defined onŨ × [0, 0 ]), to obtain constants P 1 and Q 1 and an 1 ∈ (0, 0 ) such that
for any k ∈ N 0 . Then we can take (68) and (69) together and apply Proposition 25 (with the first alternative in (56)) on each time-slice ofŨ × [t 0 − 1 ,t 0 + 1 ] to the tensors ∂ l ∂t l g for each l. In these applications, we take the parameters P = P (l) = P 0 Q l 0 (l − 2)!, andP = P 1 , Q = max{Q 0 ,Q 1 }, and obtain Q 2 ≥ Q 0 depending only on n, P 1 , Q 0 , Q 1 (but not on l) such that
for all k, l ∈ N 0 . Choosing P 3 ≥ P 0 and Q 3 ≥ Q 2 increased by a further factor depending on γ, we then may replace the norm in this inequality by | · |ḡ, obtaining sup
for all k, l ∈ N 0 .
It remains to translate these estimates into versions relative to the flat connection ∂, and it is here that we employ our assumptions on the coordinates x. Note first that, sinceḡ ij ∈ C ω (U ), it follows thatḡ ij ∈ C ω (U ), and that the tensor
as a polynomial expression inḡ −1 and ∂ḡ, likewise belongs to C ω (U ). Thus, fixing a precompact neighborhood V of x 0 with V ⊂Ũ , we obtain constants P 4 and Q 4 such that
for all k ∈ N 0 . We can then apply Proposition 25 again to ∂ l ∂t l g on each time slice of V × [t 0 − , t 0 + ], this time with (70) and the second alternative in (56) (so ∇ = ∇ and ∇ = ∂, in the notation of its statement). It produces a constant Q 5 (which we may take to exceed Q 3 ), depending only on n, P 4 , Q 3 , and Q 4 , such that
(k − 2)!(l − 2)! and we thus obtain, for = 1 and suitably larger P and Q, that
So, at any (x, t) ∈ V × (t 0 − , t 0 + ), for any multi-index α and l ∈ N 0 , the representation g ij of the metric g satisfies
and thus belongs to C ω (V × (t 0 − , t 0 + )).
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