Real-time macroeconomic data refl ect the information available to market participants, whereas fi nal data-containing revisions and released with a delay-overstate the information set available to them. We document that the in-sample and out-of-sample Treasury return predictability is signifi cantly diminished when real-time as opposed to revised macroeconomic data are used. In fact, much of the predictive information in macroeconomic time series is due to the data revision and publication lag components.
Introduction
The question whether financial markets efficiently process all available information is important for a wide range of issues in economics and finance. According to the strong form of the efficient market hypothesis, asset prices reflect all publicly available information and hence at any given point in time all information necessary to predict future asset prices should be contained in current asset prices. Several recent papers have either implicitly or explicitly challenged that view for the US Treasury bond market. Ang and Piazzesi (2003) find that models with macro factors forecast better than models with only unobservable factors. Moench (2008) documents that an affine model with factors extracted from a large cross-section of macroeconomic variables has superior predictive ability for Treasury yields relative to models which use information contained in Treasury yields alone. Ludvigson and Ng (2009) (LN1 henceforth) argue that factors extracted from large macroeconomic data sets carry information useful for predicting Treasury bond returns beyond the information contained in the Treasury yield curve itself. Duffee (2011) uses filtering to uncover some factors not (or only weakly) spanned by yields and shows that their dynamics are correlated with some of the macro factors in LN1. Joslin, Priebsch, and Singleton (2010) show that a real growth and an inflation factor, both orthogonal to the first three principal components of the Treasury yield curve, drive much of the variation in Treasury term premia.
These results can be interpreted as casting doubt on the validity of the efficient markets hypothesis. Of course, when testing whether information not incorporated in contemporaneous asset prices is useful for predicting future prices, it is important to correctly specify the information set available to investors in real time. This is especially true when macroeconomic time series are used as predictors since these are typically published with a lag and subject to revisions.
In this paper, we revisit the evidence in favor of bond return predictability using macroeconomic factors extracted from real-time data. Broadly speaking there are two key issues with the data being used to construct macroeconomic factors. These two issues are: (1) publication delays and (2) data revisions. Regarding the former, publication delays in monthly economic time series range from just a few days to over a month. Ignoring the second issue, suppose, for a moment, that there are no data revisions. The presence of publication delays then means that a predictive regression involving month t macro factors based on final releases is de facto a regression with t + 1 information since month t data is not available to market participants until one month later. The misalignment due to publication lags may therefore imply spurious predictability patterns. The second issue with using revised data in predictive regressions is that data revisions might be informative for future bond returns. We document that revisions represent a non-trivial share of the total variance in many macroeconomic time series. We further show that revision errors feature sizeable degrees of serial and cross-sectional correlation.
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The combination of publication delays and serially as well as cross-sectionally correlated revision components implies that the factors extracted from a set of revised macroeconomic data likely do not span the same space as the factors extracted from the real-time data. Consequently, the predictive information contained in macroeconomic time series should be re-assessed on the basis of factors extracted from real-time as opposed to revised data if we want to examine expected bond returns with the information available to market participants.
LN1 find that factors extracted from a panel of macroeconomic variables predict excess returns on 2-,3-,4-, and 5-year bonds, controlling for information contained in the term structure. Our results show that, when we explicitly take into account the real-time nature of macroeconomic information, a sizeable fraction -but not all -of the in-sample predictive power of macroeconomic variables for future Treasury bond returns is explained by the data revision and publication lag components. We further document that the additional predictive information of factors extracted from revised macroeconomic data largely disappears in a truly real-time out-of-sample forecast exercise. Our results thus indicate that the efficient market hypothesis is not easily dismissed.
We also examine whether the source of mis-specification is primarily due to the misalignment caused by publication delays, or the presence of revision errors. We isolate each component in our analysis and find that both are important.
Our research follows in the footsteps of some recent papers documenting the potential impact of mis-specification of information sets on the estimation of asset pricing models. For example, Christoffersen, Ghysels, and Swanson (2002) re-examine macroeconomic mimicking portfolios, designed to maximize correlation with macroeconomic news. They find that when final data are used, as in Chen, Roll, and Ross (1986) , as opposed to real-time series, one obtains very different tracking portfolios and loadings when projected on equity returns. Similarly, Gilbert (2011) shows that an empirical relation exists between stock returns on macroeconomic news announcement days and the future revisions of the released data. The results suggest that revisions do matter, i.e. that investors care about the final revised value of a macroeconomic series. So far this line of research has focused on equity markets, but fixed income markets -where arguably macroeconomic news may matter more -have not been studied.
Our paper also relates to a broader literature on the usefulness of real-time data. For example, Orphanides (2001) stresses the importance of examining monetary policy decisions with vintage data rather than final revised series. Moreover, our real-time data is based on outstanding research efforts undertaken at the Philadelphia Federal Reserve, making such data are publicly available and easy to use (see in particular Croushore and Stark (2001) ). Appraising forecasting performance, particularly of macroeconomic series, with final versus real-time data has also been discussed extensively in the literature, see e.g. Stark and Croushore (2002) , Orphanides and van Norden (2002) , Koenig, Dolmas, and Piger (2003) , Croushore (2006) , among many others.
The paper is organized as follows. In Section 2, we provide a detailed overview of the realtime data set that we construct to analyze the question at hand and discuss the time series properties of the revision components. In Section 3, we lay out the econometric framework used in the paper and document the main empirical findings in Section 4. Section 5 concludes.
Data
We construct one-year excess holding period returns for 2-, 3-, 4-, and 5-year U.S. Treasury bonds provided in the Fama-Bliss data set of the Center for Research in Securities Prices (CRSP). These data have been used e.g. by Cochrane and Piazzesi (2005) who document that a single linear combination of forward rates captures almost all of the predictable variation of one-year excess returns on bonds of different maturities. Hence, this particular linear combination (henceforth the CP factor) summarizes the predictive information in the yield curve for future bond returns. We therefore use the CP factor to proxy for the predictive information for future bond returns contained in current market prices.
To study the additional predictive content of macroeconomic factors, we construct a panel of time series that are published at a monthly frequency and for which the initial release numbers as well as the release dates are available for a sufficiently long time span. Unfortunately the availability of real-time data is only sparse before the 1980s. We find that a data set covering 68 economic time series and spanning the sample period 1982m3-2011m12 maximizes the total number of time series and cross-sectional observations. These series include measures of industrial production, employment, housing indicators, personal income, price indices and the money stock. We obtain these data from the Archival Federal Reserve Economic Database (ALFRED) at the Federal Reserve Bank of St. Louis. Appendix A provides a detailed account of our real-time data set, along with the original data source, the first date of real-time data availability, as well as the transformations that we apply to the series in order to ensure stationarity.
Our data set broadly covers the same economic categories as the one used by LN1. However, LN1 also include in their panel a number of financial time series and extract factors from the joint data set. We are interested in the predictive content of macroeconomic data in real-time above and beyond the information already contained in market prices. We therefore restrict ourselves to a data set covering only macroeconomic time series that are potentially subject to publication lags and data revisions.
Publication Lags and Data Revisions
Investors who aim to use macroeconomic information to predict bond returns in real-time face two issues. First, most macroeconomic time series are released with a lag, and second, they are typically subject to subsequent revisions. Both issues are important when assessing the usefulness of macro data for predicting bond returns ex-post. In this section, we set the stage for our analysis by documenting that publication lags are widespread and that data revisions capture a sizeable share of the total variation of macroeconomic time series. We define revisions as the simple difference between the last available vintage and the initial announcement of a given time series in a given calendar month.
The first row in Table 1 provides summary statistics across the 68 time series in our panel for the number of days between the last day of the calendar month and the publication date of the first release for a given variable. The table shows that the mean and the median series in our data set are on average published about 13 days after the end of the calendar month that they measure. While some series are published with an average lag of only about five days, for others it takes more than one month, on average, before they are released. This underscores that the information set available to investors in real-time may differ quite substantially from the one available to the econometrician in an ex-post analysis of bond return predictability.
We now turn to the importance of data revisions. The second row in Table 1 provides the same summary statistics for the ratio of sample variances of the revision component and the final revised series across variables. Here, we do not take into account the publication lag, but simply compare the revision as the difference between the first release and the final revised vintage of a variable for a given month. The average of the variance ratios across the series in our panel amounts to 0.68, indicating that revision components make up for a sizeable fraction of the total variation in final revised macroeconomic time series. Hence, the information content of the final and first vintages of macroeconomic time series is potentially quite different.
Our results are in line with earlier findings reported in Aruoba (2008) who documents the empirical properties of revisions to major macroeconomic variables and also finds that they are large relative to the variation in the original variables and feature substantial degrees of serial correlation. Regarding the latter, we find similar results. Looking at the summary statistics of the AR(1) coefficients for the revision components across the 68 variables shown in the third row of Table 1 , we see that the average coefficient equals -0.44 suggesting that there is a substantial amount of serial correlation in these revision errors. In particular, most revision components are negatively correlated indicating that a positive revision in one month is often followed by a negative revision in the next month. To the extent that these revisions are systematic and make up for a substantial share of the variance in the final revised data, it is therefore not unlikely that their serial correlation contributes to the 4 predictive power for bond returns found in that data.
Revision errors are also cross-sectionally correlated, as shown by the fourth row in Table 1 . This row documents the cross-sectional distribution of sample R 2 's obtained from regressing the 68 individual data revision components onto their first principal component. The crosssectional mean amounts to 9% with a maximum of 67.3%, indicating that there is quite a degree of co-movement of revisions across macroeconomic variables. In line with this number, we find that the first principal component extracted from the revision components explains 9% of their total variation while the first three principal components explain 23%. Hence, data revision components are not only serially but also cross-sectionally correlated. This implies that the factors extracted from real-time data do not necessarily span the same space as the factors extracted from revised data. The finding that revisions are cross-sectionally correlated is consistent with Swanson, Ghysels, and Callan (1999) who document non-trivial multivariate dependence patterns in data revisions. Overall, these summary statistics imply that bond return predictions based on macroeconomic factors might be quite different depending on whether real-time or revised data are used. In the sections that follow, we quantify this difference.
To conclude, it should also be noted that the construction of real-time factors and comparing them to final-data factors is of independent interest. The approach taken here is most closely related to the Chicago Fed National Activity Index (CFNAI) which is a weighted average of 85 monthly indicators of national economic activity.
1 The CFNAI is a principal component, and therefore is a weighted average of the 85 (transformed) economic indicators.
Hence, it provides a single summary measure of a common factor in these national economic data. The CFNAI is revised with each monthly release because the underlying monthly data are released with varying degrees of delay.
Econometric Framework
We revisit the question whether macroeconomic variables carry information useful for predicting excess bond returns that is not subsumed by the cross-section of contemporaneous bond yields. Let Z t denote a K × 1 vector of conditioning variables obtained from the crosssection of bond yields in period t. These could be e.g. individual forward rates as in Fama and Bliss (1987) , the return forecasting factor from Cochrane and Piazzesi (2005) which is obtained as a linear combination of five forward rates, or principal components of yields as in Zhu (2011) or Adrian, Crump, and Moench (2012) . It is standard practice in the literature to establish the predictive power of these conditioning variables by estimating the regression
via OLS and then assessing the statistical and economic significance of the estimated coefficientsβ n for holding period excess returns on bonds of different maturities. In principal, one can easily assess whether macroeconomic information is useful for predicting excess bond returns beyond the information contained in the yield curve factors Z t by simply augmenting regression (1) with a set of N × 1 macroeconomic predictor variables x t :
However, as discussed in LN1, this regression quickly runs into degrees of freedom problems if N is large relative to T . As a remedy to the curse of dimensionality problem, LN1 consider the possibility that the macroeconomic variables x it have a factor structure, i.e.
where F t is an r × 1 dimensional vector of common factors, λ i is a r × 1 vector of factor loadings and where e it denotes an idiosyncratic component. In matrix notation this becomes
where X is a T × N matrix of data observations, F is a T × r matrix of latent factor observations, Λ is a r × N matrix of factor loadings and E is a T × N matrix of idiosyncratic components. The number of common factors r is assumed to be much smaller than the number of cross-sectional elements N which implies that the space spanned by the variables in x is well approximated by the space spanned by the factors F . Hence, one can feasibly estimate the regression rx
where f t ⊂ F t is the subset of pervasive factors that is important for predicting excess returns rx
As the true common factors are not observed, one needs to replace F t by estimatesF t , which in practice are obtained via standard principal components techniques. In particular, if one allows for k factors in the estimation then under the restriction that Λ Λ/N = I k , Stock and Watson (2002) have shown that the factor loading matrixΛ can be consistently estimated by √ N times the eigenvectors corresponding to the k largest eigenvalues of the matrix X X. The corresponding factor estimates are given byF = XΛ /N. Hence, the estimated factors represent cross-sectional averages of all variables in the panel where the weights are chosen such as to minimize the sum of squared idiosyncratic components E. LN1 6 obtainf t by constructing various subsets as well as non-linear functions ofF t , and then using the Bayesian information criterion (BIC) to select the optimal model specification. Given this optimal set of factors extracted from a large panel of revised macroeconomic data, they then assess the statistical and economic significance of the estimated coefficientsγ n and conclude that macroeconomic factors indeed carry substantial information about future excess bond returns that is not spanned by the contemporaneous cross-section of bond yields.
Ludvigson and Ng (2011) (LN2 henceforth) extend the analysis in LN1 in a number of ways. Most importantly for our analysis, they use both an in-sample and an out-of-sample BIC criterion to select the best linear combination of factors. According to their out-ofsample BIC criterion, a small set of macroeconomic factors and nonlinear functions thereof feature significant predictive power for excess bond returns over the 1964-2007 sample period. In our empirical analysis, we use this set of factors as a benchmark for our own analysis.
Since the results in LN1 and LN2 are based on a set of revised macroeconomic data, a natural question that arises is whether investors could have exploited the macroeconomic information in real time. To formalize this, we denote x it the final revised observation in period t for variable i. Further letx it denote the reading on variable i that was available to investors in period t. In practicex it may often be the time t release of x i pertaining to period t − 1.
2 To the extent that our data set covers the information available to investors in real-time, even if they used (linear) projections, they wouldn't have a richer information set since the principal components that we extract span the dynamic factors which contain lags of the static factors. More specifically, we can decompose
where ν it potentially contains two elements: a component that is purely related to data revisions and one that captures the fact that macroeconomic data are typically released with a lag. For most of the paper, we will consider the two components jointly as we are primarily interested in the predictive power ofx it with respect to rx
t+12 . However, we will also shed some light on which of the two components in ν it is more informative about future excess returns.
We assume that the real-time components of the macroeconomic data have a factor structure:
2 Alternatively,x it may be some (linear) projection of the final release x it onto the information at time t. Note, for example, that the initial CFNAI release includes projected monthly values for approximately one-third of the 85 series. In the following month's release when these missing data become available, correcting the projection error becomes a source of revision in the CFNAI. In our analysis we do not engage in projections of missing series, instead we simply keep track of the releases of the data in the construction of factors.
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where F RT t denote ther factors that are common to the real-time components of the data andẽ it the corresponding idiosyncratic components. In what follows, we estimate variants of the regression rx
where
We then assess whether the coefficientsγ n are statistically and economically significant and how the goodness of fit of the real-time predictive regression (7) compares to that of the regression (4) which uses revised data. We further perform a realtime out-of-sample exercise in which we extract the common factors month by month, then re-estimate equation (7) and use the estimated coefficients to predict excess returns one year ahead with the macroeconomic information available to investors in real-time.
Empirical Results
This section summarizes the empirical results of the paper. We start by comparing the factor spaces spanned by the principal components extracted from a larger panel of revised macro series as well as financial time series used in LN2. We find that the first factor extracted from our revised data set is highly correlated with the first factor in their data set which is the main driving force of the bond return predictability in their longer sample. We continue by assessing the first factor's in-sample predictive power when extracted from revised versus real-time data. We further study whether the revision components feature predictive power for bond returns. We then analyze if the real-time factor has significant predictive power for bond returns out-of-sample. Finally, we decompose the root-mean squared forecast error of the revised factor prediction model into the real-time and revision components in order to understand what drives the superior predictive power of revised data.
A Comparison of Factor Spaces
LN2 extract eight factors from their panel of 131 macroeconomic and financial time series and find that a subset of them best predicts excess bond returns in-sample. This subset comprises the first and eighth as well as the second power of the fifth and the third power of the first principal component. Their results further suggest that the first principal component, which heavily loads on business cycle indicators such as measures of production and employment, captures the bulk of the predictive power of the macro factors for bond returns. Since our data set captures fewer series than the one employed by LN2, it is not clear ex-ante whether the factors extracted from our panel of revised data similarly capture predictive information for bond returns. Table 2 reports the pairwise correlation coefficients between the first eight principal components extracted from our data set with the four factors which LN2 find to best predict bond returns in their sample. We denote the latter by f , respectively. The upper panel of the table shows these correlations for the principal components extracted from our revised data, and the lower panel reports them for the components extracted from the real-time data. As the upper panel shows, the first principal component from LN2's data set and the first principal component from our revised data are strongly correlated with a pairwise correlation coefficient of 0.85. Table 2 also shows that none of the remaining factors extracted from our revised data set are much correlated with the set of principal components that LN2 find to have forecasting power for bond returns in their sample.
The second panel in Table 2 reports the pairwise correlation coefficients between the LN2 factors and the first eight principal components extracted from our real-time data set. The panel shows that most of the pairwise correlations are considerably lower for the real-time counterparts, consistent with our earlier finding that publication lags and data revisions represent a sizeable fraction of the variance in the revised data. Most importantly, the pairwise correlation coefficient between f LN t and the first principal component in our data set drops from 0.85 to 0.55 when using real-time data. This suggests that the predictive power for bond returns contained in the macro data might well be different when using real-time data. All pairwise correlations of higher order principal components with the LN2 factors are essentially zero. In our subsequent analysis we therefore focus on analyzing the predictive content of the first principal component extracted from both the revised and the real-time version of our panel of 68 monthly time series. Figure 1 superimposes the first principal components extracted from our revised and real-time data, respectively. It shows the while both factors are highly correlated, they differ markedly in some periods. Most importantly, the real-time factor f RT 1t visibly lags the revised factor f RV 1t highlighting the importance of the lags with which macroeconomic data are published.
In-Sample Predictive Regressions
We investigate the in-sample predictive power of f
and f RT 1t with respect to the set of principal components that LN2 find to be the best forecasters of excess bond returns. We then turn to the question whether the revision components comprised in final revised data carry predictive information that is not captured by the real-time components of the data or contemporaneous bond yields. Table 3 provides estimation results for equation (4) which compare the predictive power of the different sets of principal components for one-year excess holding period returns on Treasury notes with 2-, 3-, 4-, and 5-years to maturity, respectively, in the four panels of the table. The left-hand columns show results for the factors found by LN2 to be the best predictors of bond returns in their data set. We use the factors estimated by LN2 for the full sample from January 1964 through December 2007, but use March 1982 as the start date for the regression to enable direct comparison with the factors extracted from our shorter data set. The right-hand side columns replace f LN 1t and its cubed version (f and f RT 1t , respectively. This allows us to directly assess the individual significance (in terms of t−statistics based on Newey-West adjusted standard errors) as well as goodness of fit (as measured by the adjusted R 2 ) of the predictive bond regressions obtained using the three different information sets. Like LN1 and LN2, we use the CP factor to summarize the predictive information of contemporaneous bond yields for bond returns one year out. The first two rows in each of the four panels in Table 3 show that f LN 1t
is a strongly significant predictor of the excess one-year holding period returns on Treasury notes. This finding also holds when controlling for the predictive information contained in the CP factor as well as the other LN2 factors. Moreover, the first principal component explains the bulk of the predictive power of the macro factors since the adjusted R 2 s are very similar across the two specifications. This is in line with the evidence in LN1 as well as LN2; both find that the first principal component is the single best predictor of excess returns in their samples. They interpret this finding as being consistent with models of countercyclical risk premia. The third and fourth row in each panel document that the in-sample predictive power of f RV 1t is comparable to that of f LN 1t as both the point coefficients and the t−statistics and R 2 s are similar to those in the first two rows. However, looking at the last two rows in each panel, the picture is not the same when we consider the first principal component extracted from the real-time data set. In fact, for all four maturities the point coefficients on each f RT 1t is substantially lower in absolute terms than the one obtained for its revised counterpart, f RV 1t . Moreover, the factor remains a barely significant predictor of excess bond returns individually and completely loses its statistical significance when controlling for the remaining LN2 factors as well as its own cubed version. Hence, the results in this table show that the predictive power of macroeconomic factors for bond returns is substantially reduced when real-time data are used.
Publication Lags or Data Revisions?
Is this finding driven by the revision component in revised macroeconomic time series? To answer this question, we augment the predictive bond return regressions using the realtime factor f . The left-hand panel of Table 4 shows the results from these regressions for the same sample period used above, 1982m3-2007m12. The right-hand side panels repeat the same regressions for the extended sample period 1982m3-2011m12, which covers the recent financial crisis period. We first discuss the results for the sample ending in 2007. The first row in each of the four left-hand side panels of Table 4 reproduces the last row in each of the panels in Table 3 are highly significant predictors of excess bond returns for all four maturities that we consider. Indeed, the reported R 2 s of the regressions using only the revision components show that f νRV 1t
explains a similar share of the variation in excess bond returns as the real-time macroeconomic factor. Moreover, in a joint regression with f RT 1t , the coefficients on the revision components f ν 1t and f νRV 1t remain strongly significantly different from zero. In fact, the significance of the real-time factor increases once the revision components are added as a regressor, indicating that the covariance between the real-time macroeconomic factor and the revision components is important. Importantly, the signs on the revision component coefficients are all positive, suggesting that bond returns tend to be higher following periods of large revisions to macroeconomic time series, which tend to occur around recessions.
Our findings remain intact when we re-estimate the same regressions over the longer sample ending in 2011, as shown in the right-hand side panels of Table 4 . In particular, the coefficients on revision components are all highly statistically significant, suggesting that one is likely to overstate the extent to which Treasury returns are predictable by macroeconomic factors. However, a notable difference with respect to the shorter sample is that the variance explained by both the real-time factor as well as the revision components are generally lower than for the sample ending in 2007. This suggests that forces not captured by our set of macroeconomic indicators (such as large-scale asset purchases by the Fed) may have determined bond returns over the most recent sample period.
In the above regressions we have obtained f from the simple differences between the final revised observations of all series in a given month and the recorded realtime observations in the same month. Since most series are published with a substantial delay (see Table 1 above), these differences do not allow us to discriminate between the effects of actual data revisions and publication lags. In order to assess to what extent the publication lag alone can impact the predictive power of macroeconomic factors, we perform the following simple exercise. Instead of using the twelve-month lag of f RV 1t
as a predictor of current excess bond returns, we run regressions using 13-month and 14-month lagged observations of the revised factor, respectively. At a monthly sampling frequency, given the publication lags of up to 35 days for the variables in our data set, one would essentially have to wait two months to get a first release of all series in the panel for the current calendar month. Hence, lagging the revised factor by fourteen instead of twelve months (as in the regressions in Table 3 above) gives us a sense of the real-time predictive content of the macroeconomic data absent any subsequent data revisions. Since most data series in our panel feature average publication lags less than 35 days, we also perform a similar analysis using the 13-month lag of the revised factor estimate f RV 1t
as a predictor of current excess bond returns, assuming implicitly that all revised data for a calendar month are available one month later. In these regressions we control for the twelve-month lag of the CP factor in order to take into account the predictive information contained in contemporaneous bond prices, which according to the efficient market hypothesis should reflect market participants' knowledge of the current state of the economy. Table 5 shows the results of these regressions. The left-hand panel reports the regression results for the 1982-2007 sample and the right-hand columns show the corresponding results for the sample ending in 2011. We start by discussing the results for the sample excluding the financial crisis. The first row in the four horizontal panels on the left-hand side of the table shows results for a regression of contemporaneous bond returns on one-year lagged values of the CP factor and f RV 1t and is identical to the fourth row in Table 3 . As discussed above, the significance of the coefficient on the one-year lagged factor suggests that by using final revised data there appears to be significant predictive information in macroeconomic time series for one-year excess holding returns on bonds beyond that contained in current bond prices. The second and third row of each of the four horizontal panels of Table 5 lag the revised factor by one or two additional months, respectively. While still statistically significantly different from zero, the coefficients on the 13-month lagged factor observation are considerably smaller in magnitude and the adjusted R 2 s of the regression are also substantially lower. More importantly, we find that the coefficients on the 14-month lagged factor observation are all insignificant and the adjusted R 2 s of these regressions are still substantially lower. These results imply that -absent any data revisions -the first principal component extracted from our data set would not have any incremental predictive power for excess bond returns beyond the CP factor if one waited for all variables in the panel to be published. Hence, small changes in the information set available to investors can have quite drastic implications for the degree of excess return predictability associated with macroeconomic variables The right-hand side panel of Table 5 repeats these same regressions for the longer sample including the recent financial crisis. While we still see the absolute values of the point coefficients as well as the predictive R 2 s decline substantially from the regression using the 12-month lag to the one using the 14-month lagged factor observation, the associated coefficients retain their statistical significance over the longer sample. This reinforces our finding above that there appears to be more predictive power of macroeconomic variables if one includes the financial crisis.
However, in summary, the results presented in this section show that the predictive content of macroeconomic factors is substantially reduced if we take into account the realtime nature of the data and that the stronger forecasting power of revised data can to a good extent be attributed to the incremental predictive information contained in data revision components.
Out-of-Sample Predictions
In this section we analyze whether the in-sample results discussed above carry over to a truly real-time out-of-sample setting. Specifically, we run the following exercise. Starting in January 1994, we extract the first principal component from the revised and real-time version of our data set of 68 macroeconomic variables using data from March 1982 through the month when the forecast is made. We also use bond price data up to the current month to re-estimate the CP return forecasting factor. We then run three regressions of the individual bond returns on (i) a constant (ii) a constant and the twelve month lag of the estimated principal component, and (iii) a constant, the lagged principal component as well as the lagged CP factor as regressors. For each of these specifications, we use the estimated regression coefficients to predict excess bond returns twelve months out and record the corresponding forecast error. We then assess whether the estimated macroeconomic factors significantly improve forecast accuracy by computing the ratio of mean squared forecast errors of the restricted models (i.e. specifications which only use a constant or a constant and the CP factor) divided by the unrestricted models which add the extracted first principal component from the respective data set (i.e. f
The left-and right-hand side panels of Table 6 summarize the results from this exercise for the two sample periods ending in 2007:12 and 2011:12, respectively. As before, the four horizontal panels show analogous regression results for 2-,3-,4-, and 5-year maturity Treasury notes. The first and fourth row in each of the four horizontal panels report the forecast results using f LN 1t as the predictor variable. As we only have data for the LN2 data set through the end of 2007, we can only provide results for these specifications in the left-hand side panels of the table. The results for f LN 1t confirm that the first principal component extracted from LN2's panel of revised macro as well as financial time series significantly reduces the mean squared out-of-sample forecast errors with respect to both the simple rolling mean prediction (rows 1, 7, 13, and 19 in the table) as well as the forecast model using a constant and the CP factor as regressors (rows 4, 10, 16, 22) .
Comparing the out-of-sample predictions based on a constant and our first factor extracted from revised macro data, f RV 1t , with those of a rolling mean model (rows 2, 8, 14, 20) , we see that this factor reduces forecast errors by about 4% to 6% depending on the maturity. According to the ENC-NEW test suggested by Clark and McCracken (2001) , these MSE reductions are statistically significant at the 5 percent level for all four bond maturities that we consider. This result prevails when we control for the information contained in contemporaneous bond prices by adding the CP factor as an additional regressor to both forecasting models. Indeed, the improvement in forecast precision when adding f RV 1t to the model that includes a constant and the CP factor is quite sizeable, ranging from 14% for the 5-year bond to 22% for the 2-year bond. Not surprisingly, these large reductions in mean-squared forecast errors are found to be significant according to the ENC-NEW statistic.
We next look at the out-of-sample forecast results using the real-time factor, f RT 1t . The comparison between a simple rolling mean forecast as well as a model that includes both a constant and f RT 1t (rows 3, 9, 15, 21) shows that adding the real-time factor actually results in larger out-of-sample forecast errors since the ratio of root mean squared errors of the unrestricted to the restricted model exceeds one for all for maturities. Hence, by itself the first principal component extracted from our panel of real-time variables does not add any useful information for predicting bond returns. This is in sharp contrast to the results obtained both for f LN 1t as well as f RV 1t , which do show a significant forecast improvement. Interestingly, the real-time macro factor does carry useful predictive information jointly with the CP factor (rows 6, 12, 18, 24) . Indeed, we find that the reduction of mean squared forecast errors is economically and statistically significant when adding f RT 1t to the model with a constant and the CP factor. This indicates that the interaction between contemporaneous bond prices and the information contained in macroeconomic variables may be important for predicting bond returns.
We find somewhat different out-of-sample forecast results for the sample period ending in 2011. Over the longer sample including the financial crisis neither our revised nor our real-time factor help improve forecasts relative to the rolling mean model. However, when adding the factors to the model consisting of a constant and the CP factor, both f RV 1t and f RT 1t reduce forecast errors in a sizeable and statistically significant way. In unreported results we see that the mean squared forecast error of the model that uses a constant and the CP factor is much larger than that of the rolling mean forecasts. Hence, the fact that we find a significant improvement in forecast results when adding the macroeconomic factors to the CP model is merely indicating of how poorly the CP factor has performed as a predictor of bond returns in the crisis, rather than documenting the usefulness of factors extracted from real-time macroeconomic data.
In sum, Table 6 documents that our in-sample results about the limited usefulness of real-time macroeconomic data for bond return prediction carry over to a pure out-of-sample setting. In the next subsection, we will provide a decomposition of the mean squared forecast errors and study why revised data provide better forecasts than real-time data.
Decomposition of the mean squared forecast error
When we examine out-of-sample performance, we would also like to know the contribution of each of the various sources of prediction error. In particular, we address the question, how do the mean squared forecast error (MSFE) implied by the revised data and the real-time factor relate to each other? In this section we propose such a decomposition, in the spirit of Theil's U statistic (see Theil (1961) ).
Recall that our forecasts are based on variants of regression (7). In order to save on notation, we add the intercept to the regressors Z t and denote it asZ t . Then, ignoring the superscript denoting bond return maturity let
be the model-implied expected one-year excess holding period return where f i t , i = RV and RT are the factors from our revised and real-time data set, respectively.
3 Given k observations of out-of-sample predictions (again ignoring the variations of maturity), we have
Then we have the following relationship between M SF E RV and M SF E RT :
Many of the terms in the above equation have a straightforward interpretation, while others do not. For example
2 measures the contribution due to the difference in estimated factor loadings, and conversely
2 pertains to the difference in the factors. A priori we expect some of the components to be small, such as for example
, since the intercept estimates should be similar in both specifications. In Table 7 we report the above decomposition for regressions using (i) an intercept, (ii) the one-year lag of the Cochrane and Piazzesi (2005) return forecasting factor CP t and (iii) the one-year lagged observations of the first principal component extracted from our panel of 68 revised (f RV 1t ) or real-time macroeconomic time series (f RT 1t ). For each of the two sample periods, we present results for excess returns on 2-, 3-, 4-, and 5-year bonds. We also estimated these regressions without the CP factor and found similar results. Therefore the results reported in Table 7 may be considered robust with regards to model specification. The top and bottom rows display M SF E RT and M SF E RV . The former ranges from 1.930 to 26.917 across all maturities and the two samples and the latter takes on values between 1.645 and 24.336. Which components are the main contributors to these differences? We find that those involving (f
2 ranges from 0.115 to 0.897, with all entries being highly statistically significant, and 
2 , which we expect to be small, is indeed taking on values between 0.003 and 0.017, although they appear to be statistically significant. The decomposition clearly tells us that the out-of-sample forecast performance is most significantly affected by the (mis-)specification of the factors. It further shows that the forecast errors implied by the revised data factors are lower than those implied by the realtime factors mainly because in times of large data revisions forecast errors are also large.
Conclusion
In this paper, we have revisited the predictive power of macroeconomic factors for bond returns taking into account the real-time nature of macroeconomic information. We have shown that a sizeable fraction of the in-sample predictive power of macroeconomic variables for future Treasury bond returns is explained by the data revision and publication lag components. We have further documented that the additional predictive information of factors extracted from revised macroeconomic data largely disappears in a truly real-time out-of-sample forecast exercise. Moreover, we have shown that factors extracted from revised macroeconomic data imply smaller forecast errors than factors extracted from real-time data mainly because data revisions and forecast errors are positively correlated. In sum, our results underscore that the efficient market hypothesis is not easily dismissed.
Our results suggest a number of avenues for future research. First, as noted before, the factors extracted from a set of revised macroeconomic data do not span the same space as the factors extracted from the real-time data. The use of final data to extract factors is prevalent in the literature. Only a handful of papers, including Christoffersen, Ghysels, and Swanson (2002) and Gilbert (2011) , acknowledge the importance of properly aligning data releases when studying the macroeconomic sources of return predictability. The construction of real-time factors is therefore of independent interest.
Second, given prior evidence on the predictive power of macroeconomic factors for conditional first and second moments of stock returns (e.g. Ludvigson and Ng (2007) ) it would be interesting to see how much of this predictability 'survives' in real-time.
Finally, a few recent papers (see e.g. Joslin, Priebsch, and Singleton (2010), Duffee (2011 ), Wright (2011 , among others) have argued that macroeconomic factors that are not spanned by the cross-section of Treasury yields contribute in a sizeable way to the dynamics of Treasury risk premia. These studies commonly use final revised macroeconomic data to capture the information set available to investors. Since our results have shown that the predictive content of macroeconomic factors for excess bond returns depends crucially on the publication lag and data revision components comprised in final revised macroeconomic variables, it would be interesting to analyze the importance of unspanned macroeconomic factors when taking into account the real-time nature of macroeconomic data. We leave this for future research. 
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