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0. Introduction
The purpose of this paper is to study the structure of Specht modules
over Hecke algebras of type A using the Gröbner–Shirshov basis theory for
representations of associative algebras. The Gröbner basis theory has originated
from Buchberger’s algorithm of solving the reduction problem for commutative
algebras [3]. In [1], it was generalized to associative algebras through the
Diamond Lemma, and during the past three decades, a wide variety of interesting
and significant developments has been made both in pure and applied algebra in
connection with Gröbner basis theory.
On the other hand, in [11], Shirshov developed a parallel theory for Lie
algebras by proving the Composition Lemma, and in [2], Bokut showed that
Shirshov’s method works for associative algebras as well. For this reason,
Shirshov’s theory for Lie algebras and their universal enveloping algebras is called
the Gröbner–Shirshov basis theory.
The next natural step is to develop the Gröbner–Shirshov basis theory for
representations. For commutative algebras, there is no difference between the
Gröbner basis theory for algebras and the one for their representations because
the two-sided ideals and the one-sided ideals coincide. But for general associative
algebras, we need a generalized version of Shirshov’s Composition Lemma that
combines both two-sided ideals and one-sided ideals.
In [8], Kang and Lee developed the Gröbner–Shirshov basis theory for the
representations of associative algebras by introducing the notion of Gröbner–
Shirshov pair. More precisely, let A be a free associative algebra and let (S,T )
be a pair of subsets of monic elements of A. Let J be the two-sided ideal of A
generated by S and A=A/J be the quotient algebra. We denote by I the right
ideal of A generated by (the image of) T . Then the right A-module M = A/I is
said to be defined by the pair (S,T ). The pair (S,T ) is called a Gröbner–Shirshov
pair forM if it is closed under composition. In this case, the set of (S,T )-standard
monomials forms a linear basis of M .
In this paper, using the Gröbner–Shirshov basis theory, we construct the Specht
modules over Hecke algebras in terms of generators and relations, and determine
the Gröbner–Shirshov pairs and monomial bases for the Specht modules. The
Specht modules are canonical indecomposable modules over Hecke algebras and
are labeled by partitions. Our approach can be explained as follows.
Fix a positive integer n, let λ be a partition of n, and let Sλq be the Specht
module over the Hecke algebra Hn(q) corresponding to λ. We denote by tλ the
unique standard tableau of shape λ such that tλ(i, j + 1) = tλ(i, j) + 1 for all
nodes (i, j), and define
xλ =
∑
w∈Wλ
Tw,
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where Wλ is the row-stabilizer of tλ. We first construct an Hn(q)-module Ŝ λq
defined by the pair (Rq,Rλq ), where Rq is the set of defining relations for the
Hecke algebra Hn(q) and Rλq is the set of annihilating relations of xλ. Then
we show that there is a surjective homomorphism Ψ : Ŝ λq → Sλq . Taking the
composition of relations in Rq and Rλq and their extensions, we derive sufficiently
many relations for Ŝ λq to obtain a pair (Rq,Rλq), and determine the set G(λ) of
(Rq,Rλq)-standard monomials. Now we show that the set G(λ) is in one-to-one
correspondence with the set of cozy tableaux of shape λ. Since the number of
cozy tableaux of shape λ is the same as the dimension of the Specht module Sλq ,
we conclude that the Hn(q)-module Ŝ λq is isomorphic to the Specht module Sλq ,
the pair (Rq ,Rλq) is the Gröbner–Shirshov pair for Ŝ λq , and the set G(λ) forms a
linear basis of Ŝ λq . Actually, the monomial basis G(λ) is mapped onto the Murphy
basis of Sλq under the isomorphism Ψ (cf. [10]).
The Gröbner–Shirshov basis theory can be applied to find a recursive algorithm
of computing the Gram matrices of the Specht modules. The Gram matrix Γλ
of the Specht module Sλq is the matrix of the canonical bilinear form Bλ :Sλq ×
Sλq → F induced by the bilinear map
Hn(q)×Hn(q)→ Sλq defined by (u, v) → uv∗xλ.
If q is not a root of unity, the Specht modules are irreducible and the Gram
matrices are nonsingular. If q is an eth root of unity, then the Specht modules are
no longer irreducible and the irreducible modules arise as the simple quotients
of the Specht modules corresponding to the e-regular partitions. However, in
general, the dimensions of irreducible modules are not known explicitly. Since the
rank of the Gram matrix Γλ is equal to the dimension of the irreducible moduleDλq
corresponding to an e-regular partition λ, it is an important problem to determine
the entries and the rank of the Gram matrix Γλ.
We briefly explain our algorithm of computing the Gram matrices. Using the
Gröbner–Shirshov pair (Rq,Rλq), we can compute Bλ(u,1) for all u ∈G(λ). Let
u,v ∈G(λ) and assume that Bλ(u,w) can be computed for all u,w ∈G(λ) with
l(w) < l(v). Observe that every v ∈ G(λ) can be written as v = v′Ti for some
v′ ∈G(λ) with l(v′)= l(v)− 1. Then we have
Bλ(u, v)= Bλ(u, v′Ti)= Bλ(uTi, v′).
By the division algorithm given in Lemma 1.4, uTi can be expressed as a linear
combination of the elements in G(λ). Hence, by induction, we can compute
Bλ(u, v)= Bλ(uTi, v′) for all u,v ∈G(λ).
At the end of this paper, we discuss the application of our algorithm to
several interesting examples. Furthermore, viewing the Temperley–Lieb algebras
as the quotients of Hecke algebras, we can determine the Gröbner–Shirshov pairs
and the monomial bases for the Specht modules over Temperley–Lieb algebras.
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Therefore, as in the case of Hecke algebras, the division algorithm in Lemma 1.4
gives a recursive algorithm of computing the Gram matrices of Specht modules
over Temperley–Lieb algebras.
1. Gröbner–Shirshov pair
First, we briefly recall the Gröbner–Shirshov basis theory for the representa-
tions of associative algebras which was developed in [8,9]. In this paper, we will
deal with right modules.
Let X be a set and let X∗ be the free monoid of associative monomials on X.
We denote the empty monomial by 1 and the length of a monomial u by l(u).
Thus we have l(1)= 0.
Definition 1.1. A well-ordering ≺ on X∗ is called a monomial order if x ≺ y
implies axb≺ ayb for all a, b ∈X∗.
Example 1.2. Let X = {x1, x2, . . .} be the set of alphabets and let
u= xi1xi2 · · ·xik , v = xj1xj2 · · ·xjl ∈X∗.
(a) We define u≺deg-lex v if and only if k < l or k = l and ir < jr for the first r
such that ir = jr ; it is a monomial order onX∗ called the degree lexicographic
order.
(b) We define u ≺deg-rlex v if and only if k < l or k = l and ir > jr for the last
r such that ir = jr ; it is a monomial order on X∗ called the degree reverse
lexicographic order.
Fix a monomial order ≺ on X∗ and let AX be the free associative algebra
generated by X over a field F. Given a nonzero element p ∈ AX , we denote
by p¯ the maximal monomial appearing in p under the ordering ≺. Thus p =
αp¯ +∑βiwi with α,βi ∈ F, wi ∈X∗, α = 0 and wi ≺ p¯. If α = 1, p is said to
be monic.
Let (S,T ) be a pair of subsets of monic elements ofAX , let J be the two-sided
ideal of AX generated by S, and let I be the right ideal of the algebra A=AX/J
generated by (the image of) T . Then we say that the algebra A=AX/J is defined
by S and that the right A-module M = A/I is defined by the pair (S,T ). The
images of p ∈AX in A and in M under the canonical quotient maps will also be
denoted by p.
Definition 1.3. Given a pair (S,T ) of subsets of monic elements of AX , a mono-
mial u ∈ X∗ is said to be (S,T )-standard if u = as¯b and u = t¯c for any s ∈ S,
t ∈ T and a, b, c ∈X∗. Otherwise, the monomial u is said to be (S,T )-reducible.
If T = ∅, we will simply say that u is S-standard or S-reducible.
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Lemma 1.4 [8,9]. Every p ∈AX can be expressed as
p =
∑
αiaisibi +
∑
βj tj cj +
∑
γkuk, (1.1)
where αi,βj , γk ∈ F, ai, bi, cj , uk ∈ X∗, si ∈ S, tj ∈ T , aisibi  p¯, tj cj  p¯,
uk  p¯ and uk are (S,T )-standard.
Proof. We may assume p ∈X∗. If p is (S,T )-standard, then there is nothing to
prove. If p = as¯b, s ∈ S, then p = asb +∑ηivi with vi ≺ p. If p = t¯c, t ∈ T ,
then p = tc +∑η′iv′i with v′i ≺ p. We now apply the induction to complete the
proof. ✷
Remark. The proof of the above lemma actually gives an algorithm of writing an
element p of AX in the form (1.1). It may be considered as a division algorithm.
The term
∑
γkuk in the expression (1.1) is called a normal form of p with
respect to the pair (S,T ) (and with respect to the monomial order ≺). In general,
a normal form is not unique.
Example 1.5. Let X = {x1, x2, x3} and choose the monomial order ≺deg-lex. If we
set
S = {x1x22 − x3, x1x3 + x3} and T = {x23 + 1},
then the element x21x
2
2x3x1 becomes
x21x
2
2x3x1 = x1
(
x1x
2
2 − x3
)
x3x1 + x1x23x1
= x1
(
x1x
2
2 − x3
)
x3x1 + (x1x3 + x3)x3x1 − x23x1
= x1
(
x1x
2
2 − x3
)
x3x1 + (x1x3 + x3)x3x1 −
(
x23 + 1
)
x1 + x1.
Thus a normal form of x21x
2
2x3x1 is x1. ✷
As an immediate corollary of Lemma 1.4, we obtain the following proposition.
Proposition 1.6 [8,9]. The set of (S,T )-standard monomials spans the right
A-module M =A/I defined by the pair (S,T ).
Definition 1.7. A pair (S,T ) of subsets of monic elements of AX is a Gröbner–
Shirshov pair if the set of (S,T )-standard monomials forms a linear basis of the
right A-module M = A/I defined by the pair (S,T ). In this case, we say that
(S,T ) is a Gröbner–Shirshov pair for the module M defined by (S,T ). If a pair
(S,∅) is a Gröbner–Shirshov pair, then we also say that S is a Gröbner–Shirshov
basis for the algebra A=AX/J defined by S.
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Let p and q be monic elements of AX with leading terms p¯ and q¯ . We define
the composition of p and q as follows.
Definition 1.8. (a) If there exist a and b in X∗ such that p¯a = bq¯ = w with
l(p¯) > l(b), then the composition of intersection is defined to be (p, q)w =
pa − bq . Furthermore, if b= 1, the composition (p, q)w is called left-justified.
(b) If there exist a and b in X∗ such that b = 1, p = aq¯b = w, then the
composition of inclusion is defined to be (p, q)w = p− aqb.
For p,q ∈AX and w ∈X∗, we define a congruence relation onAX as follows:
p ≡ q mod (S,T ;w) if and only if p − q = ∑αiaisibi +∑βj tj cj , where
αi,βj ∈ F, ai, bi, cj ∈X∗, si ∈ S, tj ∈ T , aisibi ≺w, and tj cj ≺w. When T = ∅,
we simply write p ≡ q mod (S;w).
Definition 1.9. A pair (S,T ) of subsets of monic elements in AX is said to be
closed under composition if
(i) (p, q)w ≡ 0 mod (S;w) for all p,q ∈ S, w ∈X∗, whenever the composition
(p, q)w is defined;
(ii) (p, q)w ≡ 0 mod (S,T ;w) for all p,q ∈ T , w ∈ X∗, whenever the left-
justified composition (p, q)w is defined;
(iii) (p, q)w ≡ 0 mod (S,T ;w) for all p ∈ T , q ∈ S, w ∈ X∗, whenever the
composition (p, q)w is defined.
If T = ∅, we will simply say that S is closed under composition.
In the following lemma, we recall the main result of [8], which is a generaliza-
tion of Shirshov’s Composition Lemma (for Lie algebras and associative algebras)
to the representations of associative algebras.
Lemma 1.10 [8]. Let (S,T ) be a pair of subsets of monic elements in the free
associative algebraAX generated by X, let A=AX/J be the associative algebra
defined by S, and let M =A/I be the right A-module defined by (S,T ). If (S,T )
is closed under composition and the image of p ∈ AX is trivial in M , then the
word p¯ is (S,T )-reducible.
As an immediate consequence, we obtain the following theorem.
Theorem 1.11 [9]. Let (S,T ) be a pair of subsets of monic elements in AX . Then
the following conditions are equivalent:
(a) (S,T ) is a Gröbner–Shirshov pair.
(b) (S,T ) is closed under composition.
(c) For each p ∈AX , the normal form of p is unique.
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2. Specht modules
In this section, we recall Murphy’s construction [10] of Specht modules over
Hecke algebras of type A. One of the nicest features of Murphy’s construction is
that it works over any integral domain. We first study our object over the ring
F[v, v−1] with v an indeterminate, and then specialize v to a nonzero scalar
q ∈ F×.
Let Sn be the symmetric group on n letters and let τi = (i, i + 1) be the
transposition of i and i + 1. Then the Hecke algebra Hn(v) of type A is defined
to be the associative algebra over F[v, v−1] generated by X = {T1, T2, . . . , Tn−1}
with defining relations
Rv :
{
TiTj = TjTi for i > j + 1,
T 2i = (v − l)Ti + v for 1 i  n− 1,
Ti+1TiTi+1 = TiTi+1Ti for 1 i  n− 2.
(2.1)
We write Ti,j = TiTi−1 · · ·Tj for i  j and T j,i = TjTj+1 · · ·Ti for j  i
(hence Ti,i = Ti and T i,i = Ti ). We also set Ti,i+1 = 1 (i  0) and T i,i−1 = 1
(i  1). We define for T = Ti1Ti2 · · ·Tik ∈Hn(v), T ∗ = Tik Tik−1 · · ·Ti1 and extend∗ to an anti-automorphism of Hn(v) by linearity. Note that T ∗i,j = T j,i . For
a reduced expression w = τi1τi2 · · · τik ∈ Sn, we define Tw ∈Hn(v) to be
Tw = Ti1Ti2 · · ·Tik .
Then Tw is well-defined and T ∗w = Tw−1 . For any subset W ⊆ Sn, we define
ι(W)=
∑
w∈W
Tw.
A composition λ of n, denoted by λ |= n, is a sequence λ= (λ1, λ2, . . . , λk) of
nonnegative integers whose sum is n. By convention we set λ0 = 0. A partition
λ of n, denoted by λ  n, is a composition such that λ = (λ1  λ2  · · ·  λk).
For a composition of n, the diagram [λ] is the set of nodes {(i, j) | 1  j  λi ,
i = 1,2, . . . , n}.
Definition 2.1. Suppose that λ is a composition of n.
(a) A λ-tableau is a map t : [λ]→ (1,2, . . . , n). If a λ-tableau t is a bijection, t is
said to be bijective.
(b) A tableau t is row-standard if it is bijective and t (i, j) < t(i, j + 1) for all i
and j .
(c) A tableau t is standard if λ is a partition, t is row-standard and t (i, j) <
t(i + 1, j) for all i and j .
The diagram corresponding to a tableau t will be denoted by [t]. If m  n
and t is a row-standard tableau with n nodes, then the restriction of t to the image
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set {1,2, . . . ,m} is a row-standard tableau denoted by t ↓m. The corresponding
diagram will be denoted by [t ↓m].
Let tλ be the unique standard λ-tableau such that tλ(i, j + 1)= tλ(i, j)+ 1 for
all nodes (i, j). For example, t(5,3,2,1) is the following tableau:
1 2 3 4 5
6 7 8
9 10
11
The symmetric group Sn acts naturally from the right on the set of all bijective
λ-tableaux. If t is row-standard, we denote by d(t) the element of Sn for which
t = tλd(t). We denote by Wλ the group of row stabilizers of tλ.
For compositions λ and µ of n, we write λµ if∑mi=1 λi ∑mi=1 µi for each
m. Let s, t be row-standard λ- and µ-tableaux, respectively. We write s  t if for
each m n, [s ↓m] [t ↓m]. Let λ be a composition of n. By a λ-pair we mean
a pair (s, t) of row-standard λ-tableaux. A λ-pair is called standard if both s and
t are standard.
For a composition λ of n and for any λ-pair (s, t), we define
xλ =
∑
w∈Wλ
Tw and xst = T ∗d(s)xλTd(t). (2.2)
Hence xtλtλ = xλ. From now on, whenever the subscript is tλ, we will abbreviate
it to λ. For example, we will write xtλtλ = xλλ = xλ and xtλs = xλs .
For a partition λ  n, let Nλ (respectively Nλ) be the F[v, v−1]-submodule of
Hn(v) spanned by xrs , where (r, s) runs over all standard µ-pair for a partition
µ  n with µ λ (respectively µ✄ λ). Let Mλ = xλHn(v) be the cyclic Hn(v)-
module generated by xλ and set Mλ =Mλ ∩Nλ.
Definition 2.2. The Hn(v)-module Sλv = Mλ/Mλ is called the Specht module
overHn(v) corresponding to the partition λ.
Proposition 2.3 [10]. The Specht module Sλv is a free F[v, v−1]-module with
a basis consisting of the vectors xλs +Mλ, where s runs over all standard λ-tab-
leaux.
The basis of Sλv in the above proposition is called the Murphy basis of the
Specht module Sλv .
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3. Some natural relations in Sλv
In this section, we will derive some natural relations in Sλv , which will serve
as the defining relations and will be extended to form a Gröbner–Shirshov pair
in the next section. One can observe that the basic relations are the relations in
Lemma 3.2 along with the defining relations (2.1) for the Hecke algebra Hn(v).
All the other relations will be derived from these basic relations. This indicates
what would be the set of defining relations for the Specht modules, and leads us
to the abstract definition of the Specht modules by generators and relations in the
next section.
Lemma 3.1. The relations
Ta,bTc,d = Tc−1,d−1Ta,b (a  c d  b) (3.1)
hold in Hn(v).
Proof. If b = a − 1, then (3.1) becomes one of the relations in (2.1), so assume
that b  a − 2. Suppose further that a = c = d . Since Ta commutes with Tk for
b k  a − 2, we have
Ta,bTa = Ta,a−1Ta−2,bTa = Ta,a−1TaTa−2,b = Ta−1Ta,a−1Ta−2,b
= Ta−1Ta,b,
which is the desired relation.
If a  d  b, we use induction on c. If c= d then
Ta,bTc = Ta,c+1Tc,bTc = Ta,c+1Tc−1Tc,b = Tc−1Ta,b,
as desired. If c > d , then by induction
Ta,bTc,d = Ta,c+1Tc,bTc,d = Ta,c+1Tc−1Tc,bTc−1,d = Tc−1Ta,bTc−1,d
= Tc−1Tc−2,d−1Ta,b = Tc−1,d−1Ta,b,
which completes the induction argument. ✷
For any i  j , we denote by Si,j the subgroup of Sn which permutes only
i, i + 1, . . . , j (1  i  j  n). Considering the coset representatives of S1,n−1
and S2,n, respectively, we have
ι(Sn)= ι(S1,n−1)
(
n∑
l=1
Tn−1,l
)
=
(
n−1∑
l=0
Tl,1
)
ι(S2,n). (3.2)
Fix a partition λ = (λ1, λ2, . . . , λk) of n. We introduce some notations. For
i = 1,2, . . . , k, we define
0λ = 0 and iλ =
i∑
l=1
λl.
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That is, {iλ}ki=1 is the sequence of partial sums of the partition λ. For example, if
λ= (4,3,1) 8, then we have 0λ = 0, 1λ = 4, 2λ = 7, and 3λ = 8.
With this notation, we define
xλi = ι(S(i−1)λ+1,iλ). (3.3)
Then we have the following statement.
Lemma 3.2. The following relations hold in Sλv :
(a) For i = 1, . . . , n− 1 with i = lλ (l = 1, . . . , k − 1), we have
xλ(Ti − v)= 0.
(b) For i = 1, . . . , k − 1, we have
xλ
(
λi+1∑
l=1
Tiλ,(i−1)λ+l
)
= 0.
Proof. By [10, Lemma 4.1], xλ has a right factor Ti + 1 for i = lλ. Hence the
relation (2.1) implies xλ(Ti − v)= 0 for i = lλ.
Let µ = (λ1, . . . , λi−1, λi + 1, λi+1 − 1, λi+2, . . . , λk). It follows from (3.2)
that
xλixλi+1
(
λi+1∑
l=1
Tiλ,(i−1)λ+l
)
= xλi+1xλi
(
λi+1∑
l=1
Tiλ,(i−1)λ+l
)
=
(
µi+1+1∑
l=1
T(i+1)µ−l,iµ
)
xµi+1xµi
=
(
µi+1+1∑
l=1
T(i+1)µ−l,iµ
)
xµi xµi+1 .
Thus we have
xλ
(
λi+1∑
l=1
Tiλ,(i−1)λ+l
)
=
(
µi+1+1∑
l=1
T(i+1)µ−l,iµ
)
xµ.
Note that(
µi+1+1∑
l=1
T(i+1)µ−l,iµ
)
xµ =
µi+1+1∑
l=1
(
T iµ,(i+1)µ−l
)∗
xµ =
∑
τ
xτ,µ,
where each τ is a row-standard µ-tableau. Since λ✁ µ, by [10, Theorem 4.18]
and the definition of Sλv , we conclude that
xλ
(
λi+1∑
l=1
Tiλ,(i−1)λ+l
)
= 0. ✷
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For s ∈ Z0 and a sequence a = (al)jl=1 = (a1, a2, . . . , aj ) of positive integers,
define
s + a = s + (a1, a2, . . . , aj )= (s + a1, s + a2, . . . , s + aj ).
If a = (a1, a2, . . . , aj ) satisfies 1  al N + l for some nonnegative integer N ,
we define
〈a〉N = 〈a1, a2, . . . , aj 〉N = TN,a1TN+1,a2 · · ·TN+j−1,aj .
Thus we have 〈s + a〉N = TN,s+a1TN+1,s+a2 · · ·TN+j−1,s+aj .
Lemma 3.3. For p (0 p  k − 1) and j (1 j < λp+1), let
ai = (ail )=
(
ai1, . . . , a
i
λi+1
)
(i = 0,1, . . . , p− 1)
and
b= (bl)= (b1, . . . , bj , bj+1)
be sequences of positive integers such that
1 ail  iλ + l, 1 bl  pλ + l, and bj  bj+1.
Then the relation
xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b〉pλ = vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b′〉pλ (3.4)
holds in Sλv , where b′ = (b1, b2, . . . , bj−1, bj+1, bj + 1).
Proof. From the first relations in Lemma 3.2, we have xλTpλ+j = vxλ. Since
(
∏p−1
i=0 〈ai〉iλ )〈b1, . . . , bj−1〉pλ commutes with Tpλ+j , we have the following
relation in Sλv :
xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1,pλ + j,pλ + j 〉pλ
= vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1,pλ + j,pλ + j + 1〉pλ.
Thus the relations in (3.4) hold for bj = bj+1 = pλ + j .
Assume that for pλ + j > bj = bj+1, we have
xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1, bj , bj 〉pλ
= vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1, bj , bj + 1〉pλ.
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Multiplying the above relation by Tbj−1Tbj from the right, the left-hand side
yields
xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, . . . , bj−1, bj , bj 〉pλTbj−1Tbj
= xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, . . . , bj−1, bj , bj + 1〉pλTbj−1Tbj ,bj−1
= xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, . . . , bj − 1, bj − 1〉pλ,
and the right-hand side yields
vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1, bj , bj + 1〉pλTbj−1Tbj
= vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, . . . , bj−1, bj − 1, bj 〉pλ
= vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, . . . , bj−1, bj − 1, bj 〉pλ .
By induction, we obtain the relations in (3.4) for all bj = bj+1.
Now assume that for bj  bj+1, we have
xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1, bj , bj+1〉pλ
= vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1, bj+1, bj + 1〉pλ.
Multiplying the relation Tbj+1−1 from the right, we obtain
xλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1, bj , bj+1 − 1〉pλ
= vxλ
(
p−1∏
i=0
〈ai〉iλ
)
〈b1, b2, . . . , bj−1, bj+1 − 1, bj + 1〉pλ .
By induction on bj+1, the relations in (3.4) hold for all bj  bj+1. ✷
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For any natural number i , let
[i]v = 1+ v + v2 + · · · + vi−1, {i}v =
i∏
j=1
[j ]v,
and [0]v = 1, {0}v = 1. For each i (1  i  k − 1) and j (1  j  λi+1), we
define
Cj,i,λ =
{
(a1, a2, . . . , aj ) ∈ Z⊕n>0
∣∣ j  a1 < a2 < · · ·< aj  λi + j}.
Lemma 3.4. For each i (1 i  k − 1) and j (1 j  λi+1), the relation
xλ
( ∑
a∈Cj,i,λ
〈(i − 1)λ + a〉iλ
)
= 0 (3.5)
holds in Sλv .
Proof. At first, for each i (1 i  k − 1) and j (1 j  λi+1), we define
C1j,i,λ = Cj,i,λ \
{
(j, j + 1, . . . ,2j − 1)},
C2j,i,λ = Cj,i,λ \
{
(j, j + 1, . . . ,2j − 2, aj )
∣∣ 2j − 1 aj  λi + j},
C3j,i,λ =
{
(a1, a2, . . . , aj ) ∈ Z⊕n>0
∣∣ j + 1 a1 < a2 < · · ·< aj  λi + j}.
If j = 1 for a fixed i , then the relation (3.5) becomes the relation in Lemma 3.2.
Assume that for j − 1 we have the relation (3.5):
xλ
( ∑
a∈Cj−1,i,λ
〈(i − 1)λ + a〉iλ
)
= 0.
Note that
xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3)
〉
iλ
=−xλ
( ∑
a∈Cj−1,i,λ
〈(i − 1)λ + a〉iλ
)
.
(3.6)
Set
A= [j − 1]vxλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3, j − 1)
〉
iλ
,
B =−vj−1xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3,2j − 2)
〉
iλ
,
and
Cl =−vj−1xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3, j − 1+ l)
〉
iλ
for 1 l  j − 2.
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By Lemma 3.3, we have(
A+B +
j−2∑
l=1
Cl
)
= vj−1[j − 1]v xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 2)
〉
iλ
− vj−1xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 2)
〉
iλ
− vj−1
j−2∑
l=1
vj−1−lxλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 2)
〉
iλ
= 0.
On the other hand, by Lemma 3.3 and the relation (3.6), we get
A = [j − 1]v xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3, j − 1)
〉
iλ
= −[j − 1]v
∑
a∈C1j−1,i,λ
xλ
〈
(i − 1)λ + (a, j − 1)
〉
iλ
= −vj−1[j − 1]v
∑
a∈C1j−1,i,λ
xλ
〈
(i − 1)λ + (j − 1,1+ a)
〉
iλ
= −vj−1[j − 1]v
∑
a∈C2j−1,i,λ
xλ
〈
(i − 1)λ + (j − 1,1+ a)
〉
iλ
− vj−1[j − 1]v
λi+j−1∑
aj−1=2j−2
xλ
〈
(i − 1)λ
+ (j − 1, j, . . . ,2j − 3, aj−1 + 1)
〉
iλ
.
Applying the relation (3.6) to B , we obtain
B = −vj−1xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3, j − 2)
〉
iλ
= vj−1
∑
a∈C1j−1,i,λ
xλ
〈
(i − 1)λ + (a,2j − 2)
〉
iλ
.
For 1 l  j − 2, Lemma 3.3 and the relation (3.6) yield
Cl = −vj−1xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3, j − 1+ l)
〉
iλ
= vj−1
∑
a∈C1j−1,i,λ
xλ
〈
(i − 1)λ + (a, j − 1+ l)
〉
iλ
= vj−1
∑
a∈C2j−1,i,λ
xλ
〈
(i − 1)λ + (a, j − 1+ l)
〉
iλ
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+ v2j−2−l
λi+j−1∑
aj−1=2j−2
xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3, aj−1 + 1)
〉
iλ
.
Therefore, by Lemma 3.3 and the relation (3.6), we obtain
0 =
(
A+B +
j−2∑
l=1
Cl
)
= −vj−1[j − 1]v
∑
a∈C2
j−1,i,λ
xλ
〈
(i − 1)λ + (j − 1,1+ a)
〉
iλ
− vj−1
λi+j−1∑
aj−1=2j−2
xλ
〈
(i − 1)λ + (j − 1, j, . . . ,2j − 3, aj−1 + 1)
〉
iλ
+ vj−1
∑
a∈C1j−1,i,λ
xλ
〈
(i − 1)λ + (a,2j − 2)
〉
iλ
+ vj−1
j−2∑
l=1
∑
a∈C2j−1,i,λ
xλ
〈
(i − 1)λ + (a, j − 1+ l)
〉
iλ
= −vj−1[j − 1]v
∑
a∈C2j−1,i,λ
xλ
〈
(i − 1)λ + (j − 1,1+ a)
〉
iλ
+ vj−1
λi+2∑
l=2j−2
∑
a∈C1j−1,i,λ
xλ
〈
(i − 1)λ + (a, l)
〉
iλ
+ vj−1
2j−3∑
l=j
∑
a∈C2j−1,i,λ
xλ
〈
(i − 1)λ + (a, l)
〉
iλ
= vj−1
λi+j∑
l=j
∑
a∈C3j−1,i,λ
xλ
〈
(i − 1)λ + (a, l)
〉
iλ
= vj−1[j ]v
∑
a∈Cj,i,λ
xλ
〈
(i − 1)λ + a
〉
iλ
.
Since Sλv is free over F[v, v−1], we get the desired relation (3.5) for j , which
completes our induction argument. ✷
Remark. As we mentioned in the beginning of this section, all the relations
have been derived from the defining relations (2.1) of Hecke algebra and those
in Lemma 3.2. In the next section, we will specialize v to an invertible q ∈ F, and
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consider the Specht module over F. We will also construct a module by generators
and relations and show that it is isomorphic to the Specht module over F using the
relations derived in this section. Actually, if we define a module over F by the pair
consisting of the relations (2.1) and those in Lemma 3.2 identifying xλ with 1, all
the relations in this section (other than the relations in Lemma 3.4) are valid for
any invertible q ∈ F. If q is not a roof of unity, then the relations in Lemma 3.4
still remain valid. But if q is a primitive eth root of unity, then the leth induction
step (l  1) in the proof of Lemma 3.4 does not work, as one can see in the proof,
since it involves [le]v which is 0 for such q . Thus when q is a primitive eth root
of unity, we are led to add more relations to the set of defining relations of the
Specht modules over F as we can see in the next section.
4. The Gröbner–Shirshov pair for Sλq
In this section, we specialize the Specht module Sλv over F[v, v−1] to the
module Sλq over F for an invertible q ∈ F and define an Hn(q)-module Ŝ λq by
generators and relations. The defining relations for Ŝ λq will be taken from the
natural relations derived in the previous section identifying xλ with 1. Thus there
exists a surjective homomorphism of Ŝ λq onto Sλq . We will derive sufficiently many
relations in Ŝ λq and show that the number of standard monomials with respect
to these relations is equal to the dimension of Sλq . Hence we conclude that the
Hn(q)-module Ŝ λq is isomorphic to the Specht module Sλq and obtain a Gröbner–
Shirshov pair for Ŝ λq . The standard monomials for this Gröbner–Shirshov pair will
be indexed by the set of cozy tableaux.
Let X = {T1, T2, . . . , Tn−1} be the set of generators as before. Fix a partition
λ = (λ1, λ2, . . . , λk) of n. Let q be an invertible element of F and denote by Rq
the set of relations in (2.1) with v replaced by q . The Hecke algebra defined by
Rq over F will be denoted byHn(q). Recall that there is an isomorphism of fields
F
[
v, v−1
]
/(v − q)∼= F given by v → q,
where (v− q) is the maximal ideal of F[v, v−1] generated by v− q . The Hn(q)-
module Sλq is defined to be
Sλq = F⊗F[v,v−1] Sλv .
We call Sλq the Specht module overHn(q) corresponding to the partition λ. From
the basis of Sλv given in Proposition 2.3, we naturally obtain a basis of Sλq and
call it the Murphy basis of the Specht module Sλq . Recall that the elements of the
Murphy basis are parameterized by the standard λ-tableaux.
We now define the Hn(q)-module Ŝ λq by generators and relations.
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Definition 4.1. (1) If q ∈ F× is not a root of unity, then Ŝ λq is the Hn(q)-module
defined by the pair (Rq,Rλq), where Rλq is the set of elements:
Ti − q (i = lλ, l = 1,2, . . . , k − 1),
λi+1∑
l=1
Tiλ,(i−1)λ+l (1 i  k − 1). (4.1)
(2) If q is a primitive eth root of unity, then Ŝ λq is the Hn(q)-module defined
by the pair (Rq ,Rλq), where Rλq is the set of elements:
Ti − q (i = lλ, l = 1,2, . . . , k − 1),
λi+1∑
l=1
Tiλ,(i−1)λ+l (1 i  k − 1),∑
a∈Cle,i,λ
〈
(i − 1)λ + a
〉
iλ
(1 i  k − 1, l  1). (4.2)
From the construction, we see that all the relations in Sλv derived in the previous
section still hold in Sλq . In particular, by Lemma 3.2 and Lemma 3.4, there exists
a surjectiveHn(q)-module homomorphism
Ψ : Ŝ λq → Sλq given by 1 → xλ. (4.3)
We claim that the map Ψ is actually an isomorphism. In other words, we claim
that the module Ŝ λq defined by the pair (Rq,Rλq) is isomorphic to the Specht
module Sλq . The rest of this section will be devoted to proving this claim.
As was noticed in the remark at the end of the previous section, we can derive
in Ŝ λq the same relations (identifying xλ with 1) as in the previous section for any
invertible q ∈ F×. Note that even if q is a primitive eth root of unity, the induction
argument in the proof of Lemma 3.4 works well from the defining relations (4.2)
of Ŝ λq . Since it is important to our argument, we make it into a lemma.
Lemma 4.2. Let q be an invertible element of F.
(1) The relations
Ta,bTc,d = Tc−1,d−1Ta,b (a  c d > b)
hold in Hn(q).
(2) For p (0 p  k − 1) and j (1 j < λp+1), let
ai =
(
ail
)= (ai1, . . . , aiλi+1) (i = 0,1, . . . , p− 1)
and
b= (bl)= (b1, . . . , bj , bj+1)
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be the sequences of positive integers such that
1 ail  iλ + l, 1 bl  pλ + l, and bj  bj+1.
Then the relation
xλ
(
p−1∏
i=1
〈ai〉iλ
)
〈b〉pλ = qxλ
(
p−1∏
i=1
〈ai〉iλ
)
〈b′〉pλ
holds in Ŝ λq , where b′ = (b1, b2, . . . , bj−1, bj+1, bj + 1).
(3) For each i (1 i  k − 1) and j (1 j  λi+1), the relation∑
a∈Cj,i,λ
〈
(i − 1)λ + a
〉
iλ
= 0
holds in Ŝ λq .
In the following proposition, we determine a Gröbner–Shirshov basis for
Hn(q) with respect to each of the monomial orders introduced in Example 1.2.
Proposition 4.3. (a) The following relations form a Gröbner–Shirshov basis for
Hn(q) with respect to the monomial order ≺deg-iex:
Rq,deg-lex:

TiTj − TjTi for i > j + 1,
T 2i − (q − 1)Ti − q for 1 i  n− 1,
Ti+1,j Ti+1 − TiTi+1,j for i  j.
(4.4)
Hence the set ofRq,deg-lex-standard monomials is given by
Bdeg-lex = {T1,j1T2,j2 · · ·Tn−1,jn−1 | 1 jk  k + 1, k = 1,2, . . . , n− 1}.
(b) The following relations form a Gröbner–Shirshov basis for Hn(q) with
respect to the monomial order ≺deg-rlex:
Rq,deg-rlex:

TiTj − TjTi for i > j + 1,
T 2i − (q − 1)Ti − q for 1 i  n− 1,
TjTi,j − Ti,j Tj+1 for i > j.
(4.5)
Hence the set ofRq,deg-rlex-standard monomials is given by
Bdeg-rlex = {Tj1,1Tj2,2 · · ·Tjn−1,n−1 | k − 1 jk  n− 1,
k = 1,2, . . . , n− 1}.
Proof. By Lemma 4.2(1), all the relations in Rq,deg-lex and in Rq,deg-rlex hold
in Hn(q). It can be easily checked that Bdeg-lex (respectively Bdeg-rlex) is the
set of Rq,deg-lex (respectively Rq,deg-rlex)-standard monomials. Observe that the
number of elements in Bdeg-lex (and in Bdeg-rlex) is n!. Since it is exactly the
dimension ofHn(q), it follows from Proposition 1.6 thatRq,deg-lex andRq,deg-rlex
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are Gröbner–Shirshov bases for the Hecke algebraHn(q) with respect to ≺deg-lex
and ≺deg-rlex, respectively. ✷
Now let us consider how to complete the set Rλq to obtain a Gröbner–Shirshov
pair. In general, even if we extend the set Rλq by adding the relations in Lemma 4.2,
(2) and (3), the pair of the set Rq,deg-lex in the above lemma and the extended
set of Rλq is not big enough to be a Gröbner–Shirshov pair for Ŝ λq . Hence, we
need more relations in Ŝ λq , which we will derive in the next lemma. We set
Rq = Rq,deg-lex. In the rest of this paper, we will only consider the monomial
order ≺deg-lex.
Lemma 4.4. For p (1 p  k−1) and j (1 j  λp+1), let a0,a1, . . . ,ap−2,b
and c be the sequences of positive integers satisfying the following conditions:
ai =
(
ai1, a
i
2, . . . , a
i
λi+1
)
, 1 ail  iλ + l,
b= (b1, b2, . . . , bλp), 1 bl  (p− 1)λ + l,
c= (c1, c2, . . . , cj ), 1 cl  pλ + l,
bj < bj+1 < · · ·< bλp, c1 < c2 < · · ·< cj , and cj  bj + j − 1.
Then the relation(
p−2∏
i=0
〈ai〉iλ
)
〈b〉(p−1)λ〈c〉pλ
+
(
p−2∏
i=0
〈ai〉iλ
)( ∑
a∈C1j,p,λ
〈
(p− 1)λ + a
〉
pλ
)
〈b1, c, j + b2〉(p−1)λ = 0
(4.6)
holds in Ŝ λq , where b1 = (b1, b2, . . . , bj−1) and b2 = (bj , bj+1, . . . , bλp).
Proof. From Lemma 4.2(3), we have the relation∑
a∈Cj,p,λ
〈
(p− 1)λ + a
〉
pλ
= 0
for any nonzero q ∈ F×. Note that ∏p−2i=0 〈ai〉iλ contains only Tl with l 
(p− 1)λ − 1 and that ∑a∈Cj,p,λ 〈(p − 1)λ + a〉pλ contains only Tl with l 
(p − 1)λ + j . Hence ∏p−2i=0 〈ai〉iλ commutes with ∑a∈Cj,p,λ〈(p − 1)λ + a〉pλ ,
and we obtain(
p−2∏
i=0
〈ai〉iλ
) ∑
a∈Cj,p,λ
〈
(p− 1)λ + a
〉
pλ
= 0.
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By separating the leading term, we can write(
p−2∏
i=0
〈ai〉iλ
)〈
(p− 1)λ + (j, j + 1, . . . ,2j − 1)
〉
pλ
+
(
p−2∏
i=0
〈ai〉iλ
)( ∑
a∈C1j,p,λ
〈
(p− 1)λ + a
〉
pλ
)
= 0.
Multiplying it by 〈b1, c〉(p−1)λ = 〈b1〉(p−1)λ〈c〉(p−1)λ+j−1 from the right, we
obtain(
p−2∏
i=0
〈ai〉iλ
)
〈b1〉(p−1)λ〈c〉pλ
+
(
p−2∏
i=0
〈ai〉iλ
)( ∑
a∈C1j,p,λ
〈
(p− 1)λ + a
〉
pλ
)
〈b1, c〉(p−1)λ = 0. (4.7)
Since c1 < c2 < · · ·< cj , cj < bj + j and pλ + j − 1 (p− 1)λ+ j − 1+ l for
j  l < λp , it follows from Lemma 4.2(1) that
〈b1〉(p−1)λ〈c〉pλ〈j + b2〉(p−1)λ+2j−1 = 〈b〉(p−1)λ〈c〉pλ .
Hence multiplying (4.7) by 〈j + b2〉(p−1)λ+2j−1 from the right, we get(
p−2∏
i=0
〈ai〉iλ
)
〈b〉(p−1)λ〈c〉pλ
+
(
p−2∏
i=0
〈ai〉iλ
)( ∑
a∈C1j,p,λ
〈
(p− 1)λ + a
〉
pλ
)
〈b1, c, j + b2〉(p−1)λ = 0,
as desired. ✷
Recall that a λ-tableau is a map t : [λ]→ {1,2, . . . , n} and that tλ is the unique
standard λ-tableau such that tλ(i, j + 1)= tλ(i, j)+ 1 for all nodes (i, j).
Definition 4.5. A λ-tableau is said to be cozy if it satisfies the following
conditions:
(i) t (i, j) tλ(i, j),
(ii) t (i, j) < t(i, j + 1),
(iii) t (i, j)+ j  t (i + 1, j).
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Note that if t is a cozy λ-tableau, then we always have t (1, j) = j . For
example, the tableau in the left is cozy, while the one in the right is not:
1 2 3 4 5 6 7
2 4 6 8 10
3 6 9
4 8 12
1 2 3 4 5 6 7
3 4 6 9 10
4 7 9
7 10 11
Taking some of the relations from Lemmas 4.2(2) and 4.4, we define the set
Rλq to be
Rλq :

(∏p−1
i=0 〈ai〉iλ
)
〈b〉pλ − q
(∏p−1
i=0 〈ai〉iλ
)
〈b′〉pλ with bj = bj+1,(∏p−2
i=0 〈ai〉iλ
)
〈b〉(p−1)λ〈c〉pλ
+
(
p−2∏
i=0
〈ai〉iλ
)( ∑
a∈C1j,p,λ
〈
(p− 1)λ + a
〉
pλ
)
〈b1, c, j + b2〉(p−1)λ
with cj = bj + j − 1,
where we keep the notation in Lemmas 4.2(2) and 4.4. Note that the leading terms
of the relations in Rλq with respect to ≺deg-lex are(
p−1∏
i=0
〈ai〉iλ
)
〈b〉pλ with bj = bj+1,(
p−2∏
i=0
〈ai〉iλ
)
〈b〉(p−1)λ〈c〉pλ with cj = bj + j − 1.
Thus the set of (Rq,Rλq)-standard monomials with respect to ≺deg-lex is
G(λ)=
{
k−1∏
i=1
〈ai〉iλ
∣∣∣∣∣ ai =
(
ai1, a
i
2, . . . , a
i
λi+1
)
aij  iλ + j, aij < aij+1, aij + j  ai+1j
}
.
Let H(λ) be the set of all cozy λ-tableaux and let I (λ) be the set of all standard
λ-tableaux. We define a map κ :G(λ)→H(λ) by
κ
(
k−1∏
i=1
〈ai〉iλ
)
(t, s)= at−1s , a0j = j.
Recall that the symmetric group Sn acts naturally on the set of bijective λ-
tableaux. We define a map ζ :G(λ)→ I (λ) by
ζ(Ts1Ts2 · · ·Tsl )= tλτs1τs2 · · · τsl ,
where τst is the transposition (st , st + 1) ∈ Sn.
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Proposition 4.6. Let κ and ζ be the maps defined above. Then the map κ
(respectively the map ζ ) is a well-defined bijection between G(λ) and H(λ)
(respectively G(λ) and I (λ)). Hence we have dimSλq = #(I (λ)) = #(G(λ)) =
#(H(λ)).
Proof. Clearly, κ is a well-defined bijection. Observe that the τiτi−1 · · · τj (i  j)
action on a tableau changes the boxes
j j + 1 · · · i i + 1 into j + 1 j + 2 · · · i + 1 j ,
respectively. Consider an element
∏k−1
i=1 〈ai〉iλ ∈G(λ). Since 2 a11  1λ+1, the
tableau ζ(T1λ,a11 ) is standard.
Assume that the tableau
ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j
〉
pλ
)
is standard for some p  1 and j  1. Note that
ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j , a
p
j+1
〉
pλ
)
= ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j
〉
pλ
)
τpλ+j τpλ+j−1 · · ·τap
j+1
.
Since apj < a
p
j+1 and a
p−1
j+1 + j + 1 apj+1, we have
ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j , a
p
j+1
〉
pλ
)
(p+ 1, j)= apj ,
ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j , a
p
j+1
〉
pλ
)
(p+ 1, j + 1)= apj+1,
ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j , a
p
j+1
〉
pλ
)
(p, j + 1) ap−1j+1 + j,
ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j , a
p
j+1
〉
pλ
)
(p+ 1, j + 1)= apj+1,
which implies that the tableau
ζ
(
p−1∏
i=1
〈ai〉iλ
〈
a
p
1 , . . . , a
p
j , a
p
j+1
〉
pλ
)
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is standard. Hence, by induction the tableau
ζ
(
k−1∏
i=1
〈ai〉iλ
)
is standard. Therefore, the map ζ is well-defined.
Conversely, if t is a standard tableau, then by reversing the induction steps in
the above argument, we can obtain an element
∏k−1
i=1 〈ai〉iλ of G(λ) such that
ζ
(
k−1∏
i=1
〈ai〉iλ
)
= t .
Therefore, the map ζ is a bijection. ✷
Recall that there is a surjective homomorphism Ψ : Ŝ λq → Sλq given by (4.3),
which implies dim Ŝ λq  dimSλq . However, by Proposition 1.6, we have
dim Ŝ λq  #
(
G(λ)
)= dimSλq .
Therefore, we conclude that the Hn(q)-module Ŝ λq is isomorphic to the Specht
module Sλq , the set G(λ) is a linear basis of Ŝ λq , and the pair (Rq,Rλq) is
a Gröbner–Shirshov pair for Ŝ λq .
In the following theorem, we summarize the main results proved in this section.
Theorem 4.7. Let λ= (λ1, λ2, . . . , λk) be a partition of n.
(a) The Specht module Sλq is isomorphic to the Hn(q)-module Ŝ λq defined by the
pair (Rq,Rλq ). Hence we obtain a presentation of the Specht module Sλq by
generators and relations.
(b) The pair (Rq,Rλq) is a Gröbner–Shirshov pair for Ŝ λq with respect to the
monomial order ≺deg-lex.
(c) The set of (Rq ,Rλq)-standard monomials is given by
G(λ)=
{
k−1∏
i=1
〈ai〉iλ
∣∣∣∣∣ ai =
(
ai1, a
i
2, . . . , a
i
λi+1
)
aij  iλ + j, aij < aij+1, aij + j  ai+1j
}
.
Hence the set G(λ) is a linear basis of Ŝ λq .
Remark. It is easy to see that the monomial basis G(λ) of Ŝ λq is mapped onto the
Murphy basis of Sλq under the isomorphism Ψ .
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5. Gram matrix of Sλq
It is well known that if q is not a root of unity, the Specht modules are
irreducible. If q is a root of unity, the irreducible modules are the simple quotients
of the Specht modules, and in general, their dimensions are not known explicitly.
In this section, we define a canonical bilinear form on the Specht module Sλq ,
whose matrix with respect to the monomial basis G(λ) will be called the Gram
matrix. As was shown in [10], the rank of the Gram matrix is equal to the
dimension of the irreducible moduleDλq . In this section, using the monomial basis
G(λ) and the division algorithm given in Lemma 1.4, we give a new recursive
algorithm of computing the Gram matrix of the Specht module Sλq . At the end
of this section, we will discuss the application of our algorithm with several
interesting examples.
To begin with, we identify the Specht module Sλq with the Hn(q)-module Ŝ λq
defined by the pair (Rq,Rλq ) and consider the Gröbner–Shirshov pair (Rq,Rλq).
Let λ  n be a partition and define a bilinear map
Hn(q)×Hn(q)→ Sλq by (u, v) → uv∗xλ.
Then the image of the map is actually in the field F, and the map induces a sym-
metric bilinear form on Sλq
Bλ :S
λ
q × Sλq → F⊂ Sλq .
It was shown in [10] that Bλ satisfies
Bλ(u, vh)= Bλ(uh∗, v) for all u,v ∈ Sλq , h ∈Hn(q).
Definition 5.1. The Gram matrix of the Specht module Sλq is the matrix Γλ of the
symmetric bilinear form Bλ with respect to the monomial basis G(λ).
We say that a partition λ= (λ1, λ2, . . . , λk) of n is e-regular if λi − λj+1 < e
(λk+1 = 0) for all i = 1, . . . , k. Otherwise, λ is called e-singular.
Proposition 5.2 [4,6,10]. For each e-regular partition λ of n, the quotient Dλq =
Sλq / rad(Bλ) of the Specht module by the radical of Bλ is an irreducible module
overHn(q). They form a complete set of inequivalent irreducibleHn(q)-modules.
In particular, the rank of the Gram matrix Γλ of Sλq is equal to the dimension of
the irreducible module Dλq .
Remark. In [6], Graham and Lehrer introduced the notion of cellular algebras.
One can verify that the Hecke algebraHn(q) is a cellular algebra with the cellular
basis {
xst
∣∣ (s, t) is a standard pair λ  n},
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where the elements xst is defined in Section 2. Also it can be easily checked
that the Specht module Sλq is the cell representation corresponding to λ (see [6,
Theorem 3.4]).
Now we describe our algorithm of computing the Gram matrix of the Specht
module Sλq . First, observe that using the Gröbner–Shirshov pair (Rq,Rλq), we
can determine Bλ(u,1) for all u ∈ G(λ). Hence the first column of the Gram
matrix can be determined. Next, let u,v ∈G(λ) and assume that Bλ(u,w) can be
computed for all u,w ∈G(λ) with l(w)  l(v)− 1. Then, since every v ∈G(λ)
can be written as v = v′Ti for some i (1  i  n − 1) and v′ ∈ G(λ) with
l(v′)= l(v)− 1, we have
Bλ(u, v)= Bλ(u, v′Ti)= Bλ(uTi, v′).
By Theorem 1.11 and the division algorithm given in Lemma 1.4, every uTi
(u ∈G(λ), i = 1, . . . , n− 1) can be uniquely expressed as a linear combination
of the elements in G(λ). Since l(v′) = l(v) − 1, by induction, we can compute
Bλ(u, v) = Bλ(uTi, v′). Note that, since Bλ is symmetric, we have only to
compute Bλ(u, v) for all u# v.
Hence our algorithm of computing the Gram matrix Γλ can be summarized as
follows:
(1) Using the Gröbner–Shirshov pair, compute Bλ(u,1) for all u ∈G(λ).
(2) Using the division algorithm, write uTi as a linear combination of the
elements of G(λ) for all u ∈G(λ), i = 1, . . . , n− 1.
(3) For any u,v ∈ G(λ) with u # v, write v = v′Ti for some v′ ∈ G(λ) and i
(1 i  n− 1), and compute Bλ(u, v)= Bλ(uTi, v′).
In the rest of this section, we present several examples illustrating how to carry
out our algorithm.
Example 5.3. Let λ= (2,2,1) 5 and consider the Specht module Sλq . Then the
cozy tableaux of shape λ and the corresponding standard monomials are given by
1 2
3 4
5
1
1 2
2 4
5
T2
1 2
3 4
4
T4
1 2
2 4
4
T2T4
1 2
2 4
3
T2T4,3
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Hence dimSλq = 5 and G(λ)= {1, T2, T4, T2T4, T2T4,3}. By Theorem 4.7, the
Gröbner–Shirshov pair (Rq ,Rλq) is given as follows:
Rq =

T 2i − (q − 1)Ti − 1 (1 i  4),
T4T1 − T1T4, T3T1 − T1T3, T4T2 − T2T4,
T4,1T4 − T3T4,1, T4,2T4 − T3T4,2, T4,3T4 − T3T4,3,
T3,1T3 − T2T3,1, T3,2T3 − T2T3,2, T2,1T2 − T1T2,1
and
Rλq =
{
T1 − q, T3 − q, T2,1 + T2 + 1, T4,3 + T4 + 1,
T2T3 + T2 + 1, T2T4,2 + T2T4,3 + T2T3.
We now carry out our recursive algorithm.
(1) The values of Bλ(u,1) (u ∈G(λ)) are:
Bλ(1,1) = xλ = (T1 + 1)(T3 + 1)= (q + 1)2,
Bλ(T2,1) = T2(T1 + 1)(T3 + 1)= (T2,1 + T2)(T3 + 1)=−(q + 1),
Bλ(T4,1) = T4(T1 + 1)(T3 + 1)= (T1 + 1)T4(T3 + 1)
= (q + 1)(T4,3 + T4)=−(q + 1),
Bλ(T2T4,1) = T2T4(T1 + 1)(T3 + 1)= T2(T1 + 1)T4(T3 + 1)= 1,
Bλ(T2T4,3,1) = T2T4,3(T1 + 1)(T3 + 1)= T2(T1 + 1)T4,3(T3 + 1)
= (T4 + 1)(T3 + 1)= T3 = q.
(2) Write uTi (u ∈G(λ), i = 1, . . . ,4) as a linear combination of the elements
in G(λ):
T1 = q, T2 = T2, T3 = q, T4 = T4,
T2T1 =−T2 − 1, T2T2 = (q − 1)T2 + q,
T2T3 =−T2 − 1, T2T4 = T2T4,
T4T1 = qT4, T4T2 = T2T4,
T4T3 =−T4 − 1, T4T4 = (q − 1)T4 + q,
T2T4T1 =−T2T4 − T4, T2T4T2 = (q − 1)T2T4 + qT4,
T2T4T3 = T2T4,3, T2T4T4 = (q − 1)T2T4 + qT2,
T2T4,3T1 =−T2T4,3 + T4 + 1, T2T4,3T2 =−T2T4,3 + T2 + 1,
T2T4,3T3 = (q − 1)T2T4,3 + qT2T4, T2T4,3T4 =−T2T4,3 + T4 + 1.
(3) Compute all the values Bλ(u, v) (u, v ∈G(λ)) inductively.
(a) Bλ(u,T2) (u# T2):
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Bλ(T2, T2) = Bλ
(
T2,1
)= (q − 1)Bλ(T2,1)+ qBλ(1,1)= [4]q,
Bλ(T4, T2) = Bλ(T4T2,1)= Bλ(T2T4,1)= 1,
Bλ(T2T4, T2) = Bλ(T2T4T2,1)
= (q − 1)Bλ(T2T4,1)+ qBλ(T4,1)=−
(
q2 + 1),
Bλ(T2T4,3, T2) = Bλ(T2T4,3T2,1)
= −Bλ(T2T4,3,1)+Bλ(T2,1)+Bλ(1,1)= q2.
(b) Bλ(u,T4) (u# T4):
Bλ(T4, T4)= [4]q, Bλ(T2T4, T4)=−
(
q2 + 1),
Bλ(T2T4,3, T4)= q2.
(c) Bλ(u,T2T4) (u# T2T4):
Bλ(T2T4, T2T4) = Bλ
(
T2T
2
4 , T2
)
= (q − 1)Bλ(T2T4, T2)+ qBλ(T2, T2)=
(
q2 + 1)2,
Bλ(T2T4,3, T2T4) = Bλ(T2T4,3T4, T2)
= −Bλ(T2T4,3, T2)+Bλ(T4, T2)+Bλ(1, T2)
= −q(q + 1).
(d) Bλ(u,T2T4,3) (u# T2T4,3):
Bλ(T2T4,3, T2T4,3) = Bλ(T2T4,3T3, T2T4)
= (q − 1)Bλ(T2T4,3, T2T4)+ qBλ(T2T4, T2T4)
= q5 + q3 + 2q.
Hence the Gram matrix Γλ is
Γλ =

(q + 1)2 −(q + 1) −(q + 1) 1 q
−(q + 1) [4]q 1 −
(
q2 + 1) q2
−(q + 1) 1 [4]q −
(
q2 + 1) q2
1 −(q2 + 1) −(q2 + 1) (q2 + 1)2 −q(q + 1)
q q2 q2 −q(q + 1) q5 + q3 + 2q
 .
If q is a primitive 3rd root of unity, then the Gram matrix is reduced to
Γλ =

q q2 q2 1 q
q2 1 1 q q2
q2 1 1 q q2
1 q q q2 1
q q2 q2 1 q
 ,
and it is easy to see that its rank is 1. Hence dimDλq = 1.
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Example 5.4. Consider λ= (n). Then Sλq is one-dimensional with basis G(λ)=
{1} andRλq (=Rλq) is given by {Ti − q | 1 i  n− 1}. Thus
Bλ(1,1)= xλ =
∑
w∈Sn
Tw =
∑
w∈Sn
ql(w) = {i}q.
(For the last equality, see, e.g., [7].)
If λ = (1n), then the Specht module Sλq is also one-dimensional with basis
G(λ)= {1} andRλq =Rλq = {Ti + 1 | 1 i  n− 1}. Since xλ = 1 in Sλq , we have
Bλ(1,1)= xλ = 1.
Example 5.5. Let λ= (n− 1,1). Then the dimension of Sλq is n− 1 with basis
G(λ)= {Tn−1,i | 2 i  n}
and
Rλq =Rλq =
{
n∑
i=1
Tn−1,i , Ti − q (1 i  n− 2)
}
.
(1) The first column of the Gram matrix Γλ is
Bλ(1,1)= {n− 1}q,
Bλ(Tn−1,i ,1)=−qn−i−1{n− 2}q (2 i  n− 1).
(2) In Sλq , we have
Tn−1,iTj =

TjTn−1,i = qTn−1,i (1 j  i − 2),
Tn−1,i−1 (j = i − 1),
(q − 1)Tn−1,i + qTn−1,i+1 (j = i),
Tj−1Tn−1,i = qTn−1,i (i + 1 j  n− 1).
(3) By induction, we have
Bλ(Tn−1,i , Tn−1,j )=

qn−i{n− 1}q − qn−i−1(qn−i − 1){n− 2}q
(i = j),
−q2n−i−j−1{n− 2}q
(i < j).
Thus we have determined all the entries of the Gram matrix Γλ.
Example 5.6. Let λ= (λ1, λ2). The monomial basis G(λ) is given by{〈a1, a2, . . . , aλ2〉λ1 ∣∣ 2i  ai  λ1 + i, ai < ai+1 for each i},
and the dimension of Sλq is
λ1 − λ2 + 1
λ1 + 1
(
n
λ2
)
.
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In Sλq , we have
〈a1, . . . , aλ2〉λ1 ι(S1,λ1)
= qλ1λ2− 12λ2(λ2−1)−
∑λ2
j=1 aj ι(S1,λ1−λ2)
×
∑
1bii+1 for each i
〈bλ1−λ2, . . . , bλ1−1〉λ1
= qλ1λ2− 12λ2(λ2−1)−
∑λ2
j=1 aj {λ1 − λ2}q(−1)λ2q 12λ2(λ2−1){λ2}q
= (−1)λ2qλ1λ2−
∑λ2
j=1 aj {λ1 − λ2}q{λ2}q.
Given 〈a1, . . . , aλ2〉λ1 , let s ∈ [0, λ2] be the least integer such that λ1 < as+1 and
let t ∈ [0, λ2] be the least integer such that at+1 = λ1 + t + 1, where we set
aλ2+1 = λ1 + λ2 + 1. Then
Bλ
(〈a1, . . . , aλ2〉λ1,1)
= 〈a1, . . . , as, . . . , at , . . . , aλ2〉λ1 ι(S1,λ1)ι(Sλ1+1,λ2)
= 〈a1, . . . , as, . . . , at 〉λ1 ι(S1,λ1)ι(Sλ1+1,λ2)
= 〈a1, . . . , as〉λ1 ι(S1,λ1)〈as+1, . . . , at 〉λ1+s ι(Sλ1+1,λ2)
= (−1)sqλ1s−
∑s
j=1 aj {λ1 − s}q{s}qq
∑t
j=s+1(λ1+j−aj ){λ2}q
= (−1)sqλ1t+ 12 (t−s)(t+s+1)−
∑t
j=1 aj {λ1 − s}q{s}q{λ2}q .
Thus we completed the first step of our algorithm. The remaining steps can be
worked out by direct calculation.
6. Gram matrices of Temperley–Lieb algebras
In this section, we apply the Gröbner–Shirshov basis theory to the Temperley–
Lieb algebras. By modifying the parameter, the Temperley–Lieb algebra can be
viewed as the quotient of Hecke algebra, and the kernel of this quotient map
acts trivially on the Specht modules. In this way the Specht modules over Hecke
algebras corresponding to the Young diagrams with at most two columns will
naturally become modules over Temperley–Lieb algebras, which will also be
called the Specht modules over Temperley–Lieb algebras. Using the Gröbner–
Shirshov pairs (Rq,Rλq) for the Specht modules over Hecke algebras, we can
easily determine the Gröbner–Shirshov pairs and the monomial bases for the
Specht modules over Temperley–Lieb algebras. Therefore, as in the case of Hecke
algebras, we obtain a recursive algorithm of computing the Gram matrices of
Specht modules over Temperley–Lieb algebras.
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Definition 6.1. Let η be an invertible element of F. The Temperley–Lieb algebra
TLn(η) is the associative algebra over F generated by X = {l1, l2, . . . , ln−1} with
defining relations
Lη:

li lj = lj li for i > j + 1,
l2i = li for 1 i  n− 1,
li lj li = ηli for j = i ± 1.
(6.1)
For the generators li , we use the same shorthand as we did for the generators
Ti : we write li,j = li li−1 · · · lj for i  j and set li,i+1 = 1 (i  0). We define
(li1 li2 · · · lij )∗ = lij lij−1 · · · l1 and extend ∗ to an anti-automorphism of TLn(η) by
linearity.
Now we can immediately determine a Gröbner–Shirshov basis and the
corresponding monomial basis for the Temperley–Lieb algebra TLn(η).
Proposition 6.2. (a) The following relations form a Gröbner–Shirshov basis for
the Temperley–Lieb algebra TLn(η) with respect to the monomial order ≺deg-lex:
Lη:

li lj − lj li for i > j + 1,
l2i − li for 1 i  n− 1,
li,j li − ηli−2,j li for i > j,
li lj,i − ηli lj,i+2 for i < j.
(6.2)
(b) Let BTLn be the set of all monomials of the form
l1,j1 l2,j2 · · · ln−1,jn−1,
where 1 jk  k + 1 and jk = k + 1 implies jk < jl for all l > k.
Then the set BTLn forms a linear basis of the Temperley–Lieb algebra TLn(η)
consisting of Lη-standard monomials. In particular,
dim TLn(η)= #
(BTLn )= 1n+ 1
(
2n
n
)
.
Proof. It can be easily checked that the relations in (6.2) hold in TLn(η), and that
the set BTLn is the set of Lη-standard monomials. In [5], it was shown that the set
BTLn form a linear basis of the algebra TLn(η). Hence, by definition, the set of
relations Lη is a Gröbner–Shirshov basis for TLn(η). As for the number of such
monomials, the readers may also refer to [5]. ✷
Remark. One can see that our description of the standard monomials is the same
as in [5]. If we ignore the factor lk,k+1, then each element of BTLn can be written
as
li1,j1 li2,j2 · · · lip,jp (0 p n− 1),
where
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1 i1 < i2 < · · ·< ip  n− 1, 1 j1 < j2 < · · ·< jp  n− 1,
i1  j1, i2  j2, . . . , ip  jp,
and if p = 0 the monomial corresponds to 1.
Take a number q = 0,−1 in F or in a quadratic extension of F such that
η = q(q + 1)−2. In the latter case, we replace our base field with the quadratic
extension of F and abuse the notation to denote it also by F. The following
proposition asserts that the Temperley–Lieb algebra TLn(η) is a quotient of the
Hecke algebraHn(q).
Proposition 6.3 [5]. There is a surjective algebra homomorphism
Φ :Hn(q)→ TLn(η) defined by Φ(Ti)= (q + 1)li − 1.
If n 3, then a= kerΦ is the two-sided ideal ofHn(q) generated by
(T1 + 1)(T2,1 + T2 + 1).
Moreover, the ideal a contains the elements
(Ti + 1)(Ti+1,i + Ti+1 + 1)
for 1 i  n− 2.
In the rest of this section, we fix a partition λ= (2k,1n−2k) (k  0) of n whose
diagram has at most two columns.
Lemma 6.4. Let a be the kernel of the surjective homomorphism Φ :Hn(q)→
TLn(η). Then the ideal a acts trivially on the Specht module Sλq .
Proof. The monomial basis G(λ) of Sλq consists of the monomials of the form{
T2,a1T4,a2 · · ·T2k−2,ak−1 if n= 2k,
T2,a1T4,a2 · · ·T2k,akT2k+1,ak+1T2k+2,ak+2 · · ·Tn−1,an−k−1 otherwise,
where
ai < ai+1 for 1 i  n− k − 2,
i + 1 ai  2i + 1 for 1 i  k,
i + 1 ai  k + i + 1 for k + 1 i  n− k − 1.
Let x1 = (T1+1)(T2,1+T2+1). It suffices to show that ux1 = 0 for all u ∈G(λ).
Since Ti with i  4 commutes with x1, we have only to show that
x1 = 0, T2x1 = 0, T2T3x1 = 0, T2T4,3x1 = 0.
All of these can be checked easily by straightforward calculation. ✷
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Therefore, by Lemma 6.4, the Specht module Sλq is given a TLn(η)-module
structure via the surjective homomorphism Φ .
Let Zλη be the TLn(η)-module defined by the pair (Lη,Lλη), where
Lλη:

l2i−1 − 1 for 1 i  k,
l2i,2i−1 − η for 1 i  k,
lj for 2k+ 1 j  n− 1.
Lemma 6.5. As a TLn(η)-module, the Specht module Sλq is isomorphic to the
TLn(η)-module Zλη .
Proof. Recall that the Specht module Sλq is defined by the pair (Rλ,Rλq ), and note
that the set Rλq is mapped onto Lλη under Φ . Thus the map Φ induces a surjective
TL(η)-module homomorphism Φ from Sλq onto Zλη as is shown in the following
commutative diagram:
Hn(q) Φ TLn(η)
Sλq
Φ Zλη .
By Lemma 6.4, we conclude that Φ is an isomorphism. ✷
The TLn(η)-module Zλη will also be called the Specht module over TLn(η)
corresponding to λ.
Let a = (a1, a2, . . . , aj ) be a sequence of positive integers satisfying 1 ai 
N + i (i = 1,2, . . . , j ) for some positive integer N . We define
l〈a〉N = lN,a1 lN+1,a2 · · · lN+j−1,aj .
Theorem 6.6. (a) Let Lλη be the set of the following relations:
(i) l〈a1, a2, . . . , a2p−1〉1(l2p+1 − 1) for 1 p  k − 1,
(ii) l〈a1, a2, . . . , a2p−3〉1(l2p,2p−1 − η) for 1 p  k,
(iii) l〈a1, a2, . . . , a2k+p−2〉1l2k+p for 1 p  n− 2k − 1,
(iv) l〈a1, a2, . . . , a2p−2〉1(l2p,bl2p+1 − ηl2p−1,b) for 1 p  k − 1, 1 b  2p,
where 1 ai  i + 1 for each i .
Then the pair (Lη,Lλη) is a Gröbner–Shirshov pair for the module Zλη with
respect to the monomial order ≺deg-lex.
(b) Let GTL(λ) be the set of monomials consisting of the monomials of the form{
l2,a1 l4,a2 · · · l2k−2,ak−1 if n= 2k,
l2,a1 l4,a2 · · · l2k,ak l2k+1,ak+1l2k+2,ak+2 · · · ln−1,an−k−1 otherwise,
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where
ai < ai+1 for 1 i  n− k − 2,
i + 1 ai  2i + 1 for 1 i  k,
i + 1 ai  k + i + 1 for k + 1 i  n− k − 1.
Then the set GTL(λ) forms a linear basis of Zλη consisting of (Lη,Lλη)-standard
monomials.
Proof. The relations in (i)–(iii) are trivially derived from Lλη. Note that the
relation
T2pT2p+1 + T2p + 1 (1 p  k)
is in Rλq , and that the image of the relation under the map Φ is
l2pl2p+1 − η (1 p  k)
(up to nonzero scalar). If we multiply it by l〈a1, a2, . . . , a2p−2〉1l2p−1,b from the
right, then we have the relations in (iv). Thus all the relations of Lλη hold in Zλη .
We can immediately check that the set GTL(λ) is the set of (Lη,Lλη)-standard
monomials. If we replace li with Ti , then the set GTL(λ) yields the set G(λ) (see
the proof of Lemma 6.4). In particular,
#
(
GTL(λ)
)= dimSλq = dimZλη = n− 2k+ 1n− k + 1
(
n
k
)
.
By Proposition 1.6, we conclude that (Lη,Lλη) is a Gröbner–Shirshov pair for the
module Zλη . ✷
Define a bilinear map
TLn(η)× TLn(η)→ Zλη by (u, v) → uv∗l1l3 · · · l2k−1.
As in the case of Hecke algebras, the map induces a symmetric bilinear form
on Zλη
BTLλ :Z
λ
η ×Zλη → F⊂Zλη
satisfying
BTLλ (u, vx)= BTLλ (ux∗, v) for all u,v ∈Zλη, x ∈ TLn(η).
Actually, since Sλq is isomorphic to Zλη via Φ and Φ(Ti)= (q + 1)li − 1, we see
that
BTLλ (u, v)= (q + 1)−kBλ(u′, v′) for u,v ∈ Zλη, u′, v′ ∈ Sλq ,
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where u′ and v′ are the inverse images of u and v, respectively, under the
isomorphism Sλq
∼→ Zλη . In particular, the symmetric bilinear form BTLλ is well-
defined. The matrix Γ TLλ of the symmetric bilinear form BTLλ with respect to the
monomial basis GTL(λ) is called the Gram matrix of Zλη .
As for the irreducible representation and the rank of the Gram matrix, we have
the following proposition similar to Proposition 5.2.
Proposition 6.7 [6]. For any partition λ = (2k,1n−2k) (k  0) of n whose
diagram has at most two columns, the quotient Eλη = Zλη/ rad(BTLλ ) of the
Specht module by the radical of BTLλ is an irreducible module over TLn(η).
Furthermore, they form a complete set of inequivalent irreducible TLn(η)-
modules. In particular, the rank of the Gram matrix Γ TLλ of Zλη is equal to the
dimension of the irreducible module Eλη .
Remark. From Proposition 6.3 and the cellular algebra structure of Hecke algebra
described in the remark of Proposition 5.2, we see that the Temperley–Lieb
algebra TLn(η) is also a cellular algebra, and that the Specht module Zλη over
TLn(η) is the cell representation corresponding to λ (see [6]).
In the following proposition, we work out the first step of our algorithm of
computing the Gram matrix. The remaining steps can be carried out by direct
calculation.
Proposition 6.8. If la = l2,a1 l4,a2 · · · ln−1,an−k−1 is in GTL(λ), then we have
BTLλ (la,1)=
{
0 if ak+j  2k + j for some j (1 j  n− 2k− 1),
ηα otherwise
where
α =
∑
ai2k
[
2i − ai + 2
2
]
.
Proof. Since a1 < a2 < · · · < an−k−1, we can write the monomial la as
lb1,1lb2,2 · · · lbn,n after inserting li,i+1 in appropriate places. Then using the
relations in Lλη , we obtain
BTLλ (la,1) = lb1,1lb2,2 · · · lbn,nl1l3 · · · l2k−1
=
(
k∏
i=1
lb2i−1,2i−1lb2i ,2i−1
)
n−2k∏
j=1
lb2k+j ,2k+j
=
{
0 if bi  2k+ 1 and bi  i for some i (1 i  n),
ηα otherwise
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=
{
0 if ak+j  2k + j for some j (1 j  n− 2k − 1),
ηη otherwise,
where
α =
2k∑
i=1
[
bi − i + 1
2
]
=
∑
ai2k
[
2i − ai + 2
2
]
. ✷
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