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Abstract: In order to localize inundation areas caused by heavy rainfall events, the capacity of street inlets (intake structure:
connection between surface and underground drainage system) must be known. Physical as well as three-dimensional numerical
model test runs were done to investigate the efficiency of common street inlets. The present paper deals with flow conditions of
intake structures in detail. A numerical model with a simplified geometry of an intake structure (grate) with supercritical and
turbulent flow conditions is used. The geometry consists of a rectangular channel with a longitudinal slope of SL = 5.0 % - 7.5 %
and seven slots at the downstream end of the model (rectangular and triangular cross bars, slot width and cross bar width of 36
mm). The upstream flow velocity v0 is between 1.0 m/s and 1.7 m/s with water depths h0 between 0.014 m and 0.025 m. An empirical
approach is developed in the presented study to calculate the intercepted flow through each slot. The incoming velocity as well as
the cross bar geometry can be found as the main influencing and limiting parameters on the discharge through the openings.
Keywords: street inlet, intake structure, supercritical flow.

1.

Introduction

According to an increasing number of heavy rainfall events, inundation areas have to be localized to manage urban
flooding. When designing for exceedance, it is not sustainable to enlarge the underground infrastructures. Instead,
drainage systems above the ground need to be developed. New design approaches are necessary considering the
underground drainage system (minor system) as well as the surface runoff using topography and streets (major system)
(Fratini et al. 2012). After Butler and Davies (2011) bidirectional coupled models (1D-1D as well as 1D-2D models)
are capable of representing the interaction of the major and minor systems even under extreme flow conditions. The
surface runoff is captured by street inlets (e.g. grate inlets) located at the same level as the road where the inlet is
connected to the underground piped drainage system. Street inlets exist in four types such as grate inlets, curb-opening
inlets, combination inlets and slotted drain inlets (Brown et al. 2009). Most of the coupled numerical models use a
weir or orifice equation to calculate the discharge from the surface to the underground drainage system. Djordjevic et
al. (2013) pointed out that the equations are not a sufficient reflection of the real flow conditions and uncertainties
regarding the parameters in the equations exist.
Several investigations based on physical models deal with the hydraulic efficiency of grate inlets neglecting the
underground system, e.g. Spaliviero et al. (2000), Despotovic et al. (2005), Gomez and Russo (2005) and Guo and
MacKenzie (2012).
Using full scale physical and three-dimensional numerical models, Djordjevic et al. (2013) investigated the interaction
between the above and below ground drainage systems with a grate serving as the intake structure. They pointed out
that the three-dimensional numerical model was able to replicate qualitatively but not quantitatively the observed
complex flow conditions at the grate inlet and identified the need for a better understanding of the interaction process
between the above and below ground drainage systems.
The aim of the present paper is to set up a three-dimensional numerical model of an intake structure like a grate inlet
with cross bars in order to investigate the complex flow conditions in detail and gain greater insight over experimental
observations (hybrid study). The surface flow is characterized by supercritical flow conditions caused by steep
longitudinal slopes and therefore high velocities and small water depths. The hydraulic efficiency of grate inlets in
flat areas with nearly stagnant water bodies is not considered in the present paper.

2.

Numerical Model Setup

The CFD software FLOW-3D v.11.2 was used for the presented numerical simulations. RANS (Reynolds-averaged
Navier-Stokes) equations are discretized by means of the finite volume method (FVM). The free surface is calculated
with the Volume of Fluid method (VOF) (Hirt and Nichols 1981). The solution is calculated transient with a
dynamically adjusted time step controlled by stability considerations (Flow Science Inc. 2016).
The model geometry consists of a rectangular channel with Lx = 6.5 m in length and Ly = 0.17 m in width with a
longitudinal slope of 5.0 % and 7.5 %. Due to a transverse slope of ST = 0 % two-dimensional flow conditions in the
x-z-plane appear. At the downstream end of the channel seven slots (S1 to S7) with rectangular or triangular cross bars
exist. On the basis of a common street inlet described in DIN 19583-2 (2012), the slot width and cross bar width was
set to ds = db = 36 mm. The RNG-k-ε turbulence model was used. The surface roughness was k = 1.5 mm. The mesh
size of the rectangular structured grid was in z-direction between 1.5 mm and 2.5 mm and in the x-y-plane between
2.0 mm and 6.0 mm. Previous investigations with a similar geometry have proven the mesh independency (Kemper
2018). The mesh size was decreased as well as increased for dx, dy and dz. Less than 2 % numerical uncertainty could
be achieved in the Grid Convergence Index while comparing the flow velocities calculated with certain mesh
resolutions, as defined by Celik et al. (2008). Approximately 10.5 Mio. cells were used. The upstream boundary
condition was set to Volume Flow Rate and the Outflow boundary condition for the lower boundary as well as the slots
(Zmin). In the presented model, test runs only supercritical flow conditions appear, therefore no backwater effects
caused by the boundary conditions occur. Surface tension was not taken into account within the numerical model test
runs. The discharge through each of the seven slots was determined by defining plane Baffles as a flux surface (100
% porous, does not affect the flow, monitoring cross section) in each slot. The evaluated simulation time was 2 seconds
after reaching steady state conditions with an output interval of 0.5 seconds.
Table 1. Investigation program: numerical model test runs

Longitudinal
Slope SL [%]

3.

MR11_R

5.0

MR21_R

7.5

MR12_R

5.0

MR22_R

7.5

MR11_T

5.0

MR21_T

7.5

MR12_T

5.0

MR22_T

7.5

Discharge Q [l/s]

Cross Bar Type

3.00

Rectangular

6.00

Rectangular

3.00

Triangular

6.00

Triangular

Comparison with analytical and experimental approach

3.1. Analytical approach: end overfall
To validate the numerical model, an analytical approach of a plane free overfall is used with ds >> 36 mm and Q = QI,1
with QI,i = intercepted flow through slot Si and i = 1,2, …, 7. The path of the jet can be described with the throw
parabola equation:
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Figure 1. Numerical model: rectangular cross bars

with g = gravity due to acceleration and v = mean velocity of the approaching flow. With supercritical approaching
flow the streamlines are nearly parallel up to the end section, as described in Hager (2010) and proven with the
numerical model test runs. Hager (2010) defines the lower nappe of the jet with:
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is the slope of the lower nappe profile at the end section, X = x/h0, Zu = zu/h0 and ε = (Te/F0)² with Te = F0²/(0.4+F0²)
and F0 = Froude number of the approaching flow. With a nearly constant jet thickness, the upper nappe profile can be
expressed with Zo(x) = Zu(x)+Te. The results from the numerical model and from the analytical approaches are
displayed in Fig. 2 (F0 = 2.79, h0 = 0.0165 m, v0 = 1.12 m/s). A good agreement between the simulated and analytical
results can be observed with relative deviations below 3 %.
Based on the Prandtl mixing length approach the logarithmic velocity profile can be calculated analytically with (Pope
2000; Zanke 2013):
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with the (wall) shear stress velocity 𝑣∗ which can be expressed with uniform flow conditions upstream of the end
section as follows (Martin and Pohl 2000):
I
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Figure 2. End overfall (SL = 5.0 %, Q = 3 l/s)

where κ is the von Kármán constant with κ = 0.4 and C the integration constant. Following investigations done by
Nikuradse, C can be expressed with C =1/κ · ln(30/k) in case of a rough wall (Martin and Pohl 2000). Fig. 3 gives the
numerically and analytically calculated velocity profile. Good agreement between the analytical calculated and
simulated results based on the used turbulence model and wall shear boundary condition can be proven.

Figure 3. Velocity Profile upstream of the end section with x = 5.5 m (red: Analytical, black: Numeric)

3.2. Physical model test runs
To validate the numerical model, results from physical model test runs are used. The physical models consists of a
flume made of acrylic glass with LFlume,Lab = 10.0 m in length where the slope is adjustable in longitudinal direction.
The bottom roughness is approximately 1.5 mm (roofing paper). The geometry of the physical model with only
rectangular cross bars is the same as in the numerical model except the channel width, which is WFlume,Lab = 0.41 m.
Therefore, the specific discharge q is the same in both models. Water depths were measured with ultrasonic sensors
upstream of the slots where steady as well as uniform flow conditions were already reached (resolution of the sensors:
0.18 mm with a reproducibility of ± 0.15 %, General Acoustics e.K.). Using platform load cells (Single Point Load
Cell Model 1260, Tedea-Huntleigh), the volume of the water intercepted by each of the seven slots was measured over

time. Only supercritical flow conditions occur for all investigated discharges and slopes, and therefore no influence
arises due to the physical outflow condition. A more detailed description of the physical model can be found in Kemper
(2018). The water depths upstream of the slots can be calculated within the numerical model with good agreement to
the measured water depths in laboratory (see Fig. 4).

Figure 4. Physical and numerical model results: water surface level (red: Laboratory, blue: Numeric)

The discharge through each slot S1 to S7 is expressed dimensionless with RQ,i = QI,i / Q with i = 1,2,…,7. The results
from the physical and numerical model are displayed in Fig. 5. A good agreement between the calculated and measured
discharges can be observed. However, the calculated flow through each slot is slightly less than the measured
discharge. As it can be seen in Fig. 6, slots S1 to S3 are completely covered by the water in the physical model whereas
in the numerical model slot, S1 to S4 are completely covered.

Figure 5. Physical and numerical model results: dimensionless discharge through each slot

A good accordance of the main flow characteristics such as water depth, flow velocity and intercepted discharge
through each slot can be shown, when the numerical model results were compared to the analytical solutions and the
physical model test runs.
4.

Results and discussion

4.1. Flow Conditions
Within all numerical model runs, supercritical flow conditions with water depths upstream of the slot between
h0 = 0.014 m and h0 = 0.025 m and mean flow velocities between v0 = 1.0 m/s and v0 = 1.7 m/s occur. Three main
flow conditions are defined concerning the local flow conditions at intake structures like grate inlets (Tab. 2).
Condition A corresponds to the end overfall as described above.

Figure 6. Physical and numerical model: SL = 5.0 %, q = 17.65 (l/s)/m (flow direction: left to right, rectangular cross bars)

The total amount of the approaching flow Qi is intercepted (efficiency of 100 %):
𝑄Q,S = 𝑄S

(6)

The height of the lowering of the jet z(x) with x = ds is more than the jet thickness which is equal to the water depth
hi at the edge upstream of slot i with i = 1,2, …,7.
To catch the whole discharge through slot i (Condition A), the necessary slot width dsn is defined with:
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with hi = water depth and vi = mean flow velocity at the upstream cross bar edge. Regarding the necessary change of
direction of the jet to be deflected downwards (incident angle α), β is set to approximately 1.5. If the height of the
lowering of the jet z(ds) is approximately the jet thickness hi, Condition B appears, characterized by a splitting jet. The
intercepted discharge can be estimated with Eq. 8 (slanted jet hitting a vertical plate, principle of momentum
conservation).
𝑄Q,S =
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Table 2. Flow conditions at intake structure (grate inlet)

Slot width

Description

A

ds > β dsn

end overfall or throw
parabola: QI,i = Qi

B

dsn ≤ ds ≤ β dsn

splitting jet

C

ds < dsn

covered jet

When the lowering of the jet z(ds) is less than the jet thickness and the remaining water height is sufficiently high to
prevent splitting, Condition C results. With Condition C, the slow-moving layer at the ground level is deflected
downwards, whereas the upper layer (frictionless external flow) reaches the next cross bar. A nearly constant velocity
distribution can be assumed at the front edge of the cross bar. Due to the small cross bar width, a boundary layer can
hardly be developed over the width of the cross bar (Schlichting and Gersten 2006). Hence, relatively high mean flow
velocities occur. Within the presented hybrid study it was found by means of theoretical considerations and comparing
with numerical model results that the intercepted discharge with Condition C can be estimated by:
𝑄Q,S = 𝛾
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with γ = geometry coefficient and Q = total discharge. In the following, the influence of the geometry is discussed and
the analytical estimated discharges QI,i are compared to the simulated results.
4.2. Cross Bar Geometry
To describe the influence of the cross bar geometry, rectangular and triangular cross bars were investigated. The
discharges QI,i through each slot are displayed for all model runs in Fig. 7. Overall, triangular cross bars are more
efficient than rectangular cross bars. A total discharge of Q = 3 l/s is completely intercepted by the first four slots with
a triangular cross section, whereas with a rectangular cross section five to six slots are necessary to catch the whole
discharge. As investigated by Kemper and Schlenkhoff (2015), the shape of the upstream cross bar edge is a main
factor to increase the hydraulic efficiency. Cross bars with circular or rectangular geometry lead to worse efficiency
than cross bars with an inclined upstream face (e. g. triangular cross bars). Therefore, the jet is redirected downwards
in a more sufficient way than with a rectangular cross bar (see Fig. 8, SL = 5.0 %, Q = 3 l/s). With a triangular cross
section, Condition B could hardly be observed in the numerical model test runs. Splashing is nearly prevented.

Figure 7. Numerical model results (Discharge QI,i): SL = 5 % (left) and SL = 7.5 % (right)

With a total discharge of Q = 6 l/s, only Condition C occurs in all model runs. The intercepted discharge through each
slot is decreasing with increasing slot number and with decreasing gradient. The flow velocities at each cross bar are
remaining relatively high whereas the water depth is decreasing. Therefore, the ratio QI,i/Qi slightly increases with
increasing slot number.

Figure 8. Numerical model results (Streamlines: Velocity Magnitude with SL = 5.0 %, Q = 3 l/s) S1: Rectangular Cross Bar
(left) and Triangular Cross Bar (right)

While comparing the simulated and calculated (Eq. 9) results, the empirical geometry coefficient is derived with
γR = 1.3 and γT = 1.7. With the analytical/empirical approach (Eq. 6, 8 and 9), the simulated results can be estimated
sufficiently with average relative deviations of 15 % (Fig. 9).
5.

Conclusions

To validate the numerical model of an intake structure like a street inlet, an analytical approach of a simplified case
as well as physical model test runs are used. The numerical model test runs provide good accordance to both the
analytical and the physical model approach regarding the main flow characteristics such as water depth, flow velocity
and intercepted discharge through each slot. The numerical model test runs have demonstrated that three flow
conditions appear concerning the local flow conditions at intake structures like grate inlets with supercritical flow.
Condition A can be described by the end-overfall after Hager (2010) or, alternatively, by the throw parabola. With
Condition B, a splitting jet occurs with splashing water. In case of Condition C, the slot is completely covered by the
water and a certain proportion is intercepted by the slot – depending on the approaching water depth and flow velocity.
With a triangular cross bar geometry, the total amount of the discharge through the slots can be increased compared
to rectangular cross bars. In the presented study, an empirical approach was derived to identify the flow condition and
to estimate the discharge through each slot. Good agreement between estimated and simulated discharges could be
proven.

Figure 9. Numerical and calculated (Eq. 6, 8 and 9) results (left: rectangular, right: triangular)
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