We present a computational proof on the O(1/K) convergence rate of distributed gradient descent when the objective function is smooth and convex (but not strongly convex). The method is inspired by recent work on applying tools from robust control, in particular integral quadratic constraint (IQC), and dissipativity theory in analyzing optimization algorithms. We show that IQC and dissipativity theory can be used together in a unified framework, which is useful for analyzing the joint setting of distributed optimization and nonstrongly convex objective functions. Our method relies on only a few analytic derivations from basic properties of convex functions, after which a numerical certificate of convergence can be automatically generated by solving a linear matrix inequality. The computational proof is found to certify convergence for a much broader range of step size than what is given by the original analytic proof for the same algorithm.
I. INTRODUCTION
Distributed optimization algorithms have a wide range of applications in engineering [10] , [11] , [14] and statistics [2] when the scale of the optimization problem becomes too large to be solved by centralized computation. A central issue in the analysis of optimization algorithms is convergence, in particular convergence rate, which is a measure of how quickly an algorithm is able to locate an optimal solution. Traditional analysis of convergence rates relies on insights into the algorithm and nonconstructive analytic proof techniques, which are often devised on an algorithm-byalgorithm basis and therefore difficult to generalize to other algorithms. As a result, one often needs to start the analysis from scratch when new requirements such as robustness, security, and communication constraints are introduced to existing algorithms.
Recently, there has been work on using computational tools for analyzing the convergence rate of optimization algorithms. This computational approach is analogous to searching for a Lyapunov function for nonlinear systems using the sums-of-squares technique [12] , in which a numerical certificate is used to prove desired properties. Our work in this paper is heavily inspired by Lessard et al. [6] , in which the optimization algorithm is viewed as a feedback interconnection of a linear dynamical system and a nonlinear memoryless but uncertain system. The linear system captures the update rules, whereas the nonlinear system captures properties of the objective function such as strong convexity and smoothness. The nonlinear system is treated as uncertain because convergence of optimization algorithms needs to be established over a class of objective functions instead The author is with the Department of Electrical and Computer Engineering, University of Illinois, Chicago, IL 60607. hanshuo@uic.edu. of a specific one. As a result, convergence of optimization algorithms becomes equivalent to stability of the feedback interconnection, where tools from nonlinear control and robust control can be applied. Specifically, the nonlinear uncertain system is described using integral quadratic constraints (IQC), first proposed by Megretski and Rantzer [9] . Because IQC only relies on properties of the objective function, it only needs to be derived once and can be reused in the analysis of different optimization algorithms. For strongly convex objective functions, their method is able to prove exponential (linear in the language of optimization theory) convergence for a variety of algorithms including gradient descent, the heavy-ball method, and Nesterov's method.
There have been two important extensions of [6] . One extension handles non-strongly convex objective functions, which arise from a number of applications in machine learning [1] . Without the assumption of strong convexity, optimization algorithms typically exhibit sublinear convergence rate, which cannot be certified by the quadratic Lyapunovlike functions used in [6] . Fazlyab et al. [4] propose a nonquadratic and time-varying Lyapunov function and, by combining with IQC, prove sublinear convergence for a number of first-order methods (in a centralized setting). Alternatively, Hu and Lessard [5] use dissipativity theory to show sublinear convergence by finding a storage function (without IQC). The other extension handles optimization algorithms in a distributed setting, in particular, distributed first-order methods for consensus optimization [16] . The challenge in distributed optimization is that the optimality condition is more complex than that in centralized optimization. As a result, some of the IQC derived in the centralized setting cannot be applied directly for analyzing distributed algorithms. In the joint setting of distributed optimization and non-strongly convex objective functions, the best convergence rate has been shown to be O(1/K) for a distributed variant of gradient descent by Qu and Li [13] . However, the proof therein is based entirely on analytic techniques and relies on carefully bounding the variables involved in the optimization algorithm.
Contribution: In this paper, we give a computational proof on the O(1/K) convergence rate of the distributed gradient descent algorithm proposed in [13] when the objective function is smooth but non-strongly convex. Unlike previous methods that use IQC or dissipativity theory alone, our method combines both IQC and dissipativity theory, which we have found useful in the joint setting of distributed optimization and non-strongly convex objective functions. Similar to the original analysis based on IQC [6] , a numerical certificate of convergence can be generated by solving a linear matrix inequality (LMI), which can be computed efficiently using existing optimization software. In comparison to the analytic approach in [13] , our computational approach is able to certify convergence under a much broader range of step size.
Paper organization: The paper is organized as follows. Section II describes the optimization problem and the distributed gradient descent algorithm under investigation. Section III prepares the readers with necessary background on dissipativity theory and IQC for the analysis of optimization algorithms. Section IV gives the main result of this paper on computing a numerical certificate of O(1/K) convergence rate. Section V compares our result with other existing analyses that involve non-strongly convex objective functions.
II. PROBLEM DESCRIPTION A. Notation
Denote by 1 the column vector of all ones, I n the n × n identity matrix (size omitted when it is clear from the context), and · the 2 -norm of a vector. For x, y ∈ R n , we denote their inner product by x, y := x T y. For a symmetric matrix P , we write P 0 if P is positive semidefinite. For a differentiable function f , we denote by ∇f the gradient of f . We reserve the subscript for indexing the entries of a vector and the superscript for indexing a given sequence (of either scalars or vectors). For example, the i-th entry of a vector x ∈ R n is denoted by x i , whereas a sequence of vectors is denoted by {x k } k≥0 := {x 0 , x 1 , . . . }. We use the compact notation A B C D to denote the discrete-time linear time-invariant (LTI) system
in state space form with state variable ξ, input u, and output y, when the definition of ξ, u, and y is clear from the context. (Note that the same notation has been used elsewhere to denote the transfer function of the LTI system, but we do not make use of any transfer functions throughout this paper.) When a matrix is symmetric, we normally only show the upper triangular part of the matrix and use * for the omitted entries or blocks. For example, a 2 × 2 symmetric matrix can be conveniently written as a 11 a 12 * a 22 .
B. Problem description
We consider an optimization problem of the form min.
where f i : R d → R is convex for all i ∈ {1, 2, . . . , n}. The set X min := argmin x∈R d f (x) of minimizers is assumed to be nonempty. As a result, the optimal value of the problem is well defined and is denoted by f := min x∈R d f (x).
Throughout this paper, we assume each f i is β-smooth, i.e., there exists β > 0 such that
holds for all x, y ∈ R d . We do not make the assumption that each f i is strongly convex. To simplify notation, we present our results only for d = 1, and we will show in Section V that the main result can be easily extended to the case of d > 1 without any modification. An algorithm is said to be able to solve the optimization problem (1) if it can find at least one x min ∈ X min . In this paper, we study the distributed gradient descent algorithm proposed by Qu and Li [13] , in which the update equations are given by
where
and η > 0 is the step size. From now on, we will use x as a vector in R n that represents the collection of optimization variables in distributed optimization as opposed to the single optimization variable in R d as appeared in the original problem (1) . The matrix W is assumed to be doubly stochastic (i.e., W 1 = 1 and 1 T W = 1 T ) and irreducible, which is a common assumption in the literature. We definē
We will sometimes abuse the notation and use g also as a function defined by
In [13] , it has been shown that the distributed gradient descent algorithm is able to find a solution of problem (1) under the assumptions we stated. Moreover, the algorithm has also been shown to guarantee O(1/K) convergence rate; i.e.,
holds for some constant V 0 that depends on W , η, and the initial condition but not on K.
In this paper, we present an alternative proof of the O(1/K) convergence rate using a numerical certificate. Although the O(1/K) convergence rate has already been established in [13] , the choice of step size η that guarantees convergence is extremely conservative. (See Section V for a detailed comparison with our result.) Such conservatism is due to the fact that the proof of convergence is nonconstructive and relies on conscious decisions on how to bound the sequences generated by the optimization algorithm. In particular, some bounds are made loose on purpose in order to make the derivation amenable to closed-form expressions. While some conservatism can be removed by tightening the bounds and/or finding alternative derivations, we take a drastically different approach and resort to a computational way to establish convergence rate. Specifically, the proof relies on only a few analytic derivations using basic properties of convex functions, whereas the rest of the proof is purely based on computing a numerical certificate that proves O(1/K) convergence rate. The computation only involves determining the feasibility of an LMI and can be carried out efficiently.
III. BACKGROUND MATERIAL A. Basic properties of convex functions
The following basic properties of convex functions will be used in the sequel. Proof of these properties can be found in standard literature in convex optimization (cf. [3] ).
Proposition 1 (Basic properties of convex functions). Suppose f : R n → R is convex and differentiable, and x and y are any vectors in R n . Then we have
Moreover, if f is also β-smooth, then we have
The last property is commonly known as co-coercivity of the gradient.
B. Bounding convergence rate using dissipativity theory
We first review the some basic definitions used in dissipativity theory. A (discrete-time) dynamical system ξ k+1 = h(ξ k , u k ) is called dissipative with respect to supply rate s if there exists a positive semidefinite function V such that
holds for all k ≥ 0 along the system trajectory. The function V is called a storage function. Both the storage function and the supply rate have nice physical interpretations, and we refer the readers to standard text in nonlinear control (cf. [8] ) for a more in-depth discussion. The following result is due to Hu and Lessard [5, Th. 7] and has been used to establish the connection between dissipativity theory and O(1/K) convergence rate of optimization algorithms.
Proposition 2. Suppose there exist a storage function V and a supply rate s that satisfy the inequality (7) . For any sequence {z k } that satisfies s(ξ k , u k ) ≤ z k for all k ≥ 0, we have Proof: Consider the inequality (7) for k = 0, 1, . . . , K, and sum up all the K + 1 inequalities to obtain
The result follows from V (ξ k+1 ) ≥ 0. Proposition 2 can be used to prove O(1/K) convergence rate of an optimization algorithm. Suppose f is the objective function of the optimization problem under consideration. One can choose, for example,
and consequently
which is precisely the definition of O(1/K) convergence.
C. Robust stability analysis via IQC
Consider the feedback interconnection in Fig. 1 of an LTI system with input u and output x and a time-invariant memoryless system φ. The interconnection can be described by
The map φ is allowed to be nonlinear, and we do not assume to have exact knowledge about φ. We assume D = 0 to ensure that the feedback interconnection is always wellposed. We also assume that the closed-loop system
has a fixed point ξ , and we define
x := Cξ , u := φ(x ),
In many applications, it is desirable to determine the robust stability of ξ , i.e., stability in the presence of the uncertain system φ. Granted, robust stability is only meaningful if φ is limited to a class of systems that captures the knowledge about uncertainty. IQC is a powerful method to describe the uncertain system φ by imposing constraints on the admissible input-output sequence {(u k , x k )} defined by u k = φ(x k ). Pointwise IQC is the simplest form of IQC and takes the form
where M is a symmetric but possibly indefinite matrix. Many first-order optimization methods can be described as the feedback interconnection (8) , in which the uncertain system φ is characterized by IQC. For example, the update equation of gradient descent
where η is the step size, can be rewritten as the feedback interconnection (8) with
If f is β-smooth, then the nonlinear system φ can be characterized by the pointwise IQC
This IQC is an immediate consequence of changing (x, y) → (x k , x ) in (6) . We will only use pointwise IQC in this paper, but we refer the readers to [6] for more examples of IQC used in the analysis of optimization algorithms. Suppose we would like to show robust stability of ξ for the system given in (8) . Consider a quadratic candidate Lyapunov function V (ξ) = (ξ − ξ ) T P (ξ − ξ ). Then, we know that ξ is stable (in the sense of Lyapunov) if P 0 and
for all {(ξ k ,û k )} satisfying the given IQC. For a single, pointwise IQC of the form (9), it is possible to show using the (lossless) S-procedure that ξ is stable if and only if there exist P 0 and λ ≥ 0 such that the following holds:
This is an LMI in P and λ, and its feasibility can be checked using efficient numerical methods. Any feasible solution to the LMI serves as a numerical certificate that proves robust stability of ξ for all admissible nonlinearity φ.
IV. CONVERGENCE ANALYSIS

A. Representation of distributed gradient descent as a feedback interconnection
We adopt the framework in [6] and view the distributed gradient descent algorithm (2) as a feedback interconnection of the form (8) . Define the nonlinear memoryless map φ : R n → R n as
To derive a state space model for the LTI system in (8), we use the fact that the LTI system for (2) can be viewed as a cascade interconnection of two LTI systems P 1 and P 2 . The input-output relationship of P 1 and P 2 is described respectively by the difference equations given below:
where the output of P 2 serves as the input of P 1 , forming a cascade interconnection given by w 1 = y 2 . The state space models for P 1 and P 2 are given by
Then, the LTI system corresponding to distributed gradient descent can be derived as
Note that the system is a minimal realization of the update equations (2) and is different from the non-minimal realization given by Sundararajan et al. [16, Tab. 1] . For any given minimizer x min of f , a fix point of the closed-loop system is given by
where ξ 2 satisfies (I − W )ξ 2 = u = ∇(1x min ). From the optimality condition of problem (1), we also have 1 T u = 0.
B. Integration of dissipativity theory and IQC
We now develop a unified formulation that combines both dissipativity theory and IQC for analyzing the convergence rate of optimization algorithms. As it turns out, this unified formulation is necessary for analyzing distributed gradient descent with smooth but non-strongly convex objective functions. We will discuss in more detail in Section V why using IQC or dissipativity theory (i.e., using storage function and supply rate) alone is not enough to generate a numerical certificate of O(1/K) convergence rate.
The integration of dissipativity theory and IQC should not be surprising, because storage functions play a similar role as Lyapunov functions for being generalized energy functions in control theory. In particular, if we restrict both storage function and supply rate to quadratic forms, the search for a valid storage function becomes an LMI feasibility problem, which is a generalization of the result in Section III-C. Proposition 3 (Dissipative system with IQC). Consider the feedback interconnection given in (8) , in which the nonlinear map φ is characterized by a single, pointwise IQC of the form (9) . Suppose S is a symmetric matrix such that the LMI
is feasible. Define the (quadratic) storage function s(·, ·) associated with S as
Then, for any sequence {z k } that satisfies s(ξ k , u k ) ≤ z k for all k ≥ 0, we have
Proof: Left and right multiply (12) by
Because (ξ k ,û k ) satisfies the IQC given in (9) and λ ≥ 0, we can further conclude
which implies that V is a storage function. Apply Proposition 2 to obtain the desired result. When the LMI (12) is feasible, the above result can be used to establish the convergence rate of distributed optimization algorithms if we associate the sequence {z k } with the suboptimality gap as introduced in Section III-B. A full statement of the result will be given later in Theorem 7.
C. Choice of supply rate and IQC
In order to make use of Proposition 3, we need to choose the supply rate s and IQC that characterize smooth but nonstrongly convex objective functions. Note that such choice should only depend on properties of the objective function and not on the optimization algorithm. We first state a technical lemma derived from basic properties of smooth convex functions.
Proof: For any v ∈ R and x ∈ R n , because each f i is convex, we have from (4)
On the other hand, because each f i is β-smooth, we have from (5)
(16) For any v, w ∈ R and x ∈ R n , using both (15) and (16) and changing v → w in (15) , we have
which is (14) . Based on this lemma, we can derive a quadratic supply rate s for bounding the suboptimality f (x k+1 ) − f .
Proof: Using Lemma 4 and changing (v, w, x) → (x k+1 , x min , x k ) in (14) , we have
Notice
and
When deriving (20), we have used the facts x k − 1x k = Jx k and Jx = J1x min = 0. Then, we can obtain S in (17) from (19) and (20) and by using the fact J 2 = J.
To use Proposition 3, we still need to define the matrix M in the pointwise IQC (9) . The result given below also follows from basic properties of convex functions and has appeared in most existing work on IQC-based analysis of optimization algorithms.
Proposition 6 (Choice of IQC). If each f i in (1) is β-smooth for all i ∈ {1, 2, . . . , n}, then the sequence {(ξ k ,û k )} generated by distributed gradient descent (2) satisfies
Proof: Because f i is β-smooth, we have from (6)
or equivalently
Collect all the above inequalities for i = 1, 2, . . . , n, and use the definitions ofx k andû k to complete the proof.
Although the matrix M is the same as the one given in (10), we would like to remind the readers that the nonlinear map φ is different. The IQC in (10) is based on the gradient ∇f of a smooth function f : R n → R, whereas the one in (21) is based on an entrywise gradient map ∇ : R n → R n . Combining the above results, we are ready to present the main result of this paper, which is a numerical procedure for proving O(1/K) convergence rate of distributed gradient descent with β-smooth objective functions. Theorem 7. Suppose each f i in (1) is β-smooth. Consider the LMI (12) in P and λ, where (A, B, C) is given by (11) , M is given by (21), and S is given by (17). Suppose there exist P 0 and λ ≥ 0 such that the LMI (12) is feasible. Then, the sequence {x k } generated by the distributed gradient descent algorithm (2) satisfies
for some constant V 0 > 0. In other words, the algorithm (2) has O(1/K) convergence rate.
Proof: Define the sequence {z k } in Proposition 3 as
the matrix M in (21) defines a pointwise IQC for φ = ∇f . If the LMI (12) is feasible, then from Proposition 3 we know
Any feasible solution P and λ of the LMI (12) can be viewed as a numerical certificate that proves O(1/K) convergence rate.
V. DISCUSSIONS A. Numerical experiment setup
In all numerical experiments, the LMI (12) was solved using CVX (version 2.1, build 1123) in MATLAB with either MOSEK (version 8.1.0.63) or SeDuMi (version 1.34) as the optimization solver. It should be noted that CVX may report the solution being inaccurate when the underlying optimization solver runs into numerical problems. When this occurred, the LMI was considered infeasible in all our numerical experiments. In most cases, MOSEK was found to produce more accurate results than SeDuMi except for a few instances. We suspect changing the default setting of the optimization solvers may improve numerical stability, but we have not been able to identify the exact underlying cause of instability. Therefore, a combination of both solvers was used, and the LMI was considered feasible if at least one solver claimed feasibility.
B. Comparison with existing work on control-theoretic analysis of optimization algorithms
We compare our result with methods from existing literature on the analysis of optimization algorithms using control-theoretic tools, in particular, dissipativity theory and IQC. We focus on the work of Fazlyab et al. [4] and that of Hu and Lessard [5] . Both of them include an explicit treatment of non-strongly convex objective functions but only for centralized algorithms. Hu and Lessard [5] have analyzed the centralized gradient descent using dissipativity theory without incorporating IQC. In comparison, Fazlyab et al. [4] have analyzed centralized gradient descent using IQC along with a time-varying, non-quadratic Lyapunov function.
Hu and Lessard [5, Sec. 4.1] show that, when the objective function is β-smooth, the step size η needs to satisfy η ≤ 1 β in order to guarantee convergence as a result of an LMI feasibility problem. We can introduce a pointwise IQC of the form (10) and rewrite their LMI feasibility problem in the form of (12), where (for the case of d = 1)
.
The matrix S comes from [5] , and we have also scaled M by a factor of 1 2β for technical reasons. For P = p ≥ 0, the LMI (12) becomes
Using p ≥ 0, we conclude that the step size η must satisfy 0 < η < 2 β , which is more general than the one given in [5] and also recovers the result by Fazlyab et al. [4, eq. (4.16b) ]. This illustrates the necessity of including IQC into the framework of dissipativity theory.
On the other hand, we have not been able to directly apply the IQC framework by Fazlyab et al. [4] . One reason is that many of the derivations therein rely on the fact u = 0, which holds for centralized optimization but not in a distributed setting, as can be seen from the description of the fixed point in Section IV-A. Another reason is that the timevarying Lyapunov function used in [4] can be difficult to find. Finding such a Lyapunov function is equivalent to solving the following LMI in P , {a k }, and {σ k }:
for all k ≥ 0, where M k 0 is linear in P , and M k i (i = 1, 2, 3) is constant. In particular, the matrix M k 1 must satisfy
In order to prove O(1/K) convergence, the sequence {a k } must be nonnegative and strictly increasing (linearly) with k. This implies that M k 1 eventually becomes negative semidefinite as k grows, and therefore f (x k+1 ) − f (x k ) ≤ 0 always holds when k is large enough. This condition is stronger than what is required in dissipativity theory, which imposes no condition on the decrease of the objective function after one step of update. Therefore, we conclude that it is useful to include both dissipativity theory and IQC when reasoning in a complex setting that involves both distributed optimization and non-strongly convex objective functions.
C. Comparison with the analytic bound
Qu and Li [13] have shown that distributed gradient descent has O(1/K) convergence rate using an analytic approach. Their proof starts with deriving an upper bound of the suboptimality f (x k )−f that involves variables (e.g., x k and s k ) in the update equations (2), similar to the derivation of the storage function used in Theorem 7. The rest of their proof relies on a detailed examination of the spectral properties of W . In particular, a number of loose inequalities have been introduced in the proof in order to keep the results in closed form. In comparison, our method relies only on a few basic properties of convex functions, whereas the spectral properties of W are implicitly taken into account by the LMI feasibility problem.
One consequence of the analytic approach is that the choice of the step size η is very conservative. In particular, in order to guarantee convergence, the step size η in [13] must satisfy 0 < η ≤ (1−σ) 2 160β , where σ is the secondlargest singular value of W . To illustrate the conservatism, we conducted a numerical experiment, in which we chose β = 1 and W = so that σ ∈ [0, 1) corresponds to the second-largest singular value of W . For different values of σ, we computed the largest η that guarantees convergence by solving the LMI (12) combined with a bisection search on η. We plot the result in Fig. 2 . Note that a larger maximum step size does not necessarily imply a smaller upper bound in (22). In comparison, when σ = 0.5, for instance, the maximum step size given by the analytic approach becomes (1−σ) 2 160β = 1.6 × 10 −3 , which is a lot more conservative than the one in Fig. 2 .
D. Generalizations
Although Theorem 7 is presented for the case of d = 1, it can be easily generalized to the case of d > 1 with no modification. When d > 1, we can replace the definition of x k in (3) by
Under the new definition of x k , it can be shown that the matrices A, B, C, M , and S in the LMI (12) are replaced by their Kronecker products with I d , e.g., changing A → A⊗I d . Then, it follows from basic properties of the Kronecker product that the new LMI (with Kronecker products) is feasible if and only if the original LMI (12) is feasible. As a result, the same LMI (12) can still be used to certify convergence rate for d > 1, which is known in existing literature as lossless dimensionality reduction (cf. [6, Sec. 4.2] ). The method we developed can be used to analyze other first-order distributed optimization algorithms that solve problems of the form (1), such as EXTRA [15] and NIDS [7] . These first-order algorithms can be converted into the same feedback interconnection (8) . A realization of the associated LTI systems of these algorithms in state space can be found in [16] .
VI. CONCLUSIONS
We have presented a method for generating a computational proof of the O(1/K) convergence rate of the distributed gradient descent algorithm proposed by Qu and Li [13] when the objective function is smooth but nonstrongly convex. The method is built upon existing work on using robust control and dissipativity theory for analyzing optimization algorithms. We have shown how to combine IQC and storage function into a unified formulation, which appears to be useful for analyzing the complex setting of distributed optimization with non-strongly convex objective functions. Similar to existing work, the computation proof of convergence rate is based on a numerical certificate that can be automatically generated from the solution of an LMI feasibility problem. Our method only requires a few analytic derivations using basic properties of convex functions and has been found to prove convergence for a much broader range of step size than the pure analytic proof in [13] . The method can also be easily extended to other first-order distributed optimization algorithms.
