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Abstract In this paper, we propose a multi-kernel
multi-view canonical correlations (M2 CCs) framework
for subspace learning. In the proposed framework,
the input data of each original view are mapped
into multiple higher dimensional feature spaces by
multiple nonlinear mappings determined by different
kernels. This makes M2 CC can discover multiple kinds
of useful information of each original view in the feature
spaces. With the framework, we further provide a
specific multi-view feature learning method based on
direct summation kernel strategy and its regularized
version. The experimental results in visual recognition
tasks demonstrate the effectiveness and robustness of
the proposed method.
Keywords image recognition; canonical correlation;
multiple kernel learning; multi-view data;
feature learning
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[1, 2] is a powerful technique for finding the linear
correlations among multiple (more than two) high
dimensional random vectors. Currently, it has been
applied to various real-world applications such as
blind source separation [3], functional magnetic
resonance imaging (fMRI) analysis [4, 5], remote
sensing image analysis [6], and target recognition [7].
In recent years, the generalizations of MCCA
have attracted increasing attention and some
impressive results have been obtained. Among
all the extensions, an attractive direction is the
nonlinear one. Bach and Jordan [8] proposed a
kernel MCCA (KMCCA) method which minimizes
the minimal eigenvalue of the correlation matrix of
the projected univariate random variables. Later, Yu
et al. [9] presented a weighted KMCCA1 to extract
low dimensional projections from heterogenous
datasets for data visualization and classification
tasks. Recently, Rupnik and Shawe-Taylor [12]
developed another KMCCA method directly based
on the sum of correlations criterion [2], which can
be regarded as a natural extension of kernel CCA
(KCCA) [8, 13] and has been demonstrated to be
effective in cross-lingual information retrieval.
However, in practice KMCCA must face two
main issues. The first is how to select the
types and parameters of the kernels for good
performance. Currently, although the choice for
kernel types and parameters can usually be achieved
by some cross validation methods [14], these
methods have expensive computational costs when
handling a large number of kernel types and
1 Although the authors refer to their method as weighted multiple
kernel CCA, it is necessary to point out that the real meaning
of “multiple kernel” is to use m kernel functions for all the m
views, i.e., only one kernel for each view, rather than conventional
multiple kernel learning in the popular literature [10, 11].
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parameters. Second, KMCCA essentially is a singlekernel-based learning method, i.e., only one kernel
function for each view. As pointed out in Ref. [15],
a single kernel can only characterize some but not
all geometrical structures of the original data. Thus,
it is obvious that KMCCA does not sufficiently
exploit the geometrical information hidden in each
view. This may lead to the challenge that KMCCA
is not always applicable to the data with complex
multi-view structures.
Over the past few years, researchers have shown
the necessity to consider multiple kernels rather than
a single fixed kernel in practical applications; see,
for example, Refs. [10, 11, 16, 17]. Multiple kernel
learning (MKL), proposed by Lanckriet et al. [10] in
the case of support vector machines (SVM), refers
to the process of learning the optimal combination
of multiple pre-specified kernel matrices. Using
the idea of MKL, Kim et al. [18] proposed to
learn an optimal kernel over a given convex set
of kernels for discriminant analysis, while Yan et
al. [19] presented a non-sparse multiple kernel Fisher
discriminant analysis, which imposes a general l p norm regularization on the kernel weights. Lin et
al. [20] generalized the framework of MKL for
a set of manifold-based dimensionality reduction
algorithms. These investigations above have shown
that learning performance can be significantly
enhanced if multiple kernel functions or kernel
matrices are considered.
This paper is an extended version of our
previous work [21]. In contrast, in this paper
we present a general multi-kernel multi-view
canonical correlations (M2 CCs) framework for joint
image representation and recognition, and show
the connections to other kernel learning-based
canonical correlation methods. In the proposed
framework, the input data of each view are mapped
into multiple higher dimensional feature spaces
by implicitly nonlinear mappings determined by
different kernels. This enables M2 CC to uncover
multiple kinds of characteristics of each original
view in the feature spaces. Moreover, the M2 CC
framework can be employed as a general platform
for developing new multi-view feature learning
algorithms. Based on the M2 CC framework, we
present an example algorithm for multi-view
learning, and further suggest its regularized version
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that can avoid the singularity problem, prevent
the overfitting, and provide the flexibility in real
world. In addition, more experiments are done to
evaluate the effectiveness of the proposed method.

2

Kernel MCCA

KMCCA [12, 22] can not only be considered as
a nonlinear variant of MCCA, but also a multiview extension of KCCA. Specifically, given m views
{X (i) ∈ Rpi ×n }m
i=1 from the same n images, where
(i)
(i)
(i)
X (i) = (x1 , x2 , · · · , xn ) represents a data matrix
of the ith view containing pi -dimensional sample
vectors in its columns, assume there is a nonlinear
mapping for each view X (i) , i.e.,
φi : x(i) 7→ φi (x(i) )
which implicitly projects the original data into a
higher dimensional feature space Fi . Let
(i)
(i)
φi (X (i) ) = (φi (x1 ), φi (x2 ), · · · , φi (x(i)
n ))
denote the transformed data of original
X (i) .
KMCCA aims to compute one set of
projection vectors {α(i) ∈ Fi }m
i=1 by the following
optimization problem:
max

m
P

m
P

T

α(i)T φi (X (i) )φj (X (j) ) α(j)

α(1) ,··· ,α(m)i=1 j=i+1

(

s.t.

T

α(i)T φi (X (i) )φi (X (i) ) α(i) = 1
i = 1, 2, · · · , m

(1)

Note that we assume that every φi (X (i) ) in Eq. (1)
Pn
(i)
has been centered, i.e.,
j=1 φi (xj ) = 0, i =
1, 2, · · · , m. The details about the data centering
process can be found in Ref. [23].
Taking advantage of the following two equations:
α(i)T φi (X (i) )φj (X (j) )T α(j)
= α(j)T φj (X (j) )φi (X (i) )T α(i)
and
α(i)T φi (X (i) )φi (X (i) )T α(i) = 1
we can equivalently transform the optimization
problem in Eq. (1) into the following:
max

m P
m
P

α(1) ,··· ,α(m) i=1 j=1
(
T
α(i)T φi (X (i) )φi (X (i) ) α(i)

s.t.

T

α(i)T φi (X (i) )φj (X (j) ) α(j)
=1

(2)

i = 1, 2, · · · , m

Let α = φi (X (i) )β (i) with β (i) ∈ Rn . By means of
kernel trick [8, 23], the problem in Eq. (2) can be
reformulated as
(i)
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m X
m
X

max

β (1) ,··· ,β (m)

(

s.t.

β

(i)T

Ki Kj β

(j)

i=1 j=1

(3)

β (i)T Ki2 β (i) = 1
i = 1, 2, · · · , m

where Ki = φi (X (i) )T φi (X (i) ) is the kernel Gram
matrix determined by a certain kernel function.
Using the Lagrange multiplier technique, we can
solve the problem in Eq. (3) by the following
multivariate eigenvalue problem (MEP) [24]:

  (1) 
β
A11 A12 · · · A1m

  (2) 

 A21 A22 · · · A2m   β


 .
..
.. 
..
 .
  .. 
.
 .
.
.  . 
A

 m1

Am2 · · ·

Amm

β (m)



λ1 A11



=



λ2 A22
..







.
λm Amm

β (1)
β (2)
..
.
β (m)








where Aij = Ki Kj and {λi ∈ R}m
i=1 denote the
multivariate eigenvalues, i, j = 1, 2, · · · , m.

3

Multi-kernel multi-view
correlations framework

canonical

In this section, we use the idea of MKL to build
a multi-kernel multi-view canonical correlations
(M2 CCs) framework, where each set of original data
are mapped into multiple high dimensional feature
spaces.
3.1

Motivation

As discussed in Section 1, on one hand, KMCCA
is very time-consuming to choose appropriate kernel
types and parameters for the optimal performance in
practical classification applications. Also, KMCCA
only employs a kernel function for each of multiple
views. Thus, in essence it is a single kernelbased subspace learning method. This makes
KMCCA more difficult to discover multiple kinds
of geometrical structure information of each original
view in the higher dimensional Hilbert space. On the
other hand, many studies [15, 18–20] show that MKL
can significantly improve the learning performance
for classification tasks and has the capability
of uncovering a variety of different geometrical
structures of the original data. Moreover, MKL can
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also help kernel-based algorithms relax the selection
of kernel types and parameters. Motivated by the
advantages of MKL, we consider multiple kernel
functions for each original view and propose a multikernel multi-view canonical correlations framework
for multi-view feature learning, which can provide
a unified formulation for a set of kernel canonical
correlation methods. To the best of our knowledge,
such an MKL framework of MCCA is novel.
3.2

Formulation

Suppose m-view features from the same n images
(i)
are given as {X (i) ∈ Rpi ×n }m
=
i=1 , where X
(i)
(i)
(i)
(x1 , x2 , · · · , xn ) denotes the data matrix from the
ith view and pi denotes the dimensionality of the
samples. For each view X (i) , assume there are ni > 1
nonlinear mappings:
(i)
(i)
i
{φj : x(i) 7→ φj (x(i) )}nj=1
which implicitly map the original data X (i) into
ni different higher dimensional feature spaces,
respectively. Note that the number of nonlinear
mappings, ni , may be different for different
views. Let us denote
(i)
(i)
φfi (X (i) ) = (φfi (x1 ), φfi (x2 ), · · · , φfi (x(i)
(4)
n ))
with
(i)
(i) (i)
(i) (i)
(i)
φfi (xk ) = fi (φ1 (xk ), φ2 (xk ), · · · , φ(i)
ni (xk ))
(5)
where fi (·) is an ensemble function of nonlinear
mappings, i = 1, 2, · · · , m and k = 1, 2, · · · , n. Let
α(i) be the projection axis of φfi (X (i) ) in the feature
space, then the M2 CC framework can be defined as
max g(α(1)T φf1 (X (1) ), · · · , α(m)T φfm (X (m) ))
α

s.t.

f

f

α(i)T φi (X (i) )(φi (X (i) ))T α(i) = 1



m
P
or
α(i)T φfi (X (i) )(φfi (X (i) ))T α(i) = 1

i=1


i = 1, 2, · · · , m

(6)
where g(·) denotes a multi-view correlation criterion
function among the projections {α(i)T φfi (X (i) )}m
i=1 ,
and αT = (α(1)T , α(2)T , · · · , α(m)T ). Note that we
assume each φfi (X (i) ) has been centered.
As can be seen from Eq. (6), it is clear that many
classical kernel canonical correlation methods can
be subsumed into the M2 CC framework by defining
different multi-view correlation criteria and ensemble
mappings {fi }m
i=1 if we impose that the number of
nonlinear mappings in each view is equal to one, i.e.,
n1 = n2 = · · · = nm = 1. For example:
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• Reduce to KMCCA. When the multi-view
correlation criterion function g is defined as the
sum of correlations between every pair of views,
i.e.,
m X
m
X

g=

α(i)T φfi (X (i) )(φfj (X (j) ))T α(j)

i=1 j=1
(i) (i)
fi (φ1 (xk ))

(i)

(i)

and
= φ1 (xk ), i = 1, 2, · · · , m and
k = 1, 2, · · · , n, M2 CC reduces to KMCCA. In
other words, KMCCA can be viewed as a special
case of M2 CC.
• Reduce to KCCA. When m = 2 and multi-view
correlation criterion g is defined as the correlation
between two views, i.e.,
g = α(1)T φf1 (X (1) )(φf2 (X (2) ))T α(2)
(i)

(i)

(i)

Example algorithm: direct sum based
M2 CC

In this section, we give a specific multi-view learning
algorithm, where all nonlinear mappings for each
view share the same weight. We also present its
regularized version which can prevent overfitting and
avoid the singularity of the matrix.
4.1

Model

m
m P
P

α

α(i)T φfi (X (i) )φfj (X (j) )T α(j)

i=1 j=1
m
P
α(i)T φfi (X (i) )φfi (X (i) )T α(i)
i=1

s.t.

=1

Using the dual representation theorem, we have
α

(i)

=

n
X

(i)

(i)

φfi (xk )βk = φfi (X (i) )β (i)

(8)

k=1
(i)

(i)

(i)

where β (i)T = (β1 , β2 , · · · βn ) ∈ Rn is referred
to as dual vector. With Eq. (8), the optimization
problem in Eq. (7) can be reformulated as
max
β

m P
m
P
i=1 j=1

{β (i)T [φfi (X (i) )T φfi (X (i) )]

·[φfj (X (j) )T φfj (X (j) )]β (j) }

(9)

where β T = (β (1)T , β (2)T , · · · , β (m)T ) ∈ Rmn .
As we can see, different ensemble mappings {fi }m
i=1
in Eq. (9) will result in different models. Thus, in this
paper we define these ensemble mappings as
(i)
(i)
(i)
fi (φ1 (x(i) ), φ2 (x(i) ), · · · , φni (x(i) ))
(10)
(i)
(i)
(i)
= (φ1 (x(i) )T , φ2 (x(i) )T , · · · , φni (x(i) )T )T
i = 1, 2, · · · , m. According to Eq. (10), the
optimization problem in Eq. (9) can be further
converted as 


max
β

m P
m
P

i=1 j=1

s.t.

β

i=1

·

t=1

4.2

(j)

(i)T

n
Pi

(i)

φk (X (i) )T φk (X (i) )


(j)

φt (X (j) )T φt (X (j) ) β (j)

t=1



(i)

k=1

 nj
P

·
m
P

ni
P

β (i)T

ni
P

(i)
(i)
φk (X (i) )T φk (X (i) )



(11)



k=1


(i)
(i) T (i)
(i)
(i)
φt (X ) φt (X ) β

=1

Algorithmic derivation

To solve the optimization problem in Eq. (11), we
(i)
(i)
(i)
define Kk = φk (X (i) )T φk (X (i) ) ∈ Rn×n using the
(i)
kernel trick [21], where Kk denotes the kernel
matrix corresponding to the kth nonlinear mapping
in the ith view, and k = 1, 2, · · · , ni . Now, the
problem in Eq. (11) can be formulated equivalently
as


max
β

m P
m
P

k=1



β

i=1
ni
X

ni
P
k=1

Let us denote
K (ij) =

ni
P

β (i)T

i=1 j=1
m
P
(i)T

k=1

(7)

{β (i)T [φfi (X (i) )T φfi (X (i) )]

·[φfi (X (i) )T φfi (X (i) )]β (i) } = 1

s.t.

By means of the idea from the sum of correlations
[12, 22], our direct summation based M2 CC model
can be defined as
max

i=1

(i)

and fi (φ1 (xk )) = φ1 (xk ), k = 1, 2, · · · , n and
i = 1, 2, M2 CC becomes KCCA.
As a result, one can design new multiple view
data learning algorithms via defining different multiview correlation criterion functions and ensemble
mappings {fi }m
i=1 .

4

m
P

s.t.

(i)

Kk

nj
X
t=1

nj
P

(i)

Kk
(i)

Kk

(j)

Kt

t=1

ni
P

(i)

t=1

=

(j)

Kt



Kt

β (j)

(12)
β (i) = 1

nj
ni X
X

(i)

(j)

Kk Kt

(13)

k=1 t=1

By the Lagrange multiplier technique, we can solve
the problem in Eq. (12) by the following generalized
eigenvalue problem:

  (1) 
K (11) K (12) · · · K (1m)
β


(21)
(22)
(2m)  
K
··· K
 K
  β (2) 




..
..
..
..

  .. 
.

 . 
.
.
.
K (m1) K (m2) · · · K (mm)
 (11)
K

K (22)

= λ
..

.

K (mm)

β (m)
β (1)
  (2)
 β
 .
 .
 .


β (m)








(14)
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It is clear that the objective function in Eq. (12)
can be maximized directly by calculating the
eigenvectors of the eigen-equation (14). Thus,
(1)T
we choose a set of eigenvectors {βkT = (βk ,
(m)T d
(2)T
)}k=1 corresponding to the first
βk , · · · , βk
d largest eigenvalues as the dual solution vectors
of our method. Once the dual solution vectors
are obtained, we can perform multi-view feature
extraction for a given multi-view observation
xT = (x(1)T , x(2)T , · · · , x(m)T ) with x(i) ∈ Rpi by
y (i) = α(i)T φfi (x(i) ) = β (i)T φfi (X (i) )T φfi (x(i) )
Xni

(i)
(i)
φ (X (i) )T φj (x(i) )
(15)
j=1 j
Xni
(i)
= β (i)T
Kj (:, x(i) )
j=1
(i)
where Kj (:, x(i) ) is an n-dimensional column
(i)
(i) (i)
vector, i.e., Kj (:, x(i) ) = (kj (x1 , x(i) ), · · · ,
(i) (i)
(i)
(i)T
(i)
kj (xn , x(i) ))T with kj (·, ·) = φj (·)φj (·)

= β (i)T

denoting the jth kernel function in the ith view,
i = 1, 2, · · · , m.
4.3

Regularization

In real-world applications, it is possible that the
matrix diag(K (11) , K (22) , · · · , K (mm) ) in Eq. (14) is
singular. In such case, the classical algorithm can not
be directly used to solve the generalized eigenvalue
problem. Thus, to avoid the singularity and prevent
overfitting, we need to build a regularized version,
which is the following:
max
s.t.

m
P
i=1

m P
m
P

β

i=1 j=1





β (i)T

β

ni
P
k=1

(i)T



ni
P
k=1

(i)

Kk

ni
P
t=1

(i)
Kk
(i)

Kt



nj
P
t=1

(j)
Kt



β (j)


β (i) +τi kβ (i) k2 = 1

(16)
where {τi > 0}m
are
the
regularization
parameters
i=1
and k·k denotes the 2-norm of vectors.
Following the same approach as in Section 4.2, we
have

  (1) 
K (11) K (12) · · · K (1m)
β



 K (21) K (22) · · · K (2m)   β (2) 




..
..
..
..

  .. 
.

 . 
.
.
.
K(m1) K (m2) · · · K (mm)
(11)
Kτ1

(22)

K τ2

= λ
..

.


(mm)

K τm

β


(m)
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(ii)

where Kτi = K (ii) + τi I with I ∈ Rn×n as the
identity matrix, i = 1, 2, · · · , m.
If the singularity/overfitting problem occurs, or
some applications need to control the flexibility of
the proposed method, we can utilize Eq. (17) instead
of Eq. (14) to calculate the dual vectors {β (i) }m
i=1 .

5

Experiments

In this section, we perform two face recognition
experiments to test the performance of our proposed
method using the famous AT&T1 and Yale
databases. Moreover, we compare the proposed
method with kernel PCA (KPCA) and KMCCA for
revealing the effectiveness. In all the experiments,
the nearest neighbor (NN) classifiers with Euclidean
distance and cosine distance metrics are used for
recognition tasks.
5.1

Candidate kernels

In our experiments, we adopt three views in total
from the same face images and we use three kinds
of kernel functions for the ith view in our proposed
method, as follows:
• linear kernel
(i)
(i)
(i)T (i)
k(xj , xt ) = xj xt
• Radial basis function (RBF) kernel
(i)
(i)
k(xj , xt )

= exp(−

(i)
xj

−

(i) 2
xt
2



2σi2 )

where σi is set to the average value of all the l 2 (i)
(i)
as used in Ref. [15];
norm distances xj − xt
2
• polynomial kernel
(i)
(i)
(i)T (i)
k(xj , xt ) = (xj xt + 1)di
where di is set to i + 1, i = 1, 2, 3.
In KMCCA, we use the above three kinds of
kernels with the same parameters, i.e., linear kernel
for the first view, RBF kernel for the second, and
polynomial kernel for the last.
In addition, for a fair comparison with KMCCA
and our proposed method, we perform KPCA by first
stacking three views together into a single view and
then using one of the above-described kernels.

β (1)



5.2

  (2)
 β

 .
  ..








To demonstrate how the recognition performance
can be improved by our method, we compare the

β (m)

(17)

Compared methods

1 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.
html.

158

Y.-H. Yuan, Y. Li, J. Liu, et al.

following nine methods:
• KPCA Lin which uses a linear kernel.
• KPCA RBF which uses an RBF kernel.
• KPCA PolA which uses a polynomial kernel with
order A, where A takes 2, 3, and 4 respectively.
• KMCCA PolA where one of three views uses the
polynomial kernel with order A and A takes 2, 3,
and 4 respectively.
• Our method which is the new one proposed in this
paper.
5.3

From Tables 1–4, we can see that our proposed
method outperforms KMCCA and the baseline
algorithm KPCA, no matter how many training
samples per person are used. Particularly when the
number of training samples is less, our method
improves more compared with other methods. On the
whole, KMCCA achieves better recognition results
than KPCA. Moreover, KPCA with RBF kernel
performs better than with linear and polynomial
kernels.

Experiment on the AT&T database

The AT&T database contains 400 face images from
40 persons. There are 10 grayscale images per
person with a resolution of 92 × 112. In some
persons, the images are taken at different time. The
lighting, facial expressions, and facial details are also
varied. The images are taken with a tolerance for
some tilting and rotation of the face up to 20 degree,
and have some variation in the scale up to about
10%. Ten images of one person are shown in Fig. 1.
In this experiment, we employ the same
preprocessing technique as used in Refs. [25–27] to
obtain three-view data. That is, we first perform
Coiflets, Daubechies, and Symlets orthonormal
wavelet transforms to obtain three sets of lowfrequency sub-images (i.e., three views) from original
face images, respectively. Then, the K–L transform is
employed to reduce the dimensionality of each view
to 150. The final formed three views, each with 150
dimensions, are used in our experiment.
In this experiment, N images (N = 4, 5, 6, and 7)
per person are randomly chosen for training, while
the remaining 10−N images are used for testing. For
each N, we perform 10 independent recognition tests
to evaluate the performances of KPCA, KMCCA,
and our method. Tables 1–4 show the average
recognition rates of each method under NN classifiers
with Euclidean distance and cosine distance and
their corresponding standard deviations.

Fig. 1

Ten face images of a person in the AT&T database.

Table 1 Average recognition rates (%) with 4 and 5 training samples
under Euclidean distance on the AT&T database and standard
deviations

Method
KPCA Lin
KPCA RBF
KPCA Pol2
KPCA Pol3
KPCA Pol4
KMCA Pol2
KMCA Pol3
KMCA Pol4
Proposed

4 Train.
85.54 ± 3.37
87.96 ± 2.72
85.58 ± 3.21
85.63 ± 3.29
85.17 ± 3.47
87.17 ± 3.43
87.33 ± 3.79
87.25 ± 3.79
91.54 ± 2.45

5 Train.
88.95 ± 3.07
90.20 ± 3.08
88.75 ± 2.77
88.55 ± 3.02
87.95 ± 3.00
90.15 ± 2.94
89.95 ± 2.96
90.35 ± 1.84
93.60 ± 1.66

Table 2 Average recognition rates (%) with 6 and 7 training samples
under Euclidean distance on the AT&T database and standard
deviations

Method
KPCA Lin
KPCA RBF
KPCA Pol2
KPCA Pol3
KPCA Pol4
KMCA Pol2
KMCA Pol3
KMCA Pol4
Proposed

6 Train.
92.94 ± 1.98
93.38 ± 1.70
92.88 ± 1.94
92.56 ± 1.94
92.31 ± 1.77
94.69 ± 1.05
92.69 ± 2.97
93.44 ± 3.03
96.31 ± 1.23

7 Train.
94.58 ± 1.63
95.25 ± 2.04
94.58 ± 1.81
94.42 ± 1.84
94.25 ± 1.49
95.42 ± 2.19
96.17 ± 2.52
94.25 ± 2.30
96.67 ± 1.71

Table 3
Average recognition rates (%) with 4 and 5 training
samples under cosine distance on the AT&T database and standard
deviations

Method
KPCA Lin
KPCA RBF
KPCA Pol2
KPCA Pol3
KPCA Pol4
KMCA Pol2
KMCA Pol3
KMCA Pol4
Proposed

4 Train.
86.13 ± 3.40
87.75 ± 2.97
86.46 ± 3.36
86.75 ± 3.41
87.00 ± 3.40
89.25 ± 4.01
89.92 ± 4.30
90.29 ± 3.97
92.96 ± 2.29

5 Train.
88.50 ± 3.41
90.35 ± 3.22
88.95 ± 3.57
89.25 ± 3.65
89.50 ± 3.39
91.20 ± 2.57
91.50 ± 2.83
91.55 ± 3.64
94.85 ± 1.16
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Table 4 Average recognition rates (%) with 6 and 7 training samples
under cosine distance on the AT&T database and standard deviations

Method
KPCA Lin
KPCA RBF
KPCA Pol2
KPCA Pol3
KPCA Pol4
KMCA Pol2
KMCA Pol3
KMCA Pol4
Proposed

5.4

6 Train.
91.31 ± 1.63
93.44 ± 1.82
91.75 ± 1.34
91.81 ± 1.46
92.00 ± 1.76
96.00 ± 1.61
93.31 ± 1.77
94.19 ± 2.15
96.94 ± 1.43

7 Train.
93.67 ± 1.85
94.17 ± 1.96
93.58 ± 1.93
93.58 ± 1.84
93.75 ± 2.05
95.25 ± 2.53
96.17 ± 2.77
94.50 ± 2.76
97.08 ± 1.26

Experiment on the Yale database

The Yale database [28] contains 165 grayscale images
of 15 persons. Each person has 11 images with
different facial expressions and lighting conditions,
i.e., center-light, with glasses, happy, left-light,
without glasses, normal, right-light, sad, sleepy,
surprised, and wink. Each image is cropped and
resized to 100 × 80 pixels. Figure 2 shows eleven
images of one person.
In this experiment, the Coiflets, Daubechies, and
Symlets wavelet transforms are again performed on
original face images to form three-view data. Also,
their dimensions are, respectively, reduced to 75,
75, and 75 by K–L transform. For each person,
five images are randomly selected for training,
and the remaining six images for testing. Thus,
the total number of training samples and testing
samples is, respectively, 75 and 90. Ten-run tests are
performed to examine the recognition performances
of each method. Figures 3 and 4 show the average
recognition results of each method under the
Euclidean and cosine NN classifiers. As can be seen
from Figs. 3 and 4, our proposed method is superior
to KPCA and KMCCA. KPCA performs the worst
and the RBF kernel is still more effective than
other kernels in KPCA. These conclusions are overall

Fig. 2

Eleven images of a person in the Yale face database.

Fig. 3 Average recognition rates with Euclidean distance on the
Yale database.

Fig. 4 Average recognition rates with cosine distance on the Yale
database.

consistent with those drawn from Section 5.3.

6

Conclusions

In this paper, we have proposed an M2 CC framework
for multi-view image recognition. The central idea
of M2 CC is to map each of multiple views
to multiple higher dimensional feature spaces by
multiple nonlinear mappings determined by different
kernels. This enables M2 CC to discover multiple
kinds of useful information of each original view
in the feature spaces. In addition, the M2 CC
framework can be used as a general platform for
developing new algorithms related to MKL as well as
MCCA. As shown in this paper, we have proposed
a new specific multi-view feature learning algorithm
where all the nonlinear mappings for each view are
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treated equally. Two face recognition experiments
demonstrate the effectiveness of our method.
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