The sigmoid mapping
In what follows, x is a random variable that is normally distributed, with mean  and variance  , i.e.:
 
, xN   , where   , N  denotes the gaussian probability density function.
On the logistic distribution
In the following, we will rely heavily on a moment-matching approach from the normal to the logistic probability density functions (and back). Let us recall that the cumulative density function of the logistic distribution is simply a sigmoid mapping (Balakrishnan, 2013 This can be directly used as an analytical approximation to the cumulative density function of the normal density with mean t and variance 2 2 3   .
The expected sigmoid mapping
Let us first consider the canonical sigmoid mapping:
    
 
sx is always positive, but it can be greater than one, which can be problematic when using the sigmoid mapping as a probabilistic statement. In the latter case, one may want to truncate the Taylor expansion to first order, or use another approximation.
Note that such an approximation should conform to intuition, namely that (i) the expected sigmoid should be positive and smaller than one, (ii) it should be a sigmoidal function of  , (iii) its slope should be a decreasing function of  , (iv) at the high precision limit
We thus propose the following fixed-form approximation:
which conforms with the four above desiderata. Figure 1 Taylor approximations compare to each other. In brief, the first-order Taylor approximation shows (obviously) no effect of  , and the second order Taylor approximation strongly departs from a monotonic sigmoidal behaviour when  increases. In turn, both first-and second-order Taylor approximation yields much higher approximation errors. This serves as a numerical motivation for using the above fixed-form approximation, for which we will now try to give an intuitive derivation.
First, let us recall that the (scaled) sigmoid mapping is related to the logistic cumulative density function, i.e.: 
where   p z x is a logistic probability density function with first-and second-order moments as above (i.e.,
x is the first-order moment of the random variable z ).
Let   qx be the (Gaussian) probability density function of x , with first-and secondorder moments  and  , respectively. The expression for the expected sigmoid under q is given by:
where no approximation has been necessary so far. Now, matching the first-and second-order moments of the logistic (conditional) density of zx, yields the following Gaussian approximate marginal density of z :
Reverting the moment matching Gaussian approximation back to the logistic density then yields:
which has the desired functional form. Note that 2 3 0.304   , which is close (but not exactly equal) to the best fit parameter â above. This is because the double moment matching approximation is slightly overconfident, which has to be compensated for by a slight rescaling of the variance of x .
The expected log-sigmoid mapping
Now let us look at the properties of the log-sigmoid mapping: 
NB: one can see from equation 9 that the log-sigmoid mapping is related to the antiderivative of the sigmoid mapping.
Using a second-order Taylor expansion, equation 9 directly yields an approximate expectation of the log-sigmoid mapping:
Note that the above approximation does not ensure a proper normalization, i.e.:
However, imposing an ad-hoc normalization constraint upon the resulting sigmoidal mapping may not be desirable, since this unfortunately yields the first-order Taylor approximation:
We thus know that the exact expected log-sigmoid mapping does not normalize.
Having said this, equation 10 is still not satisfactory because applying the exponential map to it does not satisfy the intuitive properties of a sigmoidal mapping (e.g.,
 
exp log sx can be greater than one).
Thus, we propose to use the following fixed-form approximation:
where we fit the parameters (ˆ0.205
Monte-Carlo estimates of the expected log-sigmoid, over the same range of firstand second-order moments of the distribution of x . Note that the fixed-form approximation in equation 12 satisfies the above desiderata (i), (ii), (iii) and (iv) on the sigmoid mapping. One can see that the relative error is much higher than for the fixed-form approximation, and reaches about 100% for high variances  . Again, we take this as a numerical validation of the proposed fixed-form approximation, which yields a much lower relative approximation error (about 5%).
Extension to parametric sigmoidal mappings
Do these approximations extend to modified forms of the sigmoid mapping?
Let us recall the standard parametric form 0 s of the sigmoid mapping:
where t is the sigmoid's inflexion point (it is such that   0 12 st ) and  is the sigmoid's slope (it controls how steep is the sigmoid).
It is trivial to see that 
and similarly for the expected log-sigmoid.
Another extension to the sigmoid mapping, which arises naturally in the context of 
The variance of the sigmoid mapping
Let us now derive an analytical approximation to the variance s V of   sx:
First, let note that:
The only term that is new here is   ' sx. Some intuition may be derived from the logistic probability density function by recalling that   ' sx can be understood as an almost Gaussian probability density function with the following mean and variance:
Applying the moment-matching trick thus yields: 
Note that the variance of the sigmoid is a monotically increasing function of  , and it is bounded between 0 (at the limit 0  ) and 14 (at the limit    ), i.e.:
The quality of the analytical approximation can be eyeballed on Figure 5 below. 
The softmax mapping
In what follows, x is a vector-valued random variable that is normally distributed, with mean  and variance-covariance matrix  , i. 
Note that softmax maps normalize, i.e.
Deriving the first-and second-order behaviour of the softmax mapping in a compact (matrix) form turns out to be much easier if one first derives the gradient and Hessian of the log-softmax. This is because:
where equation 26 follows from having reversed the chain rule.
Thus, let us inspect the gradient of the log-softmax map:
where k e is the k th column of the identity matrix and   
which is really a direct generalization of the above equivalent relation for the sigmoid mapping. As before, the above approximation does not ensure a proper normalization, i.e. 
which can be used again to obtain approximations for the expected softmax... Note that, in the 2D case, the softmax is equivalent to the sigmoid mapping:
This means that one can understand the softmax mapping as the probability 
which will behave exactly as the above fixed-form sigmoid approximation.
Unfortunately, this does not generalize to any arbitrary dimension. First, let us note that the softmax mapping can be expressed as a function of sigmoid mappings:
where we have used the compact notation: ' 
which is strictly true only in a two-dimensional problem (c.f. equations 31-33).
To evaluate the different approximations to the softmax mapping, we have 
This construction of the covariance matrix  ensures positive-definiteness and control over both the marginal variance  and the degree of correlation   

One can see that the relative error is about 50% and 10000% for the first-and second-order Taylor approximations, respectively. In contradistinction, the relative error remains below 2% for the fixed-form approximation, which is depicted on 
A few niche applications
As we will see below, analytical approximations on moments of sigmoids and logsigmoids have direct though potentially unforeseen applications.
Cumulative distribution function of the skewed normal distribution
Skewed normal distributions arise in, e.g., stochastic processes that are bounded by an absorbing barrier or threshold (Anděl et al., 1984 ). An example of such processes is provided by drift-diffusion models of choice and reaction time data in the context of decision making (Ratcliff et al., 1999) . 
Discussion
In conclusion, we have provided semi-analytical approximations of moments of Gaussian random variables passed through sigmoid or softmax mappings. These approximations are accurate (they yield 5% error at most) and verify basic requirements of sigmoid mappings, including boundedness (effective sigmoids should be positive and smaller than one), effect of  on the effective sigmoid's inflexion point, effect of  on the effective sigmoid's slope, etc...
We also have highlighted a few niche applications of these approximations, which arise in the context of, e.g., drift-diffusion models of decision making or nonparametric data clustering approaches. Note that these were only provided as examples of how to use these approximations as efficient alternatives to more tedious derivations that would be needed if one was to approach the underlying mathematical issues in a more formal way.
Note that, in the context of our own work, approximations of this sort have already found their way in many probabilistic models of learning and decision making (Daunizeau et al., 2010; Devaine et al., 2014; Lebreton et al., 2015; Mathys et al., 2011) . We hope that this technical note will be helpful to modellers facing similar mathematical issues, although maybe stemming from different academic prospects.
