ABSTRACT
INTRODUCTION
Facial recognition has been a problem of interest since the early 1960's [1] when semiautomated methods were developed to manually locate facial features (eyes, ears, nose, mouth) followed by calculation of distances to reference points for recognition tasks. Over the next few decades facial feature detection and calculation of distances between the features and reference points became a favoured practice [2] . The first work to stray from the concept of facial feature extraction and to look at the holistic information in the residual of Eigen-faces was introduced in 1991 [3] . Since then several methodologies have been developed that analyse certain facial features or the Eigen-decomposition of faces or combine both strategies [4] . The increasing number of methods for facial and expression recognition methods spurred the development of several databases that can be used for benchmarking and comparative assessment of the methodologies. Over the years, specific trends have emerged from the facial databases and the methodologies that demonstrate certain technological and computational dependencies. In this paper, we analyse past trends in the facial recognition databases and methods to assess some of the future trends in the domain of facial recognition and expression analysis.
The primary challenges associated with facial and expression recognition include variations in the following factors: lighting, pose, imaging modalities, occlusions and expressions. Other limiting factors include gender, age and complexion. Additionally, variations in image qualities due to data compression formats, image blurriness and variations in imaging angles impose additional constraints for automated facial and expression recognition algorithms. Twodimensional (2D) facial recognition algorithms such as the ones in [4] [5] [6] [7] [8] have shown high success rate in a controlled environment, but in an uncontrolled setting their performance has been shown to drastically decrease [9] . Till date, 2D facial recognition techniques have been explored for longer than three-dimensional (3D) algorithms; nonetheless the 3D facial recognition methods have been found to be more effective in controlled and uncontrolled settings [10] .
In the present day facial detection and expression recognition finds many real-time applications such as: design of human-computer interfaces, to real-time video surveillance systems, security systems [11] and expression tagging on social media [12] . With the changes in computational technologies, two categories of automated facial recognition algorithms emerged. While the first category of holistic algorithms analyses residuals in Eigen-vector decomposition of the complete facial images [13] , the second category of geometric algorithms analyses specific facial features [14] . To assess the performance of all these facial recognition algorithms, several databases have been created over the years. While some data sets with images from less than 100 subjects were designed to capture the challenges in imaging angles, facial expressions and pose, larger data sets with more than 100,000 images from over 200 subjects have been designed to address the robustness constraints of automated algorithms to variations in image qualities. In this work we analyse 3 major categories of databases, based on the number of imaged subjects and the performances of well-known methods on these databases for facial and expression recognition tasks. We observe the evolution of automated algorithms from facial recognition to expression analysis, and from recognition tasks in controlled facial images to information fusion from uncontrolled video frames.
The organization of this paper is as follows. In Section 2, the categories of facial databases are presented and their evolution is discussed. In Section 3, the facial and expression recognition methods are discussed. In Section 4 concluding remarks and discussions are presented.
FACIAL RECOGNITION DATABASES
An essential part of the constant enhancements made in the field of automated facial and expression recognition has been the collection of facial databases for benchmarking purposes. Since the 1990s there has been a drive in developing new methods for automatic face recognition as a result of the significant advances in computer and sensor technology [3] [4] [5] [6] [7] [8] . Currently, there are several databases used for facial recognition which vary in size, pose, expressions, lighting conditions, occlusions and the number of imaged subjects. The earliest facial databases mostly consisted of frontal images, such as the local data set acquired from 115 subjects at Brown University used in the early works in 1987 [2] . From the year 2000 and onwards, the facial databases were seen to capture the variations in pose, lighting, imaging angles, ethnicity, gender and facial expressions [4] . Some of the most recent databases capture the variations in image sizes, compression, occlusions and are gathered from varied sources such as social media and internet [15] .
Over the years, most of the well-known facial recognition algorithms have reported their performances on the databases from: AT&T Laboratories Cambridge (formerly 'The ORL Database of Faces') [16] , Facial Recognition Technology (FERET) [17] , Facial Database from visions Group Essex [18] , Cohn Kande AU-Coded Facial Expression Database (FE) [4] , NIST Mug shot Database [19] , Extended Multi Modal Verification for Teleservices and Security applications (XM2VTS) Database [20] , AR Face Database from Ohio [21] , Yale Face Database [22] , Caltech Faces [23] and Japanese Female Facial Expression (JAFFE) Database [24] . Table  1 categorizes most of the well-known facial databases into 3 categories based on the number of imaged subjects. Databases that contain images from more than 200 subjects (persons) are classified as database category 1, while the databases with images from 100-200 subjects and less than 100 subjects are classified as category 2 and category 3, respectively. The details of each database are provided for each database. For instance, the AR Face Database [21] , which is very well-analysed in existing literature, belongs to database category 2 since it contains a variety of images from 126 subjects (70 men, 56 women) that represent variations in expression, illumination and occlusions. This database contains over 4000 color frontal images collected over two sessions per person on 2 separate days. The diversity of images allows for it to be used by several methodologies that focus on robust facial feature detection regardless of the extent of facial occlusions due to sunglasses and scarf. Figure 1 demonstrates the variations in facial occlusions in the sample images from the AR Face Database [21] . Figure 1 : The six images acquired in the first session for one of the subjects in the AR face database [21] taken from the front in similar lighting conditions.
From the 3 categories of Facial Databases presented in Table 1 , we observe that databases belonging to category 3 are useful for testing new methodologies on a controlled image set, while the databases from category 2 and 1 are useful for expansive parameterization of existing methods to cater to additional variations imposed by a large number of imaged subjects, imaging conditions and image formats. Also, we observe that while the early databases were focused on facial detection for subject identification, the more recent databases are geared more towards capturing the variations in imaging modalities, facial expressions, and obscurities due to makeup. Some of the latest facial databases, not shown in Table 1 , are as follows:
a. Labelled Wikipedia Faces (LWF) [25] has mined images from over 0.5 million biographic entries from the Wikipedia Living People entries and it contains 8500 faces from 1500 subjects; b. YouTube Faces Database (YFD) [26] contains 3425 videos of 1595 different subjects (2.15 videos per subject) with video clips ranging from 48-6070 frames. This dataset was created to provide a collection of videos and labels for subject identification from videos and benchmarking video pair-matching techniques. c. YouTube Makeup Dataset (YMD) [27] contains images from 151 subjects (Caucasian females) from YouTube makeup tutorials before and after subtle to heavy makeup is applied. 4 shots are taken for each subject (2 shots before and 2 shots after makeup is applied). This database has steady illumination but it demonstrates the challenges in facial recognition due to makeup alterations. d. Indian Movie Face Database (IMFD) [28] contains 34512 images from 100 Indian actors collected from about 100 videos and cropped to include variations in pose, expression, lighting, resolution, occlusions and makeup. 
FACIAL AND EXPRESSION RECOGNITION METHODS
Several algorithms have been developed till date in the pursuit of improving the state-of-art in automated facial recognition. While the earlier methods focused on facial and expression analysis from images, recent methods have focused on video-based facial tracking. All the facial detection algorithms developed so far can be broadly classified into two categories. The first category of methods analyse the holistic faces and rely on residual images after Eigen-face decomposition for recognition tasks [3] . This category of methods, although computationally fast, are less adaptive to variations in pose, expression and image quality. The second category of geometric methods involve automated extraction of facial parts also known as Facial Action Units (FAUs) to compute relative distances between FAUs and their relative locations from reference points for facial and expression identification tasks [4] . This category of methods can auto-tune to capture facial expressions in motion-based images and pose variations. However, such methods require intensive training and generally have high computation time complexities [60] . Figure 2 shows the first category Eigen-face decomposition method described in [3] that estimates Eigen-vectors corresponding to a set of holistic facial images and generates a facial signature matrix that can be further modified to identify the subjects in the images in spite of occlusions, makeup and distortions [60] . Figure 3 shows the second category method of automatically extracting FAUs for expression recognition tasks. Both these methods have been demonstrated on images from the AT&T (ORL) Database [16] . One of the most robust algorithms for facial region detection in images is the Viola-Jones method [62] that involves Haar feature selection followed by creation of an integral image, AdaBoost classifier training and using cascaded classifiers to identify facial objects. Most of the second category of geometric methods involve the use of FAU detectors followed by classification strategies for binary or multi-class facial and expression classification tasks. Figure 4 shows an example of classification tasks involved in these FAU-based/feature-based facial recognition methods. The two classes of images have been created using images from the AT&T (ORL) database [16] . In Table 2 , the well-known methods developed for facial recognition are chronologically presented. Table 2 includes the methods, features extracted for recognition tasks, the database used, the choice of classifiers and the facial recognition rates. The six images of a single session of a subject in the AR face database [21] shown in Figure 1 is used for assessing facial recognition performance of Jia et. al. [58] in Table 2 . The (*) symbol indicates that the same subject's duplicate picture in the second session comprises of the training/test dataset. We observe that the early methods focused on the facial pixels as features for facial recognition followed by classification tasks. More recent methods consider splitting the images into nonoverlapping regions followed by image transformation techniques for robustness to image occlusions. Classifiers such as Hidden Markov models, linear models, support vector machines and probabilistic models have been extensively used by the geometric methods [63] . In Table 3 , the chronological development in facial expression recognition methods is shown. Here, we observe that the early methods involved extraction of facial action units (AUs) from images for automated expression recognition algorithms for expressions such as anger, disgust, sadness, happy, surprise. Recent methods focus on expression analysis rom video recordings and variations in training and test data sets.
Some methods that perform automated facial and expression recognition on the recent data bases mentioned in Section 2 are as follows: a. Dago-Cass et. al. [73] (2011): Gender classification is performed using appearance based, feature based (Gabor coefficients and local binary patterns) descriptors with linear SVM and discriminant analysis. 60-94% recognition rates are achieved on the LFW database [25] . b. Wolf et. al. [26] (2011): Facial recognition in unconstrained video with matched background similarity is performed. The SVM classifier is used on a data set comprising of 1 video for 591 subjects, 2 videos for 471 subjects, 3 videos for 307 subjects, 4 videos for 167 subjects, 5 videos for 51 subjects and 6 videos for 8 subjects. 50-77% recognition rates are achieved on the YF database [26] . c. Chen et. al. [27] Classification is performed by k-nearest neighbor (k-NN) and discriminant analysis on the FERET database [17] and an unconstrained database created similar to IMFD [28] . Recognition rate ranges from 12-91.81% for FERET Database [17] and 6.55-25.32% for the unconstrained database. Kumar et. al. [76] (2014): Sparse framework with l 1 -minimization is used for facial recognition in the IMFD [28] database for robustness to age, illumination, pose, expression, lighting and storage limitations in images extracted from videos. Two kinds of features are extracted: Scale invariant feature transform (SIFT) and local binary patterns. The features are reduced by performing principal component analysis (PCA) followed by supervised classification using k-NN and sparse representation classifier. For images in IMFD [28] (with at least 200 images per subject) from each of the 100 subjects, 100 images are used for training and the rest are used for testing. Recognition rates in the range 55-69% are achieved.
CONCLUSIONS AND DISCUSSION
Over the past few decades facial and expression recognition topics have been significantly analyzed and there have been significant changes in the innovation trends. While early methods focused on semi-automated facial recognition, the later methods shifted focus to develop fully automated facial recognition methods that are robust to pose, illumination, imaging/lighting limitations, occlusions and expressions. To facilitate comparative assessment between methods, several public data bases evolved to capture the limitations of automated facial recognition. This facilitated significant analysis of robust methods that extracted holistic facial features and geometric action units (AUs) from faces for facial recognition in the event of occlusions. Thereafter, the focus of methods shifted to automated facial expression recognition, where expressions could vary as neutral, happy, sad, surprise, anger and disgust. This caused a shift in the trend of the public databases that began to be focused on subject level expression detection.
Automated age, ethnicity and gender detection methods and databases were also developed, but they were not as significantly analysed as the automated expression recognition problem. The most recent trends have further moved towards automated facial and expression recognition from images that vary over time (video recordings) and images that vary over space (collected from the internet). This caused a shift of focus to methods that are independent of image storage and compression limitations. Some of the well-known recent databases collect images from videos in the internet and they represent a wide variation in image storage and quality [15] [25] [26] [27] [28] . This motivates further research into scalable cloud-based methods that can extract features from large databases and correlate them with facial recognition tasks. Thus, future trends may involve automated robust facial/expression recognition in video streams that vary over space (e.g. auto-tagging of subjects as they age from video recordings gathered over the internet).
In this work we categorize the well-known facial and expression recognition databases based on the number of subjects imaged. While the databased with images from lesser number of subjects can be useful for applications involving facial and expression recognition in limited/controlled settings, the databases with large number of subjects can be useful for background equalization, and recognition tasks on images with uncontrolled imaging parameters. Further, the analysis of facial recognition and facial expression recognition methods shows that facial expression and occlusions pose a bigger challenge to robust automated facial and expression recognition methods than gender, ethnicity and age of subjects. Future efforts in the field of facial and expression recognition may involve identification of expression-based biometrics that can be useful for automated security, surveillance, and identification tracking tasks [77] . Robust automated facial/expression recognition can be used as personal identification systems at grocery stores, travel documentation, banking documentation, examinations and security, and also criminal tracking. Methods that can extract facial informatics from large internet-based data sets can be useful for "Quantitative face" technologies, where every aspect of the face and expression can be mathematically quantified for extremely high resolution information extraction, tracking and monitoring using facial expressions alone.
