Abstract: Fast 3D reconstruction with semantic information on road scenes is of great requirements for autonomous navigation. It involves issues of geometry and appearance in the field of computer vision. In this work, we propose a method of fast 3D semantic mapping based on the monocular vision. At present, due to the inexpensive price and easy installation, monocular cameras are widely equipped on recent vehicles for the advanced driver assistance and it is possible to acquire semantic information and 3D map. The monocular visual sequence is used to estimate the camera pose, calculate the depth, predict the semantic segmentation, and finally realize the 3D semantic mapping by combination of the techniques of localization, mapping and scene parsing. Our method recovers the 3D semantic mapping by incrementally transferring 2D semantic information to 3D point cloud. And a global optimization is explored to improve the accuracy of the semantic mapping in light of the spatial consistency. In our framework, there is no need to make semantic inference on each frame of the sequence, since the mesh data with semantic information is corresponding to sparse reference frames. It saves amounts of the computational cost and allows our mapping system to perform online. We evaluate the system on naturalistic road scenes, e.g., KITTI and observe a significant speed-up in the inference stage by labeling on the mesh.
. Overview of our system: From monocular image sequence, keyframes are selected to obtain its 2D semantic information, which then transfer to the 3D reconstruction to build the 3D semantic map.
and runtime.
92
In the topic of scene understanding and mapping, recent research employ 3D priors of objects increasingly.
93
Salas-Moreno et al.
[13] project 3D mesh of objects to the RGB-D frame in a graphical SLAM framework.
94 Valentin et al. [24] propose a triangulated meshed representation of the scene from multiple depth measurements 95 and exploit the Conditional Random Field (CRF) to capture the consistency of 3D object mesh. Kundu et al. [25] 96 exploit the CRF for joint voxels to infer the semantic information and occupancy. Sengupta and Sturgess [26] 97 use stereo camera, estimated pose and CRF to infer the semantic octree presentation of the 3D scene. Vineet et 98 al. [27] propose an incremental dense stereo reconstruction and semantic fusion technique to handle dynamic 99 objects in the large-scale outdoor scenes. Kochanov et al. [28] employ scene flow measurements to incorporate 100 temporal updates into the mapping of dynamic environment. Landrieu et al. [29] introduce a regularization
• active sequence downsampling and sparse semantic segmentation so that to achieve a real-time performance 117 and reduce the storage.
Following the comparison in [27] , we list the characteristics of our approach and some relative work in Table 1 full-resolution semantic map with maximum probability of object class from the semantic segmentation process.
130
The keyframes are consecutively stacked in a pose-graph G = (V, E ), where V = {K 0 , . . . , K n } is the set 131 of keyframes and E = {S frame W, normally regarded as the first keyframe K 0 , the pose of the keyframe indexed by i is denoted as T i W .
134
For a sequence of keyframes (n keyframes), we get the nth keyframe's pose
The 3D map M is reconstructed by the projection of the inverse depth map of all keyframes, where each
136
3D point P can be labeled as one of the solid semantic objects in the label space L = {l 1 , l 2 , . . . , l k } like Road,
137
Building, Tree, etc. We use X = {X 1 , X 2 , . . . , X M } to denote the set of random variables corresponding to the 138 3D points P i : i ∈ {1, . . . , M}, where each variable X i ∈ X take a value l i from the predefined label space L. 
3D semantic mapping

140
Our target is to build a 3D semantic map with semi-dense and consistent label information online while the image sequences are captured by a moving monocular forward camera. Given an image sequence, the inference of the 3D semantic map is regarded as:
which can be estimated by the maximum a-posterior (MAP decoupled into three separately running processes as shown in Figure 2 . K   M   I  I  I  I  I  I  I  I  I  I  I  I  I  I  I   S  I  D  V refine initialize Figure 2 . Framework of our method: The input is the sequence of the RGB frames, denoted as I. There are three separate processes, a keyframe selection process, a 2D semantic segmentation process , and a 3D reconstruction with semantic optimization process. Keyframes K are conditionally extracted from the sequence based on the distance between the poses. The following frames refine the depth map and the variance map of each keyframe until new keyframe is extracted. The 2D semantic segmentation module predicts the pixel-level class of the new-arriving keyframe. Finally, the keyframes are incrementally explored to reconstruct the 3D map with semantic labeling and then it is regularized by a dense CRF.
Grab Frames
In the system, the monocular SLAM process maintains and tracks on a global map of the environment, which We explore the DeepLab-v3+ deep neural network proposed by Chen et al. [5] . Two important components 157 in the DeepLab series are the atrous convolution and atrous spatial pyramid pooling (ASPP), which enlarge 158 the field of view of filters and explicitly combine the feature maps at multiple scales. The improvement in the 159 DeepLab-v3+ involves the encoder-decoder structure and the augmentation of ASPP module with image-level 160 feature. The former is able to capture sharper object boundaries by regaining the spatial information, while the 161 latter encodes multi-scale contextual information to capture long range information. These contributions make
162
DeepLab successfully handle both large and small objects and achieve a better trade-off between precision and 163 run-time.
164
For the semantic segmentation of road scenes, we exploit the Cityscapes dataset and the KITTI dataset and 165 adopt the predefined 19-class label space L = {l 1 , l 2 , . . . , l 19 }, which contains Road, Sidewalk, Building, Wall, 166 and so on. We use all semantic annotated images in the Cityscapes dataset for training and fine-tune the model 167 with the KITTI dataset.
168
Note that there is not any depth information involved in the training process. In the inference, we keep the 
Incremental Fusion
189
There might be a large amount of inconsistent 2D semantic labels between consecutive frames, due to 190 the noise of sensors, the complexity of environments in the real world and the failure of scene parsing model.
191
Incremental fusion of semantic label from the stacked keyframes allows associating probabilistic label in a
192
Bayesian way, when combining with the depth map propagation between keyframes in the LSD-SLAM. We will 193 give the details about the incremental semantic fusion with the depth estimation as follows.
194
The camera projection transformation function π(·) : R 3 → R 2 is defined as
which maps a point P = [x, y, z] T in 3D space into a 2D point p = [x , y ] T on the digital image plane I i in the camera coordinate system. Since this projection function is nonlinear, for the computation efficiency, the transformation should be augmented into the homogeneous coordinate system, which is defined as
where the matrix K is referred to as the camera matrix. Given a 3D point P W in the world reference system, the mapping to image plane I i in the homogeneous reference system is calculated as
where T i W the pose of the camera in the world reference system. Then, we get Euclidean coordinates p =
195
[x h /z h , y h /z h ] T from the homogeneous coordinates. From this point on, any point p and P is assumed to be in 196 homogeneous coordinates and thus we drop the h index, unless stated otherwise.
197
Correspondingly, given the inverse depth estimationd for a pixel p = [x , y ] T in I i of the keyframe K i , we also have an inverse projection function below: continuously refined using its following frames until new keyframe is defined. In reference to Equation 4 and 5, we can derive the 3D point in the world reference system as follows:
where the homogeneous transformation matrix has the property:
Once a new frame is chosen to become a keyframe K j , its depth map D j is initialized by projecting points from previous keyframe into it. The information of existing, close-by keyframes is propagated to new keyframe for its initialization and semantic probabilistic refinement. The point in the depth map of new keyframe is obtained by
Here, we have a Gaussian distributed transformation between keyframes, regarded as p ∈ I i → P W → p ∈ I j .
199
The class label corresponding to a 3D point P is denoted as X : P → l ∈ L. Note that the label Sky is 200 removed from L for the 3D semantic mapping. Our target is to obtain the independent probability distribution of 201 each 3D point over the class labels P(X|K i 0 ) given a sequence of existing keyframes
the pose-graph G.
203
We explore a recursive Bayesian fusion to refine the corresponding probability distribution of 3D points with new keyframe's update:
, then we have:
We assume that P(X) does not change over time and there is no need to calculate the normalization factor 204 P(K i )/Z i explicitly.
205
According to the formulations above, the semantic probability distribution of all given keyframes can be recursively updated as follows:
The incremental 
Map Regularization
212
The dense CRF is widely used in the 2D semantic segmentation to enhance the performance of semantic 213 segmentation. Some previous works [6, 7, 32] seek its application on the 3D map to model contextual relations 214 between various class labels in a fully connected graph. It is a heuristic approach that assume the influence 215 between neighbors should be proportional to their distance, visual and geometrical similarity [7] .
216
The CRF model is defined as a graph composed of unary potentials as nodes and pairwise potentials as defining the pairwise edge potentials as a linear combination of Gaussian kernels. We apply the efficient inference 220 of the dense CRF to maximize label agreement between similar 3D points as follows.
Assume the 3D semantic map M containing M 3D points is defined as a random field. A CRF (M, X) is characterized by a Gibbs distribution as follows:
where E(X|M) is the Gibbs energy and Z(M) is the partition function. The maximum a posteriori (MAP) labeling of the random field is
which is converted into minimizing the Gibbs energy by the mean-field approximation and message passing 222 scheme.
223
We employ the associative hierarchical CRF [32, 36] which integrates the unary potential ψ i , the pairwise potential ψ i,j and the higher order potential ψ c into the Gibbs energy at different levels of the hierarchy (voxels and supervoxels) given by:
by the indexes i, j ∈ {1, . . . , M} correspond to different 3D points P i , P j in the 3D map M.
224
Unary Potential: The unary potential ψ i (·) is defined as the negative logarithm of the probabilistic label for a given 3D point:
This term means the cost of 3D point P i taking an object label l ∈ L based on the incremental semantic 225 probabilistic fusion above. The output of the unary potential for each point is produced independently, and thus, 226 the MAP labeling produced by the unary potential alone is generally inconsistent.
227
Pairwise Potentials: The pairwise potential ψ i,j (·) is modeled to be a log-linear combination of m Gaussian edge potential kernels:
where µ(·) is a label compatibility function corresponding to the Gaussian kernel functions k (m) (f i , f j ). f denotes the feature vector for the 3D point P including the position, the RGB appearance and the surface normal vector of the reconstructed surface. And µ(·) is a Potts model given by:
This term is defined to encourage the consistency over pairs of neighboring points for the local smoothness of the 3D semantic map. We employ two Gaussian kernels for the pairwise potentials following the previous work [7] . The first one is an appearance kernel as follows:
where c is the RGB color vector of the corresponding 3D points. This kernel is used to build long range 228 connections between 3D points with a similar appearance.
229
The second one, a spatial smoothness kernel, is defined to enforce a local, appearance-agnositc smoothness among 3D points with similar normal vectors. modify the TMMT to extract a triangulated mesh within limited ranges of short distance between 3D points.
233
High Order Potential: The higher order term ψ c (X c |c) encourages the 3D points (voxels) in the given segment to take the same label and penalizes partial inconsistency of supervoxels as described in [36] . It is defined as
where γ l c represents the cost if all voxels in the segment take the label l. N l c = ∑ i∈c δ is the number of 234 inconsistent 3D points with the label l which is penalized with a factor k c , regarded as the inconsistency cost.
235
All parameters θ P,c , θ c , θ P,n , θ n , θ P,s , θ s specify the range in which points with similar features affect each 236 other, respectively. They can be obtained using piece-wise learning. 
Experiments and Results
238
We demonstrate the performance of our approach on the KITTI dataset [10] , which contains a variety of to the datasets and models as shown in Table 2 . We benchmark the performance of our semantic mapping system on the KITTI odometry dataset 2 . There some turns as shown in Figure 3 . These road-scene frames involves two resolutions 1242 × 375 and 1226 × 370.
252
256
Our system runs on an Intel Core i7-5960K CPU and a NVIDIA Titan X GPU for online process.
257
Since the KITTI sequences are mostly captured in 10 Hz, it is highly below the normal speed requirements 258 of LSD-SLAM about 60 Hz. In addition, the LSD-SLAM is hard to handle severe turning when the platform 259 moves. Due to the limit of the monocular LSD-SLAM, we choose 6 sequences to evaluate.
260
In the following sections, we show some qualitative results for our approach in 5.1 and the quantitative 261 results of our evaluation are presented in 5.2, in which we also make the runtime analysis on our semantic 262 mapping approach.
263
Qualitative Results
264
First, we present some qualitative results of the KITTI semantic dataset in Figure 4 . Then, we use the . Qualitative results of 3D semantic mapping from the sequence odometry_03. Our approach not only reconstructs and labels entire outdoor scenes that include roads, sidewalks and buildings, but also accurately recovers thin objects such as traffic signs and trees.The close-up views show the details of the map.
Quantitative Results
273
For the quantitative performance of our approach, we focus on the 2D semantic segmentation and the 274 runtime of the entire system, since the 3D reconstruction mainly depends on the LSD-SLAM method.
275
Semantic Segmentation: Table 3 shows the quantitative results of 2D semantic segmentation based on different DeepLab-v3+ models on the KITTI datasets. We evaluate these models by the mean intersection/union (mIOU) score, the model size, and the computational runtime. The mIOU score is defined as
in terms of the True/False Positives/Negatives for a given class i. We do not resize the image to evaluate the 276 models here. Whereas, for the 3D semantic mapping process, we need to half resize the input images in order to 277 make a trade-off between accuracy and computational speed.
278
During the training process, these models are initialized with the checkpoints pre-trained from various We also make the test regarding to the effect of pre-training on the Cityscapes dataset. In Table 5 , the 291 salience has been illustrated on training the Xception_65 and MobileNet_v2 models. The Cityscapes pre-trained 292 models could greatly improve the performance of 2D semantic segmentation on the KITTI dataset.
293 Table 5 . Performance of 2D semantic segmentation with/without the Cityscapes. Using the pre-trained Cityscapes model, the accuracy of 2D semantic segmentation could be greatly improved on the KITTI semantic data. keyframes so that to achieve more accurate mapping. But it has a rather limited influence on the number of 313 keyframes, the number of 3D points and the size of storage.
314
Conclusions
315
We have presented a fast monocular 3D semantic mapping system which runs on a CPU coupled with a
316
GPU. An incremental fusion method is introduced to combine 2D semantic segmentation and 3D reconstruction 317 online. We exploit a state-of-the-art deep CNN to realize the scene parsing in the road contexts. Direct monocular
318
SLAM provides a quick 3D mapping based on selected keyframes and corresponding depth estimation. Since 319 the semantic segmentation only runs and propagates on the keyframes, this reduces the computational cost and 320 improves the accuracy of semantic mapping. The offline regularization with a CRF model can enhance the 321 mapping further.
322
Since the original LSD-SLAM is hard to handle the cases of sharp turns which are frequent in ordinal 323 driving, our system is not stable in such conditions. In addition, semi-dense 3D reconstruction should be replaced 324 by a dense model. In future work, we plan to introduce several state-of-the-art SLAM methods to improve 
