This paper details a non-linear hysteretic physical shock absorber model, and the processes utilised to identify the constituent parameters. In the current paper the model parameters are extracted from experimental data for the 'sport' setting of a prototype front shock absorber for a vehicle in the luxury class. The model is validated by comparing simulated results to experimental data for a test damper, for three discrete frequencies of sinusoidal excitation of 1,3 and 12 Hz. Finally the shock absorber model is included in a quarter car vehicle ride model and output characteristics are compared to those obtained with classical damper representations.
INTRODUCTION
The detailed dynamic properties of dampers are known to influence substantially some of the subtle, and yet nevertheless hugely important, refinement aspects of vehicle ride and handling. However, damper properties are typically characterised by quasi-steady properties for vehicle simulation purposes. The classic 14 speed test [1] , for example, involves subjecting a damper to 14 differing frequency levels of fixed amplitude sinusoidal excitation, and then plotting the peak force values obtained versus the relevant test velocity. Such a representation of shock absorber behaviour is clearly deficient for the purpose of vehicle simulations as only a snap shot view of the damper's behaviour is utilised and much information is discarded. As a direct consequence the process of damper valve tuning is still carried out to a great extent via ride work. This consists of ride engineers subjectively rating the performance of the prototype vehicle(s) over a series of test tracks/ride routes. The damper valve is then possibly adjusted to improve the vehicle's ride/handling or to obtain characteristics expected for that class of vehicle. This process is clearly open to subjective evaluation which may vary driver to driver, and even from one day to the next.
A more scientific approach to the issue of damper tuning, via vehicle simulations, would offer a number of significant benefits. This is simply due to the fact that the bulk of the damper selection process could be carried out prior to the manufacture of any vehicle prototypes, and this technique would be far less subjective in nature. Such an approach would necessitate an improved method of characterising the damper, such that the important dynamic features are represented, and comprehension of the links between more subtle features of the damper response. The current paper attempts to address the aforementioned requirement for improved damper characterisation in the context of the 'sport' setting of a triple rate prototype adaptive shock absorber.
SHOCK ABSORBER MODELLING APPROACH
In order to select the optimum damper modelling strategy for a 'virtual damper tuning environment', the suitability of the differing approaches found within published literature were determined with respect to the following criterion:
· Ability to capture damper non-linearity and dynamic behaviour. · Flexibility to model different shock absorber types. · Ease of model generation (Experiment/Parameter identification). · Suitability for use in vehicle simulations. · Usefulness as a predictive tool.
Clearly black box methods such as the Restoring Force Mapping method [2] [3] [4] [5] and neural networks [6] , do not satisfy the need for a predictive tool as they are inherently non-tuneable. The same applies to elementary models constructed with spring and ideal viscous damping elements [7, 8] . The required need for tuneable elements for this damper model application lends itself to an explicit physical model, where the damper control force is related to physical parameters that govern the dampers internal flows and pressures.
The high detail model developed by Lang [9, 10] , for a twin tube shock absorber, was the first physical model that actually aimed to predict damper behaviour over a wide range of operating conditions. This 87 parameter model gave good correlation with experiment, but both simulation and parameter identification processes were highly iterative. It was also very specific to the shock absorber under investigation. It did however identify the contribution of internal compliance's to the hysteretic nature of dampers.
More recently models by Duym [11] [12] [13] , Lang and Sonnenburg [14] and Herr et al [16] attempted to generate more readily identifiable physical damper models. Each of these models are similar in overall structure in that they consist of a pressure model(s) and valve pressure/flow characterisations. The pressure models are a selection of first order non-linear differential equations, which are utilised to determine the various internal chamber pressures, and are derived from pressure dependent oil compressibility models. For the pressure/flow model Duym [11] [12] [13] identified valve parameters from several simple dynamometer tests and an additional 'incompressible' model (see definitions); these parameters were then used to analytically determine valve flows for given pressure drops in the main model. In contrast Lang and Sonnenburg [15] used experimentally obtained pressure/flow data, and Herr et al evaluated the pressure flow characteristics of the differing valve components using Computational Fluid Dynamics (CFD). In the absence of a large database of pressure/flow data for differing valve formulations, as was available to Lang and Sonnenburg, this non parametric form of pressure model does not satisfy the required criteria of tune-ability. The CFD approach is a time consuming process requiring detailed modelling even for varying damper valves of the same basic architecture.
As a result of the aforementioned considerations the damper modelling approach to be taken is one of a physical model similar to that of Duym [11] [12] [13] .
SHOCK ABSORBER ARCHITECTURE, AXES SYSTEMS AND SIGN CONVENTIONS
The prototype shock absorber, in the 'sport' setting, falls into the mono-tube category; the only flow paths for the internal hydraulic fluid are thus through the piston's valves (see Figure 1 ). The additional 'softer' damper settings, which are achieved by the solenoid activation of additional flow paths, will not be considered in this paper. The mono-tube shock absorber consists of a rebound chamber and a compression chamber which are both oil filled. A high pressure nitrogen gas volume, typically 20-30 Bar, is present at the end of the pressure tube, separated from the damper fluid by way of a floating piston. Expansion and compression of this gas volume compensates for the differing volumetric changes encountered in bump and rebound strokes as a result of the piston rod's presence in the rebound chamber. Several valve assemblies are present on the piston, one for compression and one for extension strokes.
The flow path architecture of these valves are outlined in Figure 1 . For low damper velocities the preloaded blowoff valve remains closed and the net pressure/flow characteristic can be described by the series combination of the port channel and the fixed bleed. For higher velocities the blow-off valve progressively opens thus reducing the rate of increase of damper force with respect to velocity. 
MONO-TUBE DAMPER MODEL
The twin-tube damper model presented in [11] [12] [13] is a compressible model which is used solely for the purpose of simulations. To yield a readily identifiable damper model the parameters of the compressible model of [11] [12] [13] were identified by fitting an additional incompressible model to experimental data from which the hysteresis had been removed as described in [16, 17] . As a result of the differing model architectures the pressure/flow model, required for the parameter identification processes, was different to that of the full compressible model. In this paper a single pressure/flow model will be derived for a mono-tube shock absorber for the parameter identification process, and the valve pressure/flow characteristics will then be supplied to the compressible damper model in the form of a simple look-up table. This modelling approach should yield more rapid simulations and additional robustness without compromising model tune-ability. As will be discussed later this can also yield improvements in model accuracy and flexibility; for non-standard valve architectures it will now only be necessary to derive a single new pressure/flow model. 
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PRESSURE MODEL -The contribution of the damper oil's compressibility to the hysteretic nature of shock absorbers dynamic behaviour is modelled with the assumption that the relative change in oil volume is proportional to pressure:
The mono-tube pressure model consists of a first order non linear differential equation, (2), derived from (1) for the rebound chamber and a simple relationship from the adiabatic gas law which relates the compression chamber pressure to piston position (3).
( )
Assuming a simple Coulomb friction model the damper force is thus given by:
For a full derivation of (2) the reader is referred to [13] .
INCOMPRESSIBLE MONO-TUBE DAMPER MODEL -In this section an incompressible mono-tube damper model will be derived that evaluates damper control force as a function of velocity, utilising the axis system and sign conventions detailed in Figure 1 . The model structure is very similar to that presented in [11] [12] [13] for a twin-tube shock absorber.
CALCULATION OF THE VALVE FLOW RATES -
Since the damper hydraulic fluid is assumed to be incompressible the rebound chamber volume may be directly determined at any time increment from the damper's geometry.
Differentiation of this expression yields an expression for the rate of change of the chamber volume with respect to time:
From (6) it is thus possible to define the flow rates through the individual damper valves to the defined sign convention:
VALVE PRESSURE/FLOW CHARACTERISTICS -The individual valve characteristics of the port and leak restrictions can be characterised by simple power law expressions. An exponent of 1.75 was proposed by Reybrouck [18] and shown to be accurate for a range of damper valves [11] [12] [13] [15] [16] [17] .
The blow-off valve pressure/flow characteristic is modelled as a function of two independent parameters, DP 0 , the pressure required to overcome the valve preload and the subsequent valve stiffness, K spring . This expression is a simplified version of that utilised by Lang [9, 10] proposed by Duym et al [11, 17] .
The total valve characteristics are represented as a combination of the individual valve characteristics in series and in parallel. For two valves in series the pressure drop over the total valve is the sum of the individual pressure drops and the flow through each is equal. For a parallel combination the total flow is the sum of the flow through each component and the pressure drops are equal:
Substitution of the port's pressure/flow characteristic, (8), yields:
The port flow can then be described as the sum of the leak and blow-off flows:
While the blow-off valve remains closed the leak flow equals the total flow. Inserting this into (9) yields:
Substituting this expression into (13) , and for zero blowoff valve flow thus yields an explicit relationship for the pressure drop across a closed valve as function of flow rate:
For 2 individual valves in parallel:
Rearranging (16) to gain an expression for Q blow-off and substituting into (10) yields:
For 2 individual valves in parallel the pressure drop is the same across each element, therefore for pressures greater than the blow-off pressure, DP leak is equal to DP blow-off . Substituting this into (9) leads to the following expression:
Combination of (17) and (18) 
AN EXPLICIT OPEN VALVE CHARACTERISTIC -In order to avoid an iterative numerical solution of (19) , to determine the leak flow rate for a given total flow rate, the right hand side of (19) is expanded into a Taylor series about the blow off point, i.e. Q leak = Q leak,blow-off : The derived Taylor series coefficients are given in Appendix 1.
A third order Taylor series expansion yields a cubic equation which can then be solved utilising Cardano's rule [19] . The Cardano coefficients are presented in Appendix 2. The resulting explicit representation for the leak flow is as follows: Now at the blow-off point DP leak is equal to DP 0 . Rearranging (9) and inserting this condition yields:
From (9) the pressure drop across a leak restriction for open blow-off valve flow is given by:
The pressure drop over the port restriction is then calculated using (8) . Noting that the flow through the port restriction is equal to the total flow: (27) is linearly extrapolated at the blow-off point as follows:
Where H 0 and H 1 are the extrapolation coefficients defined in appendix 3.
For the compressible damper model of Duym [11] [12] [13] , where the valve flows are calculated as a function of pressure drop, it is necessary to smooth the calculated flow, as opposed to pressure, and with an alternative empirical formula to that used in the incompressible model(28). As such this is a possible source of inaccuracy when switching between the models. THE DAMPER FORCE -As a result of the differing areas in the rebound and compression chambers a static force exists at rest which is given by the following equation:
In order to facilitate the parameter identification process the compression chamber pressure is assumed to remain constant at the static gas pressure, P gas,static . Therefore:
Substitution of (31) with (30) into (4) yields the desired expressions for the damper force:
PARAMETER IDENTIFICATION
For the current paper the same parameter identification approach was taken to that of Duym et al [12, 13, 17] . This approach will be briefly introduced here. Experimental data was collected from two dynamometer tests. The first being a quasi-static test, where the shock absorber was extended and compressed at a constant low velocity. For the second test the shock absorber was excited by a sine chirp signal.
The parameter values were then determined through the process of least squares minimisation. Optimisation routines were implemented in Matlab (v5.3) using the sub routine, Lsqnonlin, which is provided within the optimisation toolbox. At each time increment, t i , for a set of parameters, P, and for N samples of experimental data the squared difference between the modelled output of interest, U modelled , and the corresponding experimental input, U measured , was evaluated with respect to a set of experimental inputs, I measured viz:
The model parameters, P, were thus optimised to minimise the function, C.
To facilitate an efficient optimisation process the Jacobian of the modelled signal was derived and implemented into the optimisation routines. If the experimental data, to which the model is to be fitted, is a matrix of m components and n is the number of parameters then the Jacobian, J, is an m-by-n matrix where J( i, j ) is the partial derivative of U modelled (i) with respect to P(j). Explicitly defining the Jacobian makes the optimisation process more rapid simply due to the fact that if the Jacobian is not supplied it has to be evaluated numerically which is more costly in terms of time.
A simple measure of model fit quality is given by the RMS of the residual signal viz.
RMS of the residual
A relative measure of the fit quality can also be obtained by comparing the residual RMS to the RMS value of the measured signal:
QUASI-STATIC TEST -For the selected test velocity of 4mms -1 the generated damper force was assumed to consist of little viscous damping and could thus be attributed to the compression/expansion of the gas volume contained within the shock-absorber and due to friction. To ensure that this assumption was valid the quasi static test was also performed for the 'comfort' and 'normal' settings of the prototype shock absorber. A comparison of these softer damper settings to that of the 'sport' setting showed little variation in results between the three. Assuming the pressures are equal in each of the three chambers the following applies:
Simplifying and applying the reserve chamber isentropic law based function (3) yields: The static gas pressure and volume and friction value were thus identified from (37) and experimental data using the aforementioned technique of least squares minimisation. Figure 2 shows the predicted and measured force/displacement characteristics. The calculated value for the RMS of the residual was 6.7 N, indicating a close match has been obtained. SINE CHIRP EXCITATION TEST -The parameters for the incompressible model were optimised using the previously defined techniques using data obtained from a 'modified' sine chirp excitation signal. The chirp signal shown in Figure 3 was utilised, as in [11] [12] [13] 17] , so that the required frequency range would be swept through exponentially preventing prolonged excitation at elevated velocities. Hysteresis was consequently removed from the experimental data, prior to the parameter identification process, by only retaining data where velocity and acceleration had different signs. For an in depth description of the hysteresis 'filtering' and data pre-processing steps taken the reader is referred to [17] . Figure 4 shows a plot of the resulting force/velocity data superimposed with that predicted by the incompressible damper model. As can be seen the incompressible model matches the experimental data closely.
VALIDATION OF MONO-TUBE DAMPER MODEL
In order to validate the described damper model the output characteristics of interest were simulated for sinusoidal excitations of 1, 3 and 12 Hz. All of the sine wave amplitudes were 0.05m with exception of the 12
Hz signal which was 0.005m. These simulated results were then compared to those obtained from experiment for identical excitation signals. Looking at Figure 5 it can be seen that the simulated curves match the experimental data very well for each of the three frequencies of excitation that were evaluated. Figure 6 are either identified from the two experimental procedures or gathered from manufacturers data such as the geometry based parameters. At present the only parameter that is not identified experimentally or taken directly from data sheets is the one for compressibility, a. In order to account for compliances other than that of the oil itself it is preferable to subtly adjust the value of oil compressibility which can be obtained from data sheets. For this study a value was taken of 1.5e 
All of the parameter values listed in

QUARTER CAR RIDE MODELLING
This section describes a simple investigation to quantify any improvements in accuracy that a hysteretic damper model might have on simulated vehicle behaviour when compared to simpler damper representations. The proposed damper model was incorporated into a classical vehicle quarter car ride model, Figure 7 , and both time and frequency domain related characteristics were compared to those obtained with conventional 14 speed test and linear damper representations. To ensure a fair comparison for this section the 14 speed test was simulated from the non-linear damper model, and not performed experimentally. In this way the investigation may be carried out in isolation of the effects of slight inaccuracy of the hysteretic damper model compared to actual characteristics. The purpose of this section is to identify the need for a hysteretic damper model but, clearly there is also a requirement to validate the exact improvements that the proposed damper model offer when compared to conventional representations by comparisons to vehicle objective data. In order to ensure that the comparative study focuses on variations between the overall damper modelling approaches, the 14 speed test approach was also simulated for an elevated number of test frequencies to eliminate inaccuracies/variations due to exact frequency selection and as a result of a 28 point fit to a force/velocity curve . The equations of motion for the quarter car model shown in Figure 7 are:
The input parameters for this model are outlined in Figure 8 .
Two types of road surface input were applied to the quarter car model, one representing a length of simulated road, and one of a standard feature, namely a pothole. Time domain results were recorded and then converted to the frequency domain in the case of the 'random road' in order to evaluate weighted RMS vertical body accelerations according to ISO 2631 [21] .
Parameter
Magnitude Units RANDOM ROAD INPUT MODELLING -For this study a time dependant road profile was derived from a spectral density road description, defined in terms of frequency, in cycle/s, as described by Crolla et al [20] . The spectral density is given by the following simple formula, where G is a roughness coefficient, V is vehicle speed in m/s and p is equal to the gradient of the log-log spectral density curve:
For the first section of this study a vehicle speed of 45mph (20m/s) was selected along with typical values for a minor road of roughness coefficient of 5x10 -6 , and an index p value of 2.5.
The linear damper rate, given in Figure 8 , was carefully selected to yield an equivalent compromise between RMS Dynamic Tyre Load (DTL) variation and RMS weighted vertical body acceleration (ACC), to that of the non-linear hysteretic damper model, for the defined vehicle speed of 20m/s. The damper rate selected is slightly softer than that required to minimise DTL for this condition. Figure 9 shows the predicted time histories for Suspension Working Space (SWS), which is given by z 1 -z 2 , for each damper representation, for the initial 2 seconds of simulation. An interesting feature is that the linear damper predictions are generally vertically offset relative to each of the other two damper representations. This general trend is maintained for the full length of simulated road of 500m. This offset yields a lower peak value of SWS in damper compression and a higher value in extension compared to the other damper representations, see Figure 10 . This is clearly a manifestation of the effect of asymmetric damping for the 14 speed and modelled dampers, with rebound being higher than bump.
A further interesting result is that for similar predicted weighted vertical body accelerations and RMS SWS values the modelled non-linear hysteretic damper model predicts a RMS DTL variation of 6% less than that for the 14 speed test representation with peak DTL's some 10% lower. Figure 11 shows the variation of the discomfort parameter, ACC, for each of the damper models, for a range of vehicle speeds over the defined typical minor road. The linear damper curve intersects the modelled damper curve in the region of 20 m/s. This is to be expected due to the method chosen to select the linear damper rate. It can be seen that the discrepancy between the predicted ACC values for the linear damper and the other two representations are proportional to the percentage speed increase or decrease relative to this point. Again this trend is to be expected since for higher vehicle speeds, and hence damper velocities, the linear damper will provide higher forces and hence ACC values and vice versa for lower vehicle speeds. STANDARD FEATURE -A pothole matching the geometry of that given in Figure 12 was applied as the road input to the quarter car ride model. This is an example of a standard pothole that is used by Jaguar for test work at MIRA [20] . For this investigation a vehicle speed of 10 m/s was selected.
The simulated peak and RMS values for suspension working space, body acceleration, and tyre load variation are given in Figure 13 , and time histories for each of these outputs in Figure 14 . Interestingly from Figure 13 it can be seen that the non-linear damper predicts peak values for both DTL and body acceleration of approximately 10% and 3% smaller for tyre compression and extension respectively than that of the 14 speed damper. This is for an increase in predicted RMS SWS of the order of 2% and peak value of 1%. The output characteristics displayed for the linear model damper model, in terms of RMS and peak values, differ significantly from those of the other damper representations, and indicate higher levels of overall damping. This finding correlates well with the results of the investigation of the effects of differing road speeds on discomfort parameter for a minor road, see Figure 11 ; at higher velocities a linear damper provides higher levels of damping relative to the other two damper representations. 
Units
CONCLUSIONS
The parameters of a relatively complex non linear damper model have been successfully extracted, in an automated fashion, from data obtained from two simple experimental procedures. The model has been successfully validated to a high degree of accuracy by comparing simulated results to experimental data for 3 discrete frequencies of sinusoidal excitation of 1,3, and 12Hz.
The differences between simulated vehicle ride output characteristics for the non-linear damper model and several simpler damper representations have been investigated for a simple 2 d.o.f quarter car ride model. This work has indicated that gains to vehicle modelling accuracy may be achieved by utilising the derived damper model in preference to a 14 speed representation and has also identified the inadequacy of a single linear damper rate to accurately predict vehicle outputs over a broad range of operating conditions.
Future work will investigate the effects of improved friction representations within the damper model in the context of vehicle dynamics. The damper model will also be incorporated into vehicle models of elevated complexity and a case study will be performed of the adaptive damping strategy for the vehicle introduced within this paper. Further work is also needed to validate the findings of the vehicle ride modelling work carried out within this paper. 
