Abstract. Modus ponens (from A and "if A then C" infer C; short: MP) is one of the most basic inference rules. The probabilistic MP allows for managing uncertainty by transmitting assigned uncertainties from the premises to the conclusion (i.e., from P (A) and P (C|A) infer P (C)). In this paper, we generalize the probabilistic MP by replacing A by the conditional event A|H. The resulting inference rule involves iterated conditionals (formalized by conditional random quantities) and propagates previsions from the premises to the conclusion. Interestingly, the propagation rules for the lower and the upper bounds on the conclusion of the generalized probabilistic MP coincide with the respective bounds on the conclusion for the (non-nested) probabilistic MP.
Introduction
Modus ponens (from A and "if A then C" infer C) is one of the most basic and important inference rules. By instantiating the antecedent of a conditional it allows for detaching the consequent of the conclusion. It is well-known that modus ponens is logically valid (i.e., it is impossible that A and A ∨ C are true while C is false, where the event A ∨ C denotes the material conditional as defined in classical logic). It is also well-known that there are philosophical arguments [1, 8] and psychological arguments [9, 22] in favor of the hypothesis that a conditional if A, then C is best represented by a suitable conditional probability assertion P (C|A) and not by a probability of a corresponding material conditional P (A ∨ C). Consequently, coherence-based probability logic generalizes the classical modus ponens probabilistically by propagating assigned probabilities from the premises to the conclusion as follows (see, e.g., [23, 24, 26] 
):
Probabilistic modus ponens From P (A) = x (probabilistic categorical premise) and P (C|A) = y (probabilistic conditional premise) infer xy ≤ P (C) ≤ xy + 1 − y (probabilistic conclusion).
In our paper, P (C|A) is the probability of the conditional event C|A (see, e.g., [5, 6, 7, 12, 18, 25] ). The probabilistic modus ponens is p-valid (i.e., the premise set {A, C|A} p-entails the conclusion C) and probabilistically informative [10, 15, 12, 24] . In this paper we generalize the probabilistic modus ponens by replacing the categorical premise (i.e., A) and the antecedent of the conditional premise (i.e., A in "if A then C") by the conditional event A|H. The resulting inference rule involves the prevision P(C|(A|H)) of the iterated conditional C|(A|H) (formalized by a suitable conditional random quantity, see [11, 13, 14, 16] ) and propagates the uncertainty from the premises to the conclusion:
Generalized probabilistic modus ponens From P (A|H) (generalized categorical premise) and P(C|(A|H)) (generalized conditional premise) infer P (C) (conclusion).
The conditional event A|H is interpreted as a conditional random quantity, with P(A|H) = P (A|H) (see below). As mentioned above, modus ponens instantiates the antecedent of a conditional and governs the detachment of the consequent of the conclusion. In our generalization, we study the case where the unconditional event A is replaced by the conditional event (A|H) and the conditional event C|A is replaced by the iterated conditional C|(A|H). This corresponds to a common-sense reasoning context where instead of a fact A a rule A|H is learned and used for a modus ponens inference. The outline of the paper is as follows. In Section 2 we first recall basic notions and results on coherence and previsions of conditional random quantities. Then, we illustrate the notions of conjunction between conditional events and of iterated conditional, by recalling some results. In Section 3 we prove a generalized decomposition formula for conditional events, with other results on compounded and iterated conditionals. In Section 4 we propagate the previsions from the premises of the generalized probabilistic modus ponens to the conclusion. We observe that this propagation rule coincides with the probability propagation rule for the (non-nested) probabilistic modus ponens (where H = Ω) [24] . Section 5 concludes the paper with an outlook for future work.
Preliminary notions
In this section we recall some basic notions and results on coherence for conditional prevision assessments. In our approach an event A represents an uncertain fact described by a (non-ambiguous) logical entity, where A is two-valued and can be true (T ), or false (F ). The indicator of A, denoted by the same symbol, is a two-valued numerical quantity which is 1, or 0, according to whether A is true, or false, respectively. The sure event is denoted by Ω and the impossible event is denoted by ∅. Moreover, we denote by A ∧ B, or simply AB, (resp., A ∨ B) the logical conjunction (resp., logical disjunction). The negation of A is denoted by A. Given any events A and B, we simply write A ⊆ B to denote that A logically implies B, that is, AB is the impossible event ∅. We recall that n events are logically independent when the number m of constituents, or possible worlds, generated by them is 2 n (in general m ≤ 2 n ). Given two events A and H, with H = ∅, the conditional event A|H is defined as a three-valued logical entity which is true if AH is true, false if AH is true, and void if H is false.
Coherent conditional prevision
We recall below the notion of coherence (see, e.g., [2, 3, 4, 5, 12, 16, 21] ). Given a prevision function P defined on an arbitrary family K of conditional random quantities with finite sets of possible values, consider a finite subfamily F n = {X i |H i , i ∈ J n } ⊆ K, where J n = {1, . . . , n}, and the vector M n = (µ i , i ∈ J n ), where µ i = P(X i |H i ) is the assessed prevision for the c.r.q. X i |H i . With the pair (F n , M n ) we associate the random gain G = i∈Jn s i H i (X i − µ i ); moreover, we set H n = H 1 ∨ · · · ∨ H n and we denote by G Hn the set of values of G restricted to H n . Then, using the betting scheme of de Finetti, we stipulate
Given a family F n = {X 1 |H 1 , . . . , X n |H n }, for each i ∈ J n we denote by {x i1 , . . . , x iri } the set of possible values for the restriction of X i to H i ; then, for each i ∈ J n and j = 1, . . . , r i , we set A ij = (X i = x ij ). Of course, for each i ∈ J n , the family {H i , A ij H i , j = 1, . . . , r i } is a partition of the sure event Ω, with A ij H i = A ij , ri j=1 A ij = H i . Then, the constituents generated by the family F n are (the elements of the partition of Ω) obtained by expanding the expression i∈Jn (A i1 ∨ · · · ∨ A iri ∨ H i ). We set C 0 = H 1 · · · H n (it may be C 0 = ∅); moreover, we denote by C 1 , . . . , C m the constituents contained in
Denoting by I n the convex hull of Q 1 , . . . , Q m , the condition M n ∈ I n amounts to the existence of a vector (λ 1 , . . . , λ m ) such that:
in other words, M n ∈ I n is equivalent to the solvability of the system (Σ), associated with (F n , M n ),
Given the assessment
. Given a family of n conditional random quantities F = {X 1 |H 1 , . . . , X n |H n } and a vector M = (µ 1 , . . . , µ n ), the conditional prevision assessment P(X 1 |H 1 ) = µ 1 , . . . , P(X n |H n ) = µ n is coherent if and only if, for every subset J ⊆ J n , defining
, the system (Σ J ) associated with the pair (F J , M J ) is solvable.
By following the approach given in [13, 14, 16] a conditional random quantity X|H can be seen as the random quantity XH + µH, where µ = P(X|H). In particular a conditional event A|H can be interpreted as AH + xH, where x = P (A|H). Moreover, the negation of A|H is defined as A|H = 1 − A|H = A|H. Coherence can be characterized in terms of proper scoring rules ( [3] ), which can be related to the notion of entropy in information theory ( [19] ).
Conjunction and iterated conditional
Definition 2. Given any pair of conditional events A|H and B|K, with P (A|H) = x, P (B|K) = y, we define their conjunction as the conditional random quantity (A|H)
Based on the betting scheme, the compound conditional (A|H)∧(B|K) coincides with 1 · AHBK + x · HBK + y · AHK + z · HK, where z is the prevision of the random quantity (A|H) ∧ (B|K), denoted by P[(A|H) ∧ (B|K)]. Notice that z represents the amount you agree to pay, with the proviso that you will receive the quantity (A|H) ∧ (B|K). For examples see [14] and [17] . Notice that this notion of conjunction, with positive probabilities for the conditioning events, has been already proposed in [20] . Now, we recall the notion of iterated conditioning. Notice that, in the context of betting scheme, µ represents the amount you agree to pay, with the proviso that you will receive the quantity
We recall the following product formula ( [14] )
We recall that coherence requires that (x, y, µ, z) ∈ [0, 1]
4 (see, e.g., [11] ).
Remark 1. Given any random quantity X and any events H, K, with H ⊆ K, H = ∅, it holds that (see [16, Section 3.3] ): (X|H)|K = X|HK = X|H. In particular, given any events A, H, K, H = ∅, it holds that: (A|H)|(H∨K) = A|H.
Some results on compounded and iterated conditionals
In this section we present a decomposition formula, by also considering a particular case. Then, we give a result on the coherence of a prevision assessment on F = {A|H, C|(A|H), C|(A|H)} which will be used in the next section.
Proposition 1. Let A|H, B|K be two conditional events. Then
Proof. Let (x, y, z 1 , z 2 ) be a (coherent) prevision on (A|H, B|K, (A|H) ∧ (B|K), (A|H) ∧ (B|K)). Of course, coherence requires that P (A|H) = 1 − x. By Definition 2 it holds that
Then,
From (4) and (5), when H ∨ K is true, it holds that
Then, the difference [(A|H)∧(B|K)+ (A|H)∧(B|K)]− B|K is zero when H ∨K
is true. Thus,
By Remark 1 it holds that [(A|H) ∧ (B|K)]|(H ∨ K), [(A|H) ∧ (B|K)]|(H ∨ K), and (B|K)|(H ∨ K) coincide with (A|H) ∧ (B|K), (A|H) ∧ (B|K)
, and B|K, respectively. Then,
Therefore, (A|H) ∧ (B|K) + (A|H) ∧ (B|K) and B|K also coincide when H ∨ K is false. Thus, (A|H) ∧ (B|K) + (A|H) ∧ (B|K) = B|K.
Remark 2. Notice that Proposition 1 also holds when there are some logical relations among the events A, B, H, K, provided that H = ∅ and K = ∅. In particular, if K = Ω the proof of Proposition 1 is simpler because, by Definition 2,
Remark 3. Consider a bet on an iterated conditional C|(A|H), with H = ∅, A = ∅, x = P (A|H), and y = P[C|(A|H)]. In this bet, y is the amount that we pay, while C|(A|H) is the amount that we receive. Then, in order to check coherence, the bet on C|(A|H) must be called off when C|(A|H) coincides with its prevision y. We distinguish two cases: (i) x > 0, (ii) x = 0. Case (i). By applying Definition 3, with B replaced by C and K = Ω, we obtain
if HC true.
If x > 0, C|(A|H) = y when AH is true, that is, the bet on C|(A|H) is called off when AH is true; then to check coherence we must only consider the constituents contained in AH = AH ∨ H. Case (ii). As x = 0, we have
Then C|(A|H) = C|AH (see [16, Theorem 4] ) and to check coherence we must only consider the constituents contained in AH.
We denote by (x > 0) an event which is true or false, according to whether x is positive or not. Then, by unifying Case (i) and Case (ii), the constituents such that the bet on C|(A|H) is not called off are those contained in AH ∨ H(x > 0). Proof. Coherence requires that x, y, and z must be in [0, 1] (see, e.g., [11] ). Thus, (x, y, z) is not coherent when (x, y, z) /
3 be a prevision assessment on F = {A|H, C|(A|H), C|(A|H)}. Based on Theorem 1 we prove coherence by showing that for each subset J ⊆ {1, 2, 3} the system (Σ J ) is solvable. By Definition 3,
We start with J = {1, 2, 3}. Based on Remark 3, we observe that H 3 ) and the corresponding points Q h 's associated with (F , M) are:
We observe that Q 5 = xQ 1 + (1 − x)Q 2 and Q 6 = xQ 3 + (1 − x)Q 4 , so that for checking the solvability of the system (Σ J ) it is enough to consider the points Q 1 , Q 2 , Q 3 , Q 4 . The condition (x, y, z) = 4 h=1 λ h Q h , with λ h ≥ 0 and is satisfied for every (x, y, z) ∈ [0, 1] 3 . Indeed, the system
has the non-negative solution
With J = {1, 2} we associate the pair (F J , M J ), where F J = {A|H, C|(A|H)} and M J = (x, y). By Remark 3 we notice that
) and then we distinguish two cases: (i) x > 0, where
The constituents C h 's (contained in H 2 = Ω) and the corresponding points Q h 's are:
We observe that
Indeed, the system
which can be written as
is solvable. Case (ii). As x = 0, by Remark 3, it holds that C|(A|H) = C|AH. The constituents C h 's (contained in H 2 = H) and the corresponding points Q h 's are:
The condition (0, y) = With J = {2, 3} we associate the pair (F J , M J ), where F J = {C|(A|H), C|(A|H)} and M J = (y, z); by Remark 3,
The constituents C h 's (contained in H 2 = Ω) and the corresponding points Q h 's are: C 1 = AHC , C 2 = AHC , C 3 = AHC , C 4 = AHC , C 5 = HC , C 6 = HC , and Q 1 = (1, z) , Q 2 = (y, 1) , Q 3 = (0, z) , Q 4 = (y, 0) , − x) , xz) . We observe that Q 5 = xQ 1 +(1−x)Q 2 and Q 6 = xQ 3 +(1−x)Q 4 ; then we only refer to the points
2 . Indeed, (y, z) = yQ 1 + (1 − y)Q 3 . With J = {1} we associate the pair (F J , M J ), where F J = {A|H} and M J = x; the assessment P (A|H) = x is coherent for every x ∈ [0, 1]; then the system is solvable. With J = {2} we associate the pair (F J , M J ), where F J = {C|(A|H)} and M J = y. By Remark 3 we notice that H 1 = AH ∨ H(x > 0) and then we distinguish two cases: (i) x > 0, where
Case (i). The constituents C h 's (contained in H 1 = AH ∨ H) and the corresponding points Q h 's are:
. We observe that y = yQ 1 + (1 − y)Q 2 , then the system y = With J = {3} we associate the pair (F J , M J ), where F J = {C|(A|H)} and M J = z. In this case the reasoning is the same as for J = {2}, with A replaced by A, with x replaced by 1 − x, and with y replaced by z.
In conclusion, the assessment (x, y, z) on {A|H, C|(A|H), C|(A|H)} is coherent for every (x, y, z) ∈ [0, 1] 3 .
Generalized Modus Ponens
We now generalize the Modus Ponens to the case where the first premise A is replaced by the conditional event A|H. 
Proof. We recall that (Theorem 3) the assessment (x, y) on {A|H, C|(A|H)} is coherent for every (x, y) ∈ [0, 1] 2 . From (6), by the linearity of prevision, and by Theorem 2, we obtain
From Theorem 3, given any coherent assessment (x, y) on {A|H, C|(A|H)}, the extension t = P[C|(A|H)] on C|(A|H) is coherent for every t ∈ [0, 1]. Then, as z = xy + (1 − x)t, it follows that z ′ = xy and z ′′ = xy + 1 − x.
Remark 4. We observe that the result given in Theorem 4 also holds when H = Ω, which is well-known (see, e.g., [24] )
We notice that Theorem 4 can be rewritten as Theorem 4 ′ . Given any logically independent events A, C, H, with A = ∅ and H = ∅, the set Π of all coherent assessments (x, y, z) on {A|H, C|(A|H), C} is 
Concluding Remarks
We generalized the probabilistic modus ponens in terms of conditional random quantities in the setting of coherence. Specifically, we replaced the categorical premise A and the antecedent A of the conditional premise C|A by the conditional event A|H. We proved a generalized decomposition formula for conditional events and we gave some results on compound of conditionals and iterated conditionals. We propagated the previsions from the premises of the generalized probabilistic modus ponens to the conclusion. Interestingly, the lower and the upper bounds on the conclusion of the generalized probabilistic modus ponens coincide with the respective bounds on the conclusion for the (non-nested) probabilistic modus ponens. In future work we will focus on similar generalizations of other argument forms like the probabilistic modus tollens. Moreover we will study other instantiations to obtain further generalizations, e.g., by also replacing the consequent C of the conditional premise C|A and the conclusion C by a conditional event C|K.
