Abstract. This is a continuation of the author's work [Pan2] . We study the fundamental group of an open n-manifold M of nonnegative Ricci curvature with additional stability condition on M , the Riemannian universal cover of M . We show that if any tangent cone of M at infinity is a metric cone, whose crosssection is sufficiently Gromov-Hausdorff close to a prior fixed metric space, then π 1 (M ) is finitely generated and contains a normal abelian subgroup of finite index; if in addition M has Euclidean volume growth of constant at least L, then we can bound the index of that abelian subgroup in terms of n and L. In particular, this result confirms the Milnor conjecture for any manifold whose universal cover has Euclidean volume growth of constant at least 1 − ǫ(n), where ǫ(n) > 0 is some universal constant.
In Riemannian geometry, one of the most important problems is to study the interplay between curvature and topology. For open n-manifolds with non-negative Ricci curvature, a longstanding problem on curvature and topology is the Milnor conjecture raised in 1968: any open n-manifold of non-negative Ricci curvature has a finitely generated fundamental group [Mi] . This conjecture remains open today.
To understand the fundamental group of a manifold M , it is natural to consider the Riemannian universal cover of M , where the fundamental group acts as isometries. In [Pan2] , we studied the fundamental group of an open n-manifold M with nonnegative Ricci curvature, whose Riemannian universal cover M is kEuclidean at infinity, and showed that the fundamental group is finitely generated. The k-Euclidean at infinity condition, that is, any tangent cone of M at infinity is a metric cone splitting of a maximal Euclidean factor R k , describes the stability of Euclidean factor at infinity. In particular, this covers the case that M has Euclidean volume growth and the unique tangent cone at infinity. As the main technical result in [Pan2] , we showed that if M is k-Euclidean at infinity, then the fundamental group action on M has certain stability at infinity as well in terms of equivariant Gromov-Hausdorff convergence; this phenomenon of equivariant stability at infinity implies that the finite generation of π 1 (M ) and thus partially confirms the Milnor conjecture (see [Pan2] or Theorem 0.3 below for details). For other partial results on the Milnor conjecture, see [An, Li, Liu, Pan1, PR, Sor] .
We follow this strategy of geometric/equivariant stability at infinity. In this paper, we mainly consider a condition regarding almost geometric stability at infinity: any tangent cone of M at infinity is a metric cone which is, in some sense, very close to a fixed metric cone C(X). Since any metric cone is completely determined by its cross-section at distance 1, we regard two metric cones being close, if the GromovHausdorff distance between their cross-sections is small. Under this almost stable at infinity condition, we study the corresponding equivariant stability at infinity and apply it to understand the structure of the fundamental group.
We denote M(n, 0) as the set of all Gromov-Hausdorff limit spaces coming from a sequence of complete n-manifolds (M i , p i ) of Ric ≥ 0. We state our main result.
Theorem A. Given a metric cone C(X) ∈ M(n, 0), there is a constant ǫ X > 0 such that the following holds.
Let M be an open n-manifold of Ric ≥ 0 and let M be the Riemannian universal cover of M . If any tangent cone of M at infinity is a metric cone (C(Z), z) with vertex z and d GH (Z, X) ≤ ǫ X , then the following statements hold.
(1) π 1 (M ) is finitely generated. We compare the assumption in Theorem A with the one in [Pan2] . The almost stability condition here and the k-Euclidean condition in [Pan2] cover different situations. For instance, Theorem A can be applied to a manifold whose universal cover has almost maximal volume growth, that is, Euclidean volume growth of constant at least 1 − ǫ for some small ǫ (see Corollary B below) . In this case, M may not be k-Euclidean at infinity. Recall that for a open n-manifold M of Ric ≥ 0, we say that M has Euclidean volume growth of constant L > 0, if
where B n r (0) is the ball of radius r in the Euclidean space R n . Note that L ≤ 1 always holds due to Bishop volume comparison. If L = 1, then it is known that M is isometric to the standard Euclidean space R n . If L is sufficiently close to 1, then M is diffeomorphic to R n [CC1] . The almost stable condition and the k-Euclidean condition on M also have some overlaps. For instance, they both cover the case that M has a unique tangent cone at infinity as metric cone. This includes the case that M has non-negative sectional curvature, and the case that M has Euclidean volume growth and the unique tangent cone at infinity. Also note that the almost stability condition in Theorem A does not require that all tangent cones of M at infinity have the same dimension. For example, metric cones C(S r is the round 2-sphere of radius r. Even when all tangent cones of M at infinity have dimension n, the almost stability condition allows these tangent cones to have non-homeomorphic cross-sections (see examples in [CN2] ).
We mention that in Theorem A(1), the number of generators can be uniformly bounded by some constant C(n). This follows from finite generation and the work of Kapovitch and Wilking [KW] .
Besides partially confirming the Milnor conjecture, Theorem A also provides new results on the group structure of the fundamental group as (2,3). By [Mi, Gro2, KW] , Theorem A(1) implies that π 1 (M ) contains a nilpotent subgroup of index at most C(n). Recall that for any open manifold of non-negative sectional curvature, Cheeger and Gromoll demonstrated that the fundamental group is always virtually abelian [CG] . However, an open manifold of non-negative Ricci curvature may admit a torsion free nilpotent non-abelian group, which does not contain an abelian
for all r > 0. For any sequence r i → ∞ and the convergence (r
the limit space (Y, y) is a metric cone (C(Z), z) with vertex z [CC1] . We also obtain that d GH (Z, S) ≤ ǫ S from the convergence. Applying Theorem A, we conclude that π 1 (M ) is finite generated and contains a normal abelian subgroup of index at most C(n).
To see that this abelian subgroup is torsion free, we further shrink ǫ(n) if necessary so that the volume growth condition guarantees that M is diffeomorphic to R n [CC1] . Since R n does not admit a nontrivial finite group action as covering transformations [Bre] , the result follows.
Based on Theorem A and Corollary B, we propose the following conjecture.
Conjecture 0.1. Given n ∈ N and L ∈ (0, 1], there exists a constant C(n, L) such that the following holds.
Let M be an open n-manifold of Ric ≥ 0. If the Riemannian universal cover of M has Euclidean volume growth of constant at least L, then π 1 (M ) is finitely generated and contains a normal abelian subgroup of index at most C(n, L).
For convenience, we formulate the assumption in Theorem A as a definition.
Definition 0.2. Let ǫ > 0 and let C(X) ∈ M(n, 0) be a metric cone. For an open n-manifold M of Ric ≥ 0, we say that M is (C(X), ǫ)-stable at infinity, if any tangent cone of M at infinity is a metric cone (C(Z), z) with vertex z and d GH (Z, X) ≤ ǫ.
As indicated, the key to prove Theorem A is studying the equivariant stability at infinity. For any sequence r i → ∞, passing to a subsequence if necessary, we can consider the equivariant Gromov-Hausdorff convergence [FY] :
The limit space ( Y ,ỹ, G) is called an equivariant tangent cone of ( M , π 1 (M, x)) at infinity. In general, ( Y ,ỹ, G) depends on the scaling sequence {r i }. To study the set of all equivariant tangent cones at infinity, we use the structure results of Ricci limit spaces developed by Cheeger, Colding, and Naber [CC1, CC2, CC3, CN1] , especially the result that the isometry group of any Ricci limit space is a Lie group [CC2, CN1] . In [Pan2] , we showed that if M is k-Euclidean at infinity, then the projection of G-action on the maximal Euclidean factor in Y is independent of {r i }. More precisely, we proved the following theorem for abelian fundamental groups.
with K fixing 0 and the subgroup {e} × R l acting as translations in the R k -factor, where
In particular, it follows from Theorem 0.3 that the limit orbit G ·ỹ is always an l-dimensional Euclidean subspace regardless of the scaling sequence {r i }. By Lemma 2.5 in [Pan1] and Wilking's reduction [Wi] , the connectivity of the orbit G ·ỹ confirms the Milnor conjecture when M is k-Euclidean at infinity.
When M is (C(X), ǫ X )-stable at infinity, since different tangent cones of M at infinity may have different maximal Euclidean factors, one can not expect that they have the same projection of G-action to the maximal Euclidean factor. Nonetheless, we show that the limit orbit at the base point is independent of the scaling sequence: it is always an l-dimensional Euclidean subspace.
Theorem 0.4. Let C(X) ∈ M(n, 0) be a metric cone and let ǫ X > 0 be the constant in Theorem A. For any open n-manifold M with Ric ≥ 0, suppose that its universal cover M is (C(X), ǫ X )-stable at infinity and π 1 (M ) is nilpotent, then there exists an integer l ∈ [0, n] such that any equivariant tangent cone of ( M , π 1 (M, x)) at infinity (C(Z), z, G) satisfies that the orbit G · z is an l-dimensional Euclidean subspace of C(Z).
As pointed out, Theorem 0.4 implies Theorem A(1). A more detailed description of G-action on C(Z) will be given in Section 3 as Theorem 3.1. In fact, to prove Theorem 0.4, it is essential to know about the G-action other than its orbit at z, for example, the isotropy subgroup at z. To understand the stability among these isotropy subgroups in different limits, we need to look for certain stability among group actions on a family of alike metric cones with possibly different Euclidean factors.
In Theorem 0.4, we assume that π 1 (M ) is nilpotent. Though it is sufficient to consider abelian fundamental groups to prove finite generation with the help of Wilking's reduction [Wi] . The nilpotent situation will be applied to prove Theorem A(2,3). By Theorem A(1) and [KW] , π 1 (M ) contains a normal nilpotent subgroup of index at most C(n) under the assumptions of Theorem A. Hence in order to prove Theorem A(2,3), we are free to assume that π 1 (M ) itself is nilpotent. The equivariant stability at infinity restricts the behavior of any element in π 1 (M, x) with sufficiently large displacement atx. Indeed, we show that such an element γ behaves almost as a translation atx, in the sense that d(γ 2x ,x) is close to 2d(γx,x) (see Lemma 4.5). This is the key geometric input to prove Theorem A(2).
We indicate our proof of Theorem 0.4. To understand the equivariant stability at infinity, we study Ω( M , Γ), the set of all equivariant tangent cones of ( M , Γ) at infinity, which is a compact and connected set with respect to the equivariant Gromov-Hausdorff topology. A similar approach is also used in [Pan2] to prove Theorem 0.4. Two technical tools are developed in [Pan2] . The first one is an equivariant Gromov-Hausdorff distance gap between different isometric group actions on a fixed closed Riemannian manifold (see Proposition 3.1 in [Pan2] ). The second one is a critical rescaling argument (see Sections 2 and 4 in [Pan2] ). To make use of these tools to prove Theorem 0.4, we further improve them based on some new ideas.
We explain why new improvements are crucial. For the k-Euclidean case as Theorem 0.4, it is sufficient to apply the distance gap to isometric actions on the unit sphere S k−1 1 , which is the cross-section of R k . Essentially, we deal with group actions on a fixed metric cone
) after some reductions. However, for the (C(X), ǫ)-stable case, as indicated before, we deal group actions on a family of metric cones with alike cross-sections. To achieve this goal, we develop an equivariant Gromov-Hausdorff distance gap among isometric actions on alike cross-sections. For a model cross-section X and a cross-section Z with d GH (Z, X) ≤ ǫ, we show that when ǫ is sufficient small, any isometric H-action on Z naturally corresponds to a unique isometric G-action on X (see Proposition 1.12). We call (X, G) as the X-mark of (Z, H). For example, considering X = S 2 1 as the model space and Z = S 2 1−ǫ × S 2 ǫ with small ǫ, for a S 1 × S 1 rotational action on Z, we can naturally correspond it to a S 1 rotational action on the model X; thus (Z,
. We use this X-mark to compare group actions on spaces being close to X and establish the equivariant Gromov-Hausdorff distance gap (see Theorem 1.17). Note that the X-mark may not distinguish different actions on Z; for example (S We use the notations below throughout the paper: · (M, x) a pointed complete Riemannian manifold. · ( M ,x) the Riemannian universal cover of (M, x). · π 1 (M, x) the fundamental group of M at x. · Isom(X) the isometry group of a metric space X. · (X, x, G) a pointed metric space (X, x) with a closed subgroup G ⊆ Isom(X). In particular, this means that G-action is effectively on X. · G · x the G-orbit at x. · Iso x G the isotropy subgroup of G at x. · C(Z) the metric cone over a compact metric space Z. · M(n, κ) the set of all Ricci limit spaces coming from a sequence of complete nmanifolds (M i , p i ) of Ric ≥ (n − 1)κ. · M(n, κ, v) the set of all Ricci limit spaces coming from a sequence of complete n-manifolds
−→ Gromov-Hausdorff convergence or equivariant Gromov-Hausdorff convergence, depending on the context. · d GH Gromov-Hausdorff distance or equivariant Gromov-Hausdorff distance, depending on the context. · Ω(M, G) the set of all equivariant tangent cones of (M, x, G) at infinity, endowed with equivariant Gromov-Hausdorff topology. · [α, β] = αβα −1 β −1 the commutator of two elements α and β in a group.
We organize the paper as below. In Section 1, after briefly recalling some basic facts on equivariant Gromov-Hausdorff convergence, we develop a method to study isometric actions on spaces that are very close to a fixed space X ∈ M cs (n, 0); we also prove the equivariant Gromov-Hausdorff gap mentioned before. We consider certain isometric actions on metric cones with special properties in Section 2, as preparations to prove a detailed version of Theorem 0.4 by using critical rescaling arguments in Section 3 (see Theorem 3.1). We prove Theorem A(2) and (3) in Sections 4 and 5 respectively, with the k-Euclidean case included (see Corollaries 4.2 and 5.2). ǫ X , if M is (C(X), ǫ X )-stable at infinity, then M is 0-Euclidean at infinity. As a result, π 1 (M ) is finite by Proposition 1.9 in [Pan2] .
For any Ricci limit space, its isometry group is always a Lie group [CC2, CN1] . This plays a crucial role in our proof.
, where k ≥ 1 and diam(Z) < π. Due to this splitting, the isometry group of the cross-section Y also splits:
We begin with some preparations on equivariant Gromov-Hausdorff topology [FY] . For any isometric G-action on some metric space Y , we always assume that G-action is effectively and G is a closed subgroup of Isom(Y ).
Remark 1.4. For a compact metric space Y with an isometric G-action, G carries a natural bi-invariant metric coming from its action on Y :
for any a ∈ Y 1 and any g ∈ Isom(Y 1 ). This implies that the group isomorphism ψ in Definition 1.3 must be the conjugation map C F . Indeed, consider the composition
One way to define the Gromov-Hausdorff distance is using approximation maps. Recall that a map F :
Definition 1.6. Let Y 1 and Y 2 be two compact metric spaces with isometric G 1 and G 2 actions respectively. We say that
Remark 1.7. Using triangle inequality, it is direct to verify that (1) ψ : G 1 → G 2 is an 5ǫ-GH approximation with respect to metrics in Remark 1.4, (2) ψ : G 1 → G 2 is almost a group homomorphism, that is,
In general, F and ψ above may not be continuous. In [MRW] , using center of mass technique, it was proved that when isometry groups are Lie groups and ǫ is sufficiently small, we can slightly modify the map ψ : G 1 → G 2 to a Lie group homomorphism.
Proposition 1.8. [MRW] Let G be a Lie group with left-invariant Riemannian metric. Then there exists a constant
We formulate a definition for convenience. Definition 1.9. Let (Y 1 , G 1 ) and (Y 2 , G 2 ) be two compact metric spaces with isometric actions, where G 1 and G 2 are Lie groups. We say that ψ :
(1) ψ is a Lie group homomorphism, and (2) there is a δ-GH approximation f :
for any y ∈ Y 1 and any g ∈ G 1 . Corollary 1.10. [MRW] Let Y i be a sequence of compact metric spaces with isometric Lie group G i -actions. Suppose that For a fixed space X ∈ M cs (n, 0), when Y ∈ M cs (n, 0) is sufficiently close to X, we can apply Corollary 1.10 to project any isometric H-action on Y to a subgroup of Isom(X) via the approximated homomorphism. We show that this map is canonical up to conjugations. Proposition 1.12. Given X ∈ M cs (n, 0), there exists positive constants ǫ X , ζ X and a positive function δ(ǫ) with lim ǫ→0 δ(ǫ) = 0 such that for any space Y ∈ M cs (n, 0) 
If X is compact and G is a Lie group, then there is a sequence of
To prove Proposition 1.12, we need the following stability result on subgroups of a Lie group by Grove and Karcher [GK] . 
Remark 1.14. Though Proposition 1.13 is stated with respect to a bi-invariant Riemannian metric d 0 on G, in practice we can apply this to any bi-invariant distance function d 1 on G. This follows from the fact that given any ǫ > 0, there is
We prove Proposition 1.12 as below.
Proof of Proposition 1.12.
(1) follows directly from Corollary 1.10 and a standard contradiction argument. Suppose that (1) fails, then we would have a contradicting sequence
is a Lie group. Applying Corollary 1.10 to the above sequence, we result in the desired contradiction.
(2): We may further shrink the constant ǫ X that we just obtained from (1). To prove (2), we argue again by contradiction. Suppose that there are sequences ǫ i , ζ i → 0 and a sequence (Y i , H i ) with the conditions below:
(ii) a sequence of δ i -approximated homomorphisms ψ i : H i → Isom(X), where ψ i is given by (1) and
We prove that (X, ψ i (H i )) and (X, φ i (H i )) are indeed equivalent for i large, a contradiction, by showing that ψ i and φ i are point-wise close up to an automorphism of Isom(X) (see Proposition 1.13).
By assumptions, we have
Thus passing to some subsequences, these three sequences
, and (X, φ(H i )) all converge to the same limit space (X, H ∞ ). Therefore, there is Lie group isomorphisms α i and β i , as conjugations in (Isom(X), d), such that
We claim that α i • ψ i and β i • φ i are point-wise close, then the result would follow from Proposition 1.13. Suppose that there is a sequence h i ∈ H i and
We apply Proposition 1.13 to conclude that (2) holds.
(3) Since δ(ǫ) → 0 as ǫ → 0, clearly we can shrink ǫ X further so that δ(ǫ) ≤ ζ X /2 for all ǫ ∈ (0, ǫ X ].
(4) Recall that O(k) acts on the Euclidean factor of C(Y ) as seen in Remark 1.2. Because any subgroup H of O(k) has displacement at least 1/20 on Y , the image ψ(H) has displacement at least 1/20 − δ(ǫ) on X. Further shrink ǫ X if necessary, we can assume that δ(ǫ) < 1/40 for all ǫ ∈ (0, ǫ X ]. This guarantees that ψ(H) can not be trivial.
With Proposition 1.12, we define the notion of X-mark, which provides a way to compare isometric actions on alike spaces. Definition 1.15. Given X ∈ M cs (n, 0) and the corresponding ǫ X in Proposition 1.12. For a space (Y, H) with d GH (X, Y ) ≤ ǫ X , we call (X, ψ(H)) in Proposition 1.12 as the X-mark of (Y, H). Note that Proposition 1.12(2) assures that the X-mark of (Y, H) is unique in the equivariant Gromov-Hausdorff topology.
For the remaining of this section, we always denote ǫ X > 0 as the constants in Proposition 1.12. Next we show that the notion of X-mark is compatible with equivariant Gromov-Hausdorff convergence, in the sense of that the convergence of spaces implies the convergence of X-marks. 
where (X, G) is the X-mark of (Y, H).
Proof. We put ǫ i = d GH (Y i , X) and δ i = δ(ǫ i ) as given by Proposition 1.12. We first note that the statement is trivial when Y = X. In fact, when Y = X it is clear that the limit space (X, H) has itself as its X-mark. By Proposition 1.12, for each i there is δ i -approximated homomorphism ψ i : H i → G i = φ i (H i ) with δ i → 0. This implies that the sequences {(Y i , H i )} and {(X i , G i )} share the same limit (X, H).
For the remaining proof, we assume that limit space Y is not isometric to X, that is, ǫ i ≥ ǫ 0 > 0 for some ǫ 0 . For each (Y i , H i ), there is a δ i -approximated Lie group homomorphism ψ i : H i → Isom(X) with ψ i (H i ) = G i . Also let ψ : H → Isom(X) with ψ(H) = G be a δ-approximated Lie group homomorphism that marks the limit space (Y, H). From Corollary 1.10 and the convergence
we know that for each i large there is an η i -approximated Lie group homomorphism
for some η i → 0. Passing to a subsequence if necessary, we obtain
or equivalently, the Hausdorff convergence
. We need to show that (X, G ∞ ) is equivalent to (X, G).
and η i → 0, where ζ X is the constant in Proposition 1.12. We see that (X, G i ) is equivalent to (X, ψ • f i (H i )) for i large from Proposition 1.12(2,3).
For simplicity, we introduce a notation here: for two subgroups K 1 and K 2 in Isom(X), we write K 1 ∼ K 2 if they are conjugate in Isom(X). From the discussion above, we have
Recall that f i is an η i -approximation from H i to H. Consequently, the image
In other words, we have Hausdorff convergence
Together with
we conclude that G ∞ ∼ G and complete the proof.
With Theorem 1.16, we show that given (X, G), there is a uniform gap between any space with X-mark (X, G) and any space with higher dimensional X-mark. Theorem 1.17. Let (X, G) be a space with X ∈ M cs (n, 0). There exists a constant η > 0, depending on (X, G), such that the following holds.
For any two spaces
Theorem 1.17 generalizes the theorem below in [Pan2] , which considers group actions on a fixed space X. Although the statement of Proposition 3.1 in [Pan2] only covers the case X as any compact Riemannian manifold, its proof actually works for any space X ∈ M cs (n, 0) through verbatim since the proof only requires that Isom(X) is a compact Lie group (see Remark 3.5 in [Pan2] ). Theorem 1.18. [Pan2] Let (X, G) be a space with X ∈ M cs (n, 0). There exists a constant η > 0, depending on (X, G), such that the following holds.
For any isometric H-action on X with dim(H) ≥ dim(G), if
Proof of Theorem 1.17. We argue by contradiction. Suppose that the statement fails, then we would have two sequences {(Y i,j , K i,j )} i (j = 1, 2) satisfying the conditions below.
(1) Y i,j ∈ M cs (n, 0) and
Passing to a subsequence, we obtain the equivariant convergence of two sequences with the same limit:
By conditions (1,2) and Theorem 1.16, the limit (Y, K) has X-mark (X, G). Apply Theorem 1.16 again with condition (3), we conclude that
Then the desired contradiction follows from Theorem 1.18 and the assumption that dim(H i ) ≥ dim(G).
For our application, we will actually use a slightly different version of Theorem 1.17 (see Proposition 3.3).
Isometric actions on metric cones
This section serves as preparations for Theorem 0.4. We study some special isometric actions on metric cones.
Recall that for a metric cone (C(Z), z) ∈ M(n, 0) with vertex z, it splits isometrically as
where diam(Z ′ ) < π. As a result, the isometry group of C(Z) also splits:
With this splitting, we write every element in Isom(C(Z)) as (A, v, α). Also, elements in Isom(Z) = O(k) × Isom(Z ′ )) can be written as (A, 0, α). Property (P) was introduced in [Pan2] for abelian group actions on R k . We naturally extend it here to the nilpotent group actions on metric cones. Definition 2.1. Let (C(Z), z) ∈ M(n, 0) be a metric space with vertex z. We say that a nilpotent isometric G-action on (C(Z), z) satisfies property (P), if (P) for any (A, v, α) ∈ G, (A, 0, α) is also in G.
We also introduce the notion of property (Q) for G-action on a metric cone C(Z) with d GH (Z, X) ≤ ǫ X , where X ∈ M cs (n, 0) is a fixed model space and ǫ X is the constant in Proposition 1.12. Let (C(Z), z) ∈ M(n, 0) be a metric cone with vertex z and isometric G-action, we denote (C(Z), z, G ∞ ) as the equivariant tangent cone of (C(Z), z, G) at infinity:
Definition 2.2. Let (C(Z), z) ∈ M(n, 0) be a metric cone with vertex z and d GH (X, Z) ≤ ǫ X . We say that a nilpotent isometric G-action on (C(Z), z) satisfies property (Q) (with respect to C(X)), if (Q) (Z, Iso z G) and (Z, Iso z G ∞ ) have the same X-mark.
Proposition 2.3. (C(Z), z, G) satisfies property (P) if and only if G-action fulfills the conditions below:
(
is a translation in the Euclidean factor of C(Z).
It is clear that (1) and (2) implies property (P). Also, Proposition 2.3 shows that property (P) implies property (Q). For abelian G-action, Proposition 2.3 is clear; for nilpotent one, we need the lemma below. Proof. The proof is linear algebra. We include the proof for readers' convenience.
By direct calculation, we have
Clearly if (A, x) and (B, y) commutes, so does A and B. Therefore, Aw = w. Similarly, we have Bw = w. Since A and B commutes, they share the same eigen-space decomposition. We define a subspace E as
and decompose R n as E + E ⊥ , where E ⊥ is the orthogonal complement of E. We write x = x 1 + x ⊥ and y = y 1 + y ⊥ according to this decomposition. Then w can be written as Ay ⊥ − y ⊥ + x ⊥ − Bx ⊥ , which is a vector in E ⊥ . Together with the fact that w ∈ E, we conclude that w = 0 and complete the proof.
Proof of Proposition 2.3. Let K = Iso z G be the isotropy subgroup at z, that is, the subgroup consisting all elements of G with form (A, 0, α). Let T be the subgroup of G consisting all elements of G with form (I, v, e). It is clear that K ∩T = {(I, 0, e)}.
It is not difficult to see that G = T K. In fact, for any (A, v, α) ∈ G, by assumptions, we have (A, 0, α) ∈ G. Thus
Hence we can write (A, v, α) as a product (I, v, e) · (A, 0, α). Also, note that any two elements (A, 0, α) ∈ K and (I, v, e) ∈ T must commute due to Lemma 2.4. This shows that G is isomorphic to K × T . To complete the proof, recall that T is a subgroup consisting of translations, thus T = R l × Z m for some integers l and m.
Lemma 2.5. Let (C(Z), z) be a metric cone with vertex z and isometric G-action. We consider the equivariant tangent cone at y, or at infinity (r i → ∞):
Then both (C(Z), z, G z ) and (C(Z), z, G ∞ ) satisfy property (P).
Proof. Let K be the subgroup of G fixing x. It is clear that
where l is the dimension of the orbit G · z in the Euclidean factor of C(Z), and {e} × R l acts as translations. Next we check that (C(Z), z, G ∞ ) satisfies property (P). Let (A, v, α) be an element in G ∞ with v = 0. Due to the convergence, this means that there are a sequence (
Thus (A j , 0, α j ) ∈ G ∞ . Since A j → A and α j → α as j → ∞ and G ∞ is closed, we conclude that (A, 0, α) ∈ G ∞ . Therefore, (C(Z), z, G ∞ ) satisfies property (P).
Proof. It is clear that Iso z G is a subgroup of Iso z G ∞ . By definition, (Z, Iso z G) and (Z, Iso z G ∞ ) have the same X-mark, thus
For any (A, v, α) ∈ G, note that (A, 0, α) must be in G ∞ . Then there is (B, 0, β) ∈ Iso z G such that ψ(A, 0, α) = ψ(B, 0, β).
That is,
By Proposition 1.12(3), ψ| O(k) is injective. It follows that A = B. Therefore, for any (A, 0, α) ∈ G we have (A, 0, β) ∈ Iso z G with ψ(I, 0, αβ
Lemma 2.7. Let (C(Z i ), z i , G i ) be a sequence of spaces with d GH (Z i , X) ≤ ǫ X and property (Q) . Suppose that
Then the limit space (C(Z), z, G) also satisfies property (Q). If in addition each
where (X, K) is the X-mark of (Z, Iso z G).
Proof. We consider the following convergent sequences:
have the same X-mark for each i, by Theorem 1.16, we conclude that (Z, H) and (Z, L) also share the same X-mark, which is also the X-mark of (Z, Iso z G) and (Z, Iso z G ∞ ).
Proof of equivariant stability at infinity
With the preparations in Section 2, we prove our main goal, equivariant stability at infinity, in this section. 
We compare Theorem 3.1 with the result below, which regards the case that M has unique tangent cone at infinity as a metric cone (see Remark 4.15 in [Pan2] ). 
3).
We have seen in Section 2 that property (Q) is weaker than (P) (see Proposition 2.3 and Lemma 2.6). Therefore, compared with Theorem 3.2, the conclusion in Theorem 3.1 allows more flexibility. More technically speaking, this comes from the fact that the map ψ in Proposition 1.12 may not be injective. If one assume that M has Euclidean volume growth and is (C(X), ǫ X )-stable at infinity, then X ∈ M cs (n, 0, v) for some v > 0; in this case, one can apply Theorem 0.8 in [PR] to show that ψ in Proposition 1.12 is injective, which will improve Theorem 3.1(1) from property (Q) to (P).
We first follow the idea in Section 1 to establish an equivariant Gromov-Hausdorff gap for metric cones with property (Q).
Lemma 3.3. Let K be an isometric action on X ∈ M cs (n, 0). Then there exists η(X, K) > 0, such that the following holds.
For any two metric cones (C(Z j ), z j , G j ) with the conditions below
Proof. Suppose that there are two sequences of metric cones:
After passing to some subsequences, this gives convergence
, by Lemma 2.7, the limit space (C(Z), z, G) also satisfies property (Q). Moreover, (Z, Iso z G) has X-mark (X, K) due to condition (3). Applying Lemma 2.7 again, we also see that
with dim(H i ) ≥ dim(K) and (X, H i ) not equivalent to (X, K), which contradicts Theorem 1.18.
We prove a key lemma to Theorem 3.1 using the critical rescaling argument. 
Definition 3.5. For a compact Lie group K, we define D(K) = (dim K, #K/K 0 ). For two compact Lie groups K and H, with D(K) = (l 1 , l 2 ) and D(H) = (m 1 , m 2 ), we say that D(K) < D(H), if l 1 < m 1 , or if l 1 = m 1 and l 2 < m 2 . We say that
Proof of Lemma 3.4. We argue by contradiction. Suppose that there are two spaces
with property (Q) but (Z 1 , Iso z1 G 1 ) and (Z 2 , Iso z2 G 2 ) having different X-marks. We also choose (C(Z 1 ), z 1 , G 1 ) so that its isotropy subgroup at z 1 , Iso z1 G 1 , has the minimal D(K 1 ) among all spaces in Ω( M , Γ) with property (Q). We will derive a contradiction by using the critical rescaling argument and Lemma 3.3.
Let (X, K j ) be the X-mark of (Z j , Iso zj G j ). Let r i → ∞ and s i → ∞ be two sequences such that (r
Passing to a subsequence if necessary, we assume that t i := (s
, and (X, K 1 ) is not equivalent to (X, K 2 ). We choose η = η(X, K 1 ) > 0 as follows: by Lemma 3.3, there is η > 0 such that
For each i, we define a set of scales
is not equivalent to (X, K 1 ), where
Suppose that l i → B < ∞ for some subsequence, then for this subsequence,
By the fact that l i ∈ L i and the above convergence, we know that there is some space (C(Y ), y, H) ∈ Ω( M , Γ) with the properties below:
Since (C(Z 1 ), z 1 , G 1 ) satisfies property (Q), so does (B · C(Z 1 ), z 1 , G 1 ). By Lemma 3.3 and the choice of η, we derive a contradiction to the condition (2) above. We have verified Claim 1.
Passing to a subsequence if necessary, we consider the convergence
We draw a contradiction by ruling out all the possibilities of m 2 ) , we pass to the equivariant tangent cone of (C(
Proof of Theorem 3.1(1,2). We show that any space (C(Z), z, G) ∈ Ω( M , Γ) satisfies property (Q), then by Lemma 3.4, the X-mark of (Z, Iso z G) would be independent of (C(Z), z, G). Suppose that property (Q) fails for some (C(Z), z, G) ∈ Ω( M , Γ). We consider its equivariant tangent cone at z and at infinity respectively:
By Lemma 2.5, the above two limit spaces satisfy property (P), thus property (Q). We also know that the X-marks of (Z, Iso z G) and (Z, Iso z G ∞ ) are not equivalent since property (Q) fails on (C(Z), z, G). Together with the fact that Iso z G z = Iso z G, we now have two spaces in Ω( M , Γ): (C(Z), z, G z ) and (C(Z), z, G ∞ ) with property (Q) but the X-marks of (Z, Iso z G z ) and (Z, Iso z G ∞ ) being not equivalent. This is a contradiction to Lemma 3.4.
Remark 3.6. We have shown that any space (C(Z), z, G) ∈ Ω( M , Γ) satisfies property (Q). Together with Lemmas 2.6 and 2.3, it is clear that the orbit G · z is an (R l × Z m )-translation orbit. To prove Theorem 3.1(3), it remains to show that m = 0 and l are the same among all spaces in Ω( M , Γ). Note that Ω( M , Γ) always contains spaces with R l -translation orbit (without Z m -factor): this can be done by passing to the tangent cone of any (C(Z), z, G) ∈ Ω( M , Γ) at z. With these observations, it remains to rule out the case that ( M , Γ) have two spaces (C(Z j ), z j , G j )) (j = 1, 2) satisfying (1) the orbit G 1 · z 1 is an l-dimensional Euclidean subspace, (2) the orbit G 2 · z 2 contains an (l + 1)-dimensional Euclidean subspace, or G 2 · z 2 contains an l-dimensional Euclidean subspace E and an extra orbit point q with d(E, q) > 0. Scaling (C(Z 2 ), z 2 , G 2 ) down by a constant if necessary, we can replace (2) by: (2') the orbit G 2 · z 2 contains an l-dimensional Euclidean subspace E and an extra orbit point q with d(E, q) ∈ (0, 1].
Lemma 3.7. Given X ∈ M cs (n, 0), there exists η(X) > 0 such that the following holds.
For any two metric cones
Proof. Suppose that the contrary holds, then we have two sequences of metric cones
property (Q) holds for all i, (3) the orbit G i1 · z i1 is an l-dimensional Euclidean subspace, (4) the orbit G i2 · z i2 contains an l-dimensional Euclidean subspace E i and an extra
Passing to a subsequence if necessary, these two sequences converge to the same limit:
. Since the orbit G ii · z i1 converges to the orbit G · z in the limit space and each G i1 · z i1 is an l-dimensional Euclidean subspace, the limit orbit G · z must be an l-dimensional Euclidean subspace as well. On the other hand, the orbit G i2 · z i2 has an extra Z-orbit with generator having displacement ≤ 1. Passing this property to the limit, we see a clear contradiction.
With Lemma 3.7, we use the critical rescaling argument one more time to finish the proof of Theorem 3.1.
Proof of Theorem 3.1(3).
As pointed out in Remark 3.6, it suffices to rule out the case that Ω( M , Γ) have two metric cones (C(Z 1 ), z 1 , G 1 ) and (C(Z 2 ), z 2 , G 2 ) with the conditions below:
(1) the orbit G 1 · z 1 is an l-dimensional Euclidean subspace, (2) the orbit G 2 · z 2 contains an l-dimensional Euclidean subspace E and an extra orbit point q with d(E, q) ∈ (0, 1]. We also choose (C(Z 1 ), z 1 , G 1 ) so that its orbit G 1 · z 1 has the smallest dimension among all spaces in Ω( M , Γ).
Let r i → ∞ and s i → ∞ be two sequences such that (r
Passing to a subsequence, we assume that t i := (s
. Let η > 0 be the constant in Lemma 3.7. For each i, we define a set of scales
for some space (C(Y ), y, H) ∈ Ω( M , Γ) such that the orbit H · y contains an l-dimensional Euclidean subspace E and an extra point with
The space (B · C(Z 1 ), z 1 , G 1 ) satisfies property (Q), and the orbit G 1 · z 1 is an l-dimensional Euclidean subspace. Since l i ∈ L i , by the definition of L i and the convergence, we have
for some (C(Y ), y, H) ∈ Ω( M , Γ) with the prescribed conditions. This is a contradiction to Lemma 3.7.
Next we consider convergence
Claim 2: The orbit
In such a limit space, the orbit is an l ′ -dimensional Euclidean subspace with l ′ < l, which contradicts with our choice of (C(Z 1 ),
In either case, we see a contradiction to our choice of l i . Hence Claim 2 holds.
We derive the desired contradiction: l i ∈ L i so by the definition of L i and the convergence,
for some space (C(Y ), y, H) ∈ Ω( M , Γ) with the prescribed conditions, a contradiction to Lemma 3.7.
Virtually abelian structure
The goal of this section is the theorem below, which implies that π 1 (M ) is virtually abelian if M is (C(X), ǫ X )-stable at infinity or k-Euclidean at infinity. 
where diam(Z ′ ) < π, the projection of G-action to the maximal Euclidean factor (R k , 0, p Z (G)) satisfies property (P). Then the Z(Γ), the center of Γ, has finite index in Γ. Proof. Under the condition (1) or (2), we know that Γ = π 1 (M, x) is finitely generated. By the work of Milnor and Gromov [Mi, Gro2] , Γ contains a normal nilpotent subgroup N of finite index. For this subgroup N , we apply Theorem 3.1 and Lemma 2.6 for condition (1), or [Pan2] for condition (2). It follows that under either condition, for any equivariant tangent cone of ( M , N ) at infinity (C(Z), z, G), assumption (2) Lemma 4.7.
Proof. We claim that every element in C k (Γ) of form [α, β] has finite order, where α ∈ Γ and β ∈ C k−1 (Γ). If this claim holds, then C k (Γ) is generated by elements of finite order. Recall that for a finitely generated nilpotent group, all elements of finite order form a finite subgroup of Γ, known as the torsion subgroup Tor(Γ). Hence C k (Γ), as a subgroup of Tor(Γ), must be finite as well. It remains to verify the claim. We argue by contradiction. Suppose that there are α ∈ Γ and β ∈ C k−1 (Γ) such that [α, β] has infinite order. Because Γ acts freely and discretely on M , we can choose a large integer l such that
where R 0 is the constant in Lemma 4.5. By Lemma 4.4,
To derive a contradiction, we continue to raise the power. For any integer p, we have
where h ′ and h ′′ are certain elements in C k+1 (Γ). We estimate the length of each sides when p = 2 m . The left hand side has length
Due to Lemma 4.6, the right hand side has length
As a result, it follows that
for any integer m > 0. Since |γ|, D, |g 1 | and |g 2 | all have fixed values, we see a clear contradiction when m is sufficiently large. This verifies the claim and completes the proof.
Proof of Theorem 4.1. Let k be the nilpotency length of Γ. We apply Lemma 4.7 inductively starting from C k+1 (Γ) = {e}; we conclude that C 1 (Γ) = [Γ, Γ] is finite. For any finitely generated group, [Γ, Γ] being finite implies that the center of Γ has finite index in Γ, which is a standard result in group theory. In particular, Γ is virtually abelian. For completeness, we include the proof as below.
Let g 1 , ..., g m be a set of generators of Γ. Let Z(g j ) be the subgroup that consists of elements in Γ commuting with g j . It is clear that Z(G) = ∩ m j=1 Z(g j ). Thus it suffices to show that each Z(g j ) has finite index in Γ, or equivalently, there are only finitely many elements in Γ conjugating to g j . Indeed, for any γ ∈ Γ, the conjugation of g j under γ is
which only has finitely options since [Γ, Γ] is finite. This shows that [Γ : Z(g j )] < ∞ for each j and [Γ : Z(Γ)] < ∞ follows.
Euclidean volume growth and bounded index
In this section, we show that in Corollary 4.2 if in addition M has Euclidean volume growth, then the index can be uniformly bounded in terms of n and volume growth constant. From the proof in Section 4, we see that the key is showing the finiteness of [Γ, Γ] for a finitely generated nilpotent fundamental group. We prove that when M has Euclidean volume growth, the finiteness of [Γ, Γ] turns into a uniform bound on its number. (1) M is (C(X), ǫ X )-stable at infinity for some X ∈ M cs (n, 0) and the corresponding constant ǫ X > 0 as in Proposition 1.12; or (2) M is k-Euclidean at infinity. Then π 1 (M ) contains a normal abelian subgroup of index at most C(n, L).
Proof. By [KW] , Γ = π 1 (M, x) contains a normal nilpotent subgroup N of index at most C 1 (n) and of nilpotency length at most n. It suffices to bound [N : Z(N )] in terms of n and L.
By the proof of Theorem 4.1, it is easy to see that [N : Z(N )] can be bounded by a constant only involving #[N, N ] and the number of generators of N . Since we can uniformly bound the number of generators by some constant C 2 (n) [KW] , the result now follows from Theorem 5.1.
To prove Theorem 5.1, we again investigate equivariant tangent cones of ( M , Γ) at infinity. We need a quantitative version of the no small subgroup property for isometry group of any non-collapsing Ricci limit space [PR] . Also note that K is a closed nilpotent Lie subgroup of Isom(Z) with nilpotency length at most n, where Z ∈ M cs (n, 0, ω n L). Hence Theorem 5.1 follows directly from the lemma below.
Lemma 5.5. Given n, v > 0, there exists constants C 1 (n, v) and C 2 (n, v) such that the following holds.
Let Z ∈ M cs (n, 0, v) be a space and let K be a closed nilpotent Lie subgroup of Isom(Z) with nilpotency length at most n. Then (1) [K : Z(K)] ≤ C 1 (n, v), (2) #[K, K] ≤ C 2 (n, v).
To prove Lemma 5.5, we recall a classical result in group theory: Schur's Lemma. 
