In this article we compute new theta relations which define the moduli space of abelian surfaces with real multiplication by square root three. We give the locus of square root three abelian surfaces in terms of the canonical coordinates on Mumford's moduli space of abelian surfaces with theta structure. The method that we use to compute the real multiplication theta relations is of purely algebraic nature. It differs from Runge's method and recent work by Gruenewald. We expect that our method generalizes to higher discriminants.
Introduction
The subject of real multiplication is a classical one. Many articles and books (see for example [12] [4] ) have been written on this subject. In the center of interest are the so called HilbertBlumenthal varieties which were introduced by Hilbert and subsequently studied by Hilbert's student Blumenthal in his Habilitationsschrift. The Hilbert-Blumenthal varieties form classifying spaces for abelian surfaces whose ring of endomorphisms contains a specific order of a given real quadratic field. Their images in the moduli space of abelian surfaces are sometimes called Humbert surfaces. The classical theory uses the complex analytic description of the latter moduli spaces as quotients of a generalized upper half plane by the action of the Hilbert modular group.
The arithmetic of the 'special points' on Hilbert-Blumenthal varieties is completely determined by the corresponding Shimura data. In the case of Hilbert-Blumenthal varieties a suitable Shimura data (G, X) can be made up as follows . Let K be a real quadratic number field and denote by O K its ring of integers. We may assume that K = Q( → A [4] is an isomorphism of O K -modules that respects natural pairings.
Our aim is to give algebraic equations over Z which define a somewhat modified functorial version of the Shimura variety Sh(G, X) H . The special case of K = Q( √ 3) is discussed below. We note that the O K -linearity of the polarization α will reappear in the algebraic context as √ d-admissibility of certain line bundles. The compatibility of the level structure η with the O K -action, which implies that the action is diagonalized, is built in our proposed notion of √ d-admissible theta structure. We study the subject of real multiplication from an algebraic point of view. Our method is of purely algebraic nature, based on the combinatorics of algebraic theta functions. The concept of algebraic theta functions was introduced by Mumford in [7] [9] [8] . Mumford writes in the introduction of his article [7] the following 'There are several interesting topics which I have not gone into in this paper, but which can be investigated in the same spirit: for example ... an analysis of special theta-functions and special abelian varieties; ...'. Among others, one would like to have an explicit description of the moduli space of abelian varieties with a given multiplication type in terms of Mumford's canonical coordinate system on the moduli space of abelian varieties with theta structure. In this article we solve this problem in the special case of abelian surfaces with √ 3-multiplication and level-4 theta structure. We also treat the 'degenerate' case, namely the case of split abelian surfaces.
Regarding the problem suggested by Mumford, we would like to give reference to earlier work by Zarkhin. Using techniques similar to ours, he introduced in [13] the general notion of a theta structure compatible with a given endomorphism. His notion of 'compatibility' differs from the one that we introduce in here. As a consequence, the resulting formulae (see [13, Prop.3.2.4] and [13, Th.4.3.1] ) are significantly different from ours (see Corollary 6.2). An important difference between his and our system of equations is given by the larger number of coordinates of the projective space in that the corresponding Hilbert-Blumenthal variety is embedded. We claim that our formulae are more suitable for algorithmic applications. In fact, using our formulas we are able to compute large explicit examples (see Section 10) .
The problem of computing defining equations for abelian varieties with real multiplication can also be addressed by methods using invariants of hyperelliptic genus 2 curves. For example, in recent work [5] Gruenewald managed to compute the defining equations of the moduli space of hyperelliptic curves with real multiplication by √ d in terms of Rosenhain invariants for d ≤ 17. His computations are based on Runge's method [11] . Gruenewald's approach is as follows. One considers a suitable system of functions on the moduli space of hyperelliptic genus-2 curves. Assuming that a power series expansion of these functions is known, one tries to find linear relations of given degree between monomials in the truncated power series by solving a linear system. Since the coefficients of the relations grow fast with the discriminant and his method is exponential in the total degree, Gruenewald can only compute real multiplication equations for relatively small discriminant. Our hope is that a potential generalization of our method for √ d multiplication would lead to a more efficient method which is effective for higher discriminants.
In the following we explain our strategy for the computation of equations defining HilbertBlumenthal varieties, i.e. the moduli spaces of abelian surfaces with specific real multiplication type. Consider the moduli space A Θ 2,4 of abelian surfaces with level-4 theta structure (compare [7, §6] and [6, §4] (2) . In order to compute the √ 3-correspondence we apply the multiplication formula for 3-tuples of algebraic theta functions (compare [3, §3.5]). Such a multiplication formula exists for arbitrary products of theta functions. This justifies our expectation that by means of the general multiplication formula one can compute defining equations for √ d-multiplication, where d ≥ 5 is an odd square-free integer. Also, we expect that our method has some generalization to higher dimension.
As we will see in the following, our equations have trivial coefficients, are of particular simple shape and bear a striking symmetry. The latter is induced by elementary combinatorial data. In the following we give the details of our results. Let us first fix some notation. By A In the following we give the moduli space of abelian surfaces with real multiplication by √ 3 as a subspace of the space which is cut out be the relations (1) . We say that a triple (A, L, Θ) is √ 3-admissible if Combining the equations (2) and (1) we obtain a scheme of relative dimension 2 over Z[1/6] whose points correspond to abelian surfaces with √ 3-multiplication. Our moduli space forms a finite cover of the above Shimura variety Sh(G, X) H where G, X and H are as above.
Leitfaden
This article is structured as follows. For general type we give the square root three equations in Theorem 6.1 of Section 6. A notion of √ d-admissibility for theta structures is developed in the Sections 2, 3 and 4. In Section 7 we describe the locus of split abelian surfaces. Finally, in the Sections 9 and 8 we recall some useful formulas which give a computable version of the Torelli morphism. Using these formulas we were able to compute the examples of curves with √ 3-multiplication, which are given in Section 10.
Notation
A finite faithfully flat morphism of abelian schemes is called an isogeny. We set Z n = (Z/nZ) 2 for all integers n ≥ 1. We define the functor of finite theta functions V Z n of type Z n over a ring R as the sheaf of morphisms Mor Z n,R , O R . We denote the Cartier dual of the constant group Z n,R byẐ n,R .
Pull back of line bundles under real multiplications
Let A be an abelian surface over a local ring R, and let L be a normalized and ample line bundle of degree 1 on A. Assume that we are given an endomorphism
for a given odd square-free integer d ≥ 3. In this case we say that A has a √ d-multiplication. For simplicity, we suppose that 2d is invertible in R.
* L. We remark that the line bundle M is totally symmetric. Recall that a line bundle is called totally symmetric if it is the pull back of some line bundle on the Kummer surface of A.
Lemma 2.1. Possibly after anétale extension of the base, one can choose an ample line bundle
Since by assumption 2d is invertible in R, one knows that such a lift K √ d exists over a localétale extension of R. 
Furthermore, we claim that
. We know by the symmetry of M that
The equality (4) tells us that the line bundle
gives an element of ker
. Also, the symmetry of the line bundles
. We conclude from (d, 2) = 1 that N induces the trivial class in Pic Example 2.2. Let E be a non-singular elliptic curve over an algebraically closed field k, where char(k) > 3. We define an isogeny √ 3 : E 2 → E 2 by the formula (x, y) → (x + 2y, x − y). It has the property that [3] = √ 3 • √ 3, where [3] denotes the multiplication-by-3 isogeny on E 2 . The kernel is given by the map
Consider the ample symmetric line bundle L on E which corresponds to the divisor 2(0 E ), where 0 E denotes the zero section of E. Let p i : E 2 → E (i = 1, 2) denote the projection on the i-th factor.
The line bundle M is ample and totally symmetric with
Our claim follows from the following computation. We define a morphism s : E → E 2 by setting x → (x, 0). Then we have
This proves that M ∼ = M √ 3 . Let R and d be as above. Now suppose that we are given a polarized abelian scheme A over R with √ d-multiplication. Denote the polarization by ϕ :
Suppose that we are given a principal polarization ϕ :
Let y ∈ A and set x = √ d(y). We denote the translation-by-x and translation-by-y with the symbols t x and t y , respectively. Then the equation (5) is equivalent to the equality
The claim now follows from the fact that two ample totally symmetric line bundles which give the same polarization are in fact isomorphic.
As above, let R be a local ring and d ≥ 3 an odd square-free integer such that 2d is invertible in R. Assume that we are given a pair (A, M) where
A is an abelian scheme over the ring R, together with an endomorphism
2. M is a normalized, ample and totally symmetric line bundle on A such that
As we will see in the following sections, the notion of a √ d-admissible line bundle is essential for the construction of a universal abelian surface with real multiplication by √ d.
Diagonalized automorphisms of the theta group
In the following let R be a local ring such that 2 ∈ R * . Assume that we are given an abelian scheme A over a local ring R endowed with a normalized, ample and totally symmetric line bundle M such that A[M] = A [2] . Let n ≥ 1 be an integer and let Θ 1 and Θ 2 be theta structures of type Z 2n for the line bundle M n and let τ ∈ Aut G(Z 2n ) be a G m,R -equivariant isomorphism such that
In the following we denote H(Z 2n ) = Z 2n ×Ẑ 2n . The morphism τ decomposes as a triple (τ 0 , τ 1 , τ 2 ), where the first component τ 0 satisfies
= e 2 (τ 1 (1,
for all x 1 , x 2 ∈ Z 2n and l 1 , l 2 ∈Ẑ 2n , the second component τ 1 is a homomorphism H(Z 2n ) → Z 2n and the third component τ 2 is a homomorphism H(Z 2n ) →Ẑ 2n , such that τ 1 × τ 2 is compatible with commutator pairings.
Definition 3.1. We call an automorphism τ as above a diagonalized automorphism if if there exists a ψ ∈ Aut(Z 2n ) such that τ 1 (1, x, l) = ψ(x) and τ 2 (1, x, l) =ψ −1 (l), whereψ :Ẑ 2n →Ẑ 2n denotes the dual morphism of ψ. In the latter case we denote τ = τ (ψ). Furthermore, if τ is diagonalized and τ 0 is trivial, then we call τ a neutral diagonal automorphism.
We denote the projective theta null points with respect to the theta structures Θ 1 and Θ 2 by a 1,u u∈Z2n and a 2,u u∈Z2n .
for all v ∈ Z 2n . Moreover, if τ is neutral diagonal, then there exists a λ ∈ R * such that
Proof. Assume that we have chosen theta group equivariant isomorphisms
induced by the theta structures Θ 1 and Θ 2 , respectively. Here π denotes the structure morphism of A.
The natural action ⋆ of G M n on π * M n carries over via µ i to the standard action
0 . Then t 0 is invariant under the action of (1, 0,Ẑ 2n ) via the theta structure Θ 2 . Let t x denote the section Θ 2 (1, −x, 1) ⋆ t 0 . Then (t x ) x∈Z2n forms a basis of π * M n which induces a theta group equivariant isomorphism µ
By uniqueness we conclude that µ 2 and µ ′ 2 differ by a unit. As a consequence, the sections t 0 and s
differ by a unit. In fact, by renormalizing µ 2 one can assume that t 0 = s (2) 0 . We calculate s
0 .
This implies
where e 2n denotes the natural commutator pairing on H(Z 2n ) which is given by e 2n (x 1 , l 1 ), (x 2 , l 2 ) = l2(x1) l1(x2) for x 1 , x 2 ∈ Z 2n and l 1 , l 2 ∈Ẑ 2n . By assumption we have τ 1 (1, x, l) = ψ(x) and τ 2 (1, x, l) =ψ −1 (l) for all (x, l) ∈ H(Z 2n ), where ψ ∈ Aut(Z 2n ). One computes
Together with (7) the latter equality implies that
We note that τ 0 (1, −x, 1) and τ 0 (1, 0, l) are characters on Z 2n andẐ 2n , respectively. It now follows from equation (8) that
Because the right hand side of the above equation is non-trivial, we must have τ 0 (1, 0, l) = 1 for all l ∈Ẑ 2n . This implies the lemma. In the following we will see that there exists a natural canonical choice for Θ . by Lemma 4.1 we can assume that K, considered as a subgroup of Z 4d ×Ẑ 4d via the theta structure Θ 4d , splits as 
Definition
Restricting to G(Z 4 ), we obtain a commutative square of isomorphisms
If one assumes that the lower horizontal isomorphism equals the identity, then this assumption uniquely determines the theta structure Θ √ d
4 .
In the following we introduce the concept of √ d-admissible theta structure. Consider the number field We remark that it is always possible to choose parameters such that Θ
Theta relations induced by isogeny
Let R be a local ring with 2 ∈ R * . Suppose π A : A → Spec(R) and π B : B → Spec(R) are abelian schemes. Let M be an ample line bundle on B. Suppose that we are given two 2-compatible theta structures Σ m :
for some m ≥ 1. Let I : A → B be an isogeny and #Ker(I) = d, where d ≥ 1 is an integer. We set L = I * M. Assume that there exist 2-compatible theta structures Θ md :
such that Θ md is I-compatible with Σ m and Θ 2md is I-compatible with Σ 2m .
By the latter assumption the kernel of I decomposes as K 1 × K 2 where K 1 and and K 2 are contained in the image of Z 2md andẐ 2md under the Lagrangian decomposition induced by Θ 2md . We denote the orthogonal complement of K 1 × K 2 in Z 2md with respect to the standard alternating pairing by K ⊥ 1 . Because of the I-compatibility there exists a surjective homomorphism Notation as in [2,  §5.2] ). Let σ ′ be the restriction of σ to K ⊥ 1 ∩ Z md , where we consider Z md as embedded into Z 2md . One can assume that Σ m = Θ md (σ ′ ). By general theory there exist theta group equivariant isomorphisms
Suppose that we have chosen rigidifications of the line bundles L and M. This defines, by means of µ j and γ j , theta functions q M j ∈ V (Z jm ) and q L j ∈ V (Z jmd ) which interpolate the coordinates of the corresponding theta null points.
Proposition 5.1. There exists a λ ∈ R * such that for all x ∈ K ⊥ 1 one has
Proof. By Mumford's 2-Multiplication Formula [7, §3] there exists a λ ∈ R * such that for all x ∈ Z 2m we have
Here ½ denotes the R-function which takes the value 1 on all of Z m and δ 0 is the theta function which is defined as follows
for z ∈ Z m . The Isogeny Theorem [7, §1,Th.4] implies that there exists a λ ∈ R * such that for x ∈ Z 2dm we have
Furthermore, there exist λ 1 , λ 2 ∈ R * such that for x ∈ Z md we have
and
Again by Mumford's multiplication formula there exists a λ ∈ R * such that for all x ∈ K ⊥ 1 we have
The latter equality holds because F * (δ 0 )(x − y) = 1 if x − y ∈ Ker(σ) and F * (δ 0 )(x − y) = 0 otherwise. The theorem now follows from the observation that F * (½) ⋆ F * (δ 0 ) and F * (½ ⋆ δ 0 ) differ by a unit.
A √

3-correspondence
Let A be an abelian surface over a local ring R, and let M be a normalized, ample and totally symmetric line bundle on A such that
. Furthermore, we suppose that 6 ∈ R * . In the following we assume that (A, M) gives a √ 3-admissible pair. Assume that we are given a symmetric theta structure Θ 4 , and let Θ √ 3 4 be the canonical theta structure of Lemma 4.1. We define
For (x 1 , y 1 , z 1 ), (x 2 , y 2 , z 2 ) ∈ S we denote (x 1 , y 1 , z 1 ) ∼ (x 2 , y 2 , z 2 ) if there exists a permutation matrix P ∈ Mat 3 (Z) such that
Let (a u ) u∈Z4 and (a √ 3 u ) u∈Z4 denote the theta null points associated to the theta structures Θ 4 and Θ √ 3 4 , respectively.
Theorem 6.1. For all pairs of triples (x, y 1 , z 1 ), (x, y 2 , z 2 ) ∈ S which satisfy (x,
Proof. There exists a unique theta structure Θ 2 of type Z 2 for (A, M) which is 2-compatible with the given theta structure Θ 4 (compare [7, §2,Rem.1]). One can show that there exist theta structures Θ 6j (j = 1, 2) of type Z 6j for M 3j which are compatible with Θ 2j . In the following we denote I = {2, 3, 6}. For the following we assume that we have chosen rigidifications for the line bundles M i and theta group invariant isomorphisms
where π : A → Spec(R) denotes the structure morphism. Our choice determines theta functions q M i ∈ V (Z i ) which interpolate the coordinates of the theta null point with respect to Θ i . Let {δ w } w∈Z2 denote the Dirac basis of the module of finite theta functions V (Z 2 ). Let now (x 0 , y i , z i ) ∈ S where i = 1, 2 and set
Suppose that (x 0 , y 1 , z 1 ) ∼ (x 0 , y 2 , z 2 ), i.e. there exists a permutation matrix P ∈ Mat 3 (Z) such that
For j = 1, 2 we set
By the 3-multiplication formula [3, Th.3.11] there exists a λ ∈ R * such that
= λ (x,y,z)∈S
The theta structure Θ √ 3 4 induces a theta group invariant isomorphism
be the finite theta function that interpolates the theta constants a
. It follows by Proposition 5.1 that there exists an α ∈ R * such that
for all z ∈ Z 4 . Combining the equations (12) and (13) we conclude that there exists λ ∈ R * such that
The commutativity of the ⋆-product and equality (11) imply that
As a consequence of the equalities (14) and (15) we have
This implies the equation (10) and thus completes the proof of the theorem.
We set M = 0 3 1 0 .
Corollary 6.2. Assume that A, M, Θ is a √ 3-admissible triple. Then for all pairs of triples (x, y 1 , z 1 ), (x, y 2 , z 2 ) ∈ S with (x, y 1 , z 1 ) ∼ (x, y 2 , z 2 ) one has
The above corollary is an immediate consequence of Lemma 3.2 and Theorem 6.1.
Product abelian surfaces
In this section we give equations for the moduli space of abelian surfaces with theta structure which decompose as a product of elliptic curves with product polarization. Let R denote a local ring with 2 ∈ R * . Assume now that we are given two elliptic curves E 1 and E 2 over R, which are endowed with normalized, ample and totally symmetric line bundles L 1 and L 2 , respectively. Let Θ i be a symmetric theta structure of type Z/4Z for the line bundle L 2 i (i = 1, 2). We denote the theta null points induced by Θ 1 and Θ 2 by (x i ) i∈Z/4Z and (y j ) j∈Z/4Z , respectively. We set A = E 1 × E 2 and denote the projection A → E i by p i . Let Θ = Θ 1 × Θ 2 be the product theta structure for the line bundle
A proof of the existence of the product theta structure is given in [3, §3.4] . Let (a ij ) i,j∈Z/4Z denote the theta null point corresponding to the triple (A, Θ, M). It is well-known that one has
The theta null points (x i ) and (y j ) satisfy the relations Mumford's set of theta relations (1) plus the latter relation define a two dimensional fiberwise irreducible space that equals the moduli space of products of elliptic curves with product line bundle and product theta structure. 
Theta constants of genus-2 curves
In this section we recall some classical formulas due to Thomae which relate the coefficients of a genus-2 curve with its theta constants. In the following let R be a local ring with maximal ideal m such that R/m is perfect and 2 ∈ R * . Let C be a smooth hyperelliptic genus-2 curve over R, i.e. a proper and smooth relative curve such that its geometric fibers have genus 2. By assumption, over a localétale extension one can give a plane R-model of C which is of the form
such that e i ∈ R and e i ≡ e j mod m for i = j. We set J = J(C) = Pic The above formulae enable one to compute the 2-theta null point of a curve by taking square roots. We note that not all choices for the square roots lead to a valid 2-theta null point.
Going up from level-2 to level-4
In this section we explain how to compute the theta null point with respect to the 4-th power of a line bundle taking square roots of the coordinates of the theta null point with respect to the 2nd power.
Assume that A is an abelian surface over a local ring R with 2 ∈ R * . Let L be a normalized, ample and totally symmetric line bundle on A such that A[L] = A [2] . Suppose that we are given a theta structures Θ 2 of type Z 2 for L and a symmetric theta structure Θ 4 of type Z 4 for L 2 . Let (b u ) u∈Z2 and (a v ) v∈Z4 denote the theta null points attached to the theta structures Θ 2 and Θ 4 , respectively.
It follows by Mumford's 2-multiplication formula that assuming a suitable normalization one gets This allows us to compute theta null values a 01 , a 11 , a 10 , a 12 , a 13 , a 21 from b 00 , b 01 , b 10 , b 11 by taking square roots over a localétale extension of R and solving a linear system.
Example
The real multiplication equations of this article and the Magma code [1] that we used to produce the example are available from the authors website \protect\vrule width0pt\protect\href{http://www.uni-ulm.de/fileadmin/website_uni_ulm/mawi.inst.100/m carls/code/rm_sqrt3.tar.gz
The computation of the following example took 217 seconds CPU time on a Intel Xeon Quad Core system at 3GHz. This indicates that the generation of abelian surfaces with RM using Mumford's theta coordinates is effective for cryptographic size and far beyond. Now let F p be a finite field of characteristic (1) and (2) 
