Abstract. In this paper we prove the Fourier restriction theorem for p = 2 on Riemannian symmetric spaces of noncompact type with real rank one which extends the earlier result proved in [19, Theorem 1.1]. This result depends on the weak L 2 estimates of the Poisson transform of L 2 function. By using this estimate of the Poisson transform we also characterizes all weak L 2 eigenfunction of the Laplace-Beltrami operator of Riemannian symmetric spaces of noncompact type with real rank one and eigenvalue −(λ 2 + ρ 2 ) for λ ∈ R \ {0}.
Introduction
Let X = G/K be a rank one symmetric space of non compact type. For λ ∈ a * C the Poisson transform P λ F of F ∈ L 1 (K/M ), is given by
For the meaning of symbols we refer the reader to section 2. It is well known that P λ F is an eigenfunction of the Laplace-Beltrami operator ∆ with eigenvalue −(λ 2 + ρ 2 ) [13, page 100]. A celebrated result of Helgason (and Kashiwara et al. for higher rank) says that if u is an eigenfunction of Laplace-Beltrami operator on X then u is the Poisson transform of an analytic functional T defined on K/M [13, Chapter V, Theorem 6.6] .
In this paper we are interested only in such eigenfunctions which are Poisson transforms of L 1 (K/M ) functions. In [8] Frustenberg proved that u is a bounded harmonic function (i.e. ∆u = 0) if and only if u is a Poisson integral of bounded function on K/M (the Poisson transform corresponding to λ = −iρ is known as the Poisson integral). The characterization of eigenfunctions which are Poisson transform of an L p function was studied extensively from then onwards [21, 23, 25, 2, 28, 14, 3] . The following L p analogue of Frustenberg's result was proved in [21, 23] for other values of p:
Let 1 ≤ p < 2, λ = α + iγ p ′ ρ, α ∈ R and ∆u = −(λ 2 + ρ 2 )u. Then u ∈ L p ′ ,∞ (X) if and only if u = P λ F for some F ∈ L p ′ (K/M ). Moreover,
If p = 2 then u = P 0 F with F ∈ L 2 (K/M ), if and only if ∆u = −ρ 2 u and the function h(ka t .o) = (1 + t) −1 u(ka t .o) is in L 2,∞ (X).
In the above γ p = ( 2 p − 1), 1 ≤ p ≤ ∞, and hence γ p ′ = −γ p where
The estimate (1.1) played a fundamental role in the development of harmonic analysis on Riemannian symmetric spaces. By using the estimate (1.1) for 1 < p < 2, Lohoué and Rychener [21] obtained the following continuous inclusion
Cowling et al. in [5] proved an elegant generalization of this result. They proved a convolution relation of the following form
where 1 < p < 2, 
Coming back to estimate 1.1, we note that this generalizes the well known behavior of the elementary spherical function φ λ in terms of certain natural size estimates of the Poisson transform. For the reader's benefit we will explain this point in detail. For λ ∈ C the elementary spherical function φ λ is given by
If 1 ≤ p < 2 and α ∈ R then the well known estimate |φ
for appropriate values of x). The estimate (1.1) can be thought of as a generalization of this fact. However, the case p = 2 is little different. It is known from the work of Harish-Chandra and a subsequent refinement by Anker that
But it is not hard to show that φ 0 ∈ L q (G) for all q > 2. This was generalized in [4] in the form of the following estimate: for all q ∈ (2, ∞] there exists a constant
. We now focus on the case λ ∈ R \ {0}. It follows from the Harish-Chandra series for elementary spherical functions that for λ ∈ R \ {0} the function φ λ satisfies the stronger estimate |φ λ (a t )| ≤ C λ e −ρt for all t ≥ 0 ([16, (3.11)]). Hence φ λ ∈ L 2,∞ (G) for λ ∈ R \ {0}. We will show that this also holds true for Poisson transforms P λ F for F ∈ L 2 (K/M ) and λ ∈ R \ {0}. As all radial eigenfunction of ∆ with −(λ 2 + ρ 2 ) are constant multiple of φ λ it follows that for a given λ ∈ R \ {0} all radial eigenfunctions of ∆ with eigenvalue −(λ 2 + ρ 2 ) belongs to L 2,∞ (X). One of our aim in this paper is to characterize all weak L 2 eigenfunctions of ∆ with eigenvalue −(λ 2 + ρ 2 ) for a given λ ∈ R \ {0}.
The main result we prove in this paper is the following:
It is important to realize that Poisson transforms are really certain matrix coefficient of the class one principal series representation. For λ ∈ a * C the class one principal series representation π λ of a semisimple Lie group G are realized on L 2 (K/M ) and are given by
It is known that for λ ∈ a * the representation π λ is unitary and irreducible. It is also known that π λ and π −λ are unitarily equivalent. Using the description of π λ given above the Poisson transform of F ∈ L 2 (K/M ) can also be written as
It is obvious from the estimates of φ 0 mentioned earlier that such a result is not expected if λ = 0.
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Notation and Preliminaries
In this section we summarize some standard results on noncompact semisimple Lie group and associated symmetric space which will be required. Most of our notation are standard and can be found in [10, 12] . Let G be a connected noncompact semisimple Lie group with finite center, and g be the Lie algebra of G. Let θ be a Cartan involution of g and g = k ⊕ p be the associated Cartan decomposition. Let K = exp k be a maximal compact subgroup of G and let X = G/K be the associated Riemannian symmetric space. If o = eK denotes the identity coset then for g ∈ G the quantity r(g) denotes the Riemannian distance of the coset g.o from the identity coset. Let a be a maximal abelian subspace of p, A = exp a be the corresponding subgroup of G, and M the centralizer of A in K.
Now onward we will assume that the group G has real rank one that is dim a = 1. In this case it is well known that the set of nonzero roots is either of the form {−α, α} or {−α, −2α, α, 2α}. Let g α and g 2α be the root spaces corresponding to the roots α and 2α respectively. Let n = g α ⊕ g 2α and N =exp n. Let H 0 be the unique element of a such that α(H 0 ) = 1 and A = {a s : a s = exp sH 0 , s ∈ R}. We identify a * (the dual of a) and a * C (the complex dual of a) by R and C via the identification t → tα and z → zα, t ∈ R and z ∈ C respectively. Let m 1 = dim g α , m 2 = dim g 2α and ρ = 1 2 (m 1 + 2m 2 )α be the half sum of positive roots. By abuse of notation we will denote ρ(H 0 ) = 1 2 (m 1 + 2m 2 ) by ρ. Let G = KAN be the Iwasawa decomposition of G that is , any g ∈ G can be uniquely written as
where k(g) ∈ K, H(g) ∈ a and n(g) ∈ N . For F ∈ L 1 (K/M ) and λ ∈ C (= a * C ) the Poisson transform P λ F is a function on X defined by the formula (2.6)
where
and G =N AK be the corresponding Iwasawa decomposition of G. Let dk, dn and dm be the normalized Haar measure on K,N and M such that
We will also need the following change of variable formula relating integrals on K/M and integrals onN [12, Chapter I, Theorem 5.20]
We also have the cartan decomposition G = KA + K where A + = {a t ∈ A : t ≥ 0}. The functions defined on X can also be viewed as right K-invariant function on G. The Kbiinvariant functions of G are called radial function. The Haar measure related to the Cartan decomposition is given by
The nilpotent subgroupN can be identified with
For any t ∈ R the dilation δ t on subgroupN is an automorphism given by δ t (n) = a −tn a t . Writingn = (V, Z) it can be written more explicitly as: δ t (V, Z) = (e t V, e 2t Z). We define the function |n| onN by
. This function has the property that |δ t (n)| = e t |n| for any s ∈ R and n ∈N . For λ ∈ R \ {0} we define the kernel K λ by the formula
where Q = 2ρ is the homogeneous dimension ofN . L 2 boundedness of the convolution operator defined by kernel K λ have been studied in [18, Section I] (see also [7, Theorem 6.19] ). We define the truncated kernels K λ,η by
and the corresponding convolution operator T η by
We will need to consider the following maximal operator associated to the truncated kernel K λ,η defined by
By using the argument given in [26, page 33-page 36] (see also [26, page 627]) we have the following result regarding the operator T * Theorem 2.1. If λ ∈ R \ {0} then there exists a constant C λ > 0 such that
In the following we collect some basic facts about Lorentz spaces which will be used in this paper (see [9, 27] 
as follows:
By L ∞,∞ (M ) and · ∞,∞ we mean respectively the space L ∞ (M ) and the norm · ∞ we also have L p,p (M ) = L p (M ). For 1 < p < ∞ the space L p,∞ is known as weak L p space and also L p,q ⊂ L p,s for all 1 ≤ q ≤ s ≤ ∞. For 1 < p < ∞ and 1 ≤ q < ∞, the dual (the space of all continuous linear functional) of L p,q (M ) is L p ′ ,q ′ (M ). Everywhere in this paper any p ∈ [1, ∞) is related to p ′ by the relation
We will follow the standard practice of using the letter C for constant, whose value may change from one line to another. Occasionally the constant C will be suffixed to show its dependency on related parameter. The letters C and R will denote the set of complex and real numbers respectively.
Proof of Theorem 1.1
The important part of the proof of Theorem 1.1 is the following norm estimate. Our proof of the following Proposition uses an argument similar to one given in [24] .
Proof. In view of the Iwasawa decomposition G =N AK the symmetric space X can be identified withN × R via the map (n, t)
then from the definition (2.6) of the Poisson transform and (2.8) we have,
As A normalizes N it follows from the Iwasawa decomposition (2.5) that [16, page 518]). By using the last two equality we get,
where ψ is a function defined onN given by ψ(m) = F (k(m)M )e (iλ−ρ)(H(m)) . Using the integral formula (2.8) one has ψ L 2 (N ) = F L 2 (K/M ) . If we writem = (V, Z) then e ρH(m) is given by the formula
where c −1 = 4(m 1 + 4m 2 ) (see [13, Chapter II, Theorem 6.1]). Thus from the above formula, definition of norm (2.10) and relation δ t (m) = (e t V, e 2t Z) we have,
By using (3.15) in (3.14) we get the following expression of the Poisson transform
We will now follow an argument of Sjögren [24, page 108] to dominate the above integral by two maximal functions whose L p behaviors are known. We first restrict the integral over the ball B(e −t ) = {m ∈N : |m| ≤ e −t } inN . Since the Haar measure ofN is the Lebesgue measure it follows that the measure of B(e −t ) is proportional to e −Qt . In this case we have,
where M 0 is the standard Hardy-Littlewood maximal operator onN . It is well known that the operator M 0 is bounded from L p (N ) to L p (N ) for 1 < p ≤ ∞ [26, Theorem 1, page 13]. For |m| > e −t , we will compare the kernel with |m| −(Q+i2λ) . We claim that,
for allm ∈ B(e −t ). Consider the function φ : (0, ∞) −→ C defined by φ(r) = r −Q−2iλ . If we take r = |m| and s = [(e −4t + 2ce −2t |V | 2 ) + |m| 4 ] 1/4 then it follows from the mean value theorem that there exists r 0 ∈ (r, s) such that
Since e −t < |m| we have |m| ≤ r 0 ≤ 3|m| and |s − r| ≤ Ce −t . This proves our claim. We also have the following estimate
where |B(2 j+1 e −t )| denotes the Haar measure of B(2 j+1 e −t ). If we combine the inequalities (3.18) and (3.19) we get (3.20)
where T ψ(n) = M 0 ψ(n) + T * ψ(n). From (3.16), (3.17) and (3.20) we now have the following pointwise estimate of the Poisson transform
We will use the above estimate to show that the Poisson transform belongs to weak L 2 . In this regard, for any β > 0 we have,
where CT ψ(n) β 2 = e 2ρt 0 and µ denotes the G invariant measure on X. We know from Theorem 2.1 that the operator T * is bounded from L 2 (N ) to L 2 (N ) and hence so is T . Therefore from (2.13) and (3.21) we get
This complete the proof.
To complete the proof of the Theorem 1.1 we will now invoke a result of Ionescu [16, Theorem 1] . For a locally integrable function u on X define
It was proved in [16] that if ∆u = −(λ 2 +ρ 2 )u for some λ ∈ R\{0} and M (u) < ∞ then u = P λ F for some F ∈ L 2 (K/M ) (see also [3] ). Theorem 1.1 will follow immediately once we prove the following simple lemma (although it was proved in [20] but for the sake of completeness we provide the detail here).
Proof. It suffices to show that
Since the inequality (3.22) follows easily for R ≤ 1 we will concentrate only in the case R > 1. If u * denotes the decreasing rearrangement of u then it follows from definition of weak L 2 spaces that
It follows from the similar argument given in [21, Lemma 2] (see also [20] ) that
for some α > 0 and for all t > 0.
Since (χ B(o,R) ) * = χ (0,|B(o,R)|) (see [9, page 46]) it follows from the above inequality that
Using the fact that the G-invariant measure µB(o, R) of the ball µB(o, R) is propositional to e 2ρR for R ≥ 1 it follows from (3.23) and (3.24) that
This completes the proof.
An immediate consequence of the above results is [16, Proposition 4]:
4. some consequences Theorem 1.1 has certain consequences which are worth mentioning. One of them is related to the restriction (like) theorem for the Helgason Fourier transform on X. The idea of Fourier restriction theorem on R n (n ≥ 2) originated in the work of Stein. The celebrated Tomas-Stein restriction Theorem says that the Fourier transformf of a function f ∈ L p (R n ) has a well defined restriction on the sphere S n−1 via the inequality, [26, page 365] ). We are interested in similar inequalities for the Helgason Fourier transform of suitable functions on X. Given f ∈ C ∞ c (X) the Helgason Fourier transform f of f is defined by [13, page 199] 
For fixed λ ∈ C the norm inequality of the form
can be thought as an analogue of Fourier restriction theorem in the context of a symmetric space X. For 1 ≤ p < 2 the analogue of restriction theorem for L p functions on X with rank X = 1 was proved in [21] . This result was extended for more general spaces in [22] , [19] . It was also shown in [19] that the best posible analogue of restriction theorem for λ ∈ R is the following: Given λ ∈ R \ {0} there exists a constant C λ,p > 0 such that the following inequality holds
It is the end point case of the above inequality which we are interested in. It turns out that this problem can be solved very easily by using estimates of the Poisson transform. We first observe that for a given λ ∈ C and F ∈ C ∞ (K/M ) the Poisson transform P λ F is related to the Helgason Fourier transform f (λ, ·) as follows:
By using the estimate (1.4) and the above equation we have the following version of the restriction Theorem :
Proof. If F ∈ L 2 (K/M ) then using the fact that the dual of L 2,1 (X) is L 2,∞ (X) and the estimate (1.4) we get
Theorem 4.1 can be used to deduce an interesting analytic property of the spectral projection operator considered in [28] . Authors of [6] used the Kunze Stein phenomenon to prove that the spectral projection operator
for λ ∈ R and 1 ≤ p < 2 (the result is valid even if rank X > 1). We now present the following end point estimate of the spectral projection operator which is closely related to the behavior of the noncentral Hardy Littlewood maximal operator on X (see [15] ). Proof. From [12, Lemma 4.4] we have the relation f * φ λ (x) = P λ ( f (−λ, ·))(x). Using (1.4), (4.27) and the above relation we have
. By using the standard estimate |φ
where κ p is the radial function defined by κ p (x) = e −2ρr(x) p ′ we get the estimate
For p = 2 and α ∈ R \ {0} we have the estimate |φ α (x)| ≤ C α κ 2 (x). Since the spectral projection operator, for λ ∈ R \ {0}, is restricted weak type (2, 2) one may ask whether the same holds for the operator obtained by convolving with the larger kernel κ 2 . By modifying an example given in [14] we will show that this is not the case. We first recall the following properties of the function r(x) from [10, page 167] which will be needed
for all k ∈ K, x, y ∈ G and t > 0. We also use the functional equation for the elementary spherical functions [12, Chapter IV] Consider the radial function f : X −→ (0, ∞) given by f (x) = e −ρr(x) (1 + r(x)) −3/2 . It follows from the calculation [14, page 92 ] that f ∈ L 2,1 (X). We will show that f * κ 2 / ∈ L 2,∞ (X). By using the Cartan decomposition (2.9) we have, (4.33) f * κ 2 (a s ) = for large s. It is now easy to see that f * κ 2 / ∈ L 2,∞ (X).
Comment regarding the Fourier transform on Damek-Ricci Spaces: The notion of Helgason Fourier transform is also meaningful for functions on Damek-Ricci space [2] . It is well known that Damek-Ricci spaces include all Riemannian symmetric spaces of noncompact type with real rank one [1] . The analogue of restriction theorem in this setup was proved in [22] and [19] . By using arguments similar to symmetric spaces one can prove the following version of Theorem 4.1 for Damek-Ricci spaces S. ≤ C λ f L 2,1 (S) .
The above theorem extends the following result proved in [19] .
Theorem 4.5. Let f be a measurable function on S and α ∈ R.
i) For f ∈ L p,1 (S), 1 ≤ p < 2 and p ≤ q ≤ p ′ ,
ii) For f ∈ L p,∞ (S), 1 < p < 2, p < q < p ′ ,
The constants C p,q > 0 are independent of α and f . Estimates i) and ii) are sharp.
