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Experiments have been performed on a fully-developed turbulent air flow in a 
square duct using the technique of Digital Particle Image Velocimetry (DPIV). 
Due to rapid refinement and development of this technique, a new system has 
been implemented and tested along with purpose-written software and a novel 
optical fibre delivery system. Fibre delivery is most desirable for PIV applications 
due to all-round flexibility, allowing measurements to be made in hazardous envi-
ronments or where optical access is limited. Unfortunately, until now this was not 
possible with the Nd:YAG pulsed laser due to the ensuing high power densities 
produced causing irreversible damage at the input end of the fibre core. However, 
with the introduction of a Diffractive Optical Element to the launch conditions, 
it has been successfully shown that it is possible to transmit laser light at power 
densities an order of magnitude higher than previously possible, thus providing 
sufficient illumination for the imaging of 1im particles. Another advantage of 
fibre delivery is that it allows a volume to be traversed. Hence, 8 cross-sections 
of the flow were analysed using DPIV in order to demonstrate the behaviour of 
secondary motions which exist in the flow. These exist due to the non-circular 
geometry of the bounding conduit and the action of turbulence. This is not only 
a challenging application given the limited resolution of the recording media and 
the magnitude of such secondary circulations (which are approximately, 1-3% of 
the bulk velocity), but it is the first time that DPIV has been employed to investi- 
gate this complex flow regime which even to this day is not well understood. The 
statistics are most satisfactory and in good agreement with the measurements 
ascertained from numerical modeling and other experimental techniques. From 
a DPIV perspective, this demonstrates the ability of this technique with regards 
to resolving small-scale turbulent motions with an excellent degree of accuracy. 
Comparisons between the conventional methods of light generation and optical 
fibre delivery are also presented in terms of mean flow statistics. This provides 
a direct comparison and therefore, allows future measurements to be carried out 
with confidence. 
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Chapter 1 
Motivation and overview 
The work described in this thesis has several objectives which concerns the appli-
cation of a velocity measurement technique to a complex turbulent flow, where 
the flow dynamics are not completely understood. These objectives are, 
• to show that a newly-developed version of this measurement technique is 
capable of resolving small-scale turbulent motions and producing reliable 
statistical information 
• to underline the advantages of applying image processing techniques and 
newly-written software, incorporating new ideas in order to improve the 
accuracy of the ensuing measurements 
• to compare the mean flow statistics derived from the measurements with 
similar investigations 
• to test and demonstrate the validity of a newly-developed novel fibre deliv-
ery system for the first time 
• to emphasise the advantages of this fibre delivery system and to discuss its 
role as a viable option for future applications 
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1.1 Introduction 
Studies of turbulent flow through conduits have been carried out for more than a 
century and are still a source of incessant research due to the fact that turbulence 
is not well understood, particularly within the vicinity of imposing boundaries. 
This partly explains why there is a lot of interest in numerical modelling, as it 
is a challenging application for the validation of computer codes (i.e. the results 
can be compared with a number of well-known empirical laws). In fact, numerical 
investigations have out-numbered experimental studies in recent times which is 
probably a combination of significant advances in computer technology and the 
quest for the universal turbulence model. 
The physics of conduit flow becomes even more complicated when the inves-
tigations are carried out in non-circular conduits, i.e. ducts. The reason for this 
is due to a small flow pattern which acts in a plane perpendicular direction of 
the mean flow and has a significant influence on mean flow statistics. These cir-
culations are known as secondary motions of the second kind and are a direct 
manifestation of both turbulence and non-circular geometry. A general descrip-
tion of turbulence with particular reference to turbulent flow through pipes and 
ducts is given in chapter 2. 
Despite the many attempts made in order to isolate the driving mechanisms 
responsible for the secondary flow regime, to this day it is a phenomenon that 
has baffled both experimentalists and numerical modellers, whose common goal 
is to describe this unique flow regime in terms of measurable turbulence quan-
tities. Therefore, it is quite challenging to investigate this flow regime from an 
experimental point of view, as all measurement techniques are prone to error and 
(second-order) turbulence statistics are particularly sensitive to error. Thus, it is 
imperative that measurement errors should be minimised. 
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The measurement technique used for this study is known as Particle Image 
Velocimetry (Ply). PIV allows instantaneous, full-field, spatial velocity informa-
tion to be made in a planar cross-section of the flow by illuminating the flow 
with a pulsed light source, seeding the flow with particles and capturing the scat-
tered light from the seeding particles on recording media such as a camera. A 
full description of PIV is given in chapter 3. In recent years, PIV has been de-
veloped with the introduction of digital cameras as the recording medium which 
has replaced conventional wet-film photography. The advantage of this is that it 
significantly reduces the time it takes to capture and analyse a single PIV image. 
Unfortunately, digital cameras have an inferior resolution when compared with 
wet-film plates, which questions the reliability of confidence in measurements 
that are carried out on investigations where the flow is either turbulent or ex-
hibits small-scale motions. One of the objectives of this work is to demonstrate 
the performance of Digital Particle Image Velocimetry (DPIV) when applied to a 
flow regime that is both turbulent and has small scale motions present. Chapter 4 
describes the DPIV set-up along with design considerations for the measurement 
of turbulent flow through a square duct, with the ensuing results given in chapter 
5. 
Along with the performance of a newly implemented DPIV system, a novel 
optical fibre delivery technique is employed as part of a feasibility study for future 
air-flow DPIV applications. This is done by direct comparison of mean flow statis-
tics with the results of chapter 5. A full description of the optical components 
used, along with the experimental set-up is also given in chapter 4. Measure-
ments derived from fibre delivery are reported in chapter 6, with emphasis on 
an investigation into the structure of secondary flows in the form of mean flow 
statistics determined from DPIV measurements taken at number of cross-sections 
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across the duct. From this it is possible to construct distributions of mean flow 
quantities in two spatial dimensions, allowing some comparisons with other work 
to be made. 
In the last chapter (chapter 7), the objectives and motivations specified above 
are addressed and discussed along with recommendations for future work (devel-
opment of techniques) and future applications. 
Chapter 2 
Background: Flow characteristics 
2.1 Simple pipe flow theory 
The flow of fluids through closed conduits is extremely important in everyday 
operations and constitutes a vast number of diverse applications, from the trans-
portation of fuels across continents to blood flow through veins, arteries and 
capillaries. For this reason, measurements on pipe flows have been carried out 
extensively for more than one hundred years. In most recent times, research has 
concentrated on multi-pipe systems which have significant practical applications, 
such as air-conditioning, nuclear reactors, turbo-machinery and pneumatic con-
veying. These applications also include multi-phase flows, which is a flow regime 
largely based on empiricism and is not well understood. Therefore, even to this 
day a full description of flows through conduits is far from complete. However, 
matters can be simplified by first considering a single phase fluid flow through a 
straight pipe, where the physics can be described in terms of three distinct flow 
regimes, namely laminar, turbulent and transitional. 
It was Osborne Reynolds back in 1883 who first studied these flow regimes 
when he introduced dye into a water flow through a long pipe and noticed that 
above a critical speed the dye began to mix in an irregular, random fashion with 
surrounding fluid, instead of retaining an orderly manner known as the laminar 
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state. From an investigation based on this simple visualisation technique, a non-







where í is the kinematic viscosity of the fluid and U and L are characteristic 
velocity and length scales, which are usually represented in pipe flow by the 
mean stream-wise velocity, or bulk velocity (Ub), and the diameter of the pipe, 
denoted from here on as D. Reynolds found that this turbulent state occurred 
when Re is around 2000, although this is far from a universal value as it is possible 
to achieve steady laminar flow up to Reynolds numbers as high as 10 [91]. The 
reason for such a large range is entirely dependent on entrance geometry and the 
state of the flow upstream of the inlet. It is generally accepted that the following 
rgimes hold with regards to Re. 
• Re < 2000 : Laminar flow 
• 2000 < Re < iO : Transition from laminar to turbulent flow. 
Re> iO : Wholly turbulent flow regardless of flow and entry conditions 
Thus, in order to clarify characteristics of the turbulent flow regime, it is 
useful to establish some characteristics of laminar flow by introducing a number 
of parameters common with all flow regimes. 
2.1.1 Laminar flow 
Laminar flow is a relatively simple flow regime and permits an exact solution 
of the Navier-Stokes equations which is termed Hagen-Poiseuille flow when the 
Chapter 2 - Background: Flow characteristics 
fluid flow is fully-developed and moves through a straight circular pipe of constant 
cross-section. As with any flow in a closed conduit, a negative pressure gradient in 
the stream-wise direction drives the fluid. This force is balanced by fluid viscosity 
(i.e. internal friction of the fluid) which acts to oppose the flow. Coupled with 
the no-slip (i.e. zero velocity) boundary condition at the walls, this results in 
a velocity gradient which acts perpendicular to the flow direction nd takes a 
parabolic form with the largest velocity at the centre of the pipe, denoted here 
on as U. This also assumes that the fluid is Newtonian, which means that fluid 
stresses are proportional to the velocity gradient, and the viscosity of the fluid 
varies with temperature. Hence, viscosity p, is defined as, 
shear stress 
/1 
rate of change of shear strain 
	 (2.2) 
where jt has units of Newtons per metre squared. A term more commonly 
used is kinematic viscosity ii, as expressed in equation 2.1. This is simply the 
viscosity divided by fluid density (p) and has units of m 2 s. Both of these 
parameters reflect the properties of a fluid. Liquids are generally more viscous 
than gases with a reciprocal trend with regards to kinematic viscosity. Due to 
viscous action, laminar flow through a pipe is often described in terms of layers 
of fluid sliding over one another in a telescopic fashion. However, it must be 
pointed out that Hagen-Poiseuille flow is dependent on entrance conditions as 
well as Reynolds number. Given a smooth entrance, the flow shows a parabolic 
velocity distribution for Reynolds numbers less than 30 [91]. When this number 
is exceeded, there is a certain length that has to be reached before such a profile is 
observed. This length is usually called, the entrance length or developing length, 
X e . For the condition that the maximum (centre-line) velocity, U, reaches 95% 
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of its Hagen-Poiseujile value, the following relationship holds [84]. 
X e Re 
D30 
	 (2.3) 
Provided that there are no disturbances and entry conditions are smooth, it 
is possible to achieve Hagen-Poiseuille flow up to Reynolds numbers of iO, as 
already mentioned. 
2.1.2 Transition to turbulence 
Transition to turbulence can occur at any Reynolds number in the range 2000 < 
Re < 10 and it is a much more interesting flow regime than laminar flow, partic-
ularly when visualised using a dye. Figure 2.1 demonstrates all three flow regimes 
when the flow rate is increased (i.e. increasing Re ). The dye is introduced at a 
given location from the pipe wall and because the flow is laminar it has a con-
stant velocity and remains at a constant distance from the wall. At some distance 
downstream from the inlet the dye trace wavers and diffuses, mixing with dye-free 
fluid until all of the dye has diffused and become fully mixed. 
This distance where these events occur varies temporally, as there can be 
laminar regions downstream of the turbulence. Thus, at a given point the flow 
can be alternately laminar and turbulent. The fraction of time that the flow is 
turbulent is known as the intermittency factor and this increases with downstream 
distance until the flow is wholly turbulent. However, it is difficult to quantify and 
predict where these observations take place, due to the sensitivity of the flow on 
entrance conditions and the level of disturbances which may be present in the flow. 
Furthermore, for a given flow with increasing Reynolds number, it is possible to 
observe transition to turbulence by plotting the pressure gradient with Reynolds 
1.1 
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x 






it 	A MAA 
time 
Figure 2.1: Flow regimes with downstream distance from the inlet, x 
number as shown in figure 2.2 (adapted from [911). Note that a greater pressure 
gradient is required when the flow is turbulent, compared with the laminar regime 
for the same flow rate. 
Once the dye is fully-mixed and has diffused across the whole cross-section of 
the pipe, the flow will remain turbulent unless the Reynolds number is reduced in 
some way. The main differences between turbulent and laminar flow are related 
to the random behaviour of various measurable quantities, such as velocity, pres-
sure and temperature. Another fundamental physical difference lies within the 
shear stresses imposed by viscous action of the fluid and the bounding pipe walls. 
In laminar flow the shear stress is a consequence of momentum transfer between 
randomly moving molecules and is therefore, a microscopic phenomenon, whereas 
in turbulent flow, the shear stress is directly related to large-scale chaotic mo-
tions which transfer momentum across the pipe, hence the differences in pressure 
gradient as shown in figure 2.2. 











Reynolds number, Re b 
Figure 2.2: Pressure gradient versus Reynolds number 
2.2 Turbulence 
Turbulence is a phenomenon observed in everyday life and can either be a hin-
drance or an advantage to physical processes. Without turbulence, it would be 
difficult to carry out life as we know it. Desirable mixing situations, such as the 
transfer of heat from cooling coils in power plant heaters and air conditioning 
systems, would be a largely inefficient process if the flow past these coils were 
laminar. Conversely, turbulence has a significant effect concerning drag on an 
aircraft wing which would be considerably reduced if the flow were laminar, as 
would the number of aviation accidents involving clear air turbulence which cre- 
ates air pockets, thus causing aircraft to drop large distances without any prior 
warning. 
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Despite the every-day familiarities of turbulence, there is no concise and corn-
plete definition [91]. Turbulence has been described by Tritton [92] as 'a state of 
constant instability where there is a loss of predictability which therefore requires 
a statistical description of the flow'. Fortunately, such a statistical representation 
can yield quantitative information and characteristics which are synonymous with 
a particular aspect of turbulent flow. It is therefore necessary to describe some 
basic concepts and characteristics of turbulence and then apply them to specific 
applications, namely fully-developed pipe and duct flow. 
2.2.1 Basic concepts 
All turbulence characteristics are formulated statistically from the fluctuating part 
of a measurable quantity, such as velocity, U = (U, V, W). A single component of 
the velocity, say the x component, U = U(x, y, z, t) can be re-written in terms of 




U(x,y,z,t)dt 	 (2.4) 
and 
u=U — Tj 
	
(2.5) 
where t represents time. It is assumed that the average quantity is taken from 
a number of identical realisations over a time interval, T, which is considerably 
larger than the period of the longest fluctuation. It is also assumed that this 
average value is consistent or repeatable, i.e. the flow is steady in a turbulent 
sense. The time average of the fluctuating part can be easily shown to be zero 
11 
Chapter 2 	Background: Flow characteristics 
and is therefore a trivial result, unlike the root mean square or rms of u which 
is always greater than zero and thus provides some insight into the structure of 
turbulence. The time-averaged mean square is defined as, 
u2 	
fto+T 
u2 dt >0. 	 (2.6) 
0 
Of course the same treatment applies to all components of the velocity, as u - 
(u, v, w). From this the local turbulence intensity, C , can be evaluated by inte- 
grating q over the relevant time series 1 . At a single instant at a given point, q is 
defined as, 
	
q = (u2  + v 2 + w2) 	 (2.7) 
from this it is possible to compute the turbulence intensity, for the whole field 
by dividing the mean turbulent energy term with the magnitude of the mean 







This is far from a complete statistical description of turbulent flow. Higher 
order statistics such as Skewness, (u3/(u2)) and Kurtosis (u4/()2) give ad-
ditional insight to the structure of the flow, and it is possible to go up to even 
higher-order statistics. However, it is generally accepted that these higher-order 
1 clividing q 2  by 2 gives the turbulent kinetic energy (TKE) per unit mass 
12 
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statistics are more sensitive to noise due to the error associated with any real 
measurement [97], as is the case with DPIV measurements. Coupled with the 
fact that most statistical descriptions of turbulence only rely on second-order 
statistics, higher orders have not been attempted in this investigation. 
Additionally, due to the fact that second-order statistics have a non-zero value, 
they can be interpreted in terms of some kind of correlation or coherent structure 
that exists in the flow. Correlations are an important feature of turbulence, 
as they can provide a physical description of the flow from a purely statistical 
approach. This concept is discussed next. 
2.2.2 Correlations and their interpretation 
Correlations give information about the velocity fluctuations at different points at 
the same time or vice-versa. It is also possible to correlate different components 
of a given velocity vector. A good example of this is the Reynolds stress —pJ, 
which is intrinsically linked with any turbulent shear flow such as the stream-wise 
velocity gradient of a flow with a bounding wall (a more detailed explanation 
is given in section 2.3). Hence, the Reynolds stress is a key parameter in the 
understanding of turbulent pipe flow and in particular, turbulent flows with a 
non-circular cross-section (see section 2.4). A non-zero value of the product iiJ 
implies that the two components are not independent of each other and can be 
interpreted in a physical sense in the following way. When iY is negative, this 
means that at instants when u is positive, v is more likely to be negative and 
vice-versa. Therefore in pipe flow (with particular reference to figure 2.3), a fluid 
particle moving with positive v is likely to correspond to a negative value of u, 
due to the particle arriving in a faster flow having come from a region of smaller 
velocity and is thus, more likely to be moving downstream more slowly than its 
new environment. 
13 
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Figure 2.3: Schematic description of the Reynolds stress 
Figure 2.4 (adapted from Tritton [911) illustrates the concept of spatial corre-
lations. Generally, spatial correlations are usually defined as the averaged value 
of the product Vl-u2 of two velocities, u 1 , n 2 , separated by some displacement, r, 
which is either parallel or perpendicular to the velocity and are called longitudinal 
or transverse correlation functions respectively [22]. The shape of the curves give 
some indication about the structure of turbulence. A negative curve (such as B) 
shows that the velocities u 1 and u2  tend to be in opposite directions and could 
be the result of a diverging/converging flow pattern. Note that the quantity R.  
is a normalised representation of 1ji1. 
Spatial correlations also represent motions that are influential on flow patterns 
over a certain spatial range or length scale. A length scale may be assigned at a 
particular value of r, such as when R, becomes negative, or when the curve falls 
off to e 1 , or even 0 R dr [91]. Length scales are a good representation of the 
spatial range over which turbulence occurs and are discussed in more detail in 
section 2.2.4. 
In practical applications, turbulence is measured on either a spatial or tern-
poral basis. For example, Laser Doppler Anemometry (LDA) is a popular non- 
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intrusive measurement technique which gathers velocity information over a given 
time at a single point. Therefore, in order to acquire spatial information, Taylor's 
frozen flux hypothesis is applied [87], based on the assumption that the change in 
turbulent patterns are regarded to be slow with respect to the time interval that 
data is gathered. This hypothesis allows the conversion of temporal information 
directly into spatial information. However, as the majority of interest lies with 
the instantaneous spatial structure of turbulence, PIV is therefore an excellent 




r 	 = 
U I 	 U 2 
U 2 
B 
Figure 2.4: Correlations curves determined from velocities u 1 and u 2 over the 
range, r. 
2.2.3 Spectra and the energy cascade 
Big whorls have little whorls, 
which feed on their velocity; 
And little whorls have lesser whorls, 
And so on to viscosity. 
Lewis Richardson, 1922. 
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Eddies are responsible for the efficient mixing of a fluid and hence, the trans-
port of momentum from one place to another. They are loosely described as 
three-dimensional localised structures, though they are far from simple circula-
tory motions. The process in which larger eddies dissipate to smaller eddies is 
attributed to what is known as the inertial sub-range of the energy cascade and 








Figure 2.5: Kolmogorov energy spectrum as a function of wavenumber 
Here k is defined as the wavenumber, and is inversely proportional to the size of 
the eddies. 
Energy fed into the flow goes mainly into the largest eddies. From this, 
smaller eddies are generated, and so on until the energy is dissipated by the ac-
tion of viscosity. The largest eddies are usually representative of the size of the 
closed system that the fluid is contained in and are not necessarily the most ener- 
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getic [39]. As illustrated by figure 2.5, there are three distinct ranges associated 
with the flow; input, intermediate and dissipation. The intermediate range is 
most commonly known as the inertial sub-range and it is where eddies have lost 
memory of how they originated, but are not small enough to be dissipated by 
viscous action [6]. The energy spectrum in this range is universally associated 
with an exponent of -5/3. This was originally determined by Kolmogorov from 
dimensional analysis, based on the arguments that the spectrum function E(k) 
is only a function of wavenumber and the global energy dissipation rate (c), i.e. 
E(k) = A C 2/3  k 513 	 (2.9) 
where A and e are constant for a given flow (the former being dimensionless 
and the latter having units of m 2 5 3 ). This famous result was not determined 
experimentally for a number of years and even to this day, there are people who 
refute the value of the exponent. In fact, there is literature which supports this 
view and there have been reports that have shown the exponent to be -3 [8, 60], 
which is an indication of two-dimensional turbulence [25]. Nevertheless, on the 
whole there is the general agreement that the energy cascade has a slope which 
is proportional to k. Therefore, one of the aims of this investigation is to 
show evidence of the -5/3 law as the flow in a non-circular conduit is purely 
3-dimensional. 
From an experimental point of view, the energy spectrum in terms of wave 
number spectra can be obtained from real measurements by Fourier Transforming 
the energy term described by equation 2.7 for all realisations and averaging at 
every location in the flow. Examples of this procedure are given in chapter 5. 
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2.2.4 Length scales 
Length scales play an essential role in the description of a turbulent field. There 
are numerous length scales corresponding to different flow characteristics and 
these are defined in different ways. For example, it is common to evaluate what 
is known as an integral length scale or macro length scale. This is a measure of 
the largest length over which some kind of correlation exists in the flow and is 
therefore, representative of the largest eddies [22]. The integral length scale, L, 
is defined as follows, 
L=f00 
 
f(r)dr 	 (2.10) 
where f(r) is representative of a correlation function, such as R,. In turbulent 
pipe flow L -'-j D as suggested by Townsend [90]. As already stated, the largest 
eddies are not necessarily the most energetic. However, the most energetic eddies 
are of the same order of magnitude as L and in pipe flows correspond to the range 
D/8 < le < D14 [39]. This range also coincides with the estimations made by 
Westerweel et al. from correlation functions determined from an application of 
PIV, investigating fully-developed turbulent pipe flow [97]. 
With reference to the Kolmogorov energy spectrum, as the energy cascade 
proceeds and eddies become smaller and smaller, dissipation by viscous effects 
precedes [22]. In this region of the spectrum (where the -5/3 law is observed), 
another length scale can be assigned known as the Taylor micro-scale, denoted W. 
Conventionally it is evaluated by applying a parabolic fit to a one-dimensional 
correlation curve [64], similar to the one schematically drawn in figure 2.4. The 
Taylor micro-scale is an extremely important length scale as it is commonly used 
1r 
LJ 
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in many theoretical and experimental applications. What this micro-scale actu-
ally represents in a physical sense is open to debate and makes an interesting 
topic of discussion. Tennekes and Lumley [89] state that the 'Taylor micro-scale 
is thus not a characteristic length of the strain-rate field and does not represent 
any group of eddies in which dissipative effects are strong. It is not a dissipa-
tion scale, because it is defined with the assistance of a velocity scale which is 
not relevant for the dissipative eddies'. To contradict this view, Hinze [39] states 
that the Taylor micro-scale is a 'measure of the average dimension of the eddies 
that are mainly responsible for dissipation' 2 Additionally, recently Belmabrouk 
and Michard [10] dedicated a series of LDA measurements to the evaluation of 
the Taylor micro-scale. They state that this particular length scale characterises 
smaller eddies than the integral length and is related to the dissipation rate. Nev-
ertheless, whatever the opinion may be, the Taylor micro-scale has been used in 
previous PIV studies of turbulence [22] where it was stated that in order to estab-
lish good results, a minimum requirement for PIV, is that the Taylor micro-scale 
length scale is resolved for a given velocity map. 
Alternative methods of estimating p are given in the following expression 
which have been derived by Hinze [39], 
l ./15/Re t 	 (2.11) 
where 
le 
Rc = - 
I, 
(2.12) 
here Re t  is defined as the turbulent Reynolds number and is expressed in terms 
2more correctly, he states that, ç' is a measure of the dimension of eddies which at the same 
intensity produce the same dissipation as the turbulence considered 
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of the average turbulence intensity for the whole flow, and the length scale where 
the most energetic eddies exist, 1e 
However, the main reason for the evaluation of the Taylor micro-scale is that 
it makes it convenient to determine the Kolmogorov length scale, 1 k This is a 
more important and significant length scale as it has a true physical meaning. 
The Kolmogorov length scale is associated with the smallest dissipative eddies in 
the cascade and marks the region where viscous effects are very strong. Figure 2.5 
shows the approximate positions of all the aforementioned length scales in terms 
of the (wavenumber) energy spectrum. The relationship between the two micro-
scales has been approximated by Hinze [39] and is, 
Ik 
	(225Re t ) 
	
(2.13) 
However, the true definition of the Kolmogorov length scale is derived from 
dimensional arguments and is complemented with corresponding Kolmogorov ye-
locity and time scales, viz. 
Ik = (v/) 	vk = (v 	tk = (v/e) 	(2.14) 
Thus, to summarise, it is possible to characterise turbulent flows from correla-
tions and spectral analysis, and the evaluation of quantitative measurements such 
as turbulence intensity, which has a role in estimating length, time and velocity 
scales. Aspects of turbulence characteristics discussed in this and the previous 
section comply with the simplest flow situation known as homogeneous isotropic 
turbulence. This is a three-dimensional flow where the statistical properties do 
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not vary in space and have no preferred direction. Therefore, as the current in-
vestigation involves turbulent flow in contact with a stationary boundary (i.e. 
shear turbulence), it is important that the above concepts are applied to this 
specific flow application, particularly as it is even more complicated due to the 
added complexity of a boundary flow in a non-circular conduit, giving rise to 
further refinement of the characteristics and structure of turbulence caused by 
the presence of secondary motions. 
2.3 Turbulent pipe flow 
Turbulent flows through straight pipes of constant diameter and circular cross-
sections are fairly well understood and documented. The existence of a pipe wall 
imposes a boundary condition that the velocity of the fluid is zero,- which means 
that all fluctuations are also zero. Hence, 
U = 0 	and u = 0. 	 (2.15) 
This means that all secondary (and for that matter higher order) statistics as 
described by equation 2.6 are also equal to zero at the wall. This includes the 
Reynolds Stress and the normal stresses, , and w 2 . As mentioned earlier, 
the Reynolds Stress plays a fundamental role in turbulent shear flow and is a key 
factor for understanding the dynamics of flows through conduits that are non-
circular [61]. It is also linked with the transfer of momentum (hence the shear 
force) across the pipe (i.e. the span-wise or y direction) and therefore contributes 
to the shear stress (r) in the following way [69, 91], 
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dU 
T = /1 	- p1115 = T + TT (2.16) 
where TL  and TT are respectively the laminar and turbulent contributions to the 
overall shear stress. It is found that —p1115 is positive and as a direct consequence 
of this, the overall shear stress is greater in value with a turbulent flow than with 
a laminar regime. This also explains why the mean stream-wise velocity profile is 
steeper next to the wall and has a flatter profile towards the centre of the flow (as 
shown in figure 2.6), compared with laminar flow. The flatness is also a feature 
of enhanced mixing which increases with Re. Hence it is the random action 
of mixing (i.e. eddies) that is solely responsible for the differences between the 
laminar and turbulent regimes. As the Reynolds number increases, the velocity 
pofi1e becomes flatter at the wall, due to greater turbulent mixing across the pipe 
and hence, greater localised shear. The degree of flatness of the meth stream-
wise velocity profile (U(y)) is represented in terms of a power-law fit, whose 
non-dimensional exponent n, is inversely proportional to the Reynolds number 
(Re 6 ), which is defined here in terms of bulk velocity, Ub and pipe diameter. The 
power-law fit is expressed in the following way (recall that U, is the velocity at 
the centre of the flow). 
_ 	y 
Uc - \D/2) (2.17) 
The exponent, ii, has been determined empirically from experiments, and has a 
value of 6 at Re 6 = 4 x iO, 7 at Re j, = 110 x 103 and 10 at Re 6 = 3240 x iO [82]. 
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Figure 2.6: Mean stream-wise velocity profiles, U(y/D), at different Reynolds 
numbers. 
It is worth noting that equation 2.17 is not valid at the wall where the velocity 
gradient is infinite and at the centre of the flow, where dU/dy = 0 at y = D/2. 
This implies that the dynamics and characteristics of pipe flow vary with distance 
from the wall. In fact there are three distinct regions in pipe flow to consider, 
which all lie in the fully-developed turbulent boundary layer. Therefore, we first 
consider these regions, under a fully-developed flow situation, which merits a 
detailed description of its own, as it is fundamental to the validity of any pipe 
flow measurements. 
2.3.1 The turbulent boundary layer 
The boundary layer grows outwards from the pipe wall until it reaches the centre 
of the pipe where the flow reaches a fully-developed state. As a consequence of 
this, all turbulence characteristics are symmetrical about opposite sides of the 
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the centre-line, i.e. f(y) = f(D - y) (for clarity and from here on, the left-hand 
wall corresponds to y = 0). The region closest to wall, which is of the order of 
millimetres, has properties similar to laminar flow and is called the viscous sub-
layer. Here, the laminar shear stress dominates over the Reynolds stress (recall 
equation 2.16) by a factor ranging between 100-1000 [69]. As a consequence of 
this, eddies are largely absent, although large velocity fluctuations in u2 and w 2 
have been found to exist in this region and so it is rather inaccurate to call it 
the laminar sub-layer, which it is sometimes known as [91]. From dimensional 
arguments it has been shown that the velocity profile in the viscous sub-layer 
when normalised by a parameter which has the units of velocity called the friction 
velocity, uT. The dimensionless expression for the velocity profile in the viscous 
sub-layer is written as, 
tJ(y) = 
(2.18) 
UT 	II  
It is generally accepted that the viscous sub-layer lies in the non-dimensional 
range 0 <YUT/I / < 5. 
Friction velocity is probably the most important parameter in turbulent con-
duit applications, as most statistics are normalised with it. It is determined from 
a dimensional relationship, that includes the shear stress term at the wall T 
(where r is a maximum) and the density of the fluid, i.e. 
U = (Tw /p) 	 (2.19) 
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It is also possible to determine a value for u,- from the Reynolds number, through 
the empirical law known as the Blasius formula, 




For a more complete description the reader is referred to Schlichting [82]. The 
parameter, F, is a dimensionless quantity, defined as the coefficient of resistance 
or friction factor. It is related to r,,, in the following way. 
rw_FpU2 	. 	 ( 2.21) 
It is clear to see that the friction velocity is a function of the Reynolds number 
and is inversely proportional to it. However, despite the substantial amount of 
work that supports this empirical law, this relationship is only valid for Reynolds 
numbers less than 10 as shown by Nikuradse [73] who carried out an exhaustive 
study concerning this issue. 
Friction velocity has also been shown from experiments to scale with the 
normal stresses, such as the local maximum mean value of the stream-wise normal 
stress u2  which is always observed to be approximately 8u. Another experimental 
observation is the (albeit weakly) dependence of UT on Reb, which shows that the 
ratio between the two quantities (u,-/Ub) lies between 0.035 and 0.05 [91]. 
Friction velocity also features in the overlap region, where the mean velocity 
gradient depends only on the friction velocity and distance from the wall. In 
other words, the velocity gradient is exclusively a function of UT and y. 
25 
Chapter 2 - Background: Flow characteristics 
aU = f(u,y) 	 (2.22) 
which when subject to dimensional analysis, yields [69, 82, 91, 104], 
aLl - 
öy - Ky (2.23) 
where K is a universal constant, known as the von Kármn constant and has 
a value of 0.41. Equation 2.23, when integrated is usually normalised with the 
friction velocity to yield the following expression below, where y = 	and 




In 	+ C 	. 	 (2.24) 
The additive constant C, like K, is a 'universal' constant that has been deter-
mined from experiments and lies between 5.0 and 5.5. However, the values of 
these constants is somewhat an interesting issue, as recently reported by Kowal-
ski and Ohle [57] who suggest that the constants could be Reynolds number 
dependent. 
Despite subtle variations in the 'universal' constants, the logarithmic law of 
the wall relationship is yet another example of empiricism derived from dimen-
sional analysis and confirmed by experiment. The range of y+  in which this law 
is valid is usually found to be in the range 30 <y < 300, where the lower limit 
is independent of Re b , but the upper limit increases with increasing Reynolds 
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number [104]. Tritton suggests that the upper limit is '-'-' 0.25, where S is the 
thickness of the boundary layer. As S D/2, this implies that the upper limit of 
y is approximately 0.1D. Tennekes [89] also states this value, although in one 
particular investigation by Wei and Willmarth [95], the logarithmic relationship 
was observed all the way to the centre-line. 
Outside the logarithmic region, away from the wall, lies the outer region. Here, 
the Reynolds shear stress term dominates the laminar term by a factor of 100-
1000 (as opposed to the viscous sub-layer) and it is the region where dynamical 
processes are significant and large eddy structures are observed. It is also where 
the power-law relationship is found and therefore the outer region occupies the 
majority of the boundary layer. 
Attempts have been made to relate the well-defined empirical laws and dis-
tributions of quantities such as the normal and Reynolds stresses to the visual-
isation of the formation of coherent structures present in turbulent shear flows. 
Such structures can be sub-divided into large-scale vortical motion (outer field) 
and a process known as bursting which occurs close to a bounding surface [9]. 
Though ill-defined and particularly subjective, bursting is believed to account for 
the production of turbulent kinetic energy (TKE) and shear stress in the buffer 
layer-defined as the region which lies between the viscous sub-layer and the log-
arithmic wall layer, i.e. 5 < y < 30 [100] . The governing motion in bursting 
events is the formation of horseshoe vortices which are three dimensional in shape 
and are associated with a life cycle consisting of lift-up, oscillation, ejection and 
sweep. Figure 2.7 illustrates the structure and life cycle of this phenomenon (from 
Smith [85]). 
The flow very close to the wall (in the viscous sub-layer) is characterised by 
3an example of the logarithmic wall layer can be found in figure 5.10 
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Figure 2.7: The structure and life-cycle of the phenomenon of bursting 
elongated entities where fluid velocity is lower than the average fluid velocity. 
These are called low-speed streaks. Instabilities cause small disturbances of the 
vortex sheet surrounding the low-speed streak to grow and develop into a hair-pin 
vortex with the tip of this vortex moving away from the wall by self-induction. 
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The legs of this vortex stretch extracts energy from the mean flow with low-
momentum fluid being 'pumped' away from the wall between the legs of the 
vortex (see figure 2.7a-c), corresponding to an ejection event which contributes 
to the Reynolds stress. 
In the final stage, the hair-pin vortex becomes unstable and breaks up into 
smaller structures, i.e. bursts, after which high momentum fluid moves towards 
the walls interacting with low-speed fluid at the wall. This is described as a sweep 
and is a process which also contributes to the Reynolds shear stress and thus, 
complies with the description given in section 2.2.2 as well as figure 2.3 concerning 
the spatial correlation between u and v. The sweep event may disturb another 
low-speed streak and initiate another burst cycle which has a time scale in pipe 
flows of the order of 4D/U. 
The above description of the bursting process is given by Westerweel [100] 
who has reviewed a number of experimental and computational investigations 
regarding this phenomenon. 
2.3.2 Approach to fully-developed flow 
Most turbulent measurements in ducts, pipes and channels are carried out when 
the flow is fully-developed. The main reason for this is the fact that flow statistics 
in the stream-wise direction can be regarded as being homogeneous. However, 
quantifying fully-developed turbulent flow is somewhat difficult and it is a term 
which is consequently hard to define. It is believed to occur when fluid has ceased 
to accelerate which implies that the stream-wise velocity head is constant with 
downstream distance (figure 2.8a) and thus the properties of the flow do not 
change downstream. This definition can be investigated experimentally by either 
measuring the pressure gradient or the ratio, R, defined as U,, : Ub, with inlet 














Chapter 2 - Background: Flow characteristics 
(a) 	 (b) 
	
(c) 
Figure 2.8: Flow development with inlet length, x 
Indeed, it could be argued that a fully-developed regime is never reached, due 
to the asymptotic nature of R with x which partly explains why fully-developed 
flow is ill defined. An interesting feature of figure 2.8c concerns the maximum 
value of R which is reached during the early stages of flow development. This max-
imum was first investigated experimentally by Melling [66] and later by Gessner 
and Emery [28] through numerical methods, for the respective Reynolds numbers, 
4.2 x iO and 2.5 x iO with corresponding maxima of 1.25 and approximately 
1.23 respectively. These evaluations were later re-confirmed from work carried 
out by Demuren [18] using computational methods. The dynamics associated 
with this feature can be explained in terms of rapid boundary layer growth on 
the walls, which constricts the rest of the flow and thus, by continuity, accelerates 
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the core fluid. Further downstream, as the flow continues to develop, there is a 
redistribution of momentum across the duct which is characterised by a reduction 
of R until a fully-developed state is reached [66]. 
It is generally accepted that the value of the maximum in R is inversely pro-
portional to Re b  [12, 18, 55], although there is evidence which conflicts with 
these observations. Ahmed and Brundrett [4] observed a local maximum of 1.3 
at Re b  = 8.8 x 10 which is significantly greater than the values given by Gessner 
and Emery and Demuren and Rodi. These are not the only discrepancies between 
studies of fully-developed pipe flow. Attempts to directly relate fully-developed 
flow with the inlet length have been far from successful. In an exhaustive liter-
ature review it was found that values of pipe diameter for fully-developed pipe 
flow ranged from 20 to 260 diameters. This reflects Dean's substantial review of 
channel flow [14] where fully-developed flow occurred between 23 and 200 pipe 
diameters for the range 6 x iO < Reb < 6 x iO. Additionally, Schlichting [82] 
suggests that 40 pipe diameters 4  is a suitable length to observe fully-developed 
flow and this length has been cited by numerous authors. Curiously, this con-
tradicts an in-depth review by Klein [55] who showed a consistency in his review 
between experimentalist, who all agreed that the local maximum of R was located 
at 40D for undisturbed flow at the inlet. Thus, it is likely to see that the reasons 
for these discrepancies are related to flow conditions at the inlet and therefore 
merits some discussion. 
Effects of entry conditions on flow development 
The first consideration concerns the geometrical configuration at the inlet. Hart 
nett et al. [37] carried out a series of measurements on a selection of rectangular 
3 this is a slightly different flow regime from pipe flow as it is purely 2-dimensional 
4based on the investigations of Nikuradse [73, 74] 
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ducts (including one of square cross-section) for both smooth and abrupt en-
trances. The pressure gradient profile has been adapted from their results and 
is shown in figure 2.8b. They found that with an abrupt inlet the transition to 
turbulence occurred at a much lower Reynolds number compared with a smooth 
entrance, with promotion to a fully-developed state also at a reduced inlet length 
( 20D). This echoes the findings of Ahmed and Brundrett [4] who also state 
that the development length is reduced when a sharp entrance is present at the 
inlet. Unfortunately, this disagrees with the view of Hinze [39], who states that 
an abrupt entrance, despite producing a shorter distance for transition, requires 
a much longer length for the condition of fully-developed flow compared with a 
smooth entrance. Again, this underlines the complexities and confusion associ-
ated with this type of turbulent flow. 
Another factor to consider is the relationship between the level of disturbance 
in the flow upstream of the inlet and its effects on flow development. Latzko [59] 
alculated the inlet length to be much smaller (21D) when the entering fluid was 
already turbulent, for a value of Re 8.5x105 . From his study he derived the 
empirical formula, 
x 
ii5 = 0.693Re1"4 	 (2.25) 
which reflects the investigations of Nikuradse [71] who also observed fully-developed 
flow to take place between 25 and 40 pipe diameters for disturbed flow at the 
same Reynolds number. On a similar theme, Klein [56] has observed that when 
disturbances are produced upstream of the inlet, the local maximum is absent 
and a smooth developing profile of R is shown for certain types of obstructions 
placed before the inlet. 
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2.3.3 Fully-developed flow 
Despite the contradictions and complexity associated with this desirable flow 
regime, the fully-developed state is characterised by a number of empirical ob-
servations determined from a vast amount of experimental work. For example, it 
is widely accepted that the value of R decreases with increasing Re b . A reduc-
tion in R is purely a consequence of enhanced turbulent mixing which causes the 
stream-wise velocity profile to become flatter and thus, by continuity, steeper at 
the wall, as described earlier in section 2.3. 
More fundamental observations were made by Patel and Head [76], who es-
tablished a criterion from a detailed investigation of pipe and channel flows for 
Re> 10. They specified that fully-developed flow occurs when, 
• The friction coefficient (F) is proportional to Re °25  i.e. the Blasius rela-
tionship holds (recall equation 2.20). 
• The (mean stream-wise) velocity distribution in the wall region follows the 
well known logarithmic law of the wall with universal constants K and C. 
• The flow is continuously turbulent, i.e. no intermittency is present. 
This criterion has an upper limit of Reb < 10, as specified earlier in section 2.3.1. 
In conclusion, there is no mistaking the fact that quantifying fully-developed 
flow in terms of pipe diameter is not possible due to the influence of and com- 
plexities associated with flow conditions at the inlet and the associated geometry. 
However, given the extensive range of X e determined from a vast number of in- 
vestigations, it does not appear to be the case that Re 6 is solely related to the 
developing length regardless of entrance conditions. Indeed there is strong evi- 
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dence which supports the notion that X can be reduced by introducing an abrupt 
entrance to a flow which is already turbulent. 
2.4 Turbulent duct flow 
Turbulent flow through ducts of non-circular geometry requires some refinement 
when defining the diameter, as this no longer conforms to the true geometrical 
definition. Therefore, the Hydraulic Diameter, DH is defined, which is simply, 
DH=4 
cross - sectional area 
wetted (internal) perimeter of conduit (2.26) 
For both pipes and square ducts, DH = D. Thus from here on the diameter is 
defined as the distance between two parallel sides. 
Turbulent flows through ducts are just as common in industrial apFlications 
as pipes. However, there is a distinct difference from the dynamics of/turbulent 
pipe flow due to the presence of what are known as secondary flows of the sec-
ond kind, which were first classified by Prandtl [77] and are absent in pipe flow 
situations. This type of secondary flow is turbulence induced [93] due to non-
circular geometry. It has been shown to comprise of small circulations which act 
in a plane perpendicular to the stream-wise direction and are driven by turbulent 
stresses [61, 94]. In return, this causes a bulging of isovels (contours of the mean 
stream-wise velocity, 7J(y,z)), towards the corners of the duct as illustrated in 
figure 2.9. For this reason the quantities V(y, z) and W(y, z) are non-zero, unlike 
with pipe flow where there is no mean flow and therefore, V(y, z) = v(y, z) and 
W(y,z) = w(y,z). 
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Figure 2.9: Schematic plot of mean stream-wise isovels (in arbitrary equal in-
tervals) in both pipe and duct flows 
Secondary flows of the second kind were probably first observed by Nikuradse 
in 1930 using flow visualisation studies [72]. It took another 30 years before ac-
tual measurements were made and it was Hoagland who investigated secondary 
flows and published them in his thesis [40]. Since then there have been numer-
ous investigations [12, 27, 28, 581, which first employed Hot Wire Anemometry 
(HWA). Later Laser Doppler Anemometry (LDA) was introduced [13, 65] as it 
was a preferred method to HWA because it is non-intrusive and therefore does 
not give the same level of error or uncertainty associated with the measurements. 
In other words, the measurement error is significantly reduced with LDA. Curi-
ously, the last experimental measurements (to date) were published as far back 
as 1992 by Goldstein [30] and Cheesewright et al. in 1990 [13], the latter for the 
purpose of providing a comparison with numerical (computational) methods. 
In fact in recent times, computational investigations have completely out-
numbered experimental studies, with emphasis placed on the origin of secondary 
flows. The reason as to why experimental investigations have 'dried up' is not 
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known, although it may be a combination of the relatively large errors associated 
with experimental data (when compared with the magnitude of these small-scale 
motions) and the challenging aspect of validating numerical codes in a rapidly 
advancing computer age. This underlines the comments made by Huser et at [44], 
who stated that there is long way to go before the ideal turbulence model which 
can reliably predict the turbulence characteristics in a flow of this kind is created. 
Indeed, Su and Friedrich [88] point out that since the detailed review of Demuren 
and Rodi [18] back in 1984, there has been little improvement in the ability of 
codes to predict, reliably, the turbulence field. 
Nevertheless, whatever the reason may be, an investigation of this kind is 
quite a challenging application for DPIV, as not only is the technique in its 
infancy, particularly with turbulence applications, but it is the first time that 
DPIV has been applied to a flow of this kind in a square duct. Therefore, the 
only comparisons that can be made are those with PIV measurements carried out 
in fully-developed pipe flows [20, 96, 97, 98]. 
2.4.1 The structure and origin of secondary flows 
The structure of secondary flows in a square duct can be described in terms of a 
pair of counter-rotating vortical cells which occur in each corner, or quadrant of 
the duct. As the flow develops they become physically larger and grow outwards 
from the corner regions towards the centre of flow, intensifying with the highest 
velocity located nearest to the wall or the bisectors [94]. They cease to grow once 
the flow has become fully-developed but still continue to transport momentum 
from the corners of the duct to the mid-wall bisectors and back again, satisfying 
continuity. Figure 2.10, adapted from the experimental work of of Gessner and 
Emery [27], shows a plan view of the time-averaged streamline structure of these 
cells (note that the mean (stream-wise) flow is coming out of the paper). 
Bill 
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Figure 2.10: Schematic diagram showing the vortical cell structure of secondary 
flows 
The origin of secondary flows is related to gradients of the Reynolds stress, as 
first shown by Einstein and Li [21]. The corner has an influence on the structure of 
small-scale turbulence, which is manifested by vanishing turbulence production in 
addition to reduced turbulence energy and dissipation along the corner bisector. 
The imbalance between the turbulence along the corner and mid-wall bisector 
creates the stress-driven secondary flow, defined as secondary flow of the second 
kind [45]. The strong production of dissipation in the viscous sub-layer vanishes 
in the corner and the gradients at the wall for these production terms become 
zero in the near vicinity of the corner. 
The dominant production of dissipation in the corner is due to turbulence 
effects, most likely old eddies that were produced at the walls, dissipating as they 
pass the corner bisector. In fact, when described in terms of eddy structure, 
Huser and Biringen [43] state that the dominant event in square duct flow is 
the burst process (as described in section 2.3.1) and also demonstrated that the 
mean secondary flow pattern, the bulging of isovels towards the corners and 
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the anisotropy of Reynolds stress distribution are all explained by the preferred 
location of ejection structures near the corner region and the interaction between 
bursts from two adjacent walls. 
However, there is some disagreement concerning the origin and generation 
of the secondary flow field when described in terms of second order turbulent 
quantities. For a number of years it was of the opinion that the origins of sec-
ondary flows are attributed (exclusively) to the distribution of normal stresses in 
the duct [12, 105]. In more recent times, this has been refuted by a number of 
authors who have shown that it is the differences in the gradients of normal and 
transverse Reynolds stress which are the cause of secondary flows [94]. Indeed 
Mompean et al. [68] state (in a recent paper concerning numerical simulations 
of square duct flow at Reb = 4800) that the emphasis placed on normal stress 
anisotropy is somewhat misplaced, and there are equally important turbulence 
qantities that are involved in the generation of the secondary flow field. How -
ecer, despite these advances, an explanation of the exact mechanisms concerning 
secondary flows to this day is not available, and reflects the limitations associated 
with turbulence modelling. 
2.4.2 Fully-developed turbulent duct flow 
As explained in section 2.3.2 there are a number of discrepancies in the data 
where attempts have been made to quantify full-developed flows in terms of inlet 
length. Comparisons made with turbulent flows in duct of non-circular cross-
sections also show a number of uncertainties, with regards to the effect that 
secondary motions have on flow development. Demuren and Rodi [18] have the 
opinion that the inlet length should be longer compared with pipe flow, due to 
the presence and development of secondary motions. Their evidence for this came 
from the measurements of Launder and Ying [58] who studied an under-developed 
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flow in a square duct at 69 hydraulic diameters. Once again, their results conflict 
with the findings of Iguchi et al. [46] and Gessner and Emery [27] who observed 
fully-developed flow in non-circular ducts at 40D. 
To summarise, and with reference to section 2.3.2 it seems that fully-developed 
flow in a square duct is possible at 40 hydraulic diameters, despite the accepted 
trend in observations that the developing length in non-circular geometries should 
be longer due to the influence of secondary motions. However, providing the 
boundary layer is already turbulent at the inlet (Gessner and Emery [27] deliber-
ately tripped the flow prior to the inlet) and the entrance is far from smooth, it 
should be possible to acquire fully-developed flow conditions somewhere between 
Xe = 40 - 50D 
2.4.3 The effect of secondary motions on mean flow char-
act erist ics 
Despite being only 1-3% of the bulk velocity [18, 43, 61, 88, 941, secondary flows 
have a significant effect on flow statistics and characteristics. For example, the 
friction coefficient, F described by equation 2.20 is not valid for determining a 
value for the friction velocity. Instead a revised empirical formula is used. 
F -0.5 = 2 log (1.125 Reb F 0.5) - 0.8 	 (2.27) 
This expression was derived from the work of Jones [51], who examined a vast 
amount of data concerning the values of friction coefficients with Reynolds num-
ber for a number of non-circular ducts with different aspect ratios 5 . When com-
pared with the Blasius expression, the value of the friction coefficient is lower 
5 this is the ratio between the two widths of a non-circular conduit 
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for a given Reynolds number and therefore, as F cx UT, this means that both r, 
and UT are also reduced. This has also been observed in investigations carried 
out by Deissler and Taylor [15] who observed a reduction in UT by about 8%. 
Reasons as to why UT is reduced in non-circular studies are not available, but it 
could stem from the fact that the wetted (internal) perimeter of a square duct is 
greater than that of a pipe of the same (hydraulic) diameter by a factor of 4/7r. 
However, it is more likely to be a consequence of the presence of a secondary flow 
pattern, as suggested by Cavrilakis from his numerical simulation of flow through 
a square duct at a low Reynolds number [26]. Further details on the structure 
and the influence of secondary flows on mean flow turbulent quantities are given 




Particle Image Velocimetry 
Particle Image Velocimetry (PIV) is a well established technique which allows 
non-intrusive, instantaneous, full-field velocity measurements to be made. An 
immense amount of work has been carried out into refining and improving the 
flexibility of the technique and, as a result of this, PIV has become widely ac-
cepted and even commercialised with companies such as TSI, Dantec and OFS at 
the forefront of technological advances. Indeed there are now a number of books 
available to accompany the technique which give a good description of the tech-
nical and practical sides of PIV which include Digital Particle Image Velocimetry 
(DPIV). For an up-to-date and detailed guide the reader is referred to Raffel, 
Willert and Kompenhans [80]. 
in basic terms, PIV is a two stage process consisting of image acquisition and 
image analysis. Both stages are subject to continuous development and the most 
recent break-through was achieved with the introduction of digital or Charged 
Couple Device (CCD) cameras [102]. In fact, DPIV has now completely replaced 
conventional wet-film photography which consisted of a part-optical part-digital 
analysis. With regards to this application, a new off-the-shelf digital camera 
was used for the first time and incorporated as part of a state of the art sys-
tem developed by the University of Edinburgh Fluids Group which also includes 
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purpose-written software. Hence, experimental details of the system are specified 
in chapter 4, with the ensuing results given in chapters 5 and 6. However, the 
aim of this chapter is to give a general yet sufficiently detailed description of the 
principles and the concepts behind PIV. 
3.1 Introduction 
Velocity information is obtained by seeding the flow under investigation with par-
ticles, exposing them to double or multiple pulses of a constructed planar light 
sheet and recording the scattered light. The captured image is then subject to 
interrogation. This is done by taking a small sub-section of the whole image 
(known as an interrogation area) and performing a spatial correlation to deter-
mine the average displacement d between particle images. From this, the velocity 
is determined from a simple transformation involving the magnification (M) and 
the time between successive pulsing of the light sheet, Lit. Details of this scaling 
factor can be found in section 5.4. 
The correlation process is one aspect of PIV which has changed in recent times. 
There are two distinct ways of performing the correlation which are different im-
plementations of the same basic principle. They are termed autocorrelation and 
crosscorrelation. If sequential particle exposures are captured on a single frame, 
then the local average displacement is determined by performing a spatial corre-
lation of the interrogation area with itself. This is known as autocorrelation, with 
the resulting correlation plane consisting of a tall self-correlation peak along with 
signal peaks placed either side of the self-correlation peak. These signal peaks 
illustrate the concept of directional ambiguity associated with autocorrelation as 
it is not possible to identify which particle image was exposed first by the light 
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sheet (see figure 3.1) 1 
Therefore, it is desirable to capture sequential particle images on separate 
frames of the recording medium and then subject the images to the same spa-
tial correlation procedure. This is termed crosscorrelatiorz and is the preferred 
technique as it not only removes the inherent problem of 1800 directional ambigu-
ity but also improves the dynamic range by allowing displacements approaching 
zero to be successfully measured. These would otherwise appear as over-lapping 
particle images on an autocorrelation image. Furthermore, crosscorrelation is as-
sociated with a significant reduction in the number of random correlations which 
contribute to background noise in the correlation plane. Keane and Adrian [54] 
observed the background noise to be approximately reduced by a factor of two 
when compared with autocorrelation. Examples of both correlation procedures 
are illustrated by figure 3.1. Figure 3.1a consists of an interrogation area taken 
fr9m an real image placed alongside an ideal synthetic interrogation area. For 
darity, each particle-pair is labelled with 1 or 2, giving them a temporal distinc-
tion (i.e. t = 1 <t = 2). 
Until recently, (< 5 years) autocorrelation was the only feasible choice of PIV 
analysis due to the technical limitations (such as resolution) associated with dig-
ital cameras as well as the mechanical limitations associated with conventional 
(wet-film photography) PIV. These arose because the winding mechanism of a 
conventional camera was not fast enough (for most applications) to allow sequen-
tial particle exposures to be captured on separate frames. The digital camera 
used in this application allowed two separate images to be captured, providing 
At = 1 - 400,as. This reflects one aspect of the rapid advances made with digital 
1 this can be resolved by applying a technique known as image shifting, see Adrian [1] for 
further details 
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Figure 3.1: PIV correlation techniques (0 represents the correlation). 
technology. Another aspect concerns the improvements made with the increase 
in resolution of the digital array. This is an important consideration in DPIV as 
it is imperative that seeding particles are sufficiently imaged. 
The size of particles in a PIV image depends on the physical particle diam-
eter, d and the point-spread function of an imaging lens which corresponds to 
a diffraction-limited particle-image diameter, d3 . For a perfect lens the particle 
image size dt is given to be (Adrian [2]), 
dt = ( M2d 2 + d) 1 / 2 	 (3.1) 
where, 
d3 = 2.44(1 + M)f#A 	 (3.2) 
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with f# representing the f-number (defined as the ratio between the focal length 
and the diameter of the lens) and .A being the wavelength of the scattered light. 
Thus, for the imaging of small particles ('--' lim) with a small magnification, d3 is 
the dominant term in equation 3.1 and is representative of Fraunhofer diffraction 
which gives rise to an Airy disk in the image plane. The intensity distribution 
of the Airy disk is represented by a Bessel function of the first type whose shape 
is similar to a Gaussian curve [80] to a good approximation. However, in reality, 
d3 (and therefore d) is much greater, due to the fact that most lenses are not 
aberration-free and this has been shown to be the case in a number of PIV 
investigations [16, 38, 79]. 
Thus, in summary, PIV is neither a new technique nor complicated in concept. 
It is only when the accuracy in the measured displacement is taken into account 
that the complexities creep in. These complexities are directly related to the 
accuracy in the measured displacement which is an issue discussed in depth in 
section 3.4 and has recently been summarised in a publication by Huang and 
Gharib [42]. 
3.2 PIV analysis 
The correlation routines associated with PIV image analysis are principally as-
sociated with pattern matching. Correlation analysis applied to the intensity 
distribution a(x, y) of an interrogation area, where x and y are two-dimensional 
spatial co-ordinates, yields a correlation function A(x, y). The position of this 
signal relative to the centre of the correlation plane represents the average parti-
cle displacement, d. In autocorrelation mode this signal is related to the intensity 
distribution in the following way [78], 
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00 
	
A(x, y) = f . f 0000 a(x, y)a(x - y - y')dx'dy' 	 (3.3) 
which in reality reduces to a summation due to the discrete size of the data set 
(m), i.e., 
A(x, y) = 	a(x, y)a(x - x', y - 	 . 	( 3.4) 
However, calculating the function by direct integration is computationally inten-
sive and so most processing analysis is carried out using Fourier Transforms (FT) 
which is a valid method according to the Wiener-Khintchirie theorem. This states 
that a correlation performed in real space is identical to a conjugate multiplica-
tion in Fourier space for an autocorrelation analysis [31]. Hence equaon 3.4 is 
written as, 
A(x,y) = FT_ 1  {FT{a(x,y)}2}. 	 (3.5) 
where FT 1 denotes an inverse Fourier Transform. 
As already stated and shown by figure 3.1a, the two dimensional autocor-
relation function yields a tall self-correlation peak located at the centre of the 
correlation plane along with the signal and random background noise. This noise 
is made up of a combination of random correlations between different particles 
in the same interrogation area, overlapping particle images, and particle images 
that have moved out of the interrogation area. 
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Hence, in terms of background noise, it is clear to see the advantages with 
crosscorrelatjon as the level of noise is reduced due to the fact that a double-
exposed autocorrelation interrogation area will contain twice as many imaged 
particles. This explains why Keane and Adrian [54] found the peaks of back-
ground noise to be half the height when compared with autocorrelation. Effec-
tively, a reduction in background noise improves what is known as the signal to 
noise ratio or S/N. This is a desirable effect as it increases the probability of the 
signal peak being detected (see section 3.4.1). 
The crosscorrelation function C(x, y) consists of similar notation to that of 
autocorrelation and is written as, 
C(x, y) = FT'{FT{a(x, y)}FT{b(x, y)}} 	 (3.6) 
where the intensity distribution of an interrogation area in one image is given as 
a(x, y) with b(x, y) representing the second image at the same spatial location. 
As figure 3.1b shows, when compared with autocorrelation, there is no symmetry 
(in other words no 1800  ambiguity) and no self-correlation peak. 
Before the advent of sophisticated high resolution digital cameras, particle im-
ages were captured with wet-film photography and particle displacements were 
determined by part-optical, part-digital analysis. This approach was pioneered 
by the University of Edinburgh Fluids Group among others and involved probing 
a developed negative with a coherent light source such as a low powered He-Ne 
laser (see figure 3.2). With the use of a simple positive lens and a small Charged 
Coupled Device (CCD) camera, the diffraction pattern produced by the negatives 
forms Young's Fringes in the image plane. In terms of equation 3.5 the imaging of 
Young's fringes in the focal plane of a lens corresponds to IFT{a(x, y)} 2 , where 
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the (forward) Fourier Transform is carried out by the action of the lens and its 
multiplication with its complex conjugate is achieved by observing the intensity 
distribution of the image on a screen or CCD array in the object plane [31]. The 
reverse Fourier Transform is either performed optically [48] or digitally, using 
information such as the orientation and spacing between fringes in order to de-
termine the magnitude and direction of the displacement. The method employed 
by the Fluids Group involved downloading the image onto a Personal Computer 
(PC) and applying digital analysis (via a Fast Fourier Transform (FFT) algo-
rithm) in order to evaluate the displacement. 
image pairs 	
Yosfnnes$ 
probing laser beam 
negative 
	 CCD array 
Fourier lens 
Figure 3.2: Optical PIV analysis system 
Full-field velocity information was obtained by translating the negative across 
the entire frame in regular 1mm intervals. Each interrogation took approxi-
mately 2 seconds and therefore, the analysis of a whole negative took a matter 
of hours [32], not inclusive of time it took to develop the negative. 
However, with the recent introduction of quality high resolution CCD cam-
eras, it is now possible to evaluate the displacement on a purely digital basis. 
Despite the lack of resolution (100 sensors per mm over an area of 10mm 2 for 
a typical digital camera compared with wet-film photography which has 100-300 
lines per mm over 35 - 50mm 2  [79]), the main advantage of digital analysis is 
Chapter 3 - Particle Image Velocimetry 
that an image can be grabbed and processed in a matter of seconds, the speed 
of which is solely dependent on the processor in the computer. This is discussed 
in section 3.5. Thus, the next two sections (3.3 and 3.4) concentrate solely on 
Digital PIV and describe the methods employed to obtain accurate and reliable 
flow measurements. 
3.3 Digital camera 
Charged Couple Device (CCD) is a generic term for a device that transfers in-
formation in terms of charge packets [16]. In terms of a digital camera, the CCD 
is a semi-conductor device which responds to photons incident at its surface or 
sensing area by accumulating and storing charge. The magnitude of the charge 
depends on the number of photons that cause a band gap transition (assuming 
that the photon has enough energy) with photonic excitation giving rise to an 
electron-hole pair. The hole is removed and the electrons are stored in a potential 
well. Finally, the charge is then linearly converted into a voltage. The voltage is 
then transformed into a grey scale pixel value by a analogue to digital (or A/D) 
converter. For an 8-bit camera (such as the one used in this application), this 
complies to a range of grey scale levels which ranges from 0-255 (i.e. 28),  where 
0 represents black and 255 white. Details on CCD architecture and technology 
can be found in [16, 80]. 
The choice of CCD camera is pertinent to DPIV design, as there are many is-
sues which have to be dealt with in order to obtain the best results. These issues 
include the spectral response of the CCD sensor, which is a function of wave-
length (characterised by the type of semi-conductor) as well as the physical size 
of pixels, resolution, and the speed at which images are captured and downloaded 
for storage or analysis. It is also imperative that the camera is non-interlaced. 
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Interlacing is where images are captured, stored and transmitted in alternate 
fields which are either even or odd, each field respectively containing all even 
and odd lines. Hence, the image is read out on a temporal basis with either the 
odd or even line or field being read out first. A good example of interlacing is a 
conventional television image. In DPIV interlacing leads to an undesirable effect, 
whereby particle images become distorted and mis-shapen, due to the movement 
of particles across the even and odd lines. This gives rise to strong correlation 
effects that are not related to the displacement, making DPIV measurements 
prone to error. Another effect worthy of consideration concerns the presence of 
background noise (or dark noise) in the image caused by thermal effects such 
as the internal heating of the CCD array. This can also lead to erroneous mea-
surements by increasing background noise in the correlation plane hence reducing 
the S/N ratio. It has been shown that dark noise doubles for every 6°C rise in 
temperature on the CCD array [80]. 
In most DPIV applications, images are captured and saved on a frame-grabbing 
board which can then be transferred into the hard-drive of the computer at a later 
stage. The memory available in the frame-grabber determines how many images 
can be captured in a single run and is once again dependent on technology and 
cost. Nevertheless, this is an important factor when the application requires a 
time-sequence of events to be captured, such as PIV recording of a breaking wave. 
Fortunately, this is not a requirement in this application due to the homogeneity 
of flow parameters in the stream-wise direction and the fact that all captured 
images should be statistically independent of one another. This latter condition 
is that particles present in a given image pair (for crosscorrelation) should not be 
present in any other image. 
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3.4 Digital analysis 
This section describes the techniques and drawbacks of using FFT analysis on 
DPIV images in order to evaluate the displacement with a good degree of accu-
racy. All aspects of processing correspond to the detection and evaluation of the 
signal peak from the correlation plane. 
3.4.1 Peak detection and sources of error 
In order to evaluate the displacement from a single interrogation, it is imperative 
that the signal peak is detected first. This is achieved by applying an algorithm to 
the correlation plane which searches for the tallest peak based on the assumption 
that this corresponds to the signal peak which represents the displacement. With 
the image being discretised (i.e. pixelised), this means that the measurement error 
associated with any displacement is + 0.5 pixel. Therefore, for a displacement of 
d = 10 pixels, which is a typical value evaluated from a 32 x 32 pixel interrogation 
area, the measurement error is 5% of the displacement. This is not accurate 
enough for the majority of applications, in particular, turbulence studies [99]. 
However, the measurement error can be significantly reduced by the application 
of a three point estimator to the correlation peak, which estimates the location 
of centre of the correlation peak and allows sub-pixel accuracy to be achieved. 
Over the years a number of estimators have been applied which originated 
with a centroiding or centre-of-mass scheme applied to the correlation peak. This 
approach was found to be successful with conventional (wet-film) PIV due to the 
relatively large particle image diameters recorded on the CCD array which were 
typically of the order of 5-10 pixels. However, in most DPIV applications particle 
images tend to be much smaller which reduces the accuracy of the centre of mass 
scheme. Therefore, a parabolic peak fitting curve was introduced which greatly 
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improved the estimation in the displacement, although further improvements have 
been achieved by replacing the parabolic peak fitting curve with a Gaussian curve. 
This is a valid approach as particle images are well represented by a Gaussian 
intensity distribution as discussed in section 3.1. Hence it is assumed that the 
shape of the correlation peak is also Gaussian since the correlation of a Gaussian 
with another Gaussian results in a Gaussian. In fact, the measurement error 
associated with DPIV analysis has been investigated and reported to be ± 0.1 - 
0.05 of a pixel [80]. 
Methods of improving the estimation in the measured displacement is a branch 
of DPIV which has been subject to a lot of research [16, 42]. Even though the 
Gaussian curve fitting algorithm is the best of the three point estimators it is 
sometimes subject to what is known as a peak locking effect. This is observed 
when displacement values are clustered around integer values and is a sign that 
the (continuous) flow field has been quantised (assuming the particles are properly 
sampled). This undesirable effect is merely a direct consequence of the assump-
tions applied to the shape to the correlation peak, which is why the centre-of-mass 
and the parabolic curve approach will tend to show stronger effects of peak lock-
ing [80]. Additionally, peak locking has also been observed when particle images 
are too small which is a consequence of insufficient particle image information. 
Indeed, the size of the particle image diameter in terms of pixels (i.e. d1 ) 
has been subject to a number of investigations in order to optimise the FFT 
correlation by reducing what is known as detection bias2 . This occurs when d 
is too large for the choice of interrogation area. Hence, detection bias reduces 
the probability of the peak being detected in comparison with background noise, 
that has a lower S/N ratio. 
2This term is actually incorrect as it cannot be characterised by mathematics. Nevertheless 
it is a common term used in PIV 
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Therefore, there must be an optimal particle image diameter which is not too 
small for the effects of peak locking to be observed, and large enough to enhance 
the effects of detection bias. For the Gaussian fit estimator, Willert [103] has 
shown with simulation results that the best results for analysis with a 32 x 32 
pixel interrogation area correspond to imaged particles that are slightly greater 
than 2 pixels in diameter, although Raffel et al. state that double exposed PIV 
recordings correspond to an ideal diameter of d1 1.5 for reasons that were 
beyond a plausible explanation [80]. 
In addition to the peak locking and detection bias, there are other errors 
which are related to conventional digital analysis, the most important being bias 
error. This type of error is related to the finite width of the interrogation area 
which imposes a window function on the correlation function, and the fact that 
the correlation curve is not an exact delta function (the ideal situation for peak 
detection). The window function is simply the result of the geometrical correla-
tion between two areas. Hence, correlation of two interrogation areas of the same 
size results in a triangular function [99] as shown by figure 3.3a. This inherently 
has the effect of reducing the size of the correlation peak as well as the estimation 
in the displacement with respect to its true value, as illustrated by figure 3.3b. 
This is known as displacement bias and the effect becomes more significant when 
either d or the width of the correlation peak is increased. 
As already stated, the width of the peak is proportional to d1 , but there is 
another effect which can increase the width of the correlation peak known as 
gradient bias. This occurs when there is a local shear present in the interrogation 
area and so the broadening (and reduction in height) is the result of the variation 
in contribution of each particle pair to the correlation peak. 
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to use different size interrogation areas 3 in order to widen the window function as 
shown in figure 3.3a. Another example of evaluating an unbiased estimate 4 is to 
apply weight kernels. rfhese  can correct the window function as the mathematical 
form of the function is known. Another effective method of reducing bias errors 
(particularly in turbulence applications) is known as re-interrogation. 	As re- 
interrogation is used extensively in this application, a description is therefore 
necessary. 
Figure 3.3: (a) The window function and (b) its contribution to displacement 
bias (adapted from [79]). 
3.4.2 Re-interrogation 
In principle re-interrogation takes advantage of the findings of a study carried out 
by Westerweel et al. [98] concerning the rms error (associated with the three point 
estimators) as a function of displacement. It was found that from Monte Carlo 
simulations, a 32 x 32 pixel interrogation area with d1 = 2, shows a rapid reduc-
tion in the rms error when d < 0.5 pixels. Therefore, by moving the interrogation 
area of the second image by an integer amount of the evaluated displacement (so 
3both must be of a size which is a power of 2-a requirement of FFT analysis 
4 a term first used in DPIV by Westerweel 
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that the residual displacement is ± 0.5 pixels) and performing a second correla-
tion, the random error associated with the final estimation of the displacement 
will be substantially reduced. Hence, this window offset effectively removes the 
effects of displacement bias and increases the S/N ratio (thus reducing detection 
bias). Furthermore, as a consequence of re-interrogation, Westerweel et at. [98] 
showed that re-interrogation extends the spatial resolution of DPIV measure-
ments, allowing higher wavenumbers (k) to be resolved. Additionally, as a direct 
consequence of this, there are implications that the size of the interrogation area 
can be reduced, which increases the spatial resolution (more vectors), while main-
taining the same S/N ratio achieved with the larger interrogation area without 
the window offset. 
3.5 PIV design and optimisation 
The previous section discussed the sources of error wholly concerned with digital 
analysis. However, prior to the introduction of digital cameras as the record-
ing medium, a number of recommendations were made, notably by Keane and 
Adrian [52, 53, 54]5  in order to optimise PIV parameters and to obtain the best 
estimate of the displacement. These still apply to DPIV. They specified that 
number density, N1 (i.e. the number of particles present in an interrogation 
area), should be greater than 7 for each image subject to crosscorrelation, with 
seeding homogeneously distributed across the illuminated flow. Another design 
rule specified by Keane and Adrian is the condition, 
MILuIttt < dt /Di 0.03 - 5 	 (3.7) 
5 these findings are summarised in a recent paper by Adrian [3] 
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where D1 is the width of an interrogation area and tu is the local variation of 
the velocity. Additionally, they also found from their extensive investigations, 
that particle displacements and out-of-plane motions (the velocity component in 
the z direction, W) should not exceed one quarter of the interrogation area width 
and light sheet width respectively. Providing these rules are followed, Keane and 
Adrian stated that the probability of obtaining a valid vector is greater than 95% 
on the grounds that a velocity gradient present in a single interrogation is no 
more than 5%. 
With regards to sampling, it is common in PIV applications to employ a 
50% overlap between successive interrogations. The reason for this stems from 
the Nyquist theorem, which states that in order to resolve a signal consisting of 
a maximum frequency, the signal must be sampled on a regular square grid of 
twice the maximum frequency [16]. In turbulence applications an interrogation 
area of size D1 x D 1 , the highest spatial frequency that can be measured is 
the reciprocal of D1 . Therefore to sample the frequency correctly, the grid size 
should be Dj /2, hence the 50% overlap. This explains why a grid spacing of 
25%, although intuitive, is not used in PIV analysis as it results in over-sampling 
which essentially means that it is not possible to extract additional information. 
It is also worth noting that the evaluated displacement is the mean value between 
an ensemble of particle images. Therefore, it is assumed that the value of At is 
smaller than any time scales relevant to the flow under investigation, such as the 
Kolmogorov time scale, tk. 
Thus to summarise, in general, reliable DPIV measurements are obtained 
providing the design rules of Keane and Adrian are followed along with particle 
images that are of the order of two pixels in diameter (or smaller) in conjunction 
with a 50% overlap between successive interrogations. These statistical and the- 
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oretical findings have been implemented in this application and are discussed at 
various stages throughout this thesis. 
3.6 Developments in PIV 
As already stated, PIV is a technique that is technologically limited; this situation 
looks likely to continue into the foreseeable future. One of the aims of PIV 
development is to achieve real-time velocity information at an affordable price. 
The system developed and implemented by our Fluids Group for this application 
can acquire images for crosscorrelation with approximately 350 displacements 
evaluated per second. This number is halved when re-interrogation is realised. 
However, given the demands of the computer industry for faster and more efficient 
processors, it is only a matter of time before real-time PIV becomes more of a 
reality. 
Another development in PIV concerns the measurements of all three corn-
ponents of a velocity vector. This may sound a little odd as conventional PIV 
assumes that the flow under investigation is purely 2-dimensional and any out-of-
plane motions contribute to a reduction in detectability of the correlation peak. 
However, dual plane PIV actually uses the reduction in peak height as a measure 
of the W or out-of-plane component. In fact, Dual plane PIV is not the only 3-D 
PIV technique. Stereoscopic and Holographic PIV are two other examples which 
allow the out-of-plane velocity component to be measured. Details of all three 
techniques can be found in [80]. 
Finally, over the years optical fibre delivery has been introduced as part of 
the configuration for the formation of a 2-dimensional light sheet. This has been 
applied in a number of studies [33, 83], but unfortunately has been limited in 
its use with OW (continuous wave) lasers rather than pulsed lasers. This is due 
57 
Chapter 3 - Particle Image Velocimetry 
to the inherently large power densities associated with the latter which cause 
irreversible damage at the input end of the fibre core. For pulsed lasers, this 
is rather unfortunate, particularly when measurements have to be carried out 
in hazardous environments, optically limited situations, or even when a volume 
needs to be traversed. However, by employing a novel optical approach, the first 
measurements determined from a newly-developed optical fibre delivery system 
have been carried out and are presented in this thesis, with particular attention 
given to the accuracy of PIV measurements. Details of this system are given in 




The application of DPIV to 
turbulent duct flow 
4.1 Overview of flow configuration 
Figures 4.1 and 4.2 show the basic configuration for the measurement of a fully-
developed, isothermal turbulent flow through a square duct. Ambient air is drawn 
through a section of flexible pipeline, by a centrifugal fan which blows this air 
uwards through a straight, vertical glass duct which is square in cross-section. 
The bulk Reynolds number of the flow is of the order, Re b = 3 x 10". The flow-
rate is controlled manually using a valve placed upstream of the blower. The 
temperature of the air was monitored with a thermometer placed in the centre 
of the flow im downstream from the outlet of the duct. This was a necessary 
procedure as the air was heated up by the blower and it took approximately 
30 minutes before the air temperature stabilised. 1im corn oil droplets were 
introduced to seed the flow, 3 metres upstream of the inlet of the duct in order to 
ensure that the seeding distribution was as homogeneous as possible by the time 
the particles reached the illumination section. In order to prevent any build-up of 
static electricity, the whole section of duct and connecting pipelines were wrapped 
in braided wire which was connected to earth. 
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Figure 4.1: Flow configuration (a) 
Sequential exposure of particles to a Neodymium Yttrium Aluminium Garnet 
or Nd:YAG pulsed laser light sheet was captured by a Kodak ES1.0 CCD (non-
interlaced) camera, using a Coreco OC-F/64 frame-grabber mounted in a PC-486 
and purpose-written software. These images were then saved to the PC hard disc 
in 8 batches of 15 double-images due to the limited memory available on the 
frame grabber. Therefore, in total, 240 crosscorrelation images were captured 
resulting in 120 independent velocity maps. 
Two Micro-Nikkor lenses (60mm and 55mm) were employed with the camera 
and all experiments were carried out at a numerical aperture of f# =2.8. Along 
the length of one of the mid-walls of the duct, pressure tappings were placed 
at regular intervals of 30cm, and arranged so that they were 15cm from the 
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inlet/outlet of the duct as shown in figure 4.1. All DPIV measurements were 
taken at 51 pipe diameters from the inlet and the images included the duct walls 
and therefore, captured the width of the duct. A light sheet was produced with 
a simple (conventional) lens system and a newly-developed, novel, optical fibre 
delivery technique (see section 4.5). With reference to section 2.4.2, the flow is 
expected to be fully-developed by the time the illumination section is reached, 
due to the combined effects of a sharp entrance and a turbulent flow at the 
inlet. The sharp entrance was purely a consequence of a 2m or 38D section 
of straight, rubber pipeline, which was circular in cross-section with corrugated 
walls, and was connected up with the duct. As both conduits had matching 
hydraulic diameters, this produced an abrupt step in the corner regions which 
is also related to enhanced turbulence intensities [56]. The flow was already 
turbulent at the inlet due to the action of the blower and the corrugations in the 
connecting pipeline. The lower section of the duct and the inlet are shown in 
figure 4.3. 
4.2 Design considerations for the duct 
Given the extensive literature review concerning the appropriate length for ob-
serving fully-developed flow, the duct was built with two considerations in mind. 
The first, was to conduct a program of research similar to that of Jakobsen [49] 
concerning two-phase flow. He investigated the response of inertial particles in a 
turbulent flow through a square duct of cross-section 0.052cm 2 and 0.5m in length 
and hence, it was obvious that the flow was far from fully-developed. Thus, the 
aim was to build a duct with a suitable length to observe these inertial effects 
in a full-developed situation. Unfortunately, due to the demands of experimental 
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Figure 4.2: Flow configuration (h) 
design and the program for PIV development there was little time left for the 
investigation of two-phase flows. 
The second consideration concerned a limitation on duct length imposed by 
the physical size of the laboratory. With the conclusions from section 2.4.2 in 
mind, a 3m square duct was built to the same specifications of Jakobsen's conduit, 
comprising two identical 1.5m sections, for handling reasons and flexibility. Each 
section was built from four 1.5m glass plates, each 4mm thick. The plates were 
glued together using a special adhesive (Araldite 2010) with particular attention 
paid to flush and perpendicular alignment between adjacent plates. Along the 
centre-line of one of the plates 5 short sections of glass capillary tubing (25mm 
in length and 7mm in outside diameter) provided the pressure tappings. Each 










Figure 4.3: Lower section of the laboratory configuration 
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was ensured that each one was flush with the internal perimeter of the duct 
so as not to interfere and disturb the boundary layer by producing a step, as 
discussed by Dryden [19]. The ends of each section were re-inforced with Tufnol 
which matched the internal diameter of the duct and had an over-sized external 
diameter, allowing the two sections to be clamped together. Silicone rubber was 
used to prevent any possible leakage. At the inlet and outlet short aluminium 
adaptors provided sleeves for the approach rubber pipeline and the abrupt step 
at the inlet. The construction of the outlet was the same as for the inlet. 
4.3 Seeding for PIV 
Seeding for PIV depends on a number of factors which are related to the charac-
teristics and physical properties of particles. This section discusses fundamental 
considerations which are important for determining appropriate seeding for an 
aerodynamic turbulent application. 
4.3.1 The particle response time 
A measure of how closely a particle follows fluid motions can be described by the 
particle response time, tp, (Elgobashi [23]), 
t = d2 PP 
18 (4.1) 
where d and pp  are the diameter and density of the particle respectively. This 
expression is derived from Stokes's drag law and strictly applies to a single particle 
that is accelerating in a fluid in order to reach its terminal velocity (i.e. velocity 
of the fluid). In other than this flow situation, such as when the flow is supersonic 
or turbulent, equation 4.1 is merely an approximation. Nevertheless, with most 
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turbulent flows, it is imperative that the actual particle response time is smaller 
than the Kolmogorov time scale tk. Unfortunately, tk cannot be determined with 
any accuracy, as it depends on the local turbulence dissipation rate. However, 
Melling [67] derived an expression which relates the ratio of the (time-averaged) 
particle/fluid motion fluctuations, (i.e. u/u) in terms of a quantity, f, which 
corresponds to the highest turbulent frequencies of interest, and is a term which 
incorporates the particle response time. 
- (1 + fC tP 
-1 
1 	 (4.2) 
It is clear that the product f t should be as small as possible so that 
u/u —+ 1, i.e. the ideal seeding particle. Typical experimental values of 
f lie between io and 106  Hz. In fact, as f represents the highest frequency of 
interest, this can not be too dissimilar from the reciprocal of the IKolmogorov time 
scale, as physically, they have similar meanings. With regards to particle diame-
ter, Melling [67] concluded that for a frequency response of fc =lOkHz, particles 
should not exceed 1jim for a density of 970 kg m 3 . 
4.3.2 Light scattering properties of particles 
As most recording media in PIV applications capture light scattered off seeding 
particles which are 90 0  to the incident light sheet, the scattering properties of 
seeding particles are of particular interest, more so when the particles are small as 
they need to scatter sufficient light in order to be recorded'. Indeed the intensity 
of scattered light depends on polarization and observation angle. Figure 4.4 gives 
1 it is possible to increase the intensity of scattered light by increasing laser power, but this 
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an example of the polar distribution of scattered light intensity (arbitrary units) 
for a 1m oil particle exposed to light at )=532nm. It is evident that most of the 
light is scattered 1800 to the incident light. This is known as forward scattering 
and would be a desirable condition for optimization of PIV recording, but is not 
feasible, as the width of a constructed light sheet would be too small. 
recording media 
2700 
Figure 4.4: Plan view of a scattered intensity distribution for a him oil droplet 
For spherical particles with diameters that are less than the wavelength of the 
incident light sheet, Mie 's scattering theory is applicable. A full description of the 
theory is not given here but can be found in [41]. Mie scattering is characterised 
by a normalised diameter (b) described by the following equation 
b — -4 - 	. 	 (4.3) 
The value of b corresponds to a number of experimental observations. Firstly, 
the number of local maxima found on a scattering intensity plot between 0-180° 
is equal to the value of b. Therefore, as particle size increases, the number of 
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local maxima also increases. Secondly, the average scattered intensity roughly in-
creases with b 2  and so larger particles have better scattering efficiencies, although 
this also depends on the ratio of refractive indices between the particle and the 
fluid [80]. 
Another characteristic of Mie scattering concerns the response of a particle 
to polarised light. This is an important consideration with Nd:YAG lasers as the 
emitted light is linearly polarised. Thus, the scattering efficiency of a particle is 
dependent on the orientation of polarisation of the incident light for observation 
angles between 00  and 1800. In fact, the direction of polarisation of such light 
scattered off particles such as 1im corn oil droplets has been shown to become 
partially turned in this angular range [80]. Furthermore, it has also been shown 
that the scattered light intensity at 90 degrees is 3-4 times greater when using 
horizontally polarised light compared with vertically polarised light [75]. This is 
a problem when two Nd:YAG lasers are operated and synchronised together due 
to the optical configuration which requires a polarising beam splitter ii order to 
combine the beams. Fortunately, this this was of little concern in this application 
as only one (double-pulsed) Nd:YAG laser was required. 
4.3.3 Particle concentration 
A final consideration is the concentration of particles in a seeded flow. Of course, 
if the concentration is too high, particles will interact with each other and alter 
the properties of the flow. Elgobashi [23] states that the volume fraction should 
not exceed 106 for mono-disperse particles. 
4.3.4 Choice of seeding 
Seeding is fundamental to PIV design and optimisation. The ideal particle is one 
that is small enough (-'-' jim) with a density and inertia which matches the fluid 
67 
Chapter 4 	The application of DPIV to turbulent duct flow 
yet has a high scattering efficiency in order to be sufficiently recorded. In reality 
this is difficult to achieve and so there are a limited number of materials that are 
available. The choice of seeding used in this application was atomised corn oil 
droplets. These were produced by passing Nitrogen at 7psi through a DANTEC 
atomiser. Corn oil is a popular choice for aerodynamic situations and has been 
used in many turbulence applications [20, 47, 49, 62, 63, 96]. The combination of a 
relatively low density (p=850kgm 3 ) and small particle size (d=1tm) results in 
a response time of 2.5 x 10 6s, which is much smaller than any time scale relevant 
to the application, such as tk and At (see section 5.7.3 for clarification). As a 
consequence of size, they also obey the concentration condition, which requires 
seeding particles to occupy a volume fraction of less than 10-6 as recommended 
by Elgobashi [23]. 
44 Conventional illumination methods 
Generating a light sheet for PIV measurements is application specific. There are 
numerous methods which employ a variety of optical configurations and these vary 
with the type of light source employed. The choice of laser, is merely dependent on 
the speed of the flow under investigation. Slow flows, such as water wave studies, 
usually employ Continuous Wave (CW) lasers as their beam quality is optimal 
and the output beam can be manipulated to form a light sheet by combining a 
rotating octagonal mirror with a parabolic mirror (the reader is referred to [801 
for experimental details). However, this configuration is usually limited to the 
investigation of slow flows, (< 1ms 1 ), such as water wave studies, due to the 
mechanical limitations associated with the spin rate of the octagonal mirror. 
Traditionally, the majority of applications investigating faster flows (>>rns'), 
employ pulsed lasers such as Nd:YAGs. These produce high-intensity pulses of 
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light of short duration (-' ns). Hence, this section describes the generation of a 
light sheet using conventional optics and the properties of the Nd:YAG laser. 
4.4.1 The Nd:YAG laser and its operation 
All of the experiments were carried out using a single Quanta-Ray DCR.-1 1 pulsed 
Nd:YAG laser made by Spectra-Physics. The laser emits green light of wavelength 
A =532 nm. The emission is in the form of either a single pulse or a pair of pulses 
of 6-7 ns duration each. In single pulse mode the maximum energy is 135 mJ, in 
double-pulse mode the energy is shared between the two pulses. Unfortunately, 
the time separation between the two pulses is narrow and can be varied between 
25 and 120is only. This problem can be overcome by synchronising two Nd:YAG 
lasers in single-pulse mode (as mentioned in section 4.3.2). However, this is not 
only expensive, but extremely difficult to align and also requires a greater number 
of high quality optical components. 
fully reflective mirror 	 reflecting cavity 	 frequency doubler 	to beam dump 
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Figure 4.5: The Nd:YAG laser 
The pulse energy and duration is controlled by a Q-switch which comprises of a 
polariser, quarter-wave plate and a Pockels cell as shown in figure 4.5. Essentially 
the Q-switch is an electro-optical device which acts as a light valve and produces 
shorter pulses of light of high energy. This is one of the reasons why the Nd:YAG 
is a popular choice for PIV, as there is sufficient energy to illuminate small seeding 
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particles and the pulse duration time is so short that particle images appear to 
be frozen. However, these desirable features of this type of laser combine to give 
high power densities (compared with CW lasers) and therefore alignment requires 
a great deal of care. 
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Figure 4.6: Schematic diagram showing the four level system of the Nd:YAG 
From an atomic viewpoint, the Nd:YAG is a four level solid-state semi-conductor 
laser (see figure 4.6). A flash-lamp pumps the Nd:YAG crystal to a higher en-
ergy state, where a fast transition to a lower state produces light at a dominant 
wavelength of 1064nm. This infra-red light passes through a non-linear crystal 
(potassium dideuterium phosphate or KD*P)  to create a secondary wave with 
half the original wavelength. Thus the non-linear crystal acts as a frequency dou-
bler producing green light emitted from the laser aperture. This crystal also has 
birefringent properties and so the resultant light has two possible linear polari-
sations. Any residual infra-red radiation is removed from the frequency-doubled 
light via a Brewster window to a beam dump as shown in figure 4.5. Due to the 
design of the resonating cavity, which is manufactured deliberately to be unsta-
ble in order to extract maximum energy [86], the output beam has a relatively 
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noisy light intensity profile compared with CW lasers, but nevertheless, has a 
spatial distribution which coarsely resembles a Gaussian profile. The qualitative 
differences in intensity profiles between the two lasers is illustrated by figure 4.7. 
This beam profile of the Nd:YAG varies with distance from the lasing cavity 
and it is therefore, recommended that the formation of a light sheet for PIV 
applications occurs between 2-4m from the laser [86], known as the mid-field 
region, where the beam profile is less noisy and more Gaussian in shape. It is 
possible to remove noisy components by applying a spatial filter to the output 
beam in order to remove the additional modes (a consequence of the unstable 
cavity) that are responsible for noise. However, in these experiments the noise 
effects are negligible when compared with ulterior optical defects such as back 




Figure 4.7: Typical beam output intensity profiles for (a) a CW laser and (b) a 
Nd:YAG laser. 
The beam quality of this laser, despite the inherent noisy profile, is dependent 
on a large number of factors. The Nd:YAG crystal is sensitive to physical effects 
such as orientation, moisture and temperature which vastly alters the optical 
properties of the laser. Therefore, it is essential that the crystal is kept at a 
constant temperature (using an in-built heater) and when in operation, the laser 
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runs at a repetition rate that is set by the manufacturer (for the DCR-11 this is 
10 Hz). This is to establish thermal equilibrium between the internal components 
of the cavity and the Nd:YAG rod, therefore optimising the performance of the 
laser. 
In fact, beam quality can be quantified in terms of the beam waist radius 
(focal spot-size) w and focus cone half-angle 0 and is a measure of how tightly it 
can be focused [35]. The product of the two parameters is proportional to Q 2 , 
known as the quality factor, and the reciprocal of this is proportional to the beam 
quality. Therefore, 
w 0 = Q 2 (?) 
	
(4.4) 
for a fundamental Gaussian beam, such as the output from a CW laser, Q2 = 1. 
In comparison, the Nd:YAG laser has a quality factor which is less than 5. The 
quality factor is unknown for the laser used in this application, but it has been 
estimated to be Q 2  < 3. This results in a beam waist which varies between 
0.3 - 1.0 mm, based on a quoted divergence of 0.5mrad. 
An additional consideration when optimising the laser for PIV applications in 
double-pulse mode is one that concerns the equalisation of pulse energies. Pulse 
energy from the double Q-switched mode is dependent on: flash-lamp energy, 
the time delay between the the flash-lamp firing and the first Q-Switched pulse 
and also L\t. As these quantities are all dependent on each other, equalisation is 
maintained by monitoring the output pulse manually with a photo-diode and a 
fast oscilloscope. It can also be achieved by grabbing auto-correlation images of 
the flow and checking that particle pairs have the same grey-scale values on the 
digital image. However, due to the noisy output and shape of the light sheet, it 
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is unlikely that all imaged particles will have the same distribution in grey-levels 
across the entire DPIV image. Fortunately, this does not affect the correlation 
adversely, providing the criterion (for PIV optimisation) specified by Keane and 
Adrian [52, 53, 54] is duly followed. 
Apart from the numerous disadvantages listed already with the Nd:YAG laser, 
a high degree of patience is also needed when optimising and aligning the light 
sheet. Nevertheless, as already mentioned, it is still a popular laser for PIV, 
particularly as beam quality has been improved significantly without power being 
sacrificed. Unfortunately, unlike CW lasers (which can accommodate fibre-optic 
delivery), Nd:YAG lasers are limited with rigid bulk optics. This is quite a 
disadvantage in applications where optical access is either difficult, hazardous or 
where a volume has to be transversed. As a result of this, a fibre-delivery system 
incorporating a novel approach has been integrated with the set-up as part of 
an investigation to test the tolerance of fibre bundles to high power density laser 
light. Details are given in section 4.5. 
4.4.2 Generating a light sheet 
PIV requires a two-dimensional light sheet of uniform thickness and intensity. 
Unfortunately this is far from the case with most applications employing the 
Nd:YAG laser. The optical arrangement in this case required the coupling of 
a spherical negative lens with a spherical positive lens (the focal lengths being 
f=-lSOmm and 200mm respectively) and a cylindrical lens as in figure 4.8. With 
regards to figure 4.8 note that the lenses are positioned so as to reduce back 
reflections into the lasing cavity which could cause serious damage to the laser. 
The spherical lenses add flexibility to the system and allow the beam to be focused 
at the centre of the duct without moving the laser. Also, the combination of the 
two lenses produces a beam with relatively long convergence/divergence length 
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when compared with the diameter of the duct and approximately provides a 
two-dimensional light sheet across the duct. A powerful, negative, cylindrical 
lens then expands the beam in the xy-plane. However due to the near-Gaussian 
profile of the beam, not only does the light intensity vary due to noise, but varies 
geometrically across the width of the sheet. 
side view 
f= -150mm 	f= 200mm cylindrical tens 	 -._ I 
Figure 4.8: Conventional optical arrangement for the control and expansion of 
a Nd:YAG laser beam 
Light sheet thickness (A z) is of great importance in PIV, as it is essential 
that all particles are focused and do not significantly move out of the plane of 
the light sheet, i.e. towards or away from the recording medium (in this case the 
z-plane), as stated in chapter 3. Therefore, it is imperative that the thickness of 
the light sheet is less than the depth of focus (i.e. Lz < z) otherwise particles 
would appear to be blurred (see figure 4.9) in the image plane, resulting in poor 
correlations being made upon analysis of DPIV images. Depth of focus 8z, has 
been derived by Adrian [2] in terms of magnification, numerical aperture and 
wavelength of light, hence: 
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8z 2(1 +M)2f 2 	
(4.5)  A. 
With a value of M 0.17 determined for this application, this corresponds to 
a depth of focus which is slightly less than 1.0mm and therefore, Az should not 
exceed 0.9mm. Compared with the beam waist of the DCR-11 laser, evaluated 
with the upper limit of Q 2 =3, a light sheet thickness, Lz = 1mm, was calculated. 
Unfortunately, this is slightly greater than the recommendation from the depth 
of focus equation. However, equation 4.5 corresponds to a perfect imaging lens, 
free from aberrations, which is never the case. Stanislas [86] has investigated the 
effects of a non-perfect lens and states that in reality, the depth of focus is actually 
increased even with the use of a good quality imaging lens. In conclusion, given 
t1e pessimistic value of Q 2  (which also has a significant effect on 8z) there is no 
/ 	 I 
doubt that the condition Lz <8z is obeyed. 
array 
.y 
6z 	 A'B' 
Figure 4.9: The effect of light sheet thickness on imaging particles for PIV 
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4.5 Optical fibre delivery 
Optical fibre delivery is very unusual with a pulsed laser. As already stated, 
the advantages of fibre delivery are numerous and there have been a number 
of publications concerning the design and application of the fibre delivery sys-
tem, although these have mainly been limited to slow flows, such as water wave 
studies [33, 83]. However, in the past few years, there have been a number of 
significant advances with fibre delivery for Nd:YAC lasers, but the techniques are 
limited by the size of the fibre and the amount of energy the fibre can tolerate. 
Large core fibres can cope with a higher power density [5], but unfortunately they 
produce a reduction in beam quality and light sheets that are too thick for the 
majority of PIV investigations. 
Illumination is a key factor with PIV measurements, the main reason being 
that particles need to be illuminated sufficiently well in order to produce a re-
sponse of the recording medium (in this case, a CCD array). Anderson et at. [5] 
developed a fibre delivery system for PIV with a 400gm diameter fibre, capable of 
transmitting pulse energies at 5mJ. Later developments included a fibre bundle 
consisting of a circular array at the input end, transposed to give a linear array 
at the output end (similar to the arrangement in figure 4.10). This system could 
accommodate 7mJ pulses without damage to the fibres and has the advantage 
over the single fibre in that the power density is reduced for a given pulse energy 
due to the greater area that the energy is spread out over. 
The damage threshold for the fibre is also critically dependent on launch 
conditions. Conventional methods have shown that the best results with a single 
fibre are achieved when the beam is focused at a cone half-angle of 0=100mrad 
which is approximately 50% of the acceptance angle of the fibre [35]. A spherical 
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fibre —3.5m 
output end: linear away 
1.1mm 
4.2 mm 	 input end: circular array 
Figure 4.10: Input and output configuration for fibre delivery 
positive lens focuses the beam into the fibre as illustrated by figure 4.11. Note 
that the beam waist is located in front of the fibre in order to prolong the lifetime 
of the fibre (reducing damage). Despite these optimum conditions, the single 
fibre system with a 200im diameter core could only cope with pulse energies 
less than lmJ. On investigation, it became clear that the reason for this was due 
to the beam quality which was too high for the fibre, resulting in too few fibre 
modes being excited. As a direct consequence of this, re-imaging of the focal spot 




--- . ------- ........................-...............................--------- 
re-imaging 
Figure 4.11: Conventional fibre delivery for a single core 
With both the single fibre and the fibre bundle limited to relatively low pulse 
energies, an alternative system was devised to increase the tolerance of the fibres, 
enabling higher pulse energies to be transmitted. A Diffractive Optical Element 
(DOE) was introduced as part of the launch configuration. This system was 
developed at Heriot-Watt University by Dr. Duncan Hand of the Mechanical 
Engineering Department and was used for first time with this application. As 
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reported by Hand et al. [35, 36] implementing a DOE as part of the launch 
conditions has enabled pulses as high as 30 mJ to be transmitted without any 
noticeable damage. 
4.5.1 The role of a DOE in fibre delivery 
The DOE is essentially a computer-generated hologram which has a surface relief 
in the form of a periodic pattern that diffracts the laser beam over a closely 
controlled range of angles [35]. The role of the DOE is to reduce controllably, the 
beam quality of the light, in order to match the fibre in a way that the number 
of excited fibre modes are increased. An example of this is given in figure 4.12. 






I 	 I 	 I 
0 0.15 	 0.3 	0 0.75 	 1.5 
mm 	 mm 
Figure 4.12: Typical focused beam intensity profiles with (a) 0.5° DOE and (b) 
2° DOE 
Increasing the number of modes reduces self-focusing within the fibre, thus 
increasing the damage threshold. Figure 4.13 illustrates the integrated configu-
ration of a DOE into the system. To optimise lasing conditions neutral density 
filters of various transmission efficiencies are introduced in order to regulate the 
lasing power to the system and also allow the laser to run at full power. The 
DOE is placed between the neutral density filters and a positive spherical lens, 
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which acts to focus the beam onto a circular array. An in-depth description of 
the development and application can he found in [35, 36]. 




neutral density filters 	 V 	laser beam 
Figure 4.13: Placement of the DOE in the optical configuration 
Beam quality once it has passed through the DOE can be described by the 
following equation. 
2 - ir W 0DOE 	 (4.6) 
Here. w is the beam radius incident on the diffuser and the cone half-angle of 
the DOE is denoted by °DOE  The combination of these two parameters allows 
a value of Q 2  to be chosen in order to match up with the fibre. The beam is 
then focused down in front of the fibre bundles before expanding to match the 
diameter of the circular array. 
The DOE used for this study was designed for a wavelength of 633nm. As a 
result of this, the diffraction efficiency is reduced to 85%, meaning that 15% of 
the incident light is undiffracted. It is possible that the undiffracted light (being 
higher in beam quality) could contribute to self-focusing problems found with the 
conventional configuration. On investigation, it was found that the undiffracted 
light fortunately formed a (zero-order) focus a few millimetres in front of the 
circular array, as shown in figure 4.13. 
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4.5.2 Optical fibre delivery for the Nd:YAG laser 
The fibre bundle consisted of 19 x 200im diameter fibres, each one having a 
cladding (sheath) thickness of 20pm. They were grouped into a circular array 
of diameter 1.1mm in total diameter (see figure 4.10). The cone half-angle was 
100mrad. Both ends of the array were cleaved and polished using precision tools 
before mounting. At the input end the fibre bundle was held mechanically with 
a tapered glass tube, as gluing was not a viable option due to high pulse energies 
encountered at the input. At the output end epoxy resin was used to keep the 
linear array fixed. The fibre bundle was mounted inside a stainless steel tube, 
with a 10mm outer diameter, although the majority of the fibre length (' 3.5m) 
was protected with a flexible spiral tube, making the bundle robust. At both 
ends, the array was protected by a less robust PVC tubing, in order to allow easy 
access for re-cleaving if and when damage occurred. 
When all the images were captured, the fibre bundle was carefully i 1nspected. 
From experience, it has been found that damage to the fibre occurs few mil-
limetres from the end face and is often heard as a loud 'crack'. It is thought 
that fibre damage is not cumulative, and is purely a consequence of excess pulse 
energy which showed considerable pulse-to-pulse variation, another inherent fea-
ture of the Nd:YAG laser. In this application the pulse-to-pulse variation was 
found to be substantially greater compared to a typical Nd:YAG laser which was 
attributed to performance of the flash-lamp which was near the end of its lifetime. 
Fortunately, this had no detrimental effect on the fibre bundle. 
At the output end, the linear array was carefully mounted on a translation 
stage which also included a positive cylindrical lens (figure 4.14). The combi-
nation of divergence angle at the output end (which was similar to the cone 
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Figure 4.14: Experimental configuration to accommodate fibre delivery 
half-angle), coupled with the cylindrical lens of focal length 40mm, produced a 
light sheet in the xy-plane with a maximum thickness of 2mm at the glass walls, 
reducing to 1mm at the centre of the duct (y/D=0.5). As a consequence of the 
specialised launch conditions, the power density across the width and through 
the thickness of the light sheet is more uniform than can be achieved with a 
conventional configuration (figure 4.8), due to the fact that the light sheet has 
significantly fewer localised random variations in light intensity. However, the 
reduction in beam quality means that thinner light sheets cannot be produced. 
Nevertheless, with reference to section 4.4.2, this still complies with the con-
dition that the light sheet thickness is less than the estimated depth of focus, 





This first set of measurements was taken at the mid-wall bisector (z/D = 0.5), 
51 hydraulic diameters from the inlet and with a bulk Reynolds number of Reb = 
2.8 x iO ± 140 and was obtained under optimal optical conditions, i.e. using the 
conventional configuration as described in section 4.4.2 (providing the desired 
thickness of light sheet for DPIV). These measurements are therefore used as 
direct comparisons with later results incorporating the fibre delivery system. 
Additionally, the recorded images and the subsequent analysis were also part 
of a feasibility study concerning the development and implementation of a new 
DPIV system, comprising of a specialised CCD camera working in crosscorrela-
tion mode along with newly-developed purpose-written DPIV software (EdPIV) 
written for the Edinburgh Fluids Group by Dr. Tim Dewhirst [16]. 
Another reason why these measurements are important is that they can be 
compared with the results of Westerweel ci at. [97], by employing the same meth-
ods of data analysis and presentation. It is anticipated that these preliminary 
measurements should bear many similarities with those of Westerweel ei al., but 
slight variations in the mean flow statistics are anticipated, due to the presence 
of secondary motions in the flow. Indeed, Westerweel has been involved in many 
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studies of PIV applied to fully-developed turbulent pipe flow [20, 96, 97, 98], 
which have reflected the rapid advances and development of PIV over the past 
decade. From more recent publications it is now accepted that DPIV is just as 
capable of resolving turbulence motions (despite the reduction in recording res-
olution) as conventional (wet-film) PIV. In fact when re-interrogation is applied 
the measurement error is further reduced. Re-interrogation, along with all the 
other aforementioned points are discussed in detail throughout this chapter. 
5.2 Image and data processing 
Mean flow statistics require ensemble averaging of identical realisations of the 
flow under investigation. In DPIV turbulent applications, this means that a 
sufficient number of images must be taken'. This section describes in detail the 
necessary requirements for optimisation and the determination of measurements 
which require a high degree of accuracy. To save time during data processing and 
analysis, computer programs (shell scripts) were written in the form of a batch 
process. Details of the batch process and its relevance are given as follows. 
Once images had been recorded and downloaded, the image pairs were first 
cropped and then normalised before interrogated. Cropping is a necessary proce-
dure, as it is unfavourable to include glare and back reflections from the bounding 
walls in the interrogation, as this corrupts the correlation and thus, contributes 
to erroneous measurements. The cropped image comprised of 992 pixels (square) 
and was separated from the original image, spanning 1008 x 1023 pixels. The 
effects of glare and back reflection can be seen in a sample image, figure 5.1(top). 
After cropping, each image was then normalised with a standard image pro-
cessing algorithm. This works by histogramming the entire image, assigning the 
'the amount of data required for turbulence statistics is an interesting topic of discussion 
and has not been quantified to date 
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Figure 5.1: lop) Original re('orclecl image aiid ( bottom) the same ililage after 
cropping and normalisation 
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darkest 2 percent of all pixels to black, the lightest 1 percent to white and then 
linearly rescaling the ones in between to cover the full range of 8-bit grey levels, 
i.e. 0-255 independent values. This is an essential procedure, as it enables some 
of the thermal noise associated with the CCD camera to be removed. This was a 
particular problem with the Kodak ES 1.0 camera, which was not complemented 
with an in-built cooling system and was therefore, prone to rapid heating over 
a short period of time ('..' minutes). Nevertheless, by applying image normali-
sation, the correlation was significantly improved with an increase in S/N ratio 
(i.e. a reduction in background noise in the correlation plane). This is visually 
apparent in figure 5.2. Normalisation is also useful in cosmetic terms, as it allows 
the operator to check the quality of the DPIV image, particularly when double 
images are subject to uneven exposures, as was the case here. The Kodak E.S1.0 
has a long fixed second exposure of 30ms compared with the first exposure which 
is of the order of 1-400is. 
Once the pre-image processing routines had been applied, each image pair was 
then ready for PIV analysis. Each image pair was analysed with a 32 x 32 pixel 
interrogation area with 50% overlap. This results in a velocity map consisting 
of 61 x 61 vectors (total 3721). With a total of 120 independent velocity maps, 
this corresponds to a total of 446520 vectors, with only a quarter of them truly 
independent measurements (due to 50% overlap). The available, purpose-written 
software included a re-interrogation facility and was therefore applied in order 
to improve the estimate of particle displacements. The effects of re-interrogation 
are substantial, as illustrated by figure 5.3. It is evident that re-interrogation 
reduces the number of spurious vectors and furthermore, improves the signal to 
noise ratio. Measurements at the wall, where gradient bias is a non-trivial factor, 
were also greatly improved, again underlining the advantages of this routine. 
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Figure 5.2: (top) Velocity map before and (bottom) after image normalisation 
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re-interrogation 
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The final part of the batch process saved the particle displacements as a 5 
column ASCII file, which is a convenient format for post-processing. 
5.3 Vector editing and validation 
Any image subject to PIV analysis will always produce spurious vectors, even 
when PIV parameters are optimised. Even though re-interrogation removes most 
of the erroneous vectors, it is highly unlikely that any image will provide 100% 
reliable measurements. Fortunately, in this application, spurious data are easy to 
detect and are characterised by a low S/N ratio and an exaggerated vector which 
visually stands out from the local flow pattern. 
It is therefore, critical that all spurious data is removed, particularly with 
turbulence applications, as the inclusion of erroneous measurements can unnec-
essarily skew mean flow statistics. A small bias in mean flow statistics has a 
significant effect on the error associated with mean secondary flow statistics, as 
the magnitude of the fluctuating part of the velocity is of the order of the error 
associated with a measured velocity. The methods of vector editing are therefore 
discussed in detail. 
5.3.1 Methods of vector editing and validation 
There are numerous schemes applying a variety of principles for removing spurious 
data or outliers. This editing forms a subsidiary branch of the PIV technique 
which has been subject to many in-depth investigations concerning optimisation 
and all-round flexibility. 
Indeed, modern methods are quite sophisticated (for example [701). How-
ever, the simplest method for detection and removal is the thresholding S/N 
histogram. The governing algorithm assumes a normal distribution of S/N val- 
r.r. 
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ues for the whole vector map and removes data whose S/N values lie outside twice 
the standard deviation. This implies that 97% of the entire data set is deemed 
valid [16]. However, this is possibly the least successful method, as even with a 
vector map free of outliers, a portion of vectors are judged as outliers and thus, 
perfectly good data are lost. 
A more sophisticated method is one which searches for vectors whose value 
is greater than a certain percentage of its neighbours. The chosen value tends to 
be 5%. This is because the maxinium variation in velocity that can be tolerated 
across a single interrogation region is about 5% (recall the recommendations of 
Keane and Adrian given in section 3.5). As most interrogations are separated 
by at least their width (or height), this means that true measurements will yield 
variations in velocity which are no more than 5% of neighbouring vectors. Al-
lowing a double pass reduces the number of valid measurements being otherwise 
removed for the reason that on the first pass it is not possible to determine a 
valid vector from a neighbouring outlier. The second pass therefore, compares all 
erroneous vectors with the local trend or average, thus reducing the removal of 
otherwise valid 'data [34]. 
A third method, based on a similar principle to the S/N histogram, but more 
sophisticated, is global mean filtering. By plotting the two components of each 
vector as a 2-dimensional velocity scatter-gram, spurious data can easily be sin-
gled out in the presence of a strong mean flow. An example of this is given in 
figure 5.4, showing the 2-dimensional velocity distribution of the vector map from 
figure 5.3b. As expected, given a priori knowledge of the flow, the main bulk 
of vectors lie elongated in the y direction about x = 0. Thus, it is clear to see 
that any point lying outside the main body of points corresponds to an outlier. 
This can be removed by manually drawing a window around the main feature 
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and purging any data outside the window. 
mtnx: -2.187 
maxx: 2735 	- 
miny: -10.93 
maxy: -2.164 
accept purge reset 	 cancel 
Figure 5.4: Velocity filter facility 
On close inspection of the main body of points in figure 5.4 there is a strong 
indication that peak locking is absent. This suggests that the three point Gaus-
sian fit is indeed the best of all the available estimators. This is emphasised 
further by comparison with figure 5.5 which shows the 2-dimensional velocity 
distribution after interrogation of the same velocity map, but interrogated using 
the centre-of-mass algorithm. 
There are many more methods of vector validation, but no matter how so-
phisticated or advanced, it has been found from experience that the performance 
of a validation algorithm ultimately depends on the characteristics of the flow 
itself. Hence any given validation scheme has limitations and it is important that 
the correct method is selected for the application. An investigation (involving 12 
random velocity maps chosen from the entire data set) was initiated in order to 
determine the detection routine best suited for this application. A comparison 
between the 5% validation scheme (a feature of VidPIV PIV software (c) OFS, 
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accept purge reset 	 cancel 
Figure 5.5: 2-dimensional velocity plot showing showing the peak locking effect 
Edinburgh, UK) and the velocity histogram is presented in figure 5.6. The graph 
clearly shows that the 5% method consistently removes more vectors than the 
histogram. At first sight it may seem that the 5% routine is perhaps a more 
efficient method for the removal of unwanted data. However, close analysis of 
the individual velocity maps after validation with the two methods consistently 
showed the removal of localised clusters of data that had similar values which 
were otherwise validated by the histogram approach. This shows an application-
specific limitation with the 5% method for this routine, as it was unable to accept 
minor localised fluctuations which is a fundamental feature of any turbulent con-
duit flow. In addition to this, the 5% method also failed to remove a localised 
group of poor correlations caused by glare at the left wall resulting in vectors 
that were too small to be realistically considered as part of the flow. These were 
however, successfully removed using the velocity filter, and thus, confirms the 
global histogram method as the most reliable for this particular application. 
Thus, to summarise, from the statistics from the 12 randomly selected ye-
locity maps, the average number of detected erroneous vectors per velocity map 
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Figure 5.6: Comparison between two methods of vector validation 
were 94 and 47 for the 5% and velocity histogram methods respectively. This 
corresponds to an average of 1.3% spurious vectors per velocity map for the his-
togram algorithm. Of this spurious data, approximately 57% were located at the 
left wall, where localised glare corrupted the correlation, resulting in a cluster of 
poor correlations, as already stated. 
5.3.2 Interpolation 
Once the outliers have been removed by the appropriate validation routine, it is 
often desirable to replace them with an interpolated value in order to produce a 
complete velocity map, particularly when derivative quantities, such as stream-
lines or vorticity are required. As with vector validation, the principles behind 
interpolation algorithms can vary and correspond to different mathematical crite-
ria. Nevertheless, what they all have in common is that replacement vectors can 
only be estimated from neighbouring values. In the presence of a strong shear 
this may produce vectors which are either under or over-estimated. Figure 5.7 
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shows this to be true with a strong bias in mean stream-wise velocity -.-' 0.2ms 1 
located next to the left wall. This effect is also observed at the right wall, but is 
less pronounced due to fewer erroneous vectors detected there. The effect is not 
noticeable for the main bulk of flow as expected, due to a lack of spurious vectors 
and a small local velocity gradient. Therefore, in conclusion, interpolation has 
not been considered and so all mean flow statistics have been determined from 
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Figure 5.7: Difference in mean stream-wise velocity caused by interpolation 
5.4 Scaling factor 
As all vectors determined from the analysis of DPIV images are given in terms 
of a displacement in pixel units, a scaling factor is required in order to perform a 



























The scaling factor is simply a constant value which takes into account the magni-
fication (M), the time between sequential pulsing (At) and the conversion from 
pixel displacement to real displacement. Therefore, as these parameters are phys-
ical quantities, which are subject to either reading or instrument error, it is im-
perative that these parameters are determined with a high degree of accuracy. 
Magnification can be determined from a number of methods. The most accurate 
method in this application required careful measurements of the real and imaged 
diameter. Magnification complies to the simple relationship, 
M= DCCD 
 9pmxD _____________ 	 pixels 
- (5.2) D D  
where DCCD is equal to the number of pixels from wall to wall and 9pm is the 
physical size of a (square) CCD pixel. D was measured carefully, using a trans-
lation stage bolted to a precision milled aluminum block of width 45mm + 0.01, 
which, after alignment, transversed the duct from wall to wall. With the aid of 
the CCD camera in free-running video mode and low illumination from the laser 
to ensure perfect alignment with the mid-wall bisector, 20 readings at both walls 
were taken. The resultant value of D was 52.71 +O.O6mm. was determined 
from similar principles utilising the milled block and imaging software allowing 
the boundaries to be determined with the required precision. This was an essen-
tial procedure due to the inherent problems of glare and back reflections (when 
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the laser ran at full power). These produced imaged boundaries spanning a few 
pixels in width and hence were a potential source of error. = 994 ± 1, 
resulting in a magnification of M = 0.170 + 0.15%. 
The time between pulsing was kept constant at At = 401is. No error is given 
with this value for a number of reasons. The Marx banks on the Nd:YAG laser 
which control the Q-switching have a delay which is less than 0.5 nanoseconds. 
Combined with a pulse duration of the order of a few nanoseconds and a high 
precision pulse generator (Stanford SRS DC535) which produces pulses with a 
negligible delay (i-'.'  10' 2 s), it is evident that the error in At is negligible when 
compared with the error associated with M. 
Finally, equation 5.1 can then be re-written as, 




For this first complement of measurements, o = 1.3257 + 0.002 and so all 
velocities have a systematic error of 0.15%. 
5.4.1 Sources of measurement error 
Apart from errors that are associated with the interrogation of PIV images and 
instrument error, it is necessary to consider additional sources, such as mea-
surement error. The main source of measurement error originates from optical 
aberrations such as the perspective effect. This takes into account the fact that 
not all particle displacements are truly in-plane measurements. Figure 5.8 illus-
trates the point. The out-of-plane velocity contributes to the measured in-plane 
displacement. The magnitude of this error is proportional to w tan/3 where 6 
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is the angle between the measurement location on the recording media with the 
out-of-plane (z) direction. It has been shown that the perspective effect can be 
quantified for second order statistics, on the basis that the friction velocity is of 
the same magnitude as the fluctuating parts of the velocity, and is proportional to 
(1 + tan2/3)  [97]. With regards to this application, where the recording medium 
was aligned and centred normal to the light sheet, a maximum angle of 3 = 4.2 0  
was evaluated, resulting in a bias of 0.3%. In conclusion, given the amount of 
data available for ensemble averaging, the perspective effect is not expected to 
skew mean flow statistics. 
mounted plates with 1mm it ..._____••_• 
D. 	H 
path differcnt .1 , / 
mounted plates with 1mm slit 
Figure 5.8: Optical error effects including the perspective and refraction effects 
Another source of experimental error, concerns the refraction of scattered 
light through the glass duct, which is also related to the view angle 3. On 
construction of ray diagrams, it was found that the path difference caused by 
refraction through the wall was insignificant compared with the relatively large 
distance of the camera from the field of view and the relatively small thickness 
of the duct wall. 
A final consideration involves correct alignment of the light sheet. It is crucial 
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that light sheet passes exactly through z/D = 0.5, otherwise statistics could 
also be unnecessarily skewed. In this application, perfect alignment was achieved 
using a precision micrometer and thin plates which were mounted on the exterior 
faces of the duct, one at the front, normal to the light sheet and the other at 
the opposite wall (see figure 5.8). Each plate had a thin 1mm slit located at the 
centre of the plate. This allowed the light sheet to be aligned through the mid-wall 
bisector, by manually moving the laser and checking for the required transmission 
of light behind the back plate. This was found to be a time consuming exercise 
due to the sheer weight and bulk of the laser. 
5.5 Mean stream-wise velocity profile 
The results in this chapter have particular reference to the empirical laws and 
theory of turbulent pipe and duct flows described in Chapter 2. Assuming that the 
flow is fully-developed, all vectors in the stream-wise direction are statistically 
homogeneous. Therefore, all mean flow statistics can be determined from an 
ensemble average of I x J points, where I is the number of vectors in t a velocity 
map at a given y location and J is the total number of independent velocity 
maps. In terms of real numbers, this amounts to a maximum number of 61 x 120, 
i.e. 7320 vectors per y location. However, not all of these vectors were actually 
independent, due to a 50% overlap of the interrogation area during analysis. Even 
so, at first sight, it does appear that a large enough data set has been obtained 
as shown by the mean stream-wise velocity profile (figure 5.9a). 
As expected, due to ensemble averaging the profile is smooth with a large 
velocity gradient nearest to the bounding walls. The DPIV images were inten-
tionally cropped in a way so as to provide vectors at the centre of the duct and 
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Figure 5.9: (a) Mean stream-wise velocity and (b) comparison in distribution 
on opposite sides of the centre-line 
mean flow statistics, should yield the same result on opposite sides of the centre-
line. Of course, with experimental work this is never the case, and so a degree of 
asymetry in the profile is expected 2  Asymetry (denoted ) can be characterised 
or quantified by dividing the integral of the magnitude of the differences (i.e. 
L(y) = tY(0.5 + y/D) - U(0.5 - y/D)) of values either side of the centre-line 
with the bulk velocity [96]. Mathematically this is written as, 
D/2 
2 f I L(y)dy 
D 	 (5.4) 
JU(y) dy 
0 
The terms on the right-hand side of equation 5.4 were evaluated from the 
graphs in 5.9a and 5.9b. was found to be 0.8% of the bulk velocity at z/D = 0.5, 
which is (fortunately) quite small, although it is twice the value evaluated by 
Westerweel et al., which was determined from a mean profile for fully developed 
2 Efforts were made to reduce this as much as possible, by ensuring that the duct was aligned 
in a straight and vertical manner as well as being air-tight 
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pipe flow with a slightly smaller data set, 61 x 100 = 6100. An explanation for 
these differences may be attributed to either a finite data set or what is known 
as equivalent measurement time. This integral time scale can be estimated in 
PIV applications by dividing the product JD by the bulk velocity and it is in-
versely proportional to the sampling error. Hence, Westerweel et al. evaluated an 
equivalent measurement time of 30s, compared with 0.75s in this application and 
thus, may well explain the differences in V. However, it is of some concern that 
any error or asymetry in the flow is related directly to this concept of equivalent 
measurement time, particularly as it purely depends on the magnitude of flow 
parameters, which are essentially related to the magnitude of the scaling factor. 
To take the argument further, it seems implausible that the sampling error from 
the work of Westerweel et al. should be significantly smaller, particularly when 
both investigations were analysed under the same optimised DPIV conditions, 
i.e. same size interrogation area producing the same number of vectors per veloc-
ity map, and even with a similar hydraulic diameter. Thus, the only difference 
between the two investigations is the magnitude of the bulk velocity (0.lms' 
compared with 8ms'). For this reason, a more logical explanation is considered. 
An alternative suggestion stems from a physical concept which is related to 
large-scale coherent motion that exists across the pipe. Townsend [90] states that 
fluctuations of mean stream-wise velocity are negatively correlated on opposite 
sides of the centre-line and correspond to a distance of approximately 0.1 - 0.2D, 
which is of the order of the average size of the most energetic eddies, 1e  On 
close inspection of figure 5.9b, the asymetry of the mean stream-wise profile lies 
in the range 0.2 < y/D <0.5 which also corresponds approximately to 0.21) and 
so, the skewness observed in figure 5.9b could be loosely related to this concept 
3turbulent LDA investigations typically gather data with an equivalent measurement time 
of the order of hundreds of seconds per point 
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of coherent structures. This seems more plausible as the observed skewness is a 
direct consequence of the fact that the velocities are not statistically independent, 
as all displacements determined from a single velocity map were captured at the 
same instant and are not spatially independent of each other. 
Therefore, in conclusion, the reason why the asymetry is much larger than 
the value found in Westerweel et a/. investigation is likely to be related to the 
presence of strong coherent structures, resulting in an enhanced skewness of the 
mean stream-wise profile. This seems a reasonable argument due to the presence 
and influence that the secondary motions have on the flow (which are absent in 
pipe flow investigations). It is however, unlikely that the observed skewness is 
attributed to a finite data set, particularly as the majority of mean flow values 
are symmetrically matched, especially at the walls, where a significant loss of 
data at one of the walls was observed. 
5.5.1 Calculation of the bulk velocity 
The evaluation of the bulk velocity is essential for determining the Reynolds 
number and more importantly the friction velocity. These quantities play an 
important role when determining quantitative turbulence characteristics and so 
they must be evaluated with accuracy. Thus, it is imperative that the systematic 
error associated with each velocity vector is as small as possible, particularly 
as higher order statistics are derived from mean primary velocities. Unlike pipe 
flow, where the bulk velocity is determined by integrating half of the mean stream-
wise profile (or the average of the mean flow statistics over opposite sides of the 
centre-line) over 7r [96], the method for a square duct is somewhat different due 
to the obvious difference in geometry. At first sight evaluation of Ub seems a little 
convoluted, as measurements are a function of both y and z. However, providing 
the stream-wise profile is known at one of the the mid-wall bisectors, by using 
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considerations of symmetry, it is assumed that the profile at one mid-wall bisector 
would yield precisely the same profile at the other. Therefore, the bulk velocity 
for the whole flow is determined from integrating the product (tY(y)Li(z)) over 
all spatial locations and then normalising the integral with the cross-sectional 
area D2 . A full mathematical derivation is given in appendix B. Fortunately, 
it is possible to condense the mathematics to a much simpler and convenient 









recalling that U is the maximum value for the entire flow which is located at 
the centre of the flow. The bulk velocity in this investigation was evaluated as 
U,, = 8.36ms' with a systematic error of 0.15%. 
5.5.2 Mean primary turbulence characteristics 
Having evaluated the bulk velocity, it is possible to determine a number of impor-
tant quantities and characteristics described previously in Chapter 2. One exam-
pleis theReynolds number, aireadygiven as Re,, = 2.8x104  ±140 or ±0.5%. The 
main source of error comes from the value of kinematic viscosity, which had to be 
interpolated [29]. From this, the friction velocity was determined using the Jones 
correlation for a square duct (equation 2.27), giving u., = 0.4502 ± 0.3% ms 1 
and hence, a ratio of ut /U,, of 0.05, thus, complying with the upper limit of the 
empirical findings given by Tritton [91] in section 2.3.1. 
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Another empirical relationship is the ratio U : Ub or R. In this investi-
gation, R = 1.38. This is much larger than the equivalent pipe flow value of 
R = 1.24 [82]. As a direct result of this, the integer n from the power law ex-
pression (equation 2.17), is much lower than expected (n = 5.7 compared with 
an experimental pipe flow value of ii = 6.6). It could be argued that the flow 
is under-developed and is in fact at an early stage of development (as shown by 
figure 2.8). However, this does not seem an acceptable explanation, as measure-
ments were taken at 51D, plus an additional 38D of (albeit) corrugated circular 
pipeline and therefore comply with the conclusions from section 2.4.2. This is 
also supported by the fact that the flow is already turbulent before it reaches the 
inlet along with the introduction of an abrupt step. Hence, it is highly unlikely 
that the flow has not reached a fully-developed state and so the only logical ex-
planation regarding the empirical deviations from the pipe flow equivalent values 
is due to the presence of a strong secondary flow pattern, which is known to 
distort the mean stream-wise isovels by shifting momentum towards the corners. 
By continuity considerations, this would result in a mean stream-wise profile at 
the centre-line corresponding to a reduction in velocity near the bounding walls 
thus reducing the velocity gradient and hence resulting in a smaller value of it 
and Ub at the mid-wall bisector. 
The significant deviations of these empirical constants are emphasised further 
with the semi-logarithmic plot of the velocity with distance from the bound-
ary. Both axes have been non-dimensionalised. The semi-logarithmic plot in fig-
ure 5.10 yields the constants K' = 2.86 and C = 5.01 in the range 30 < y < 151 
(the upper limit following the recommendations of Tritton and Tennekes and 
Lumley [89, 91], i.e. 0.11)). Although the additive constant lies within the 
universal range derived from pipe flow experiments, the value of K' obtained 
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is significantly greater than the expected value. This is consistent with the find-
ings of Gavrilakis, Huser and Biringen, Madabhushi and Vanka [26, 43, 61] who 
observed a consistent tendency of K 1 to overshoot from the anticipated value 
of 2.5. Gavrilakis, Huser and Biringen all argue that such deviations are due to 
the presence of a secondary flow field which causes enhanced turbulence along 
the walls away from the corner regions which is more noticeable at the mid-wall 
bisectors than anywhere else in the flow. Although these observations lack a full 
description, it does illustrate the influence that the secondary flow cells have on 
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Figure 5.10: Non-dimensional semi-logarithmic plot of the law of the wall 
5.6 Mean span-wise velocity profile 
Figure 5.11 emphasises the fundamental difference between flows in circular and 
non-circular conduits. An interesting (albeit) small circulation is observed in the 
flow at the mid-wall bisector. This is not present in pipe flow, where V = W = 0 
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Figure 5.11: (a) Mean span-wise velocity profile and (b) mean secondary flow 
pattern 
alongside, it is evident that the vortical cells contribute to the mean span-wise 
velocity along the mid-wall bisector. This is the first result of its kind with re-
gards to a DPIV application and it is an encouraging result as not only does it 
demonstrate the ability of DPIV to resolve sub-pixel motions, but it also provides 
an insight into the structure of secondary flows. In fact, the form of the distri-
bution of V(y) shows a number of interesting features. Of particular interest are 
the locations of the maxima and minima, which are of the same magnitude, but 
located at the same distances from the bounding walls i.e. 0.2 y/D and 0.8 y/D. 
This emphasises the level of symmetry in the distribution, which is reflected in 
the value of which was only 11%, (based on integration of the magnitude of the 
mean flow), i.e. f IV(y ) dyl.  In fact, direct integration of the V(y) distribution 
yields a negligible value that is only 2% of the magnitude of the mean flow. This 
indicates that not only is there a high level of continuity and symmetry in the 
flow, but it also supports the reasoned conclusion that the flow is fully-developed, 
and the light sheet has been perfectly aligned at z/D = 0.5. 
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Quantifying in terms of the bulk velocity, the peak value determined from 
figure 5.11a was evaluated as 1.5% of the bulk velocity. This is in good agreement 
with the findings of other work described in section 2.4.3) and provides a good 
estimation in terms of the magnitude of the whole-field secondary flow due to the 
fact that the highest secondary velocities are located near to the mid-wall and 
corner bisectors. 
5.7 Mean secondary flow statistics 
By subtracting the local mean velocity (U, V) from all data points, the fluctuating 
components (u,v) can be evaluated. An example of this is shown in figure 5.12, 
which is essentially figure 5.3 with the mean flow removed at each y location. Note 
the eddy structures present in the flow and the level of turbulent kinetic energy 
(TKE) which appears to be quite large in certain locations and is indicative of 
a/high turbulence intensity. From these fluctuating velocities mean secondary 
flow statistics can be evaluated by ensemble averaging over the entire data set. 
Second order quantities include normal stresses and Reynolds stresses, turbulent 
kinetic energy, one-dimensional wavenumber and energy spectra. Each of these 
provides, an insight into the structure and characteristics of the turbulent flow 
and therefore, merit individual discussions. 
5.7.1 Normal stresses 
Normal stresses give some insight into the structure of a turbulent flow. In 
this application they are expressed in terms of root mean square values and are 
normalised by the friction velocity. As shown by figure 5.13a, u is much greater 
than v +, particularly near the wall region, where it reaches a maximum value, 
unlike v which gradually falls away to zero. The profiles are consistent with 
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Figure 5.12: Example of a fluctuating velocity niap 
the description given in Chapter 2 and they also emphasise the non-isotropy of 
the flow. Both profile distributions are also similar with other DPIV pipe flow 
experiments [20, 96] and even yield similar values, particularly near to the wall, 
where u 2 '—. 8U2 as suggested by Tritton [91]. Placed alongside figure 5.13a are the 
residuals about the centre-line which illustrate the level of asymetry associated 
with these second-order quantities. Curiously, the profiles are very similar in 
distribution and magnitude (in fact slightly smaller in value) compared with 
those of Westerweel et al. Although nothing truly physical can be evaluated from 
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Figure 5.13: (a) Mean rms profiles of the fluctuating components and (b) resid-
uals of (a) about the centre-line 
these similarities, it does provide additional support for suspecting the validity 
of the concept of equivalent measurement time. 
Despite, the general smoothness of.the profile, there are distinct deviations ob-
served in the v profile at y/D = (0.065, 0.081), which are coincidently also found 
at the same location on the other side of the centre-line, i.e. y/D = (0.919, 0.935). 
After a thorough investigation, it was ascertained that upon analysis of the im-
ages, distinct bands of glare which contribute a zero velocity to the signal peak 
in the correlation plane and thus, reduce the magnitude of the estimation in the 
particle displacement. Dewhirst [17] agrees with this explanation and has also ob-
served this effect. This effect is not noticeable in the mean stream-wise profile due 
to the magnitude of the velocity, and therefore, emphasises the level of sensitivity 
connected with the error in second order statistics as stated in section 2.2.1. 
5.7.2 Reynolds stress 
The distribution of the normalised Reynolds stress (figure 5.14) across the duct 
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negative value of uv corresponds to the exchange of momentum of fluid between 
the centre of the duct and the bounding walls. The distribution changes sign 
after the centre-line (y/D > 0.5) simply by virtue of the chosen sign convention. 
Note that the Reynolds stress also tails away to zero at the centre-line, where 
the velocity gradient becomes flattened and also near to the walls where velocity 
fluctuations tend to zero in order to comply with the no-slip boundary condition. 
Figure 5.14: Distribution of normalised Reynolds stress across the duct at 
z/D = 0.5 
Compared with other PIV pipe flow profiles of the Reynolds stress (normalised 
with friction velocity), the maximum value is located at the same distance from 
the wall, but is much greater in size by approximately 25%. This is quite a reveal-
ing result as this corresponds to a much steeper gradient in the Reynolds stress, 
which with reference to equation 2.16, compensates for the reduction in the veloc-
ity gradient dU/dy and thus, explains the differences in R and from the power-law 
exponent with respect to their empirical expectation values. Again these charac-
teristics are related to the presence of secondary flows and the stronger turbulence 
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production observed (particularly) at the mid-wall bisectors when compared with 
channel and pipe flow. It also underlines the general conclusion that gradients 
of Reynolds stresses are related to the driving mechanism for this type of mo-
tion [94]. 
5.7.3 Distribution of q 2 
With reference to equations 2.7 and 2.8 it is possible to compute the turbulence 
intensity for the flow from the profile of q2 as illustrated by figure 5.15. The value 
of ( was found to be 10% of the bulk velocity , which is quite high compared 
with most applications (for example atmospheric and river studies which are 
typically ( = 1% [69]), particularly as it is comprises of only two components of 
the velocity. Thus, a more realistic value of (is expected to be higher at the 
mid-wall bisector, owing to the absence of the out-of-plane velocity component, 
but as u2 >> 72 and 0 72 , the evaluated level of (is not expected to differ 
greatly from the real value. In accordance with this, the energy spectrum which 
is determined from the same data set is not expected to be distorted as a result 
of the strong anisotropy at the mid-wall bisector. 
On close examination of figure 5.15, it is clear to see that there are localised 
departures from an otherwise smooth profile (which are related to the afore-
mentioned effects that glare and back-reflections have on the estimation of the 
displacement). Fortunately, as these values do not deviate significantly from the 
distribution of q2 as a whole it was possible to compute the turbulent Reynolds 
number with reasonable confidence (viz. Re t = 705, assuming te 0.25D from 
Hinze [39]). From this the appropriate length scales can be approximated. Hence, 
the Taylor micro-scale was estimated to be 1.8mm, and corresponds approxi- 
4here turbulence intensity is determined from an ensemble average of velocity maps 
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Figure 5.15: Profile of q2 across the duct 
mately to 35 pixels or 2.25 grid spacings between data points. This appears to 
be a reasonable estimation, particularly when compared with figure 5.12, where 
structures of this size (and larger) are clearly observed. Hence, with I determined, 
the Kolmogorov scales can be found using the approximation from equation 2.13, 
hence 1k 'fl'-' 100jm and is obviously too small to be resolved in this application. 
From the estimation of tk,  the (global) Kolmogorov time scale was evaluated to be 
tk 635s. This is substantially greater than any of the time scales relevant in 
this application, such as At and the particle response time of the seeding particles 
(40/Lm and 2.5s respectively), thus matching experimental requirements men-
tioned in section 4.3. The reciprocal of tk  is also of the order of f as suggested 
by Melling [67] in chapter 4 (section 4.3.1). 
5.7.4 Spectral profiles 
As already discussed in section 2.2.3, spectral analysis of the fluctuating part 
of the velocity is fundamental to turbulent statistics. Detailed mathematics are 
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not given here, but can be found in the books of Batchelor [7], Hinze [39] and 
McComb [64]. 
From experimental data it is possible to obtain spectral profiles by Fourier 
analysis. Treating a column of data (i.e. at a specific y location) with I number of 
data points, as a function Uj(y), its Fourier transform, H{Ui(y)} can be expressed 
as a function of wavenumber, k. 
	
Sj(k) = H{Uj(y)} 	 (5.6) 
The wavenumber spectrum F1(k) is evaluated by squaring the modulus of the 
function H{Uj (y)}, hence. 
I 	 Fj(k) = I H{Ui (y)} 2 = p 	S1(k) 2 	 (5.7) 
The values obtained from a single column of data are likely to produce a 
noisy profile, due to the size of data (i.e. I = 61 vectors). Therefore, at a given 
location y, the ensemble average is evaluated yielding a much smoother profile. 
Examples of one dimensional wavenumber spectra and F,, at three discrete 
y locations (y/D = 0.05,0.25,0.5) are plotted in figures 5.16a and 5.16b. In order 
to comply with mathematical and experimental convention, both axes have been 
normalised accordingly; the ordinate has been normalised with friction velocity 
and k is non-dimensionalised with the hydraulic diameter. The local Kolmogorov 
length scales associated with each location are included for reference. 
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Figure 5.16: One-dimensional wavenumber spectra showing (a) 	and (b) 
Both plots have close similarities with the profiles of Westerweel et al [98]. It 
is evident that both distributions are smooth, which (once again) supports the 
conclusion that a large enough data set has been obtained. It also complies with 
the comments made in section 5.3 regarding the efficiency of the vector filtering 
method. More importantly, it underlines the advantage of re-interrogation, where 
wavenumbers have been resolved as high as 150 before being subject to noise. 
This also agrees with the work of Westerweel et at. [98] who also obtained the 
same value of kD. This further emphasises the advantage of re-interrogation, 
particularly as previous pipe flow investigations [20, 96, 97] could only resolve 
values of kD < 50. It is worth noting that due to the finite distance between two 
data points, the highest wavenumber that can be resolved is twice the separation 
between two vectors [38]. In this application this corresponds to a maximum 
possible value of kD = 200. 
Computationally, one-dimensional wavenumber spectra are achieved by per-
forming a FFT on a single column of data. As the data set consisted of only 61 
values, this had to be padded out with three zeros in order to make the entire 
length a power of 2. This is an acceptable technique and is a standard recom- 
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mendation for analytical routines of this kind [11]. 
The aforementioned observations are reflected in the plot of energy spectrum 
E(kD) (figure 5.17) which exhibits a good fit to the -5/3 Kolmogorov law. As 
this distribution has been determined without the w component of the fluctuating 
velocity, it confirms the previous discussion concerning the contribution of w 
to mean flow statistics being particularly small. The values E(kD) have been 
evaluated using the same routine as with power spectra, the difference being 
that values of q 2  are Fast Fourier Transformed. Once again the advantage of re-
interrogation is highlighted by the fact that without this facility, it would not be 
possible to resolve and determine the exponent of the gradient in the viscous sub-
range with any degree of clarity. The evaluated wavenumber equivalent of Taylor 
micro-scale (cp) and the Kolmogorov length scale have been included for reference 
purposes. As expected, the Kolmogorov length scale has not been resolved unlike 
p which corresponds to kD = 156. Unfortunately, the signal at the Taylor micro-
scale is obscured by noise, but nevertheless, corresponds to the region where 
dissipative eddies are present, thus, agreeing with the physical representation 
according to Hinze [39]. 
In fact, with regards to the various length scales associated with energy spec-
tra, the estimation of l e can be improved by plotting the meteorological format 
of the energy spectrum [6] as illustrated in figure 5.17b. The reason behind this 
is explained in detail in Appendix C. Essentially, by linearly plotting k E(k) 
against the logarithm of the wavenumber, the most energetic eddies can be de-
termined by locating the peak in the profile [101]. Hence, the energy spectrum 
in this format is representative of the average energy associated with eddy size 
as discussed in section 2.2.3. It also shows that the largest eddies are not the 
most energetic. The meteorological format also makes it easier to locate the re- 
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Figure 5.17: Energy spectrum in (a) conventional non-dimensional format and 
(b) meteorological format. 
gion where the distribution becomes noisy. Thus, 1e which represents the average 
size of the most energetic eddies corresponds to a real physical value of 0.35D. 
This is not too dissimilar from the suggestions made by Hinze [39]. Therefore, 
as both the Taylor and the Kolmogorov micro-scales rely on a good estimation 
of I, the following quantities are re-evaluated (via equations 2.11 and 2.13), i.e. 
2.5mm, tk 115gm and tk 839.tm. Although, these estimations do not 
differ significantly from the initial values, the new value of corresponds to 3 grid 
spacings which coincides with the upper limit of the energy spectrum before the 
distribution becomes noisy, i.e. kD < 132. This seems to be a more satisfactory 
value as many structures of this size were observed in the fluctuating velocity 
maps. 
5.8 Summary 
The preliminary measurements of an air flow through a square duct have con- 
firmed the validity of the current technique for resolving motions of a turbulent 
nature. The ability of DPIV to resolve small-scale (sub-pixel) motions has been 
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demonstrated successfully. This can be attributed to the application of a Gaus-
sian three point estimator to the displacement peak in the correlation plane and 
a re-interrogation routine. It has been clearly shown that re-interrogation signif-
icantly improves the estimation of the displacement, thus reducing experimental 
error. This feature also extends the spatial resolution as shown in the plots 
of power and energy spectra, where higher wave numbers were observed. It is 
also encouraging that DPIV is capable of producing reliable primary and sec-
ondary statistics, the former showing excellent symmetry about the centre-line 
of the duct. Secondary statistics also show a good degree of symmetry about 
the centre-line, with the smooth variations being a direbt result of the fact that 
vectors in a single velocity map are not spatially independent of each other and 
are therefore, strongly correlated across the duct. 
From an experimental point of view, the results confirm that the flow shows 
fully fully-developed characteristics and the light sheet is correctly aligned through 
the mid-wall bisector. Optical aberrations and other sources of experimental er-
ror have negligible bias on the mean flow statistics. The method of global his-
togramming and the subsequent removal of spurious data was the most reliable 
routine, and it was shown that interpolation imposes an unnecessary skew on 
mean primary flow statistics, which would contribute to significant errors when 
determining secondary flow statistics. 
The influence of secondary flows on mean flow statistics was evident with pro-
files of mean stream-wise and span-wise velocity. This also included the evaluated 
constants from the logarithmic law of the wall relationship and the distribution 
of values in the plot of Reynolds stress. The three-dimensionality of the flow 
is confirmed in the plot of energy spectra which exhibits an excellent fit to the 
Kolmogorov -5/3 law, although the Kolmogorov length scale itself could not be 
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resolved. In contrast, the Taylor length scale was resolved and its estimation from 
the chosen value of 1 was verified with the meteorological format of the energy 
spectrum. 
Therefore, in conclusion, a complete and quantitative description of the tur-
bulent flow field has been given with a high level of accuracy. This enables com-
parisons with DPIV measurements utilising a fibre delivery system to be made 
with a great deal of confidence. 
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Optical fibre delivery 
measurements 
As stated in chapter 1, one of the objectives of this research was to test the 
validity and performance of an optical fibre delivery system implemented for the 
transmission of high energy pulses generated by an Nd:YAG laser. Therefore, 
a comparison was made in terms of mean flow statistics taken at the mid-wall 
bsector as it was anticipated that the mean flow statistics determined from the 
two optical methods should yield similar results. Measurements were also taken 
at seven other z/D planes (between z/D = 0.5 and z/D = 0) in ordr to build 
up a two-dimensional picture of the secondary motions inherent with this flow 
regime. 
6.1 Brief description of the set-up 
The methodology applied to these series of measurements is almost the same as 
the one described in section 5.2. The only differences lie with the size of the 
cropped image and the introduction of a vector validation algorithm (using the 
same principles as with the global histogram method) included as part of the 
batch process. All images were cropped to a size spanning 976 pixels (horizontal) 
by 1008 pixels (vertical). This provides nearly the same number of pixels per 
117 
Chapter 6 	Optical fibre delivery measurements 
map, 62 vectors at each of 60 y/D locations, a total of 3720 per velocity map. 
in order to keep the magnification fixed for all measurements, the CCD camera 
and the cylindrical lens were both mounted on translation stages and were moved 
in the z direction by the same distance (recall figure 4.14). Due to (inevitable) 
minor variations in D, the camera was given another degree of freedom in the 
y plane, adding flexibility to the system and allowing easier alignment. The 
variation in the imaged duct diameter was found to be no more than the order 
of a few pixels. Hence, the average value of Dpjxejs over all z/D locations was 984 
pixels, corresponding to a scaling factor of a = 1.3385 + 0.002 or 0.17% error. 
Despite these minor variations in D, it ensured that the centre of the cropped 
image coincided with the centre-line of the duct. Figure 6.1 shows the laboratory 
configuration as described in section 4.5.2. 
Additional considerations concerned the temperature of the conveyed air which 
required careful monitoring, as it was found after a brief study that the stabilised 
temperature depended on the ambient temperature in the room where the air 
was drawn in to the fan. For this reason, all measurements were taken on the 
same day. Fortunately, the equilibrium temperature was the same as with the 
preliminary measurements (28 0 C), corresponding to the same value of kinematic 
viscosity (ii 1.576 m 2s' ± 0.4%). 
From an optical perspective, it was important that the power output from the 
laser was also monitored for reasons specified in section 4.5.2. It was found that 
there was a fair amount of variation of pulse energy between successive double-
pulsing, despite the optimisation of the Nd:YAG laser which incidently, ran at 
full flash-lamp energy. This was a consequence of the performance of the flash 
lamp, which was approaching the end of its lifetime resulting in local variations 
in light intensity which were measured to be no more than 20% [36]. With the aid 
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Figure 6.1: Laboratory configuration for optical fibre delivery 
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of neutral density filters it was also ensured that the pulse energy never exceeded 
30 mJ. This value was found to be sufficient for the successful transmission of 
light through the fibre bundle, adhering to the requirements for the imaging of 
1trn corn oil droplets. After the experiment, the bundle was carefully inspected. 
Despite the transmission of over iO pulses through the fibre bundle, no signs of 
damage were found. 
6.2 Measurements taken at z/D = 0.5 
This section explicitly compares measurements taken at the mid-wall bisector us-
ing fibre delivery with the preliminary measurements described in the last chapter. 
This is essentially a feasibility study which is carried out in order to validate fibre 
delivery as a viable option for future air-flow DPIV applications. 
6.2.1 Comparisons between primary flow statistics 
All 8 z/D cross-sections were taken at the same inlet length as with the prelimi-
nary measurements, i.e. 51D and at a similar Reynolds number (Reb = 2.9 x iO 
compared with 2.8 x iO for the preliminary measurements). For this reason, it 
is anticipated that the mean flow statistics determined from optical configura-
tions should yield the same results at the mid-wall bisector. Figure 6.2 shows a 
comparison in terms of mean stream-wise velocity. The plot shows that the fibre 
delivery system produces a slightly higher bulk velocity of 8.71ms' ± 0.2% on 
evaluation, corresponding to a bulk Reynolds number of Re b = 2.9 x 10 ± 130 
and a friction velocity of 0.4671ms' ± 0.2%. The reason for differences in mean 
stream-wise profile was related to a minor adjustment made with the flow valve 
between the two experiments which could not be corrected accurately. Never-
theless, the slight difference in Reynolds number is not expected to affect the 
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validity of any comparisons made with the results derived from the two optical 
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Figure 6.2: Comparison of mean stream-wise velocity distribution 
The validity of optical fibre delivery is further demonstrated with the em-
pirical values determined from the mean stream-wise distributions from both 
sets of data, such as the log-law relationship and the power law distribution. 
As shown in figure 6.3a which compares the mean stream-wise velocity profile 
(averaged about the centre-line), the higher Reynolds number corresponds to 
a slightly higher value of n (5.8 compared with 5.7 determined from the pre-
liminary measurements). However, there is little difference with regards to the 
log-law relationship, where the fibre measurements coincide with the expression 
U = 2.86 in (y) + 5.01, in the appropriate range (30 <y < 151). 
However, despite these similarities, there is a noticeable difference in terms of 
the value of asymetry in the the mean stream-wise velocity between the data sets. 
When quantified in terms of bulk velocity, fibre delivery measurements yielded 
an asymetry of 2.1% compared with 0.8% from the preliminary measurements. 
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Figure 6.3: (a) Power law and (b) log-law distributions 
Given the similarity of the flow conditions between the two sets of measurements, 
the relatively large asymetry associated with the fibre delivery measurements is 
somewhat puzzling and therefore, must be related to either, an under-developed 
flow regime, insufficient data, the fibre delivery technique or the methods of data 
analysis. 
On consideration of the latter, it is unlikely to be a consequence of mis-
alignment of the system or data analysis procedure as the camera and light sheet 
were aligned using the same methods as with the preliminary measurements and 
the only differences in terms of data processing were image size and the intro-
duction of a global histogram algorithm to the batch process which worked on 
exactly the same principle. With regards to the fibre delivery technique, on close 
examination of the velocity maps derived from the fibre delivery technique, such 
as figure 6.4 (top), it was found that the S/N distribution when compared with 
a typical velocity map from preliminary measurements (figure 6.4 (bottom)) was 
not only increased, but produced fewer erroneous vectors (on average 0.7% per 
velocity map compared with 1.3% respectively). The reason for these improve-
ments is attributed to the fact that fibre delivery produces a more uniform light 
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Figure 6.5: (a) Mean stream-wise velocity distribution about the centre-line 
evaluated from fibre delivery measurements and (b) comparison of mean span-
wise velocity profile with preliminary measurements 
sheet (a consequence of DOE characteristics). In turn, this reduces detection bias 
in the crosscorrelation analysis (recall section 3.4.1) as more particles are imaged, 
thus increasing the size of the signal peak in the correlation plane. Hence, this 
demonstrates yet another advantage of fibre delivery over the conventional opti-
cal configuration and thus, contributes progressively to the optimisation of this 
DPIV system. 
Concerning the issue as to whether a sufficient amount of data has been gath-
ered, given the high degree of symmetry shown with the mean flow statistics of 
the preliminary measurements and the fact that the fibre delivery measurements 
provide higher quality vector maps, there is no conclusive evidence that suggests 
that the data set is not large enough. This leaves the question which surfaced in 
the last chapter concerning the state of the flow in terms of development. Indeed 
as figure 6.5 shows, there is a noticeable difference in the velocity distribution 
of mean primary statistics when compared with the preliminary measurements. 
These differences are more obvious with the distribution of span-wise velocity 
(figure 6.5b) which (by continuity considerations) explains the higher degree of 
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asymetry observed in mean stream-wise velocity with the fibre delivery measure-
ments (figure 6.5a). Therefore, to answer this question with conviction, it would 
be useful to look at the mean flow distributions of both span-wise and stream-
wise velocity in two-dimensions, i.e. with y and z. This issue is discussed in more 
detail in section 6.3. 
6.2.2 Comparisons with mean secondary flow statistics 
Figure 6.6 shows the distributions of u and v respectively. From these profiles it 
is clear that there are indeed slight differences in the magnitude of these secondary 
flow quantities. This is also observed with the distributions of q 2 and Reynolds 
stress (figure 6.7), the latter showing significant departures between the two sets 
of data only to the right of the centre-line indicating the influence of the asymetric 
mean span-wise velocity on this distribution. 
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Figure 6.6: Comparisons between the distributions of the non-dimensionalised 
normal stress (a) u+  and (b) v + 
Nevertheless, despite these differences, all mean turbulent profiles exhibit sim-
ilar characteristics with regards to the shape and form of the distributions which 
at worst differ by approximately 15%. It is also interesting to note that local de-
partures from otherwise smooth distributions of the second order quantities, near 
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the bounding walls, correspond once again to glare and back reflections which 
were present in the DPIV images analysed in chapter 5. 
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Figure 6.8: Comparisons of energy spectra 
Therefore, in conclusion, there is in general a good agreement between the 
mean-flow statistics corresponding to the two data sets. This is emphasised fur- 
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ther with the energy spectrum (figure 6.8), where both sets correspond to the 
famous -5/3 Kolmogorov exponent in the inertial sub-range. In fact, on close ob-
servation of the energy spectrum, it is clear that higher wavenumbers have been 
resolved with the fibre delivery measurements, which is attributed to a higher 
S/N ratio and fewer erroneous vectors as already observed in figure 6.4(top). 
6.3 Measurements taken at specific z/D loca-
tions 
Based on the considerations of symmetry, the flow in each quadrant should yield 
the same statistics. Therefore only half of the entire cross-section of the duct was 
analysed. This allowed a comparison to be made between two quadrants which 
were separated by the y/D = 0.5 mid-wall bisector. Starting at the mid-wall 
bisector (z/D = 0.5), the mean flow statistics of a total of 8 z/D planes were in-
vestigated. Using translation stages, the light sheet and the camera were shifted 
equal distances in the z/D direction in intervals from the mid-wall bisector of 
5mm up to 20mm and then at 22, 23 and 24mm where the flow becomes more 
interesting in the corner region (see figure 6.9). Considering the problems associ-
ated with glare and back reflections, it was decided prior to the experiments that 
24mm from the mid-wall bisector would be a sufficient limit, given the immediate 
vicinity of the top wall (z/D = 0). 
Hence, mean flow primary and second order statistics are presented at each 
z/D plane allowing 2-dimensional contour plots to be constructed. These provide 
qualitative information and aid the visualisation of the profile data. Even though 
the grid size may be too coarse (a total of 8 x 60 points of average flow data 
present in the two quadrants) for a detailed description to be made, the contour 
plots provide some insight into the structure and magnitude of the secondary flow 
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Figure 6.9: Plan view of the duct and the planes investigated with optical fibre 
delivery 
cells and their effect on the distribution of mean flow quantities such as normal 
and Reynolds stresses, as well as allowing comparisons with other work to be 
made 
6.3.1 Mean stream-wise velocity 
Figure 6.10 (top) shows the distribution of mean stream-wise velocity across y/D 
at all 8 z/D locations. Note that as z/D —* 0, the magnitude of velocity 
distribution in each y/D plane decreases as expected, complying with the no-
slip (zero velocity) boundary condition at the walls. Also note that as this top 
wall is approached, each individual profile (as a function of y/D) becomes more 
asymetrical with the (vertical) bisector y/D = 0.5. Again, this points towards 
previous comments made about the flow being under-developed and it is highly 
unlikely that it is related to coherent structures present in the flow as described 
by Townsend [90] and discussed in section 2.2.4 and section 5.5. Indeed, it is more 
likely that the observed asymetrical velocity distribution is related to incomplete 
momentum distribution in the duct or under-developed secondary flow cells. 
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Figure 6.10: (top) Profiles of mean stream-wise velocity and (bottom) contour 
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It is also interesting to note that after integration of the velocity distribution in 
figure 6.10(bottom), the cross-sectional area exclusive to the distribution yielded 
a bulk velocity of Ub = 9.04 ms 1 . This is in good agreement with the pre-
determined value from the distribution at the mid-wall bisector (Ub = 8.71 ms'), 
particularly as it does not take into account the entire cross-section of the two 
quadrants, where predictably, velocities are much lower. Therefore, if the entire 
cross-section was taken into account, a slightly smaller bulk velocity approaching 
Ub = 8.71m.s 1 would be anticipated. 
6.3.2 Mean span-wise velocity 
As demonstrated by figure 6.11 (top), the profiles of mean span-wise velocity 
varies considerably with both y/D and z/D. When plotted as a contour map 
(figure 6.11 (bottom)), there is good evidence for the presence of small localised 
structures in the flow. However, as it is only possible to resolve one component 
out of the two span-wise velocity components, it is difficult to relate this con-
tour map directly to the secondary flow field in the absence of the out-of-plane 
(W) velocity component. Nevertheless, by the schematic superimposing of time-
averaged streamlines similar to the schematic diagram shown in figure 2.10, the 
contribution of the mean span-wise velocity V(y, z) to the whole field vortical cell 
structure becomes more obvious. 
Indeed, on close examination of the top left quadrant (defined as 0 <y/D < 
0.5, 0 < z/D < 0.5) there is good evidence that the vortical cells are well or-
ganised and symmetrical about the corner bisector. They also penetrate deep 
into the corner region, which explains the bulging of mean stream-wise isovels in 
this quadrant, complying with the demands of continuity. In fact, the position, 
orientation and magnitude of this cell structure is in good agreement with the 
description given in section 2.4.1 concerning the structure and origin of secondary 
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Figure 6.11: (top) Profiles of mean span-wise velocity and (bottom) contour 
plot determined from these profiles 
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flows 
It is also from continuity considerations that the observed skew in mean 
stream-wise isovels is a manifestation of the poor organisation and location of 
the secondary flow cells in the right quadrant. Curiously, when compared with 
the left quadrant, there appears to be three cells present with the largest cir-
culation actually penetrating across the y/D = 0.5 bisector. There is no logical 
explanation available as to why the cell structure in the two quadrants should dif-
fer considerably, given that theoretically, the ensemble averaged flow field should 
be symmetric about every octant of the flow field (as shown in the left quadrant). 
However, it is interesting to compare this mean span-wise velocity distribution 
with a number of investigations [12, 26, 28] that have been summarised by Huser 
and Biringen [43]. They claim that their mean span-wise velocity distribution is 
in good agreement with [12, 26, 28]. Curiously, on close inspection of all mean 
span-wise profiles, it is clear that this is far from the case and indeed there are 
a number of departures from the otherwise smooth and regular distribution pro-
vided by Huser and Biringen. This implies that this work is not the only work 
where asymetries have been observed. 
Nevertheless, the asymetry observed in this work does tie in with the com-
ments made in section 6.2.1 which supports the view that the flow was under-
developed in some way. 
6.3.3 Mean secondary flow statistics 
Mean flow profiles such as u+  and  v+,  turbulent kinetic energy, Reynolds stress 
and energy spectra are presented for each z/D location (figures 6.12, 6.13, 6.14, 
6.15 respectively). In the absence of the w velocity component and with only 
240 points of data available to produce contour plots for each turbulent quantity, 
it is difficult to derive any detailed quantitative information of the structure or 
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dynamics of this characteristic three dimensional flow. However, with respect to 
normalised singular quantities, such as u+  and  v+,  it is possible to make direct 
comparisons with the profiles and contour plots provided by other work. As shown 
in figures 6.12 and 6.13, the distribution of these second order quantities across 
y/D changes significantly with z/D with a noticeable increase in the magnitude 
of both stresses in the region of the vertical bisector y/D = 0.5 as the z/D = 0 
wall is approached. This feature of the flow is consistent with the results of 
Cheesewright, Gavrilakis, Huser and Biringen, Madabhushi and Vanka, and Su 
and Friedrich [13, 26, 43, 61, 881 and is inherently related to the distribution of 
turbulent kinetic energy (i.e. q2 /2), which in turn, is influenced by of the local 
presence of the secondary cells. 
It is also encouraging to see that both distributions (in terms of profiles) are 
smooth and reasonably symmetrical. However, when visualised as contour plots', 
a distinct skew across the y/D = 0.5 bisector is present, which once again, can 
be attributed to the poor organisation of the secondary flow cells in the right 
quadrant. Despite the obvious asymetries in this quadrant, it is interesting to 
see that contours of the quantity u penetrate deep into both corner regions 
along the diagonal bisectors, particularly when compared with the distribution 
of U(y, z), where it was observed that the isovels bulged towards the corner in 
the left quadrant only. Once again, this feature illustrates the strong influence of 
secondary motions on second-order quantities. 
With regards to the degree of penetration into the corner regions, it is hardly 
surprising that similar features are also observed with the distribution of the quan-
tity q2 in the duct (figure 6.14). The contour plot derived from the mean profiles 
is also in agreement with the results from other work [12, 13, 26, 43, 61, 66, 881 de- 
1 a colour contrasting colour scheme is employed in order to improve the contour field without 
superimposing too many contour lines 
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spite the absence of the contribution of 0 to the distribution. From the literature 
review, a general trend was ascertained concerning the spatial distribution and 
magnitude of contours of turbulent kinetic energy, which became more distorted 
and penetrated deeper into the corner regions with increasing Re b , corresponding 
to a reduction in magnitude of q2 . Additionally, this Reynolds number effect is 
accompanied in this region with an increase in span-wise normal stresses (v 2 and 
w 2 ) and a significant decrease in u2 , resulting in an overall net decrease of q2 (or 
TKE) along the corner bisector. Madabhushi and Vanka [61] state that this is 
due to increased turbulent mixing which occurs at higher Re b , resulting in higher 
fluctuations of instantaneous secondary velocities and a reduction in anisotropy. 
Unfortunately, owing to the absence of w 2 from calculations, it is not possible 
to make any comparisons with statement. The importance of the out-of-plane 
velocity component for this particular application is emphasised furthermore by 
the variations in values of the negative exponent evaluated in the inertial range of 
the energy spectrum which correspond to each z/D location. As alreLly shown 
(figure 6.8) the value of the exponent was shown to be -5/3 at tho mid-wall 
bisector where it is assumed that u2 >> v 2 and v 2 w 2 ; and therefore, the 
contribution of w 2  to the energy spectrum is negligible. However, away from the 
plane z/D = 0.5, the value of the exponent becomes less negative, as illustrated 
by figure 6.16. This implies that all components of the velocity are needed for 
valid calculations to be made. 
Nevertheless, it is possible to obtain a good estimation of the magnitude and 
distribution of w 2  from the symmetry argument which states that the quantity 
w 2 in the z and y directions is the same as v 2 in the l,  and z directions. This 
argument has been shown to be true in a number of investigations [43, 44, 61] 
and therefore, by close inspection of figure 6.13, it is possible to visualise the 
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Figure 6.16: Distribution of values corresponding to the energy spectrum eva!-
uated at each z/D plane 
contribution of 0 the overall 2-dimensional picture. The mechanism responsible 
for distinct differences in the individual distributions of v + and w+ across the 
diagonal bisector (as observed in the contour plot of figure 6.13) is related to 
what is known as the corner effect [44] and is caused by the motion of ejections 
directed from one wall to the other, resulting in a transport of one of the second 
order span-wise quantities to the other [43], i.e. v -+ w + and vice-versa. 
In fact, the complex structure of ejections is related to a number of non-
linear effects observed in a detailed study by Huser and Biringen [43] which 
also accounted for the anisotropic distribution of the Reynolds stresses in each 
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trating (once again) the influence that the poor positioning of the secondary flow 
cells in the right quadrant has on the distribution of Reynolds stress. However, 
the shape of the contours in the left quadrant are nevertheless in good agreement 
with both experimental and numerical investigations [28, 43, 44, 94]. Note the 
inclusion of small localised 'anomalies' located in the two octants occupying the 
top wall. These structures are opposite in sign and are of lower magnitude when 
compared with the Reynolds stress distribution on either side of the corner bi-
sector. Due to the high concentration of data points in this region, the observed 
anomaly is certainly not a feature of insufficient information. Indeed according to 
Huser and Biringen [43] these 'structures' are related to the aforementioned non-
linear interactions between what is believed to be simultaneous ejections from 
both walls which tilt the ejection stems leading to a re-distribution in energy of 
the quantities v 2 and w 2 . In conclusion, this ties in with the reduced anisotropy 
which is Reynolds number dependent as stated earlier. Given the difference in 
Re 6  between this work and that of Huser and Biringen (2.9 x 10 1  compared with 
1 x 104 respectively), it is encouraging to see that the distributions of second 
order quantities (particularly the Reynolds stress) show remarkable similarities. 
This emphasises the fact that DPIV incorporated with fibre delivery is more 
than capable of resolving and visualising small-scale motions which are not only 




Conclusions have been given in most chapters concerning a number of issues 
concerning the application of DPIV to a turbulent flow through a square duct. 
In the context of the objectives and motivation of the work addressed in Chapter 
1 of this thesis, the following questions have been addressed namely: 
is DPIV a good enough technique for the measurement of complex turbulent 
flows? 
• how accurate are the measurements? 
• has enough data been gathered to produce reliable statistics? 
• is the flow fully-developed? 
• are the results in good agreement with other work? 
• is fibre delivery good enough for future DPIV applications? 
• how well do the fibre delivery measurements describe the secondary flow 
field? 
141 
Chapter 7 - Conclusions 
It has been shown using both conventional methods and fibre delivery that 
DPIV is indeed capable of resolving small-scale turbulent motions inherent with 
non-circular geometries. As shown in chapter 5, the results were in good agree-
ment with work carried out by a number of authors on fully-developed pipe flow. 
In addition to this, the advantages of re-interrogation were numerous, by provid-
ing a better estimation of the particle displacement and thus, improving accuracy, 
as well as allowing higher wavenumbers to be resolved as shown with spectral pro-
files. Indeed, the preliminary measurements validated the claim that sufficient 
data was gathered and a high degree of symmetry was observed with all primary 
and secondary turbulent quantities about the centre-line. 
The results derived using the fibre delivery system were in excellent agreement 
with the conventional optical configuration and even out-performed the prelim-
inary measurements from a technical point of view, by generating a more (in 
terms of light intensity) uniform light sheet which led to fewer erroneous vectors 
and a marked improvement in the S/N ratio. These findings validate the use of 
fibre delivery with the Nd:YAG laser and is a breakthrough in terms of DPIV 
development. 
The only downside with regards to the fibre delivery measurements was re-
lated to the distribution of mean-flow statistics which all consistently displayed a 
noticeable skew in the top right quadrant. This skew was particularly noticeable 
when visualised in the form of contour plots and was related to the issue of flow 
development, which on the whole was found to be ambiguous for a number of rea-
sons and reflects the contradictions concerning fully-developed flow as described 
by the literature review given in chapter 2. 
Furthermore, the location of the secondary flow cells along with their influence 
on all second order statistics certainly implied that on the whole, the flow was 
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generally under-developed. However, given the excellent agreement concerning 
the distribution of flow statistics with other work, it is difficult to explain why 
this should be exclusive with one quadrant and not the other. To further this 
observation, which is devoid of a logical explanation 1  it is also unusual that 
the measurements derived from the fibre delivery system contrast strongly with 
the preliminary measurements, the latter showing no noticeable skew in mean-
flow primary statistics, thus supporting the view that the flow was originally 
fully-developed. This ambiguity is emphasised further, with the distribution of 
pressure data, which offered no solution regarding the state of flow development 
(see appendix D). 
Nevertheless, in general, it was encouraging to see that the preliminary mea-
surements compared well with both numerical simulations and experimental in-
vestigations from other work, as were the distribution of mean flow statistics 
observed in the top left quadrant determined from the fibre delivery investiga-
tion. 
7.1 Recommendations for improvement 
With technology rapidly advancing, it is hardly surprising that there are a number 
of improvements that can be made. Obvious examples relate to hardware equip-
ment such as computing power and computer memory which not only enables 
faster processing of images, but also allows more DPIV images to be grabbed and 
more data to be gathered. Another hardware example concerns the improved 
quality and resolution of digital cameras, which would not only reduce the satu-
rating effects of glare and back reflections, but allow a greater spatial domain to 
1 it is however worth noting that the observed asymetry may be attributed to the possibility 
of a leak in the duct, thus contributing in some way, to a cross-planar skew in the secondary 
cells 
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be analysed. In fact, a new 12-bit CCD camera has been bought for DPIV ap-
plications (PCO Sensicam), which not only has superior resolution (1280 x 1024 
pixels) thus increasing the number of vectors, but comes with a cooling device 
applied to the CCD array. This reduces thermal noise substantially, particularly 
when compared with the Kodak ES1.0 (8-bit) CCD camera. The 12-bit camera 
provides a total of 4096 grey levels which can be manipulated to remove the ef-
fects of glare. This is done by changing the gain and offset of the D/A converter. 
Hence, there are many advantages with the PCO Sensicam for DPIV which sup-
port features and facilities which once again, emphasises the rapid advances of 
CCD technology. 
Indeed, the number of vectors in a given velocity map could also be increased 
further by taking advantage of the re-interrogation facility and reducing the in-
terrogation area to 16 x 16 pixels which would automatically double the number 
of vectors in a given direction and allow higher wavenumbers in spectral profiles 
to be resolved. However, with regards to this application, this would require 
the Nd:YAG laser to deliver two light pulses with a time separation of 20jis. 
Unfortunately, this was not possible with the Quanta-Ray DCR-11 used in this 
application and so either a new double Q-switched Nd:YAG laser or two synchro-
nised single shot Nd:YAG lasers would be required. Generally, Nd:YAG lasers 
for DPIV applications are not cheap which emphasises the importance of funding 
for research of this kind. 
From a practical point of view and with hindsight surrounding the issue of 
whether the flow is fully-developed or not, the ambiguities observed may be elim-
inated if the duct were either longer in length, reduced in hydraulic diameter, 
or even both. It may also be of use to pass the air from the blower through a 
short honeycomb section (as used in wind tunnels) in order to help remove any 
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irregularities in the flow, such as swirl. Additionally, it would also be useful to 
gather more pressure data at a greater sampling rate. This can be achieved by 
introducing differential pressure transducers connected to the pressure tappings 
and wired up with simple electronics and a A/D (analogue to digital) card in-
stalled in a PC. These cards are relatively cheap and have the ability to grab 
and store a vast amount of data in a short time (5 x iO readings per second for 
a single channel). They even support parallel ports, and would therefore allow 
data to be captured from all ten tappings at the same time. 
Finally, with regards to the investigation of the secondary flow field, it would 
be preferable to acquire more spatial information of mean flow turbulent statistics 
by capturing more images from an increased number of z/D planes, although it 
was clear that in the absence of the out-of-plane component, a detailed description 
and comparison with other work were not possible. However, investigations of the 
secondary flow field could be improved with the application of 3-D DPIV. Unfor-
tunately, these techniques are in their infancy and not only do they require high 
beam quality lasers, but the out-of-plane velocity is subject to a measurement 
error which is twice the size compared with 2-D (conventional) DPIV. Neverthe-
less, with continuing development and current interest in this technique, it is only 
a matter of time before improvements are achieved in order to accommodate the 
demands of accurate measurements, as demonstrated with the results presented 
in this thesis. 
7.2 Future work 
At the time of writing, work is already being carried out on the same experimental 
rig, but the application has been extended to investigate a two-phase flow regime 
by introducing inertial particles (i.e. glass beads) to the flow. This is a field of 
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study which is even more complex owing to the interaction between inertial par-
ticles with themselves as well as the surrounding air flow. For this reason DPIV 
is an excellent choice of measurement technique as it provides detailed instanta-
neous velocity information for both phases. It is also intended that this program 
of research will extend the collaboration with Dr. Duncan Hand of Heriot-Watt 
University in order to develop further the optical fibre delivery system. 
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Publications and conferences 
attended 
The following literature have been published or presented during the course of 
the Ph.D. 
A.1 Relevant journal papers 
• Hand, D.P., Entwistle, J.D., Maier, R.R.J., Kuhn, A., Jones, J.D.C., Created, 
C.A. Fibre optic beam delivery system for high peak power laser PIV illu-
mination. Measurement Science and Technology, 10, No.3, pp239-245, 1999. 
A.2 Relevant conference papers 
• J.D. Entwistle and C.A. Created. Digital Particle Image Velocimetry (DPIV) 
applied to turbulent duct flow. Scottish Fluid Mechanics meeting, Edin-
burgh, UK, June 1998. 
• J.D. Entwistle and C.A. Greated. Digital Image Velocimetry measurements 
of a turbulent flow in a square duct. Proc. International workshop on flow 
diagnosis techniques, St. Petersburg, Russia, June-July, 1998. 
• Hand, D.P., Entwistle, J.D., Wiles, D.P., Kuhn, A., Jones, J.D.C., Created, 
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C.A. Fibre optic beam delivery of high peak power, short pulse laser light for 
PIV. Proceedings of the 8th Symposium for Applications of Laser Techniques 
to Fluid Mechanics, Lisbon, Portugal, July, 1998 
A.3 Additional publications 
. Jon Entwistle, Keith Weston, Rod Singles and Rachel Burgess. The magni-
tude and extent of elevated ozone concentrations around the coasts of the 
British Isles. Atmospheric Environment, 31, No.13, pp 1925-1932, 1997. 
• Arnott, A.D., Cosgrove, J., Entwistle, J.D. and Greated, C.A. Crosscorre-
lation PIV studies of sediment transport over mobile sand beds. sumitted 
to 3rd International Workshop on P11/, Santa Barbara, USA, September, 
1999. 
Appendix B 
Calculating the bulk velocity 
The expression given in equation 5.5 has been derived in the following manner by 




Figure B.1: Schematic cross-section of the duct in the y - z plane 
With regards to figure B.l, consider an area A, which represents a quadrant 
of the cross-sectional area of the duct and D is the distance between parallel sides 
(the hydraulic diameter). The mean stream-wise velocity at any point (y, z) is 
represented by U(y, z). From this the bulk velocity, Ub, can be obtained by 
integrating U(y, z) over the cross-section of the duct and dividing by the cross- 
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sectional area D2 . Due to the assumed symmetry about the y and z axes, 
D/2 D/2 
Ub= 	f U(y,z)dydz= 	f f U(y,z)dydz . 	(B.i) 
Now consider the boundary conditions on U(y, z) in A. At the walls there are 
no-slip boundary conditions, 
tY(D12, z) = U(y, D/2) = 0 	. 	 (B.2) 
Also, at the mid-wall bisectors, 
tY(y,0)=f 1 (y) and iJ(0,z)=f2 (z) 	 (B.3) 
where fi  and f2  are some functions. Again by symmetry fi = f2( = f say). A 





where f(D/2) = 0 and f(0) is the (maximum) value located at the centre of the 
flow, i.e. (y = 0, z = 0). From this, equation B.1 can be re-written in terms of 
equation B.4 as, 
Ub
D2 f(0) 
D/2 D/2 	 4 	D/2 	 D/2 = 	f fo f(y)f(z) dy dz 	 f f(y) dy f f(z) dz D2 f(0)  
(B.5) 
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which as f(y) = f(z) by symmetry, reduces to, 
/ D/2 
Ub = D 1(0) I f(Y) d)  
Note that in conjunction with the notation already prescribed, the following 
points are made. 
• f(0) is the value at the centre of the duct, i.e. U, 
• f(y) represents the mean stream-wise velocity profile at the mid-wall bisec-
tor, i.e. U(y) 
• 2 J' f(y) dy/D is the two-dimensional bulk velocity at either mid-wall 
bisectors i.e. Ub(y) 
In accordance with this, equation B.6 can be re-written in terms of quantities 
obtainable from a two-dimensional profile at any mid-wall bisector, hence: 





The Meteorological format of the 
energy spectrum 
This material is taken from [6] as follows. 
For a non-periodic time-dependent variable such as turbulence, it is possi-
ble to produce a continuous distribution of the energy term q by Fourier trans-
form. The resultant energy spectrum E(k) is defined so that E(k) d/c is the 
variance associated with the Fourier components whose wavenumbers lie in the 





E(k)dk 	 (C.1) 
Conventionally, E(k) is plotted as a function of k on logarithmic axes, both 
quantities being non-dimensionalised appropriately. An alternative method is to 
plot k E(k) linearly against logarithm of the wavenumber, hence. 
E(k) dk = k E(k) 
dk 
 = k E(k) d(ln(k)) 	 (C.2) 
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This format implies that equal areas under the graph represent equal contri-
butions to the variance. As the variance is proportional to energy this means 
that a maximum value in k E(k) corresponds to a length scale that represents 
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Pressure above atmospheric (mb) 
Figure D.1: Average pressure taken at each pressure tapping along the duct 
The graph above shows the distribution of average pressure data (relative to 
atmospheric) taken with a digital manometer. A total of 200 measurements were 
recorded for each pressure tapping (with the exception of x/D = 26 which was 
physically inaccessible) at a sampling rate of one data point per second. The 
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error bars represent the standard error on the mean. 
Unfortunately, with regards to figure D.1 it is not possible to determine, with 
confidence, whether the flow is fully-developed or not. This is due to the combi-
nation of a low sampling rate and more importantly the relatively small amount 
of data that has been gathered (compared with the amount of velocity data that 
produced the mean-flow statistics), despite the fact that the pressure distribu-
tion becomes linear with increasing x/D. This suggests that the flow is very 
close to being fully-developed, but unfortunately this cannot be assumed with 
any conviction for reasons already given. 
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