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Abstract
Sequencing by hybridization is a method of reconstructing a long DNA string | that is, gur-
ing out its nucleotide sequence | from knowledge of its short substrings. Unique reconstruction
is not always possible, and the goal of this paper is to study the number of reconstructions of
a random string. For a given string, the number of reconstructions is determined by the pattern
of repeated substrings; in an appropriate limit substrings will occur at most twice, so the pattern
of repeats is given by a pairing: a string of length 2n in which each symbol occurs twice. A
pairing induces a 2-in, 2-out graph, whose directed edges are dened by successive symbols of
the pairing | for example the pairing ABBCAC induces the graph with edges AB, BB, BC,
and so forth | and the number of reconstructions is simply the number of Euler circuits in this
2-in, 2-out graph. The original problem is thus transformed into one about pairings: to nd the
number fk(n) of n-symbol pairings having k Euler circuits.
We show how to compute this function, in closed form, for any xed k, and we present
the functions explicitly for k = 1; : : : ; 9. The key is a decomposition theorem: the Euler \circuit
number" of a pairing is the product of the circuit numbers of \component" sub-pairings. These
components come from connected components of the \interlace graph", which has the pairing’s
symbols as vertices, and edges when symbols are \interlaced". (A and B are interlaced if the
pairing has the form   A   B   A   B    or   B   A   B   A   .) We carry these results
back to the original question about DNA strings, and provide a total variation distance upper
bound for the approximation error.
We perform an asymptotic enumeration of 2-in, 2-out digraphs to show that, for a typical
random n-pairing, the number of Euler circuits is of order no smaller than 2n=n, and the expected
( Arratia was supported by NSF grant DMS 96-26412. Bollobas was a member of the IAS at Princeton
in fall 1996, during the initial stages of this collaboration. Arratia, Bollobas, and Sorkin are grateful for
the chance to have worked together at the Workshop on Probabilistic Combinatorics at the Erdos Center
in Budapest; we also thank DIMACS for sponsoring the workshops \Microsurveys in Discrete Probability"
and \Statistical Physics Methods in Discrete Probability, Combinatorics and Theoretical Computer Science",
each attended by at least two of us. Visits by Arratia and Sorkin were supported by Bollobas’s Chair of
Excellence in Combinatorics at the Univ. of Memphis.
 Corresponding author.
E-mail addresses: rarratia@math.usc.edu (R. Arratia), bollobas@msci.memphis.edu (B. Bollobas),
copper@watson.ibm.com (D. Coppersmith), sorkin@watson.ibm.com (G.B. Sorkin).
0166-218X/00/$ - see front matter ? 2000 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(99)00190 -6
64 R. Arratia et al. / Discrete Applied Mathematics 104 (2000) 63{96
number is asymptotically at least e−1=22n−1=n. Since any n-pairing has at most 2n−1 Euler circuits,
this pinpoints the exponential growth rate. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Motivation: DNA sequencing by hybridization
This paper could also have been called \Approximating the chance that a hybridized
DNA sequence allows k possible reconstructions". We now explain how the combina-
torial problem studied in this paper arises in the study of sequencing by hybridization;
since the motivation is considerably more complicated than the statement of the com-
binatorial problem itself, some readers may prefer to skip directly to Section 2.
1.1. Deterministic model
Sequencing by hybridization is the attempt to reconstruct a long DNA sequence
A1   Am of m base pairs by probing simultaneously for all 4l possible subsequences
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of length l. (A general reference is [30]; recent analyses of sequencing by hybridization
include [18{20]). A mathematical model of sequencing by hybridization is that the text
is a sequence of m letters, and the data available is the l-spectrum of the sequence:
the multiset of all m − l + 1 l-tuples of l consecutive letters in the text. (The term
multiset means that the order of the l-tuples is not reported, but multiple occurrences
are reported; Theorem 2 species a sense in which the same limit behavior is obtained,
for random sequences, if the multiset is replaced by the underlying set.) We consider
k:=kl(A1   Am), the number of sequences of length m which have the same l-spectrum
as the given sequence, so that k = 1 when A1   Am is unambiguously reconstructible.
The value of k can be determined from the structure of \repeats" in the sequence.
A repeat involves a substring of length at least l− 1 occurring more than once in the
m-sequence. From the work of Ukkonen and Pevzner [29,22], there are three classes
of repeating structure that can aect k. These are:
(i) a match between the rst and last l− 1 letters of the m-sequence,
(ii) three-way or higher repeats, and
(iii) a two-way repeat which is \interlaced" with another two-way repeat, that is, (l−
1)-tuples A and B occurring in the relative order   A   B   A   B   .
A key parameter for a sequence is the number n(A1   Am) of leftmost repeat (l −
1)-tuples. Specically, a substring of length l − 1 + k occurring twice involves k + 1
repeats of (l− 1)-tuples, but we count only one of these, the leftmost (l− 1)-tuple.
The calculation of k is based on the de Bruijn graph of the l-spectrum of the
sequence A1   Am. This is a graph whose vertices are the (l − 1)-tuples and whose
edges are the l-tuples of the sequence. For i = 0 to m − l, there is an edge labeled
Ai+1Ai+2   Ai+l from the vertex Ai+1Ai+2   Ai+l−1 to the vertex Ai+2Ai+3   Ai+l. It is
possible to have multiple edges, and if there are multiple edges from vertex A to vertex
A0, then these edges are indistinguishable. The l-spectrum is precisely the multiset of
edges. Reading A1   Am from left to right with a sliding window of length l gives
a sequence of edges which is an Euler path (i.e., a path using all the edges, with
their prescribed multiplicities) in the de Bruijn graph of the sequence. The Euler paths
are in one-to-one correspondence with words having the same l-spectrum as A1   Am.
Thus, k is the number of Euler paths in the l-tuple de Bruijn graph of A1   Am. The
possibility (i) above is the case where the de Bruijn graph has an Euler circuit, so that
rotations are possible. By contrast, in the typical case, A1   Al−1 and Am−l+2   Am
are not repeated elsewhere in the sequence, so there is a unique vertex with indegree
zero where any Euler path must start, and a unique vertex of outdegree zero where it
must end.
1.2. Probabilistic model
The analysis in this section comes from [13,3,4]. Suppose that the sequence A1   Am
is random, with each letter Ai chosen independently, using the same distribution for
all i. Fixing a sequence length m and a tuple length l determines a probability space, on
which the number N of leftmost repeats of (l− 1)-tuples in A1   Am, and the number
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K(m; l):=kl(A1   Am) of words having the same l-spectrum as A1   Am, are random
variables. Let p = P(Ai = Aj) for i 6= j be the probability that two letters match; in
the case of uniformly distributed letters this is the reciprocal of the alphabet size. The
interesting limit for probability theory is that where m; l!1 together in such a way
that exact(m; l):=EN is bounded away from zero and innity. The expression for EN ,
[3, formula (23)], is complicated in the nonuniform case, but in all cases a convenient
approximation is given by
(m; l):=(m2=2)pl−1(1− p): (1)
The condition that EN is bounded away from zero and innity is equivalent to l =
2 logm=log(1=p) + O(1), and these imply that EN − (m; l) ! 0. On the other hand,
if EN ! 0 then P(K(m; l) = 1) ! 1, and if EN ! 1 then P(K(m; l)> 1) ! 1.
Theorem 22 allows the stronger conclusion that if EN ! 1, then for any xed k,
P(K(m; l)>k)! 1.
In the limit as m; l!1 with (m; l) bounded, the probability of repeats of the form
(i) or (ii) above goes to zero, and only (iii), interlaced pairs of repeats, has substantial
probability. When only (iii) occurs, K(m; l) is determined by the number N of pairs
of repeats and the relative order of the 2N locations involved.
For any  2 [0;1), in the limit as m; l ! 1 in such a way that (m; l) ! , the
distribution of N is Poisson with mean , and conditional on N = n, the 2n locations
are distributed along the length of the sequence like 2n independent uniform random
variables. The relative order of the 2n locations species a pairing, and
# pairings = (2n− 1)!! = (2n− 1)  (2n− 3)    5  3  1; (2)
the equality follows by specifying an n-pairing as a sequence of length 2n, writing a
\1" in position one and its mate in any of the remaining 2n− 1 positions, a \2" in the
rst available position and any of the remaining 2n− 3 positions, and so forth. In the
limit, all (2n− 1)!! pairings are equally likely, so
P(K = k jN = n) = fk(n)=(2n− 1)!! (3)
where fk(n) is the number of n-pairings having k Euler circuits. Note that for n= 0,
(2n− 1)!! = 1, f1(0) = 1, and fk(0) = 0 for k>2.
To summarize, there is a one-parameter family of distributions for a pair (N; K), in-
dexed by  2 [0;1). Under P, N is Pois(), and conditional on N=n, the distribution
of K is given by (3). Thus the marginal distribution of K is given by
P(K = k) =
X
n>0
Pois(n)P(K = k jN = n) =
X
n>0
e−
n
n!
fk(n)
(2n− 1)!! : (4)
Here the rst factor is the limit probability that there are exactly n leftmost repeat
pairs, and the second factor is the probability that these pairs are interlaced in a way
that gives rise to k Euler circuits. We write K for a random variable with distribution
given by (4).
The distributions P in (4) give the limits for the DNA sequencing by hybridization
problem when m; l ! 1 together in such a way that (m; l) dened by (1) stays
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Fig. 1. The probability that a random DNA sequence, with a Poisson()-distributed number of leftmost
repeats, has k or fewer reconstructions.
bounded. The distributions P approximate the distributions of K(m; l) in the strong
sense that for any 0<1,
P(K(m; l) = k)− P(m;l)(K = k)! 0 (5)
uniformly over all k and all m; l ! 1 with (m; l)60. For the case k = 1 this is
proved, with error bounds, in [3, Theorem 7], using a Poisson process approximation.
The extension to the case with general k, with an error bound on the total variation
distance, is given by Theorems 1 and 2 in Section 1.5.
1.3. Summary of our ndings
The quantity P(K=k) dened by (4) is exactly what motivated this work. Derivation
of the functions fk is addressed in Sections 3{6. Table 3 shows fk in closed form for
k =1; : : : ; 9, and some values of fk(n) are shown in Table 5. The conclusions, though,
are summarized in Fig. 1. The probability of unique reconstructibility is shown by
the lowest curve, and it | and for that matter the probability of any small number of
reconstructions | tends to 0 rapidly in . The probability that exactly k reconstructions
are possible is the vertical gap between the (k − 1)th and kth curves from the bottom.
As such, it can be seen that, for example, the probability that exactly 7 reconstructions
are possible, is less than the probability that exactly 6 (or exactly 8) reconstructions
are possible; this is related to the fact that 7 has fewer factors, the tie-in coming via
a decomposition of pairings addressed in Theorem 8.
Reading Fig. 1 along a horizontal line shows how much relaxing unique reconstruc-
tion allows larger  for the same probability. For example, stipulating 0:95=P(K6k),
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Fig. 2. The microscopic digraph at left induces the macroscopic digraph at right. First, the start and nish
vertices (the only vertices with indegree not equal to outdegree) are combined into one. Then the three
double edges in the top part of the graph are \contracted" out, leaving just two long forward paths. (In the
bottom part of the graph there is nothing to do.) Finally, each of the two paths at the top is replaced with
a single edge, making a double edge that stays.
taking k = 1 (unique reconstructibility) yields   0:606, while for k = 2 we have
  1:248 and for k = 9 we have   3:008. Since for xed l, (m; l) varies as m2,
this says that at the 95% probability level, tolerating 2-fold or 9-fold ambiguity in the
reconstructed sequence allows the sequence length m to grow by a factor of approxi-
mately 1:4 or 2:2. It is also visible from Fig. 1 that this eect of allowing larger  is
less dramatic at lower probability levels.
1.4. Microscopic versus macroscopic graphs
The microscopic graph for the l-spectrum of a sequence is the de Bruijn graph
dened earlier. It always has m − l + 1 edges, counting multiplicities, and multiple
edges are indistinguishable. The original sequence determines an Euler path in this
microscopic graph, while other Euler paths correspond to dierent sequences of length
m that share the same l-spectrum. Under the limits dened above, with probability 1
the graph has a \start" vertex with indegree 0 and outdegree 1, a \nish" vertex with
indegree 1 and outdegree 0, most other vertices have indegree and outdegree 1, and
the remainder have indegree and outdegree 2. For any such digraph there is a well
dened macroscopic graph formed as follows (see Fig. 2). First, identify the source and
terminal vertices. Second, contract each double edge in turn, i.e., if there are two edges
from u to v, identify u and v and delete the two edges. This results in a graph with
\branch" vertices of indegree and outdegree two, joined by oriented paths in which all
internal vertices have indegree and outdegree 1. Third and lastly, replace each such path
by a single like-oriented edge. Note that the order of the operations is important: the
third step may produce double edges, but these are not to be contracted. Because the
oriented paths are dierent, edges in the macroscopic graph are distinguishable, unlike
edges in the microscopic graph. The macroscopic graph may also have loops, and its
vertices are labeled. This macroscopic graph, which we call the 2-in, 2-out graph for
the l-spectrum of A1   Am, captures all the relevant information: the number of Euler
circuits in the macroscopic graph equals the number of Euler paths in the microscopic
graph equals the number of possible DNA-sequence reconstructions of the l-spectrum.
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Example 1. To take a concrete example, with l=6 (so that the vertices of the micro-
scopic graph correspond to 5-tuples), and m= 75, the sequence
A1A2   A75 =GGCTCTCTACTTCGGTTGATGAATAATGGTTCTACTT
GCTGAAGGCGACTCGGGAATAGAGCCAAGGCGTTTAAA
has a pairing of the form 121323, with n = 3 vertices, and k = 3 Euler circuits.
The sequence has six 5-tuples which get repeated, indicated above by underlining,
overlining, and both under- and overlining. Call these 5-tuples a, a0, a00, b, c, c0,
with a = TCTAC = A6   A10 = A31   A35, a0 = CTACT = A7   A11 = A32   A36,
a00 = TACTT = A8   A12 = A33   A37, and b=GAATA= A21   A25 = A54   A58, and
c = AAGGC = A42   A46 = A64   A68, c0 = AGGCG = A43   A47 = A65   A69. Thus,
the microscopic graph has 65 distinct vertices, and the sequence of length 75 corre-
sponds to an Eulerian path, which visits each of the vertices a; a0; a00; b; c; c0 twice, and
all other vertices once. All vertices have indegree=outdegree, except for GGCTC, the
source, and TTAAA, the terminal. There are two indistinguishable edges from a to a0,
two from a0 to a00, and two from c to c0.
In forming the macroscopic graph, the microscopic vertices a; a0; a00 together become
the vertex v1, b becomes the vertex v2, and c; c0 together become the vertex v3. We view
A1   A75 as a concatenation of strings, of the form s1 v1 s2 v2 s3 v1 s4 v3 s5v2 s6 v3 s7;
the pairing 121323 summarizes this. The edge from v1 to v2 corresponds to s2, the
edge from v1 to v3 corresponds to s4, etc., and the edge from v3 to v1 corresponds to
s7 s1. The k = 3 Euler circuits may be specied by the sequence of vertices they
visit; the circuit 121323 corresponds to the original word, 123213 corresponds to
s1 v1 s2 v2 s6 v3 s5 v2 s3 v1 s4 v3 s7, and 132123 corresponds to s1 v1 s4 v3 s5 v2 s3 v1
s2 v2 s6 v3 s7.
Example 2. Consider the case where A1   Am has the form s1 a s2 b s3 c s4 a s5 b s6
c s7, where a; b; c are the repeated (l − 1)-tuples. Now the edges of the macroscopic
graph cannot be specied by the vertices they connect; for example one edge from a to
b corresponds to s2, and the other to s5; one edge from c to a corresponds to s4 and the
other to s7 s1. All k=4 Euler circuits visit vertices in the order abcabc, so it is essential
that multiple edges of the macroscopic graph are considered as distinguishable.
1.5. Approximations using the limit model
In this section, we give two rather technical results. The rst, Theorem 1, proves
(5) and provides an upper bound on the approximation error involved computing the
probability of k reconstructions from the simpler macroscopic model in place of the
more complicated microscopic model. The second result, Theorem 2, shows that as
far as the number of sequence reconstructions is concerned, for random sequences
of known length, the data on multiplicities in the l-spectrum has a negligible
eect.
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Theorem 1. Let A1; A2; : : : be independent; identically distributed (i.i.d.) random letters;
with p:=P(A1 = A2) 2 (0; 1). Consider the total variation distance between the num-
ber of sequences of length m having the same l-spectrum as A1   Am and the limit
distribution given by (1) and (4); namely
d(m; l):=dTV(K(m; l); K(m;l)) =
1
2
X
k>1
jP(K(m; l) = k)− P(m;l)(K = k)j:
If m; l!1 with (m; l) bounded; then d(m; l)! 0.
Proof. In order to show that d(m; l)! 0, we establish upper bounds. Let X denote the
dependent process of indicators of leftmost repeats of (l−1)-tuples, and let exact(m; l)
be the expected number of leftmost repeats of (l−1)-tuples. In detail, X=(X)2I with
I=f=(i; j): 06i< j6m−(l−1)g, X(i; j) is the indicator of the event fAi+k=Aj+k for
k=1 to l−1 and (i=0 or Ai 6= Aj)g, and exact(m; l)=
P
2I EX. Let Y be the Poisson
process having the same intensity as X , and let Z denote the corresponding Poisson
process with symmetrized intensity, as in [3, Eq. (99)]. Let G denote the \good" event
that in A1   Am, the rst and last (l − 1)-tuples are dierent, and that there are no
three-way repeats of (l− 1)-tuples. The upper bounds to be proved are
dTV(K(m; l); Kexact(m;l))6dTV(X ;Y) + dTV(Y ;Z) + P(Gc) (6)
and hence
d(m; l)6dTV(X ;Y) + dTV(Y ;Z) + P(Gc) + jexact(m; l)− (m; l)j: (7)
If A1; A2; : : : are uniformly distributed, then the upper bound in (7) will show that,
uniformly in m; l!1 with (m; l)60,
d(m; l) = O(l=m): (8)
Likewise, if A1; A2; : : : are not uniformly distributed, then with  dened by p(1+)=2 =
maxaP(A1 =a), we have that  2 (0; 1), and (7) will show that uniformly in m; l!1
with (m; l)60,
d(m; l) = O(lm−): (9)
Start with a coupling of X ;Z such that the event H that X = Z has P(Hc) =
dTV(X ;Z)6dTV(X ;Y)+dTV(Y ;Z). Write N for the sum of all the coordinates of Z ,
so that N is Poisson with parameter exact(m; l). Our coupling may be enriched to in-
clude a Poisson process ~Z on the unit square [0; 1]2, having N points, constructed from
uniform [0; 1] random variables U1; U2; : : : ; with N and the Ui mutually independent,
so that (U2r−1; U2r) gives the location of the rth arrival, r=1; : : : ; N . (Intuitively, U2r−1
and U2r are the two locations of the rth pair repeat, relative to the length of the string.)
Explicitly, Z will be a deterministic function of ~Z , so that for 06i6j6m− (l− 1),
Zij = # fr6N : (b(m− l+ 1)U2r−1c; b(m− l+ 1)U2rc) = (i; j) or (j; i)g :
Consider [0; 1] as a directed arc from 0 to 1 and identify 0 and 1 to make this a
directed circle. The points U1 through U2N partition this into 2N directed arcs. Dene
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an N -vertex 2-in, 2-out graph whose rth vertex consists of the points at U2r−1 and
U2r identied together, and whose edges are the aforementioned directed arcs. Write
h( ~Z) for the total number of Euler circuits in this graph. We simply observe (see
Section 1.4 for details) that on the intersection of the two good events G and H ,
h( ~Z)= k(A1   Am), which proves (6). To get (7) from (6), use the triangle inequality
together with the easy bound dTV(K1 ; K2 )6dTV(Pois(1);Pois(2))6j1 − 2j.
In (7) the rst term is the only one which is dicult to upper-bound. Using the
Chen-Stein method of Poisson process approximation from [2, 3, Eq. (80)] gives the
upper bound dTV(X ;Y)6b(m; l− 1)  16(exact(m; l))2l=m for the uniform case, with
the remark that the factor of l may be superuous, and for the nonuniform case, [3,
Eq. (81)] gives the upper bound dTV(X ;Y)6b(m; l− 1) = O(m−). The second term,
dTV(Y ;Z), is bounded above by \R3" in [3, Eq. (100)], with R3 = O(1=m) in the
uniform case and R3 = O(logm=m) in the nonuniform case. The third term makes a
negligible contribution: trivially, P(Gc)6pl−1+
(m
3

pl−13 =O(m
−), where  is dened
by P(A1 = A2 = A3) = p(3+)=2, and  =  = 1 in the uniform case and 0<< in
the nonuniform case. The fourth term of (7) is O(l=m) for the uniform case; for the
nonuniform case it is easily shown to be O(lm−). Note that our proof gives, for
the nonuniform case, dTV(K(m; l); Kexact(m;l)) = O(m
−), which saves a factor of l in
comparison with (9); we have stated (7) with (m; l) in place of exact(m; l), in order
to focus this paper on the simple story.
The l-spectrum of A1   Am, a multiset, is considered in the mathematical model
of sequencing by hybridization because of its tractability. A more physically realistic
model would be that the data available is the set of all l-tuples of l consecutive letters
in the text, i.e., the set underlying the multiset; see [4, Section 1.5] for a discussion.
The next theorem asserts that in the situation where m; l ! 1 with (m; l)60, as
far as the number of reconstructions is concerned, whether the data is given by the
multiset or set makes a negligible dierence, when the target sequence length m is
known.
Theorem 2. With the same setting as in Theorem 1; with A1   Am i.i.d.; let ~K(m; l) be
dened as the number of sequences b1    bm for which the l-spectra of A1   Am and
of b1    bm have the same underlying set; so that always ~K(m; l)>K(m; l). Consider
the \good" event ~G that in A1   Am; the rst and last (l− 1)-tuple are not repeated
anywhere in A1   Am; and that there are no three-way repeats of (l−1)-tuples. Then
on ~G; ~K(m; l)=K(m; l); so that dTV( ~K(m; l); K(m; l))6P( ~Gc). For direct approxima-
tions of the distribution of ~K(m; l); statements (6){(9) hold with ~K(m; l) in place of
K(m; l); provided that G is replaced by ~G in (6) and (7).
Proof. It is a simple, deterministic fact that, under the condition on a1    am that
the rst and last (l − 1)-tuple are not repeated anywhere else, and that there are
no three-way repeats of (l − 1)-tuples, the set of l-tuples underlying the l-spectrum,
together with the knowledge of m, uniquely determine the l-spectrum. This implies that
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on ~G, ~K(m; l) = K(m; l). For the direct approximations of the distribution of ~K(m; l),
the argument proving Theorem 1 works as before. To see that the bounds in (8)
and (9) remain valid without change, simply observe that ~GG, with P(G n ~G)6
P (for some 16j6m − l, Aj+1   Aj+l−1 = A1   Al−1 or Am−l+2   Am)62mpl−1,
and mpl =O(1=m) uniformly in m; l!1 with (m; l)60.
2. Statement of the combinatorial problem
We consider connected, directed graphs with n vertices and 2n edges, each vertex
having indegree = outdegree = 2. All vertices and edges are considered distinct and
labeled. Loops and multiple edges are allowed.
Pairing S. Formally, a pairing or n-pairing S is a 1-factor of the complete graph
with vertex set f1; 2; : : : ; 2ng. It can be specied by a sequence of length 2n in which
each of n distinct symbols occurs twice; two sites in which the same symbol occurs
are paired. For example, the sequences DBDCBC, 313212, and 232131 all denote the
same 3-pairing. As per (2), the number of n-pairings is (2n − 1)!!. A pairing has a
canonical labeling in which, reading the slots 1; 2; : : : ; 2n from left to right, the symbols
are introduced in order 1; 2; : : : ; n; the pairing DBDCBC has canonical labeling 121323.
The 2-in, 2-out digraph D(S) of a pairing. With each n-pairing, we associate a di-
rected graph with n vertices and 2n edges as follows. Assume that the pairing is spec-
ied by the sequence s1s2    s2n. Then there are 2n directed edges, labeled e1; : : : ; e2n,
where for i = 1; : : : ; 2n,
ei goes from si to si+1; (10)
and s2n+1 is interpreted as s1. Because all vertices have indegree = outdegree =2, we
call this digraph the 2-in, 2-out graph of the pairing. Note that the digraph may have
two (distinguishable) edges from vertex A to vertex B; in these situations it is essential
to encode paths as lists of edges rather than as lists of vertices.
The Euler circuit number k(S) of a pairing S. The Euler circuit number, or just
circuit number k(S) of a pairing is dened to be the number of Euler circuits in its 2-in,
2-out graph; equivalently it is the number of Euler paths ending with a distinguished
edge, such as the edge e2n. The Euler circuit that follows the order of the vertices in
the pairing (and in case of double edges, follows the lower-numbered edge rst) |
the circuit e1e2    e2n in the notation of (10) | will be called the \canonical circuit"
of the pairing. Its existence shows that k>1.
For a given pairing it is easy to compute k, by a combination of the directed
matrix-tree theorem [21,28] (see also [9, p. 58]) and the so-called BEST theorem
[25,10] (see also [9, p. 18]).
Theorem 3 (Matrix-Tree). Consider a directed multigraph in which multiple edges are
distinguishable. (Loops are permitted but irrelevant.) Let A be the graph’s adjacency
matrix; D the diagonal matrix of outdegrees; dii =
P
j aij; and L the combinatorial
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Laplacian; L=D− A. Then the number of spanning trees ti oriented towards vertex
i is the value of any cofactor of L in the ith row (that is; the determinant of L with
its ith row and any single column struck out).
Theorem 4 (BEST). Consider a directed graph; possibly having loops; in which multi-
ple edges are distinguishable; and where each vertex i has indegree (i)=outdegree(i)=:
d(i). Then with ti as above; for any i; the number of Eulerian circuits is
k = ti 
nY
j=1
(d(j)− 1)!:
Since k is xed, it is a corollary that all the ti’s, and thus all the cofactors of the
Laplacian, are equal. For pairings, the in- and outdegrees are all equal to two, and thus
the number of Euler circuits is exactly the number of spanning trees oriented towards
a vertex.
For example, for n = 3, the pairing 121323 has a 2-in, 2-out graph with directed
adjacency matrix A with rows [0 1 1, 1 0 1, 1 1 0], L=[2 −1 −1;−1 2 −1;−1 −1 2],
the minor formed by deleting the rst row and column is [2 − 1;−1 2], whose
determinant gives the number of Euler circuits as k = 3.
The problem. Our goal is to understand the coecients
fk(n):=number of n-pairings having exactly k Euler circuits;
for use in (4). Note that for any n>0,
P
k>1 fk(n) = (2n− 1)!!.
3. The interlace relation, and circle graphs
3.1. The interlacings of a pairing
Two distinct symbols A and B in a pairing S are \interlaced" if they occur as
  A   B   A   B    or as   B   A   B   A   . Interlacing denes a relation that
is symmetric and irreexive (but not in general transitive). The graph whose vertices
are the pairing symbols and whose edges join interlaced symbols, is the interlace graph
I(S) of the pairing. In a forthcoming paper [1], we show that the interlace graph I(S)
determines the Euler circuit number k(S), and more, but these results are not used in
the current paper.
Interlacings were rst considered by Gauss [16] in connection with self-intersecting
curves in the plane. An oriented planar closed curve, which crosses itself n times but
has no points of higher multiplicity, has an associated n-pairing: follow the curve and
list the double points in the order encountered. Gauss asked for a characterization of
the pairings which can occur in this manner. He noted that a necessary condition is
that every vertex in the interlace graph has even degree, and produced the example
1234534125 (which has k=12) to show that the even-degree condition is not sucient.
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The Gauss problem was solved by Sz.-Nagy [27] and Dehn [11], and more ecient
characterizations were given by Read and Rosenstiehl [23].
We stress that the interlace graph and the 2-in, 2-out graph are two distinct concepts,
in the strongest possible sense: neither determines the other, even up to isomorphism!
To see that the 2-in, 2-out graph does not determine the interlace graph, consider S1 =
12342134 and S2 =13421234; they have the same 2-in, 2-out graph, but I(S1) has ve
edges (13,14,23,24,34), while I(S2) has only four edges (12,13,14,34). To see that the
interlace graph does not determine the 2-in, 2-out graph, consider S3 = 123145632645
and S4=123165432546; they have the same interlace graph, but their 2-in, 2-out graphs
are nonisomorphic: the underlying undirected graphs both have two double edges, but
the distance between the double edges is two for S3, and one for S4.
The smallest possible number of interlacings for an n-pairing is zero; in this case
the interlace graph is the empty graph on n vertices, having n singleton components.
The next result follows from the work of Ukkonen [29] and Pevzner [22], or directly
from our Corollary 10.
Theorem 5. A pairing has a unique Euler circuit if and only if it has no interlaced
symbols.
Pairings with no interlacings are in 1-to-1 correspondence with balanced parenthe-
sized expressions. To see this, in a pairing with no interlacings, replace the rst oc-
currence of each symbol \i" with a \(" and the second with a \)" to get a balanced
expression. Conversely, in a balanced expression, give the label i to the ith \(" and its
corresponding \)" to produce a pairing with no interlacings. Since balanced parenthe-
sized expressions are counted in the Catalan numbers, by Theorem 5 we have
f1(n) = Cn:=

2n
n

=(n+ 1):
This was rst observed by [13]. The well-known generating function for the Catalan
numbers (see for example [31, 2.5.10]) is
F1(x):=
X
n
f1(n)xn =
1−p1− 4x
2x
:
For k > 1 the numbers fk(n) may be viewed as generalizations of the Catalan numbers.
3.2. Circle graphs
A circular arrangement [17,12] is a set of n chords of a circle in \general position",
i.e., with all endpoints distinct and no three chords meeting at a point. A circle graph
is one whose vertices correspond to chords of a circular arrangement, and whose edges
correspond to chord intersections. The class of circle graphs coincides with the set of
interlace graphs.
Not all graphs are circle graphs. In a sense most graphs are not, since there are
an:=2(
n
2 ) labeled graphs on n vertices, while bn:=(2n)!=2n, the number of edge-labeled
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Fig. 3. A circular arrangement corresponding to the pairing 121323, and another to the pairing
1214556467732883. Bending the chords for visual clarity does no harm.
n-pairings (see the proof of Theorem 22) is an upper bound on the number of labeled
circle graphs on n vertices. For n>13, one has an >bn, showing that there exist
graphs on n vertices which are not circle graphs. The two smallest graphs which
are not circle graphs have 6 vertices. One is the \wire-frame model of a triangular
prism", with the nine edges 12; 23; 31; 45; 56; 64; 14; 25; 36; the other, from [14], is the
\wheel with ve spokes", with the 10 edges 12; 23; 34; 45; 51; 16; 26; 36; 46; 56. Table 4
enumerates unlabeled circle graphs of orders up to 9. We believe it is an open problem
to asymptotically enumerate labeled or unlabeled circle graphs, or labeled or unlabeled
connected circle graphs, on n vertices.
Circle graphs can be recognized in polynomial time [15,26].
There is a natural one-to-many correspondence between circular arrangements and
pairings, in which the circle graph coincides with the interlace graph of the pairing, as
illustrated in Fig 3. With the left chord arrangement labeled as shown in Fig. 3, reading
clockwise from the 1 near 10 o’clock gives the pairing 121323. Reading clockwise from
the 2 at 12 o’clock would give 213231, whose canonical labeling of 123132 shows it
to be a dierent pairing. Dierent pairings arising from the same circular arrangement
are equivalent in all natural respects | in particular having the same 2-in, 2-out graph
and the same number of Euler circuits | but to answer our original question about
sequencing by hybridization means counting pairings, not circle graphs.
The number of interlacings in an n-pairing, i.e., the number of edges in a circle
graph on n vertices, clearly lies in the range from 0 to
( n
2

. We prove that the whole
range is attainable.
Theorem 6. The number of interlacings in a n-pairing can take any value from 0 to( n
2

.
Proof. Begin with a circle arrangement of n parallel chords, and think of them as being
closely spaced horizontal lines; this gives zero interlacings. Take the bottom chord and
swing its right end up through the others, so the number of intersections keeps going
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up by 1. Finally, \park" its moving end up at the top of the circle. Now repeat for
the next higher chord, swinging it up, and stopping when it is just clockwise of the
rst; etc.
4. Decomposing pairings
Interlace-connected components. Any component in a pairing’s interlace graph |
or equivalently any equivalence class in the interlace relation’s transitive closure |
picks out a subsequence of some 2n0 elements in the pairing. We call this an interlace-
connected component of the pairing; it divides the remainder of the pairing into 2n0
sections. For example, the pairing to the right in Fig. 3 has 5 components: 121323,
4646, 55, 77, and 88. The component on the symbol 1 splits the circle into 6 sections:
45564677, 88, and four empty sections. In the example, each of the sections is in fact
a sub-pairing, and this is always so.
Theorem 7. An interlace-connected component P0 of a pairing P divides P into sec-
tions each of which is itself a pairing; that is; each section contains both of a pair
of symbols or neither; but never just one. Hence, any other interlace-connected com-
ponent of P is contained within a single one of the sections induced by P0.
Proof. Consider the two occurrences of any symbol A not in P0. They dene a chord
in the circle arrangement, and split the component P0 into two sections, one of which
may be empty. If neither section of P0 were empty, then the two sections must share
at least one symbol B, or they would not be interlaced with one another. The two B’s,
occurring on opposite sides of A’s chord, would then be interlaced with A, contradicting
A’s selection from outside the interlace-connected component P0. Thus one section of
P0 must be empty, which is to say that between the two A’s (in one direction or the
other) there lie no symbols from P0: the two A’s lie in one P0-dened section.
Transpositions. Interlacings are central to the enumeration of Euler circuits because
an interlaced pair AB denes a \transposition move" converting one Euler circuit to
another. Simply, a pairing’s canonical Euler circuit can be thought of as a concate-
nation of walks w1w2w3w4, where w1 and w3 go from A to B, and w2 and w4 go
from B to A. Its AB-transposition is the Euler circuit w1w4w3w2. The transposition is
necessarily a dierent circuit even if, because of double edges, it yields the same pair-
ing. Transpositions in the context of sequence reconstruction were introduced in [29].
In [22] it is shown that all Euler circuits for a pairing can be produced by a series
of transpositions. (In general, a second type of move based on 3-way repeats is also
needed, but in our setting we have only 2-way repeats, with probability 1.)
Theorem 8. The number of Euler circuits of a pairing is equal to the product of the
number of Euler circuits of its interlace-connected components.
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Proof. A transposition on two symbols from any interlace-connected component P0
changes the traversal sequence within P0, and rearranges the sections into which P0
divides P, but leaves each section intact, and therefore leaves intact the traversal se-
quence within each other component of P. Any Euler circuit of P, then, can be repre-
sented as a cross-product of Euler circuits of P’s interlace-connected components: any
Euler circuit of P can be arrived at through a sequence of transpositions each of which
only changes one component; and any Euler circuit for any component can be arrived
at through a sequence of transpositions on pairs in that component, leaving the other
components unaected. The number of Euler circuits of P is thus the product of the
number of Euler circuits of its components.
Theorem 9. Any interlace-connected pairing S on n symbols has n6k(S)62n−1 Euler
circuits.
Proof. Since P is interlace-connected, there must at least n − 1 interlaced pairs ij.
From an initial Euler circuit, transposing on any pair ij produces a new circuit, and no
two of these can be the same since each can be compared with the original circuit to
identify the pair ij. With the original one, this denes a set of at least n Euler circuits.
On the other hand, each vertex i in the 2-in, 2-out graph has only two out-edges,
so on rst visiting it there are (at most) two ways to leave it (one might not allow
an Euler circuit), and on revisiting it there can be only one way to leave. Over all
vertices this makes for at most 2n choices; really 2n−1 since choosing the rst edge
out of the rst vertex constitutes an arbitrary rooting of the Euler circuit.
Corollary 10. If a pairing S on n symbols has m interlace-connected components;
with n1; : : : ; nm symbols; then
Qm
i=1 ni6k(S)62
n−m. In particular; any pairing has
k(S)62n−1.
Proof. Immediate from Theorems 8 and 9.
5. Pairings with Euler number k = 2
Theorem 11. For any pairing; k = 2 if and only if there is just one interlaced pair
of symbols.
Proof. By Theorem 8, the number of Euler circuits is the product of the numbers
of Euler circuits of the interlace-connected components. Since 2 is prime all but one
of these must have k =1 and (by Theorem 5) no interlacings, and hence must consist
of just a single symbol-pair 11. The nal component must have k=2 and (by Theorem
9) exactly 2 symbols, and hence must consist of the pairing 1212. Conversely, such
components force k = 2.
From Theorem 11 and capitalizing on f1(n) = Cn, we may derive f2(n) in closed
form. We confess that we rst performed the enumeration by computer to determine
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that for n= 1; 2; : : : ; 6; f2(n) = 0; 1; 6; 28; 120; 495, which is conveniently identied in
[24] as the beginning of the sequence

2n
n−2

.
Theorem 12. f2(n) = (
2n
n−2 ).
Proof. Consider the interlace-connected component that includes the pairing’s rst
symbol, a \1" in the canonical labeling. By Theorem 11 the whole pairing contains
exactly one interlacing, so either the pair of 1’s interlaces no other pairs and its com-
ponent consists of n0 = 1 symbol-pairs, or the pair of 1’s interlaces one other pair and
its component consists of n0 = 2 symbol-pairs.
In the rst case, by Theorem 7 the original n-pairing is divided into two sub-pairings,
of sizes n1 + n2 = n− 1. (The ni’s are nonnegative, but may be 0.) By Theorem 8 one
of these must be a pairing with Euler number 1 (a balanced pairing, by Theorem 5),
while the other must be a pairing with Euler number 2 (holding the unique interlaced
pair, by Theorem 11). In the other case, the two interlacing symbol-pairs divide the
n-pairing into 4 sub-pairings of sizes n1 + n2 + n3 + n4 = n0 − 2, each with Euler
number 1. That is,
f2(n) =
X
n1+n2=n−1
[f1(n1)f2(n2) + f2(n1)f1(n2)]
+
X
n1+n2+n3+n4=n−2
f1(n1)f1(n2)f1(n3)f1(n4): (11)
The convolutions are most easily interpreted with generating functions. For any k, let
Fk(x) =
P
n>0 fk(n)x
n be the ordinary power series generating function of fk(n). In
this case,
F2(x) = 2xF1(x)F2(x) + x2(F1(x))4:
Dropping the dummy arguments and simplifying,
F2 =
x2F41
1− 2xF1 : (12)
Substituting (3:1) for F1 into the above yields
F2(x) =
x2

1−p1−4x
2x
4
p
1− 4x :
In general (see [31, Eq. (2.5.15)]),
1p
1− 4x

1−p1− 4x
2x
p
=
X
n

2n+ p
n

xn;
so in this case F2(x) = x2
P
n>0

2n+4
n

xn =
P
n>2

2n
n−2

xn. Dening
( n
m

= 0 for
m< 0 we can extend the summation to all integers n, to give F2(x) =
P
n

2n
n−2

xn,
and f2(n) =

2n
n−2

.
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6. Pairings with arbitrary Euler number k
6.1. Recursion on k
Denition 13. Let gk(n) be the number of distinct n-pairings which have connected
interlace graphs and Euler circuit number k.
That is, gk(n) is similar to fk(n), but only counts pairings in which the interlacing
relation transitively links all the symbols into one component.
Theorem 14. For any xed k > 1;
fk(n) =
X
16n06n
k0jk
gk0 (n0)
X
P2n0
i=1
ni=n−n0
X
Q2n0
i=1
ki=k=k0
2n0Y
i=1
fki(ni); (13)
Fk(x) =
X
16n06k
k0jk
gk0 (n0)x
n0
X
2n0Q
i=1
ki=k=k0
2n0Y
i=1
Fki(x): (14)
Proof. If the \zeroth" connected component induced by the rst symbol of the pairing
has n0 symbols, it splits the remainder of the pairing into 2n0 sub-pairings, each with 0
or more symbols. Each sub-pairing, with ni symbols, has fki(ni) ways of contributing
a factor of ki to the number of Euler paths. The constraints are only that numbers of
symbols in the 2n0 components sum to n− n0, and that their Euler circuit numbers ki
| along with k0 | multiply to the specied value k.
In the above, Fk can occur on the right-hand side as well as the left, but this can
be remedied.
Corollary 15. For k > 1; the kth generating function satises the recursion
p
1− 4x Fk(x) = x
X
26k1 ; k2
k1k2=k
Fk1 (x)Fk2 (x)
+
X
26n06k
26k0jk
gk0 (n0)x
n0
X
Q2n0
i=1
ki=k=k0
2n0Y
i=1
Fki(x): (15)
Proof. For Fk to appear as one of the Fki ’s on the right-hand side of (14), it must be
that all the other ki’s, including k0, are 1. Since k0 =1 implies n0 =1, this occurs only
when the zeroth component is a single symbol-pair not interlaced with anything else,
and the two sub-pairings it produces have Euler numbers k1 = 1 and k2 = k or vice
versa. That case contributes a term x  2F1Fk to the right-hand side.
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Excluding it, and subtracting the 2xF1Fk from both sides gives
Fk(x)(1− 2xF1) = x
X
26k1 ; k2
k1k2=k
Fk1 (x)Fk2 (x)
+
X
26n06k
26k0<k; k0jk
gk0 (n0)x
n0
X
Q2n0
i=1
ki=k=k0
2n0Y
i=1
Fki(x):
Observe that the reduction of Corollary 15 can be carried out for any xed k, with
a nite amount of computation, by calculating the collection fgk0 (n0): k0 j k; n06k0g.
(Values n0>k0 are not feasible, by Corollary 9.) This allows calculation of the gen-
erating function Fk(x), and (as we shall see) the coecients fk(n) in closed form.
Calculations for all values of k up to 9 are given in Tables 1{3, 5 and 6.
6.2. Example
The case k = 3 goes just as k = 2 did, so k = 4 provides the smallest illustration
of the general method. The four summations of (16) below describe decompositions
in which the 0th pairing has n0 symbols and k0 Euler circuits, counted by gk0 (n0)
of (respectively) g1(1) = g2(2) = g4(3) = 1, and g4(4) = 4. The constants inside the
summations indicate the number of distinct permutations of the multiset of ki’s, so
for example in the rst term, f1(n1)f4(n2) and f4(n1)f1(n2) form 2 distinguishable
permutations, while f2(n1)f2(n2) is unique:
f4(n) = g1(1)
X
n1+n2=n−1
[2f1(n1)f4(n2) + f2(n1)f2(n2)]
+ g2(2)
X
n1++n4
=n−2
4f1(n1)f1(n2)f1(n3)f2(n4)
+ g4(3)
X
n1++n6
=n−3
f1(n1)   f1(n6)
+ g4(4)
X
n1++n8
=n−4
f1(n1)   f1(n8): (16)
Equivalently,
F4(x) = 2xF1F4 + xF22 + 4x
2F31 F2 + x
3F61 + 4x
4F81 ;
allowing F4(x) to be expressed in terms of Fk(x) for smaller k’s:
F4(x) =
xF22 + 4x
2F31 F2 + x
3F61 + 4x
4F81
1− 2xF1 :
6.3. Forms of the generating and counting functions
The generating functions Fk(x) have a functional form that allows closed-form cal-
culation of their coecients.
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Lemma 16. Every Fk(x) can be expressed as P(x)(1− 4x)−p+Q(x)(1− 4x)−(2q+1)=2;
where P(x) and Q(x) are nite Laurent series (\polynomials" with positive and neg-
ative powers); and p and q are non-negative integers.
Proof.
F1(x) = 1−
p
1−4x
2x =
1
2x
−1 +
(
2− 12x−1

=
p
1− 4x
is of the given form. Higher functions Fk(x) are dened inductively by (15), which
combines lower ones by multiplying them, adding them, multiplying by polynomials
in x, and dividing by
p
1− 4x; the class of functions characterized by the lemma |
but with p and q integers of any sign | is closed under these operations. Taking p
and q to be non-negative is no restriction: If p< 0, roll the polynomial (1 − 4x)−p
in to P, leaving (1 − 4x)0 for a new p of 0. Likewise, if q< 0, roll the polynomial
(1− 4x)−q in to Q, leaving (1− 4x)−1=2 for a new q of 0.
Corollary 17. For any k; for n suciently large; fk(n) has the form S(n)4n+R(n)

2n
n

;
where S(n) and R(n) are rational functions.
Proof. By Lemma 16, F = P(x)(1− 4x)−p +Q(x)(1− 4x)−(2q+1)=2, p; q>0. If p=0,
the term P(x)(1− 4x)−p is simply a Laurent polynomial in x, and does not contribute
to fk(n) for values of n larger than the polynomial’s degree (the \suciently large"
of the postulate). If p> 0, by Taylor expansion,
(1− 4x)−p =
X
n

n+ p− 1
n

(4x)n:
Multiplication by P(x) =
PM
i=m aix
i merely superposes a nite number of terms,
P(x)(1− 4x)−p =
X
n
 
MX
i=m
ai

n+ p− 1− i
n− i

4−i
!
4nxn
=
X
n
S(n)4nxn;
and S(n) is a rational function of n.
Similarly, for any q>0, by Taylor expansion,
(1− 4x)−(2q+1)=2 =
X
n
1
n!
(−4)n−(2q+ 2n− 1)
2
   −(2q+ 1)
2
xn
=
X
n
(2n+ 2q)!q!
n!(n+ q)!(2q)!
xn
=
X
n
Rq(n)

2n
n

xn;
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Table 1
Recursions for Fk (n). Taking a step further and showing g1(1) explicitly (instead
of 1) would yield F1=1+g1(1) xF21 , for F1(x)=

1−
p
1− 4g1(1) x
.
(2g1(1) x),
and in the remaining Fk ’s would produce denominators of 1 − g1(1) x  2F1 =p
1− 4g1(1) x (instead of
p
1− 4x).
F1(x)=
1−p1−4x
2x
F2(x)= fg2(2) x2F41 g=
p
1− 4x
F3(x)= fg3(3) x3F61 g=
p
1− 4x
F4(x)= fg1(1) xF22 + g2(2) x2  4F31 F2 + g4(3) x3F61 + g4(4) x4F81 g=
p
1− 4x
F5(x)= fg5(4) x4F81 + g5(5) x5F101 g=
p
1− 4x
F6(x)= fg1(1) x  2F2F3 + g2(2) x2  4F31 F3 + g3(3) x3  6F51 F2 + g6(4) x4F81
+g6(6) x6F121 g=
p
1− 4x
F7(x)= fg7(5) x5F101 + g7(7) x7F141 g=
p
1− 4x
F8(x)= fg1(1) x  2F2F4 + g2(2) x2  4F31 F4 + g2(2) x2  6F21 F22 + g4(3) x3  6F51 F2
+g4(4) x4  8F71 F2 + g8(4) x4F81 + g8(5) x5F101 + g8(8) x8F161 g=
p
1− 4x
F9(x)= fg1(1) xF23 + g3(3) x3  6F51 F3 + g9(5) x5F101 + g9(6) x6F121
+g9(9) x9F181 g=
p
1− 4x
where Rq(n) is a rational function. Again, multiplication by Q(x) merely superposes a
nite number of terms, for
Q(x)(1− 4x)−(2q+1)=2 =
X
n
R(n)

2n
n

xn:
Further to Lemma 16 and Corollary 17, we make the following conjecture.
Conjecture 18. Every Fk(x) can be expressed as P(x) +Q(x)(1− 4x)−(2q+1)=2; where
q 2 Z; q>0 and P(x) =P−1i=−m aixi. Consequently; for every k; and all n>0; the
counting functions have the form fk(n)=Rk(n)( 2nn ) where Rk(n) is a rational function.
Remark. The second part of the conjecture would follow from the rst: the generating
function Q(x)(1 − 4x)−(2q+1)=2 gives a counting function fk(n) = Rk(n)

2n
n

, and the
assertion that P(x) has no positive powers of x is precisely to say that it only aects
counts for n’s less than 0.
The rst, main part of the conjecture is not a simple structural consequence of the
recursions, in the way that Lemma 16 was. Specically, it is not enough that each Fk
be a sum of products of lower Fk ’s. For example, in the recursion for F4 (in Table 1),
discarding the rst term g1(1)xF22 (or equivalently by complementarity, taking only this
term) would give F4 a term poly(x)x−4=(1 − 4x); violating the conjecture. So would
changing F4’s term 4g2(2)x2F31 F2 to just g2(2)x
2F31 F2.
On the other hand, it appears that the conjecture is consistent with any set of val-
ues gk(n), as long as they are applied consistently. We have conrmed this through
k = 31; leaving gk(n) as a variable, only insisting that gk(n) = 0 when n>k. (For
example, Table 1 is consistent with the conjecture. Built into the table is the fact
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Table 2
Formulas for Fk (n)
F1(x) =−1=2 x−1 (1− 4x)1=2 + 1=2 x−1
F2(x) = 1=2 x−2 (2x2 − 4x + 1)(1− 4x)−1=2 + 1=2 x−2 (2x − 1)
F3(x) =−3=2 x−3 (2x − 1) (x2 − 4x + 1)(1− 4x)−1=2 − 3=2 x−3 (x − 1)(3x − 1)
F4(x) = −1=2 x−4 (38x5 − 310x4 + 435x3 − 226x2 + 50x − 4)(1− 4x)−3=2
+1=2 x−4 (19x3 − 46x2 + 26x − 4)
F5(x) = 5=2 x−5 (2x5 − 7x4 − 10x3 + 19x2 − 8x + 1)(1− 4x)−1=2
+5=2 x−5 (3x4 − 9x2 + 6x − 1)
F6(x) = −3x−6 (6x7 − 98x6 + 348x5 − 477x4 + 307x3 − 100x2 + 16x − 1)(1− 4x)−3=2
+3x−6 (4x5 − 25x4 + 47x3 − 34x2 + 10x − 1)
F7(x) = −7=2 x−7 (2x − 1) (6x6 − 84x5 + 181x4 − 144x3 + 58x2 − 12x + 1)(1− 4x)−1=2
−7=2 x−7 (32x6 − 156x5 + 231x4 − 160x3 + 60x2 − 12x + 1)
F8(x) = −1=2 x−8 (940x10 − 5524x9 − 17030x8 + 81076x7 − 117866x6 + 89634x5
−40733x4 + 11500x3 − 1984x2 + 192x − 8)(1− 4x)−5=2
+1=2 x−8 (1− 4x) (28x6 + 20x5 − 357x4 + 524x3 − 304x2 + 80x − 8)
F9(x) = −9=2 x−9 (22x10 − 370x9 + 195x8 + 2946x7 − 6591x6 + 6322x5 − 3375x4
+1080x3 − 207x2 + 22x − 1)(1− 4x)−3=2
+9=2 x−9 (17x8 − 60x7 − 147x6 + 580x5 − 655x4 + 358x3 − 105x2 + 16x − 1)
that certain g’s are zero | e.g. g1(2) does not appear | but these assumptions are
unnecessary.) Our conrmation through k = 31 even allows g1(1) to be a variable
rather than 1; consistency then dictates that F1 be dened by F1 =1+g1(1)xF21 , giving
F1(x) =

1−p1− 4g1(1)x. (2g1(1)x). In the remaining Fk ’s the denominator is
not
p
1− 4x but 1− g1(1)x  2F1 =
p
1− 4g1(1)x; and it is negative integer powers of
1− 4g1(1)x that are forbidden. 1
The following theorem provides further evidence for the conjecture.
Theorem 19. If k is prime or has only two prime factors (possibly equal); then Fk
obeys the preceding conjecture.
Proof. So far, we have used a recursion based on a pairing’s rst symbol’s interlace-
connected component. Now we will use a dierent recursion, based on the pairing’s
nontrivial components i with ki>2. Since the product of the components’ circuit num-
bers equals the whole pairing’s circuit number k, these nontrivial components, and all
ways of arranging them with respect to one another to make a \backbone", can be
enumerated (at least in principle, which is all that is necessary). The remainder of the
pairing consists of trivial components, with k’s of 1, \decorating" the backbone. Specif-
ically, by Theorem 7, the backbone divides a pairing into sections each of which is
1 The calculations were done by the Axiom computer algebra package. Expressions from Table 1 were
entered manually. Verication of the general case through k = 31 (where coecients such as g1(2) are
not assumed to be zero, and g1(1) is not assumed to be 1) was done by rst generating the recursions
of (15) in APL2, then reading these expressions into Axiom. The recursions yield expressions of the form
Fk = [P1(x) + P2(x)
p
1− 4g1(1)x]=P3(x); we use a macro to extract the P1 term and verify that terms
of P1(x)=P3(x) contain no negative powers of 1 − 4g1(1)x and no positive powers of x. The expressions
generated are lengthy, and the algebraic calculations take several hours of computer time.
84 R. Arratia et al. / Discrete Applied Mathematics 104 (2000) 63{96
itself a pairing; and by Theorem 5 these sub-pairings, with k’s of 1, must be balanced
pairings.
A backbone consisting of a single m-symbol component divides the overall pairing
into 2m + 1 intervals, of which the middle 2m − 1 intervals must each consist of a
balanced pairing, and the rst and last intervals together consist of a single balanced
pairing split at any point. The generating function (g:f:) for the number of ways of
doing this elaboration is thus
F2m−11 (2xF
0
1 + F1); (17)
the second factor comes from
P
j(2j + 1)f1(j)x
j =
P
j 2xjf1(j)x
j−1 +
P
j f1(j)x
j =
2xF 01 + F1. Expression (17) has a (1 − 4x)−1=2 term from F 01 , but no other negative
powers of 1− 4x, in particular no negative integral powers.
If there are two non-trivial component pairings, say A and B with mA and mB symbols
respectively, then the argument is similar, but ultimately relies on what appears to be
a lucky coincidence. Suppose for the moment that the two pairings are dierent. Then
they may be arranged as AB, or as BA, or B may be contained in any of the 2mA − 1
intervals dened by A, or A may be contained in any of the 2mB − 1 intervals dened
by B. If the \backbone" arrangement is AB the (2mA− 1)+ (2mB− 1) intervals within
A and within B must each contain balanced pairings, and a nal balanced pairing can
be split at any two points to occupy the three intervals before A, between A and B,
and after B. The same is true if the backbone arrangement is BA. Letting m=mA+mB,
together the possibilities are counted by the g:f:
2F2m−21 (2x
2F 001 + 5xF
0
1 + F1); (18)
the nal factor comes from
P
j(
2j+2
2 )f1(j)x
j=
P
j [2j(j− 1)+5j+1]f1(j)xj=2x2F 001
+5xF 01 +F1. If on the other hand the backbone arrangement is one in which A contains
B, then there are 2m− 3 intervals that must contain simple balanced pairings, plus the
pair of intervals before and after A which together contain a balanced pairing split at
any point, plus the pair of intervals just before and after B which together contain a
balanced pairing split at any point. There are (2mA−1) such arrangements and another
(2mB−1) with the roles of A and B exchanged, so the possibilities are counted by the
g:f:
(2m− 2)F2m−31 (2xF 01 + F1)2: (19)
Expressions (18) and (19) may both contain a (1− 4x)−1. In (18),
2(2x2F 001 + 5xF
0
1 + F1) = 2(1− 4x)−3=2
and
F2m−21 = (1− (2m− 2)
p
1− 4x +   )=(2x)2m−2;
producing the term
− 2(2m− 2)(1− 4x)−1=(2x)2m−2: (180)
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Table 3
Formulas for fk (n). Notation uses the convention that for
m< 0,
(
n
m

=0, so that for example f4(n) becomes nonzero
when n> 3
f1(n) = 1n+1
(
2n
n

f2(n) =
(
2n
n−2

f3(n) = 3
(
2n
n−3

f4(n) =
n2+11n−28
2(n+4)
(
2n
n−3

f5(n) = 15 n+2n+5
(
2n
n−4

f6(n) = 3 n
3+13n2+12n+40
(n+5)(n+6)
(
2n
n−4

f7(n) = 42 n
2+9n+40
(n+6)(n+7)
(
2n
n−5

f8(n) = 16
n6+47n5+871n4+4877n3+16504n2−125308n−278880
(n+5)(n+6)(n+7)(n+8)
(
2n
n−4

f9(n) = 92
n5+49n4+661n3+4679n2+3730n−11760
(n+6)(n+7)(n+8)(n+9)
(
2n
n−5

In (19),
(2m− 2)(2xF 01 + F1)2 = (2m− 2)=(4x2(1− 4x))
and
F2m−31 = 1=(2x)
2m−3 +    ;
producing the term
(2m− 2)(1− 4x)−1 1
4x2

(2x)2m−3: (190)
Summing the two terms gives (180) + (190) =(2m− 2)=(2x)2m−1, the aforementioned
lucky coincidence being that a 1− 4x is introduced and cancels the (1− 4x)−1.
If A and B are two equal pairings, the argument is the same except that expressions
(18) and (19) are halved. The conclusion is that any two-pairing backbone, like any
single-pairing backbone, has g:f: free of negative integral powers of 1− 4x. The g:f:
for the summation over all backbones is the sum of the backbones’ g:f:’s, and remains
free of negative integer powers of 1− 4x.
6.4. A concise recursion
While it does not seem to oer any computational advantage, the approach embodied
in Theorem 14 can be simplied by letting the generating function keep track of the
n’s and k’s. Dene the two-variable generating function
F(x; q):=
X
n;k
fk(n)xnk−q;
an ordinary power series generating function in x and a Dirichlet series generating
function in q.
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Theorem 20. F(x; q)=
P
n;k x
nk−qgk(n)[F(x; q)]2n; where the summation is taken over
all n>0 and k>1; and g1(0) = 1.
Proof. The reasoning is like that in the proof of Theorem 14. The \zeroth" component
splits the remainder of the pairing into 2n other components, each of which is now
totally free, and itself has gk(n) ways of contributing a factor of k to the number of
Euler paths while adding n to the number of pairing symbols.
7. Asymptotics for pairings and 2-in, 2-out graphs
Does the number of Euler circuits for a typical n-pairing grow exponentially fast
as n grows? At rst sight, it might seem that if symbols s1 and s2 are interlaced
in a pairing S, then the two-way choice of how to depart symbol s1 in the digraph
D(S) could be made independently of the choices at symbols other than s1 and s2;
this would give a simple proof of exponential growth because such disjoint, interlaced
symbol-pairs are common in a random pairing. However, it is not so; for example the
10-pairing 12345abcde54321edcba has 5 disjoint interlaced symbol-pairs, 1a, 2b, etc.,
but has only 26 Euler circuits.
We will show that for large n, random pairings on average do have exponentially
many Euler circuits, by showing that the number of pairings is large compared to the
number of 2-in, 2-out graphs.
Let D be the collection of all labeled, 2-in, 2-out digraphs with vertex set [n]. The
digraphs are not necessarily connected, and may contain multiple edges and loops. The
cardinality of D is easily estimated by the \conguration space" method from [7].
Lemma 21. The number of labeled 2-in; 2-out digraphs on n vertices satises jDj=
(1 + o(1))(2n)!2−2ne1=2.
Proof. To calculate the cardinality of D, let us dene a conguration space Cn2;2 as
follows. Let U1; V1; U2; V2; : : : ; Un; Vn be disjoint two-element sets, and let U =
S
Ui
and V =
S
Vi. A conguration C is a complete matching from U to V , and Cn2;2 is
the space of all congurations. Note that jCn2;2j = (2n)!. A pair of edges of C both
from the set Ui to the same set Vj is a double edge of C; let C
n;m
2;2 be the collection
of congurations with precisely m double edges. Also, let Dn;m2;2 be the set of digraphs
D 2 D with precisely m double edges.
Dene a map  :Cn2;2 ! D by sending, for each edge joining Ui to Vj, an edge from
i to j. Clearly,  maps Cn2;2 onto D; furthermore it maps C
n;m
2;2 onto D
n;m
2;2 . Also, for
D 2 Dn;m2;2 ,
j−1(D)j= 22n−m;
so
jDj=
nX
m=0
2−2n+mjCn;m2;2 j:
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Letting M :=M (C) be the number of double edges in a random C 2 Cn2;2, and m:=m(C)
be the number of double edges in a particular conguration,
nX
m=0
jCn;m2;2 j2m =
X
C2Cn2;2
2m(C) = jCn2;2jE2M ;
and
jDj= (E2M )2−2njCn2;2j= (E2M )2−2n(2n)!: (20)
The distribution of M is asymptotically Poisson with mean 1=2: for every xed r,
E((M)r) = (n)2r
2r
(2n)2r
! (1=2)r ; (21)
where (n)r denotes the falling factorial n(n − 1)    (n − r + 1) and E((M)r) is the
rth falling-factorial moment. By the inclusion-exclusion principle, (21) implies that
M distr! Pois(1=2); and therefore that 2M distr! 2Pois(1=2).
To go from convergence in distribution to convergence of expectations requires uni-
form integrability. The bound
P(M = r)6E

M
r

=
1
r!
((n)r)22r
(2n)2r
6
1
r!
shows that supnE(2M1(2M>2m))6
P
r>m 2
r=r! ! 0 as m ! 1. Thus the family of
random variables 2M , indexed by n, is uniformly integrable, so E2M ! E(2Pois(1=2)) =
e1=2. Combining this with (20), the lemma follows.
Theorem 22. The number k(S) of Euler circuits of a random n-pairing S has expec-
tation satisfying
E(n)k(S)>n!(2n− 1)!!=(2njDj) = (1 + o(1))2n−1e−1=2=n:
For any > 0;
P(n)

k(S)6n!(2n− 1)!!=(2njDj)

6 : (22)
Proof. The proof may be understood more easily with reference to Fig. 4. Let S?
be the set of all edge-labeled n-pairings. (This is in distinction to our usual S, the
set of n-pairings, in which the sites were labeled 1 to 2n, but the n edges were not
labeled | or equivalently, were canonically labeled in order of appearance, as in
Section 2.) Since the edge-labeled pairings are in (n!)-to-1 correspondence with the
pairings, ESK = ES?K . Note that jS?j= n!jSj= n!(2n− 1)!! = (2n)!2−n.
Let D? be the class of vertex-rooted, labeled, 2-in, 2-out digraphs on vertex set
[n], so that jD?j= njDj. A labeled pairing S 2 S? generates a digraph D(S) 2 D?,
whose root is the rst symbol in S. Let S?(S) denote the equivalence class of all
edge-labeled pairings generating the rooted digraph D(S), and let S?(D) be the set
of edge-labeled pairings generating a given rooted digraph. Note that
jS?(S)j62k(S):
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Fig. 4. Edge-labeled pairings are grouped into an equivalence when they induce the same labeled 2-in, 2-out
digraph. The diagram covers the set of pairings S?; the set of equivalence classes is the set D?.
(There is a factor of two because a given Euler circuit passes twice through the root
vertex; inequality occurs whenever there are multiple edges in the digraph.)
Then
ES? [2k(S)] =
1
jS?j
X
S2S?
2k(S)
>
1
jS?j 
X
S2S?
jS?(S)j
=
jD?j
jS?j
1
jD?j 
X
D2D
jS?(D)j2
>
jD?j
jS?j
0
@ 1
jD?j
X
D2D?
jS?(D)j
1
A
2
(23)
= jS?j=jD?j (24)
=jS?j=(njDj);
the inequality (23) being simply EX 2>(EX )2.
The claim (22) takes the form P(2k(S)6jS?j=jD?j)6. This is immediate, since if
there are j equivalence classes with size jS?(S)j6jS?j=jD?j, then trivially j6jD?j,
so the number of pairings in such equivalence classes is at most jjS?j=jD?j6jS?j.
Theorem 22, together with the deterministic upper bound k62n−1 from Corollary
10, pins down the exact exponential growth rate for the number of Euler circuits in a
random n-pairing: limn!1(E(n)k(S))1=n=2, and furthermore log(k(S)1=n) converges to
2 in probability. Note that for the Poisson model of (4), the exponential growth rate
of the expectation is not 2; in fact lim!1(EK)1= = e. This follows easily from the
R. Arratia et al. / Discrete Applied Mathematics 104 (2000) 63{96 89
observations that if the distribution of Z is Pois(), then E2Z = e for all >0 and
E[2Z =Z]  (1=2)e as !1.
8. Connectedness of the interlace graph
The structure of the interlace graph of a random n-pairing resembles the structure
of an evolving random graph just before it becomes connected, in that the interlace
graph of almost every n-pairing has precisely one interlace-connected component with
more than one symbol. In fact, writing J for the number of symbols in a pairing which
are not interlaced with any other symbol (i.e., the number of singleton components in
the interlace graph), we can say more.
Theorem 23. For the interlace graph of a random n-pairing;
P(#components 6= J + 1) = O(1=n); (25)
P(J = 0) = 1=e + O(1=n); (26)
and hence P(connected) = 1=e + O(1=n).
Proof. Consider the \bad" or \balanced" event B that some segment of length 2l,
for some 26l6n=2, within s1s2 : : : s2n as a circular word, consists of l symbols, each
occurring twice. We have P(n)(B)6(2n)
P
26l6n=2(
n
l )=(
2n
2l )=O(1=n); with the dominant
contribution coming from the l= 2 term. The event referred to by (25) is a subset of
event B, which proves the bound in (25).
Consider the number J0 of adjacent symbol pairs AA in the pairing; if the pairing is
s1s2 : : : s2n, then J0:=
P2n
i=2 1(si−1 = si). Note that J06J always; for an example with
inequality, take S=1212344553, which has J0=2, J=3. We have fJ0 6= JgB[fs1=
s2ng, and hence to prove (26) it suces to show that P(J0 = 0) = 1=e + O(1=n). This
can be proved by inclusion-exclusion, with the rth falling-factorial moment of J0 given
by E(J0)r=(2n− r)r(2n−2r−1)!!=(2n−1)!!; see for example [8, p. 15]. This is also
treated, as the \relaxed menage problem", in Bogart and Doyle [6]. Alternatively, the
approximation may be established by the coupling version of the Chen{Stein method,
as in [5, Theorem 1.B], with the result that dTV(J0;Pois(1))61=2n.
9. Computational enumeration
Pairings on n symbols, n = 1; : : : ; 9, were generated straightforwardly. (Run times
for all the steps to be described increase somewhat faster than the number of pairings
(2n− 1)!!; with our highly non-optimized code, n= 9 was already taking over a day,
and we had no desire to increase this 19-fold to get to n = 10. 2 ) From each pairing
2 Table 5 can be extended to n = 10 and beyond, applying the formulas from Table 3.
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S it is equally straightforward to calculate the 2-in, 2-out graph D(S) and, from it, the
number of Euler circuits k(S). If an n-pairing has k circuits, it contributes to fk(n),
and this produces our table for fk(n), for n between 0 and 9, and for all k. Such a
pairing also contributes to gk(n), if the interlace graph I(S) is connected, and this too
is straightforward to check; this denes the table gk(n) for n69 and all k. The table
of values gk(n) for all k; n69, in conjunction with Corollary 15, produces closed-form
expressions for the generating function Fk(x), for all k69. From these we derive the
closed-form functions fk(n) for the same range of k’s, by the \generatingfunctionology"
described by Corollary 17.
10. A proposal for more ecient sequencing
The results of Section 7 suggest that in using SBH to identify a DNA sequence,
the most ecient procedure may not be simply to aim for the case K = 1, unique
reconstruction, but rather to perform a composite procedure, targeting much longer
sequences and allowing large  and K , and then performing additional experiments to
resolve among the K candidates.
For example, from [3], with l=12, and m=1081 independent, uniformly distributed
letters A,C,G,T, we would have  = 0:6064 and P(K = 1)  0:95. We believe that
the biologists’ interpretation has been, roughly speaking, that the SBH experiment with
m=1081, l=12 has a 0:95 chance to determine the 1081 base pairs, and a 0:05 chance
to yield no usable information. Increasing m by a factor of say x=20 would increase 
by a factor of close to x2=400, and reduce the chance of unique reconstruction to near
zero. But it is possible that the ambiguous reconstruction can be made unambiguous
through further biological experiments.
Given that the sequence is one of K possible sequences, the additional information
needed to determine it is log2 K bits. From our results for big n, together with the
Poisson concentration that N is close to  for moderately large , we get that log2 K 
N  . In our example, increasing m by a factor of x = 20 would increase  by a
factor of close to x2 = 400, and close to x2 = 400 additional bits of information would
be needed to disambiguate the sequence. Compared with the usual procedure, such a
composite procedure would determine x=20 times as many base pairs (m(x−1)=20539
additional base pairs) in return for the extra work of determining approximately x2=400
bits of information. Although it is not clear what the cost per bit of these extra bits
might be, large payo suggests that the composite procedure may be more ecient.
11. Conclusions
We have largely solved our original problem, computing the limit for the probability
that in sequencing by hybridization there is k-fold ambiguity in reconstructing a DNA
sequence; the results are illustrated in Fig. 1. The key to the exact expression of the
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Table 4
Number of unlabeled connected graphs, unlabeled connected circle graphs, unlabeled circle graphs (connected
or not), and pairings, of orders 1 through 10
Order 1 2 3 4 5 6 7 8 9 10
Connected graphs 1 1 2 6 21 112 853 11,117 261,080 11,716,571
Connected circle graphs 1 1 2 6 21 110 789 8,336 117,283 ?
Circle graphs 1 2 4 11 34 154 978 9,497 127,954 ?
Pairings 1 3 15 105 945 10,395 135,135 2,027,025 34,459,425 654,729,075
Table 5
Number of pairings with n symbols and k Euler circuits
fk (n) k = 1 2 3 4 5 6 7 8 9
n = 0 1        
1 1        
2 2 1       
3 5 6 3 1     
4 14 28 24 16 10 12  1 
5 42 120 135 130 105 150 35 80 45
6 132 495 660 814 720 1194 420 988 648
7 429 2002 3003 4459 4095 7728 3192 8008 5670
8 1430 8008 13104 22568 21000 44400 19712 53068 39240
9 4862 31824 55692 108528 100980 236232 108171 312672 236853
10 16796 125970 232560 503880 465120 1191870 550620 1706960 1308330
functions giving the solution is a decomposition theorem; the decomposition means
that it is never necessary to consider connected components having n larger than k. In
contrast, Theorem 23 shows that the decomposition typically applies in a trivial way.
Perhaps more interesting than the original question are some of the techniques and
questions that arose along the way. For one, although circle graphs have been con-
sidered in the literature before, it seems that neither they nor connected circle graphs
have ever been enumerated; at least, neither sequence (as per Table 4) appears in [24].
It is also remarkable that only negative half-integer powers of (1− 4x) appear in the
generating functions Fk(x), with its implications for the functional form of the func-
tions fk(n). While we have veried this proposition up to k =19 | beyond the point
where we are able to compute the functions themselves | its truth in general remains
an open question. Can the simpler generating-function recursion of Theorem 20 help?
Finally, the interlace graphs I(S) and their relations to the Euler circuit number k(S)
turn out to be fascinating in their own right, and we encourage the reader to \check
out" [1].
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Table 6
Number of pairings with connected interlace graphs, having n symbols and k Euler circuits
gk (n) n = 1 2 3 4 5 6 7 8 9
k = 1 1        
2  1       
3   3      
4   1 4     
5    10 5    
6    12  6   
7     35  7  
8    1 60   8 
9     45 54   9
10     50 60   
11     22 132 77  
12     30 276 42  
13      182 91 104 
14      238 196 56 
15      360 315  135
16     1 500 448 128 72
17      204 476 340 
18      297 882 288 
19      76 931 304 171
20      210 1295 880 360
21      42 2352 336 567
22      132 1232 1320 
23       966 1472 414
24      60 4872 648 1512
25       1400 2800 450
26       1638 2600 1404
27       2457 4752 1296
28       2303 6048 1344
29       870 4292 1566
30       3150 7200 2160
31       868 5456 4185
32      1 3612 11776 2304
33       1155 9768 7128
34       1428 7616 6732
35       490 10080 5670
36       1638 20232 15282
37       518 7696 7992
38       532 11704 7524
39       273 15600 17199
40       770 26800 22500
41        8610 18819
42       294 27384 15876
43       86 8256 15867
44       462 16368 38412
45        22410 40500
46        12144 32292
47        8272 25803
48       105 55248 62280
49        9408 33369
50        15600 55650
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Table 6 (continued.)
gk (n) n = 1 2 3 4 5 6 7 8 9
51        17136 54162
52        17784 69108
53        6784 36729
54        25056 89262
55        8800 64845
56        24472 115500
57        9576 84645
58        8816 75168
59        4720 48852
60        22080 197640
61        4880 53070
62        7936 91884
63        7056 145341
64       1 24136 203040
65        4420 94770
66        10296 163944
67        2144 69948
68        7888 143820
69        3312 125442
70        5040 150570
71        1136 72846
72        8532 393120
73        1168 80154
74        4144 111000
75        1200 179775
76        3344 156788
77         88704
78        2184 221130
79         75366
80        2380 381150
81         168156
82         123246
83         73206
84        1176 315882
85        170 107865
86        688 122292
87         115884
88        1232 249480
89         73692
90         293220
91         87360
92         161460
93         118854
94         113364
95         89775
96        168 546984
97         58200
98         125244
99         119394
100         166050
101         54540
102         198288
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Table 6 (continued.)
gk (n) n = 1 2 3 4 5 6 7 8 9
103         54384
104         203112
105         100170
106         87768
107         46224
108         213624
109         39458
110         108900
111         62937
112         239946
113         32544
114         111492
115         34155
116         85608
117         51948
118         55224
119         36414
120         152820
121         26136
122         52704
123         19926
124         61008
125         20250
126         78246
127         20828
128        1 154680
129         20898
130         49140
131         11790
132         68904
133         16758
134         22512
135         15795
136         41616
137         7398
138         29808
139         10008
140         35910
141         7614
142         10224
143         
144         38826
145         1305
146         10512
147         2646
148         21312
149         2682
150         10800
151         2718
152         17328
153         
154         
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Table 6 (continued.)
gk (n) n = 1 2 3 4 5 6 7 8 9
155         
156         9828
157         
158         
159         
160         6300
161         
162         
163         
164         
165         
166         
167         
168         3528
169         
170         1530
171         342
172         3096
173         
174         
175         
176         2772
177         
178         
179         
180         
181         
182         
183         
184         
185         
186         
187         
188         
189         
190         
191         
192         252
         
         
         
256         1
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