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A COMPLEX ANALOGUE OF TODA’S THEOREM
SAUGATA BASU
Abstract. Toda [28] proved in 1989 that the (discrete) polynomial time hi-
erarchy, PH, is contained in the class P#P, namely the class of languages
that can be decided by a Turing machine in polynomial time given access to
an oracle with the power to compute a function in the counting complexity
class #P. This result, which illustrates the power of counting is considered to
be a seminal result in computational complexity theory. An analogous result
(with a compactness hypothesis) in the complexity theory over the reals (in
the sense of Blum-Shub-Smale real machines [5]) was proved in [2]. Unlike
Toda’s proof in the discrete case, which relied on sophisticated combinatorial
arguments, the proof in [2] is topological in nature in which the properties of
the topological join is used in a fundamental way. However, the constructions
used in [2] were semi-algebraic – they used real inequalities in an essential way
and as such do not extend to the complex case. In this paper, we extend the
techniques developed in [2] to the complex projective case. A key role is played
by the complex join of quasi-projective complex varieties. As a consequence
we obtain a complex analogue of Toda’s theorem. The results contained in this
paper, taken together with those contained in [2], illustrate the central role of
the Poincare´ polynomial in algorithmic algebraic geometry, as well as, in com-
putational complexity theory over the complex and real numbers – namely, the
ability to compute it efficiently enables one to decide in polynomial time all
languages in the (compact) polynomial hierarchy over the appropriate field.
1. Introduction and Main Results
1.1. History and Background. The primary motivation for this paper comes
from classical (i.e. discrete) computational complexity theory. In classical com-
plexity theory, there is a seminal result due to Toda [28] linking the complexity of
counting with that of deciding sentences with a fixed number of quantifier alterna-
tions.
More precisely, Toda’s theorem gives the following inclusion (see Section 1.3.1
below or refer to [21] for precise definitions of the complexity classes appearing in
the theorem).
Theorem 1.1 (Toda [28]).
PH ⊂ P#P.
In other words, any language in the (discrete) polynomial hierarchy can be de-
cided by a Turing machine in polynomial time, given access to an oracle with the
power to compute a function in #P.
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Remark 1.2. The proof of Theorem 1.1 in [28] is quite non-trivial. While it is
obvious that the classes P,NP, coNP are contained in P#P, the proof for the
higher levels of the polynomial hierarchy is quite intricate and proceeds in two
steps: first proving that the PH ⊂ BP · ⊕ ·P (using previous results of Scho¨ning
[23], and Valiant and Vazirani [29]), and then showing that BP · ⊕ · P ⊂ P#P.
Aside from the obvious question about what should be a proper analogue of the
complexity class #P over the reals or complex numbers, because of the presence
of complexity classes such as BP in the proof, there seems to be no direct way of
extending such a proof to real or complex complexity classes in the sense of Blum-
Shub-Smale model of computation [5, 24]. This is not entirely surprising, since
complexity results in the Blum-Shub-Smale over different fields, while superficially
similar, often require completely different proof techniques. For example, the fact
that the polynomial hierarchy, PH is contained in the class EXPTIME is obvious
over finite fields, but is non-trivial to prove over real closed or algebraically closed
fields (where it is a consequence of efficient quantifier elimination algorithms).
The proof of the main theorem (Theorem 2.1) of this paper, which can be seen as
a complex analogue of Theorem 1.1, proceeds along completely different lines from
the classical (that is over finite fields) case, and is mainly topological in nature.
In the late eighties Blum, Shub, and Smale [5, 24] introduced the notion of Tur-
ing machines over more general fields, thereby generalizing the classical problems of
computational complexity theory such as P vs. NP to corresponding problems over
arbitrary fields (such as the real, complex, p-adic numbers etc.) If one considers
languages accepted by a Blum-Shub-Smale machine over a finite field, one recov-
ers the classical notions of discrete complexity theory. Over the last two decades
there has been a lot of research activity towards proving real as well as complex
analogues of well known theorems in discrete complexity theory. The first steps in
this direction were taken by the authors Blum, Shub, and Smale (henceforth B-S-S)
themselves, when they proved the NPC-completeness of the problem of deciding
whether a systems of polynomial equations has a solution (in affine space) (this
is the complex analogue of Cook-Levin’s theorem that the satisfiability problem
is NP-complete in the discrete case), and subsequently through the work of sev-
eral researchers (Koiran, Bu¨rgisser, Cucker, Meer to name a few) a well-established
complexity theory over the reals as well as complex numbers have been built up,
which mirrors closely the discrete case.
Indeed, one of the main attractions of the Blum-Shub-Smale computational
model is that it provides a framework to prove complexity results over more general
structures than just finite fields, with the hope that such results will help to un-
ravel the algebro-geometric underpinnings of the basic separation questions amongst
complexity classes. It is also often interesting to investigate complex (as well as
real) analogues of results in discrete complexity theory, because doing so reveals
underlying geometric and topological phenomena not visible in the discrete case.
From this viewpoint it is quite natural to seek complex (as well as real) analogues of
Toda’s theorem; and as we will see in this paper (see also [2]), Toda’s theorem prop-
erly interpreted over the real and complex numbers gives an unexpected connection
between two important but distinct strands of algorithmic algebraic geometry –
namely, decision problems involving quantifier elimination on one hand, and the
problems of computing topological invariants of constructible sets on the other. In-
deed, the original result of Toda, together with its real and complex counter-parts
3seem to suggest a deeper connection of a model-theoretic nature, between the prob-
lems of efficient quantifier-elimination and efficient computation of certain discrete
invariants of definable sets in a structure, which might be an interesting problem
on its own to explore further in the future.
1.2. Recent Work. There has been a large body of recent research on obtaining
appropriate real (as well as complex) analogues of results in discrete complexity
theory, especially those related to counting complexity classes (see [20, 6, 8, 7]). In
[2] a real analogue of Toda’s theorem was proved (with a compactness hypothesis).
In this paper we prove a similar result in the complex case. Even though the
basic approach is similar in both cases, the topological tools in the complex case
are different enough to merit a separate treatment. This is elaborated further in
the next section (the main difficulty in extending the real arguments in [2] to the
complex case is that we can no longer use inequalities in our constructions).
1.3. Definitions of complexity classes. In order to formulate our result it is
first necessary to define precisely complex counter-parts of the discrete polynomial
time hierarchy PH and the discrete complexity class #P, and this is what we do
next.
1.3.1. Complex counter-parts of PH and #P. For the rest of the paper C will
denote an algebraically closed field of characteristic zero (there is no essential loss
in assuming that C = C) (indeed by a transfer argument it suffices to prove all our
results in this case). By a complex machine we will mean a machine in the sense
of Blum-Shub-Smale [5]) over the ground field C.
Notational convention. Since in what follows we will be forced to deal with multiple
blocks of variables in our formulas, we follow a notational convention by which we
denote blocks of variables by bold letters with superscripts (e.g. Xi denotes the
i-th block), and we use non-bold letters with subscripts to denote single variables
(e.g. X ij denotes the j-th variable in the i-th block). We use x
i to denote a specific
value of the block of variables Xi.
Definition 1.3. We will call a quantifier-free first-order formula (in the language
of fields), φ(X1; · · · ;Xω), having several blocks of variables (X1, . . . ,Xω) to be
multi-homogeneous if each polynomial appearing in it is multi-homogeneous in
the blocks of variables (X1, . . . ,Xω) and such that φ is satisfied whenever any one
of the blocks Xi = 0. Recall that a polynomial P ∈ C[X1; · · · ;Xω ] is multi-
homogeneous of multi-degree (d1, . . . , dω) if and only if it satisfies the identity
P (λ1X
1; · · · ;λωX
ω) = λd11 · · ·λ
dω
ω P (X
1; · · · ;Xω).
Clearly such a formula defines a constructible subset of Pk1C × · · ·×P
kω
C where the
block Xi is assumed to have ki + 1 variables. If ω = 1, that is there is only one
block of variables, then we call φ a homogeneous formula.
Notation 1.4 (Realization). More generally, let
Φ(X1; . . . ;Xσ)
def
= (Q1Y
1) · · · (QωY
ω)φ(X1; · · · ;Xσ;Y1; · · · ;Yω)
be a (quantified) multi-homogeneous formula, with Qi ∈ {∃, ∀}, 1 ≤ i ≤ ω, φ a
quantifier-free multi-homogeneous formula, and Xi (resp. Yj) is a block of ki + 1
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(resp. ℓj +1) variables. We denote by R(Φ) ⊂ P
k1
C × · · ·×P
kσ
C the constructible set
which is the realization of the formula Φ; i.e.,
R(Φ(X)) = {(x1, . . . ,xσ) ∈ Pk1C × · · · × P
kσ
C |
(Q1y
1 ∈ Pℓ1C ) · · · (Qωy
ω ∈ PℓωC )φ(x
1; · · · ;xσ;y1; · · · ;yω)}.
Sometimes, in order to emphasize the block structure in a multi-homogeneous for-
mula, we will write the quantifications as (∃Y ∈ PℓC) (resp. (∀Y ∈ P
ℓ
C)) instead of
just (∃Y) (resp. (∀Y)). This is purely notational and does not affect the syntax of
the formula.
Notation 1.5 (Negation of a multi-homogeneous formula). It is clear that the
property of multi-homogeneity is preserved by the Boolean operations of conjunc-
tion and disjunction. In order for it to be preserved also under negation, we will
adopt the convention that the negation, ¬Φ(X1; · · · ;Xω), of a multi-homogeneous
formula Φ(X1; · · · ;Xω) is by definition equal to
Φ˜ ∨
∨
1≤i≤ω
(X i = 0)
where Φ˜ is the usual negation of φ as a Boolean formula. It is clear that defined
this way, ¬Φ is multi-homogeneous, and
R(¬Φ) = Pk1C × · · · × P
kω
C \ R(Φ).
We say that two multi-homogeneous formulas, Φ and Ψ, are equivalent if
R(Φ) = R(Ψ). Clearly, equivalent multi-homogeneous formulas must have identi-
cal number of blocks of free variables, and the corresponding block sizes must also
be equal.
Since the notion of multi-homogeneous formulas might look a bit unusual at
first glance from the point of view of logic, we illustrate below how to homogenize
non-homogeneous formulas by considering the following simple example (which is
a building block for the “repeated squaring” technique used to prove doubly expo-
nential lower bounds for (real) quantifier elimination [10]).
Example 1.6. Let Φ(X) be the following (existentially) quantified non-homogeneous
formula expressing the fact, that X4 = 1.
Φ(X)
def
= ∃Y (Y 2 − 1 = 0) ∧ (Y −X2 = 0).
A multi-homogeneous version of the same formula is given by:
Φh(X0 : X1)
def
= ∃((Y0 : Y1) ∈ P
1
C)(Y
2
1 − Y
2
0 = 0) ∧ (X
2
0Y1 −X
2
1Y0 = 0).
Notice that the quantifier-free bi-homogeneous formula
Ψh(X0 : X1;Y0 : Y1)
def
= (Y 21 − Y
2
0 = 0) ∧ (X
2
0Y1 −X
2
1Y0 = 0)
defines a constructible subset of P1C×P
1
C, and that the affine part of the constructible
subset of P1C defined by Φ
h coincides with the constructible subset of C1 defined by
Φ(X).
51.4. Complex analogue of PH. The definition of the polynomial hierarchy over
C mirrors that of the discrete case (see [27]) very closely.
Definition 1.7 (The class PC). A sequence
(Tn ⊂ C
n)n>0
of constructible subsets is said to belong to the class PC if there exists a B-S-S
machine M over C (see [5, 4]), such that for all x ∈ Cn, the machine M decides
membership of x in Tn in time bounded by a polynomial in n.
More generally, suppose that k(n) is some fixed polynomial which is non-negative
and increasing. Let (Tn ⊂ Ck(n))n>0 be a sequence of constructible sets. We will
say that (Tn ⊂ Ck(n))n>0 belongs to PC if the sequence (Sn ⊂ Cn)n>0 belongs to
PC, where Sn is defined by
Sk(n) = Tk(n), for all n > 0,
Sm = ∅, otherwise.
Definition 1.8 (The classes ΣC,ω and ΠC,ω). Let ω ≥ 0 be a fixed integer. A
sequence
(Sn ⊂ C
n)n>0
of constructible subsets is said to be in the complexity class ΣC,ω, if for each n > 0,
the constructible set Sn is described by a first order formula
(1.1) (Q1Y
1) · · · (QωY
ω)φn(X1, . . . , Xn,Y
1, . . . ,Yω),
with φn a quantifier free formula in the first order theory of C, and for each i, 1 ≤
i ≤ ω, Yi = (Y i1 , . . . , Y
i
n) is a block of n variables, Qi ∈ {∃, ∀}, with Qj 6= Qj+1, 1 ≤
j < ω, Q1 = ∃, and the sequence
Tn ⊂ Cn × Cn × · · · × Cn︸ ︷︷ ︸
ω times


n>0
of constructible subsets defined by the quantifier-free formulas (φn)n>0 belongs to
the class PC.
Similarly, the complexity class ΠC,ω is defined as in Definition 1.8, with the
difference that the alternating quantifiers in (1.1) start with Q1 = ∀.
Remark 1.9. Notice that in Definition 1.8 there is no loss of generality in assuming
that the sizes of the blocks of variables X,Y1, . . . ,Yω are all equal. To be more
precise, suppose that the size of block X is k(n), and that of Yi is ki(n) for 1 ≤
i ≤ ω, where k(n), k1(n), . . . , kω(n) are fixed non-negative polynomials. Let(
Sn ⊂ C
k(n)
)
n>0
be a sequence of constructible subsets described by a first order formula
(1.2) (Q1Y
1) · · · (QωY
ω)φn(X,Y
1, . . . ,Yω),
with φn a quantifier free formula in the first order theory of C, and Qi ∈ {∃, ∀},
with Qj 6= Qj+1, 1 ≤ j < ω, such that the sequence(
Tn ⊂ C
k(n) × Ck1(n) × · · · × Ckω(n)
)
n>0
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of constructible subsets defined by the quantifier-free formulas (φn)n>0 belongs to
PC.
Let k˜(n) be any non-negative polynomial which majorizes k(n), k1(n), . . . , kω(n),
and let X˜ = (X,X′), Y˜i = (Yi,Yi
′
), 1 ≤ i ≤ ω, be blocks of variables obtained
from the blocks X,Yi, of size k˜(n) by padding by an appropriate number of extra
variables, X′,Yi
′
, respectively. By identifying the subspace of Ck˜(n) defined by
setting the variables in the block X′ to 0, with Ck(n) (and thus identifying Sn with
its image under the corresponding inclusion in Ck˜(n)), we have a sequence(
Sn ⊂ C
k˜(n)
)
n>0
of constructible subsets described by the formula
(1.3) (Q1Y˜
1) · · · (QωY˜
ω)φn(X,Y
1, . . . ,Yω) ∧ (X′ = 0).
It is clear that the sequence(
Tn ⊂ C
k(n) × Ck1(n) × · · · × Ckω(n)
)
n>0
belongs to the class PC if and only if the sequence(
T˜n ⊂ C
k˜(n) × Ck˜(n) × · · · × Ck˜(n)
)
n>0
defined by
φ˜n(X˜, Y˜
1, . . . , Y˜ω) := φn(X,Y
1, . . . ,Yω) ∧ (X′ = 0).
belongs to the class PC. In other words (up to padding by some additional variables
X′ as above) there is no loss of generality in assuming that all the block sizes are
equal.
Since, adding an additional block of quantifiers on the outside (with new variables
that do not appear in the quantifier-free formula φn) does not change the set defined
by a quantified formula we have the following inclusions:
ΣC,ω ⊂ ΠC,ω+1, and ΠC,ω ⊂ ΣC,ω+1.
Note that by the above definition the class ΣC,0 = ΠC,0 is the class PC, the
class ΣC,1 = NPC and the class ΠC,1 = co-NPC.
Definition 1.10 (Complex polynomial hierarchy). The complex polynomial time
hierarchy is defined to be the union
PHC
def
=
⋃
ω≥0
(ΣC,ω ∪ΠC,ω) =
⋃
ω≥0
ΣC,ω =
⋃
ω≥0
ΠC,ω.
As in the real case studied in [2] for technical reasons we need to restrict to
compact constructible sets. However, unlike in [2] where the compact languages
consisted of closed semi-algebraic subsets of spheres, in this paper we consider
closed subsets of projective spaces instead. This is a much more natural choice for
defining compact complex complexity classes.
We now define the compact analogue of PHC that we will denote PH
c
C. Unlike
in the non-compact case, we will assume all variables vary over certain compact
sets (namely complex projective spaces of varying dimensions).
We first need to be precise about what we mean by a complexity class of se-
quences of constructible subsets of complex projective spaces.
7Notation 1.11 (Affine cones). For any constructible subset S ⊂ PkC we denote by
C(S) ⊂ Ck+1 the affine cone over S. More generally, if S ⊂ Pk1C × · · · × P
kω
C is a
constructible subset, then C(S) ⊂ Ck1+1 × · · · × Ckω+1 will denote the union of
L1× · · · ×Lω such that each Li ⊂ Cki+1 is a line through the origin, such that the
point in Pk1C × · · · × P
kω
C represented by (L
1, . . . , Lω) is in S.
Definition 1.12. We say that a sequence
Sn ⊂ PnC × · · · × PnC︸ ︷︷ ︸
n times


n>0
of constructible subsets is in the complexity class PC, if the sequence of affine cones
C(Sn) ⊂ Cn+1 × · · · × Cn+1︸ ︷︷ ︸
n times


n>0
belongs to the complexity class PC.
Remark 1.13. The subspaces spanned by the increasing sequence of standard basis
elements of
C = 〈e0〉 ⊂ C
2 = 〈e0, e1〉 ⊂ · · · ⊂ C
n+1 = 〈e0, . . . , en〉 ⊂ · · ·
after projectivization gives a flag
P0C ⊂ P
1
C ⊂ · · · ⊂ P
n
C ⊂ · · ·
For 0 ≤ m ≤ n, let ιm,n : PmC →֒ P
n
C denote the corresponding inclusion.
Now, if (Sn ⊂ PnC)n>0 is a sequence of constructible sets, we can after identifying
PnC with the subspace
PnC × ι0,n(P
0
C)× · · · × ι0,n(P
0
C)︸ ︷︷ ︸
n−1 times
of PnC × · · · × P
n
C︸ ︷︷ ︸
n times
identify the sequence (Sn ⊂ PnC)n>0 with the sequence
(S˜n ⊂ P
n
C × · · · × P
n
C︸ ︷︷ ︸
n times
)n>0.
where
S˜n = Sn × ι0,n(P
0
C)× · · · × ι0,n(P
0
C)︸ ︷︷ ︸
n−1 times
.
We will (by abuse of language) say that the sequence (Sn ⊂ PnC)n>0 belongs to
the class PC if the sequence
(S˜n ⊂ P
n
C × · · · × P
n
C︸ ︷︷ ︸
n times
)n>0.
belongs to class PC.
More generally, suppose that m(n) is a non-negative polynomial in n and,
(ki(n))i>0 a sequence of non-negative polynomials such that there exists a poly-
nomial k(n) which majorizes m(n), k1(n), k2(n), . . . , km(n)(n) for all n > 0. For
example, we could have m(n) = n, and ki(n) = in. Clearly, in this case the poly-
nomial k(n) = n2 + 1 majorizes m(n), k1(n), k2(n), . . . , km(n)(n) are for all n > 0.
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We say that a sequence(
Sn ⊂ P
k1(n)
C × · · · × P
km(n)(n)
C
)
n>0
is in PC, if the sequence 
Tn ⊂ PnC × · · · × PnC︸ ︷︷ ︸
n times


n>0
is in PC, where
Tk(n) = S˜n for all n > 0,
Tn = ∅, otherwise
and
S˜n ⊂ P
k(n)
C × · · · × P
k(n)
C︸ ︷︷ ︸
k(n) times
is defined by
S˜n = ιk1(n),k(n) × · · · × ιkm(n),k(n)(Sn)× ι0,k(n)(P
0
C)× · · · × ι0,k(n)(P
0
C)︸ ︷︷ ︸
k(n)−m(n) times
.
Definition 1.14 (Compact projective version of ΣC,ω). We say that a sequence
Sn ⊂ PnC × · · · × PnC︸ ︷︷ ︸
n times


n>0
of constructible subsets is in the complexity class ΣcC,ω, if for each n > 0, Sn is
described by a first order formula
(Q1Y
1 ∈ PnC) · · · (QωY
ω ∈ PnC)φn(X
1; · · · ;Xn;Y1; · · · ;Yω),
with φn a quantifier-free first order multi-homogeneous formula defining a closed
(in the Zariski topology) subset of
PnC × · · · × P
n
C︸ ︷︷ ︸
n times
×PnC × · · · × P
n
C︸ ︷︷ ︸
ω times
,
Qi ∈ {∃, ∀}, Q1 = ∃, and the sequence of constructible sets (Tn)n>0 defined by the
formulas (φn)n>0 belongs to the class PC.
Remark 1.15. As remarked before (cf. Remark 1.9), it is not essential to have all the
block sizes to be equal in the above definition as long as all the number and the sizes
of the blocks are polynomially bounded, and we will by a slight abuse of language
allow polynomially bounded number of blocks with polynomially bounded, but not
necessarily equal, block sizes in what follows without further remark.
Example 1.16. We give a very natural example of a language in ΣcC,1 (i.e. the
compact version of NPC). Let k(n, d) =
(
n+d
d
)
and identify
Pk(n,d)−1C × · · · × P
k(n,d)−1
C︸ ︷︷ ︸
n+1 times
9with systems of n+1 homogeneous polynomials in n+1 variables of degree d. Let
Sn,d ⊂ P
k(n,d)−1
C × · · · × P
k(n,d)−1
C︸ ︷︷ ︸
n+1 times
be defined by
Sn,d = {(P1; · · · ;Pn+1) | Pi ∈ P
k(n,d)−1
C and ∃ x = (x0 : · · · : xn) ∈ P
n
C with
P1(x) = · · · = Pn+1(x) = 0}.
In other words, Sn,d is the set of systems of (n + 1) homogeneous polynomial
equations of degree d, which have a zero in PnC. Then it is clear from the definition
of the class ΣcC,1 that for any fixed d > 0,
Sn,d ⊂ Pk(n,d)−1C × · · · × Pk(n,d)−1C︸ ︷︷ ︸
n+1 times


n>0
∈ ΣcC,1.
Note that it is not known if for any fixed d

Sn,d ⊂ Pk(n,d)−1C × · · · × Pk(n,d)−1C︸ ︷︷ ︸
n+1 times


n>0
is NPC-complete, while the non-compact version of this language i.e. the language
consisting of systems of polynomials having a zero in Cn (instead of PnC), has been
shown to be NPC-complete for d ≥ 2 [4].
We define analogously the class ΠcC,ω, and finally define:
Definition 1.17. The compact projective polynomial hierarchy over C is
defined to be the union
PHcC
def
=
⋃
ω≥0
(ΣcC,ω ∪Π
c
C,ω) =
⋃
ω≥0
ΣcC,ω =
⋃
ω≥0
ΠcC,ω.
Notice that the constructible subsets belonging to any language in PHcC are all
compact (in fact Zariski closed subsets of complex projective spaces).
Remark 1.18. The compact classes introduced above might be of interest in their
own right. As remarked earlier it is not known whether the compact language
Sn,d ⊂ Pk(n,d)−1C × · · · × Pk(n,d)−1C︸ ︷︷ ︸
n+1 times


n>0
in Example 1.16 is NPC-complete. It is important to resolve this question in order
to understand whether the hardness of solving polynomial systems over C is due to
the non-compactness of the (affine) solution space, or due to some intrinsic algebraic
reasons.
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1.4.1. Complex projective analogue of #P. We now define the complex analogue of
#P (cf. the class #P†R defined in [2] in the real case).
We first need a notation.
Notation 1.19 (Poincare´ polynomial). In case C = C, for any constructible subset
S ⊂ PkC we denote by bi(S) the i-th Betti number (that is the rank of the singular
homology group Hi(S)
def
= Hi(S,Q)) of S.
We also let PS ∈ Z[T ] denote the Poincare´ polynomial of S, namely
(1.4) PS(T )
def
=
∑
i≥0
bi(S) T
i.
Remark 1.20. Since we are only going to be concerned with the Betti numbers of
constructible sets, we do not lose any information by considering homology groups
with coefficients in Q rather than in Z, noting that
Hi(S,Q) = Hi(S,Z)⊗Z Q.
Note also that in this case by the universal coefficient theorem for cohomology [26],
we have that the cohomology groups
Hi(S)
def
= Hi(S,Q) ∼= Hom(Hi(S,Q),Q).
Remark 1.21. Over an arbitrary algebraically closed field C of characteristic 0, or-
dinary singular homology is not well defined. We use a modified homology theory
(which agrees with singular homology in case C = C and which is homotopy invari-
ant) as done in [1] in case of semi-algebraic sets over arbitrary real closed fields (see
[1], page 279). Note that by taking real and imaginary parts, every constructible
set over C is a semi-algebraic set over an appropriate real closed subfield – namely,
a maximal real subfield of C.
For the rest of the paper we will assume C = C, noting that all the results gen-
eralize to arbitrary algebraically closed fields of characteristic 0 using the transfer
principle.
Definition 1.22 (The class #P†C). We say a sequence of constructible functions
(fn : P
n
C → Z[T ])n>0
is in the class #P†C, if there exists a sequence
Sn ⊂ PnC × PnC × · · · × PnC︸ ︷︷ ︸
n times


n>0
∈ PC,
such that
fn(x) = PSn,x
for each x ∈ PnC, where Sn,x = Sn ∩ π
−1
n (x) and
πn : P
n
C × P
n
C × · · · × P
n
C︸ ︷︷ ︸
n times
→ PnC
is the projection along the last co-ordinates.
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Remark 1.23. We make a few remarks about the class #P†C defined above. First
of all notice that the class #P†C is quite robust. For instance, given two sequences
(fn)n>0, (gn)n>0 ∈ #P
†
C it follows (by taking disjoint union of the corresponding
constructible sets) that (fn + gn)n>0 ∈ #P
†
C, and also (fngn)n>0 ∈ #P
†
C (by
taking Cartesian product of the corresponding constructible sets and using the
multiplicative property of the Poincare´ polynomials, which itself is a consequence
of the Kunneth formula in homology theory [26].)
Remark 1.24. The connection between counting points of varieties and their Betti
numbers is more direct over fields of positive characteristic via the zeta function.
The zeta function of a variety defined over Fp is the exponential generating function
of the sequence whose n-th term is the number of points in the variety over Fpn . The
zeta function of such a variety turns out to be a rational function in one variable
(a deep theorem of algebraic geometry first conjectured by Andre Weil [30] and
proved by Dwork [13] and Deligne [11, 12]), and its numerator and denominator
are products of polynomials whose degrees are the Betti numbers of the variety
with respect to a certain (ℓ-adic) co-homology theory. The point of this remark
is that the problems of “counting” varieties and computing their Betti numbers,
are connected at a deeper level, and thus our choice of definition for a complex
analogue of #P is not altogether ad hoc.
Remark 1.25. A different definition of the class #P†C (more in line with previous
work of Bu¨rgisser et al. [8]) would be obtained by replacing in Definition 1.22 the
Poincare´ polynomial, PS(T ), by the Euler-Poincare´ characteristic i.e. the value of
PS at T = −1. The Euler-Poincare´ characteristic is additive (at least when re-
stricted to complex varieties), and thus has some attributes of being a discrete ana-
logue of volume. But at the same time it should be noted that the Euler-Poincare´
characteristic is a rather weak invariant – for instance, it does not determine the
number of connected components of a given variety. Also notice that in the case
of finite fields referred to in Remark 1.24, all the Betti numbers, not just their
alternating sum, enter (as degrees of factors) in the rational expression for the zeta
function of a variety. While it would certainly be a much stronger reduction result if
one could obtain a Toda-type theorem using only the Euler-Poincare´ characteristic
instead of the whole Poincare´ polynomial, it is at present unclear if such a theorem
can be proven (see also Section 5(C)).
2. Statements of the main theorems
We can now state the main result of this paper.
Theorem 2.1 (Complex analogue of Toda’s theorem).
PHcC ⊂ P
#P†C
C .
Remark 2.2. Note that following the usual convention P
#P†C
C denotes the class of
languages accepted by a B-S-S machine over C in polynomial time with access to
an oracle which can compute functions in #P†C.
Remark 2.3. We leave it as an open problem to prove Theorem 2.1 with PHC
instead of PHcC on the left hand side. However, we also note that many theorems
of complex algebraic geometry take their most satisfactory form in the case of
complete varieties, which is the setting considered in this paper.
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As a consequence of our method, we obtain a reduction (Theorem 2.6) that might
be of independent interest. We first define the following two problems:
Definition 2.4 (Compact general decision problem with at most ω quantifier al-
ternations (GDPcC,ω)). The input and output for this problem are as follows.
• Input. A sentence Φ
(Q1X
1 ∈ Pk1C ) · · · (QωX
ω ∈ PkωC )φ(X
1; . . . ;Xω),
where for each i, 1 ≤ i ≤ ω, Qi ∈ {∃, ∀}, with Qj 6= Qj+1, 1 ≤ j < ω, and
φ is a quantifier-free multi-homogeneous formula defining a closed subset S
of Pk1 × · · · × Pkω .
• Output. True or False depending on whether Φ is true or false.
Definition 2.5 (Computing the Poincare´ polynomial of constructible sets (Poincare´)).
The input and output for this problem are as follows.
• Input. A quantifier-free homogeneous formula defining a constructible sub-
set S ⊂ PkC.
• Output. The Poincare´ polynomial PS(T ).
Theorem 2.6. For every ω > 0, there is a deterministic polynomial time reduction
in the Blum-Shub-Smale model of GDPcC,ω to Poincare´.
Remark 2.7. We remark that (in contrast to the real case) in the complex case,
we are able to prove a slightly stronger result than stated above in Theorem 2.6.
Our proof of Theorem 2.6 gives a polynomial time reduction of GDPcC,ω to the
problem of computing the pseudo-Poincare´ polynomial (defined below, see Eqn.
3.2) of constructible sets. The pseudo-Poincare´ polynomial is easily computable
from the Poincare´ polynomial.
2.1. Outline of the main ideas and contributions. The basic idea behind
the proof of a real analogue of Toda’s theorem in [2] is a topological construction,
which given a semi-algebraic set X ⊂ Rm × Rn, p ≥ 0, and pr1 : R
m × Rn ⊂ Rn
the projection on Rm constructs efficiently a semi-algebraic set, Dp(X), such that
(2.1) bi(pr1(X)) = bi(D
p(X)), 0 ≤ i < p.
Moreover, membership in Dp(X) can be tested efficiently if the same is true for X .
Note that this last property will not hold in general for the set pr1(X) itself (unless
of course PR = NPR).
The topological construction used in the definition of Dp(X) in [2] is the iterated
fibered join, Jppr1(X), of a semi-algebraic set X with itself over a projection map
pr1. There is also an induced surjective map J
p
pr1
(X) → pr1(X) which we denote
by pr
(p)
1 . The fibers of this induced map pr
(p)
1 : J
p
pr1
(X) → pr1(X), over a point
x ∈ pr1(X), are then ordinary (p + 1)-fold joins of the fiber (pr
(p)
1 )
−1(x), and by
connectivity properties of the join are p-connected. It is now possible to prove using
a version of the Vietoris-Beagle theorem that the map pr
(p)
1 is a p-equivalence (see
[2] for the precise definition of p-equivalence). The main construction in [2] was to
realize efficiently the fibered join Jppr1(X) up to homotopy by a semi-algebraic set.
This construction however is semi-algebraic in nature, i.e. it uses real inequalities
in an essential way and thus does not generalize in a straightforward way to the
complex case. Thus, a different construction is needed in the complex case.
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In the complex case, the role of the fibered join is played by the complex join
fibered over a projection pr1 : C
m × Cn → Cm defined below (see Definition 3.21).
The fibers of the (p + 1)-fold complex join fibered over a projection pr1, J
p
C(X),
of a compact constructible set X are not quite p-connected as in the real case,
but are reasonably nice – namely they are homologically equivalent to a projective
space of dimension p (see Proposition 3.16). This allows us to relate the Poincare´
polynomial of X with that of its image pr1(X), even though the relation is not as
straightforward as in the real case (see Theorem 3.23 below).
We remark that Theorem 3.23 can be used to express directly the Betti numbers
of the image under projection of a projective variety in terms of those another
projective variety obtained directly without having to perform effective quantifier
elimination (which has exponential complexity). The description of this second
variety is much simpler and algebraic in nature compared to the one used in [2] in
the real semi-algebraic case, and thus might be of independent interest. Theorem
3.23 can also be viewed as an improvement over the descent spectral sequence
argument used in [14] to bound the Betti numbers of projections (of semi-algebraic
sets) in the complex projective case. A similar construction using the projective join
is also available in the real case (using Z/2Z coefficients) but we omit its description
in the current paper.
Finally, we believe that the compact projective versions of the complex complex-
ity classes introduced in this paper deserve further investigations on their own (see
Remark 1.18 below), since many numerical algorithms for computing solutions of
complex polynomial systems assume some form of compactness (see, for instance,
[25, 3, 9]).
The rest of the paper is organized as follows. In Section 3 we state and prove the
necessary ingredients from algebraic topology needed to prove the main theorems.
In Section 4 we prove the main results of the paper. Finally, in Section 5, we pose
some open problems and discuss possible extensions to the current work.
3. Topological Ingredients
In this section we state and prove the main topological ingredients necessary for
the proof of the main theorems.
3.1. Alexander-Lefschetz duality. We will need the classical Alexander-Lefschetz
duality theorem in order to relate the Betti numbers of a closed constructible subset
S ⊂ Pk1C × · · · × P
kℓ
C with those of its complement P
k1
C × · · · × P
kℓ
C \ S.
Theorem 3.1 (Alexander-Lefschetz duality). Let S ⊂ Pk1C × · · · × P
kℓ
C be a closed
constructible subset. Then for each odd i, 1 ≤ i ≤ 2k+1 with k = k1+ · · ·+ kℓ, we
have that
(3.1)
bi−1(S)−bi−2(S) = b2k−i(P
k1
C ×· · ·×P
kℓ
C −S)−b2k−i+1(P
k1
C ×· · ·×P
kℓ
C −S)+bi−1(P
k1
C ×· · ·×P
kℓ
C ).
Proof. Lefshetz duality theorem [26] gives for each i, 0 ≤ i ≤ 2k,
bi(P
k1
C × · · · × P
kℓ
C − S) = b2k−i(P
k1
C × · · · × P
kℓ
C , S).
The theorem now follows from the long exact sequence of homology,
· · · → Hi(S)→ Hi(P
k1
C × · · · × P
kℓ
C )→ Hi(P
k1
C × · · · × P
kℓ
C , S)→ Hi−1(S)→ · · ·
after noting that Hi(P
k1
C × · · · × P
kℓ
C ) = 0, for all i 6= 0, 2, 4, . . . , 2k. 
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For technical reasons (see Corollary 3.4 below) we need to consider the even and
odd parts of the Poincare´ polynomial of constructible sets.
Given P =
∑
i≥0 aiT
i ∈ Z[T ], we write
P
def
= P even(T 2) + TP odd(T 2),
where
P even(T ) =
∑
i≥0
a2iT
i,
and
P odd(T ) =
∑
i≥0
a2i+1T
i.
We introduce for any S ⊂ PnC, a related polynomial, QS(T ), which we call the
pseudo-Poincare´ polynomial of S defined as follows.
(3.2) QS(T )
def
=
∑
j≥0
(b2j(S)− b2j−1(S))T
j .
In other words,
(3.3) QS = P
even
S − TP
odd
S .
We introduce below notation for several operators on polynomials that we will
use later.
Notation 3.2 (Operators on polynomials). For any polynomial Q =
∑
i≥0 aiT
i ∈
Z[T ] with deg(Q) ≤ n, we will denote by:
(A) Recn(Q) the polynomial T
nQ( 1
T
);
(B) for 0 ≤ m ≤ n, Truncm(Q) the polynomial
∑
0≤i≤m aiT
i ∈ Z[T ]; and,
(C) MP (Q) the polynomial PQ, for any polynomial P ∈ Z[T ].
Remark 3.3. Notice that all the operators introduced above are computable in
polynomial time.
Using the notation introduced above we have the following easy corollary of
Theorem 3.1.
Corollary 3.4. Let S ⊂ Pk1C × · · · × P
kℓ
C be any closed (resp. open) constructible
subset, and k = k1 + · · ·+ kℓ. Then,
QS = Q
P
k1
C ×···×P
kℓ
C
− Reck(Q
P
k1
C ×···×P
kℓ
C −S
).
3.2. The complex join of subsets of complex projective spaces. We first
give a purely geometric definition of the complex join of two sets followed by one
using co-ordinates. The geometric definition is useful in understanding the topo-
logical properties of the join proved later. The definition involving co-ordinates and
formulas is necessary for the complexity theoretic arguments.
Let V,W be finite dimensional vector spaces over C and let X ⊂ P(V ) and
Y ⊂ P(W ) be two arbitrary (not necessarily constructible) subsets. Note that
P(V ) ∼= P(V ⊕0) ⊂ P(V ⊕W ) and P(W ) ∼= P(0⊕W ) ⊂ P(V ⊕W ) are two disjoint
subspaces of P(V ⊕ W ) and thus X and Y are embedded as disjoint subsets of
P(V ⊕W ). With the above notation
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Definition 3.5 (Geometric definition of complex join). The complex join , JC(X,Y ),
is defined to be the union of projective lines in P(V ⊕W ) which meets both X and
Y if X and Y are both non-empty. We let JC(X,Y ) = Y if X is empty, and
JC(X,Y ) = X if Y is empty.
We now give a definition of the complex join which involve co-ordinates which
we are going to use in this paper.
Let X ⊂ PkC and Y ⊂ P
ℓ
C be two constructible sets defined by homogeneous
formulas Φ(X0, . . . , Xk) and Ψ(Y0, . . . , Yℓ) respectively, where (X0 : · · · : Xk) (re-
spectively (Y0 : · · · : Yℓ)) are homogeneous co-ordinates in PkC (respectively P
ℓ
C).
Definition 3.6 (Complex join in terms of co-ordinates). The complex join, JC(X,Y ),
of X and Y is the constructible subset of Pk+ℓ+1C defined by the formula
JC(Φ,Ψ)
def
= φ(Z0, · · · , Zk) ∧ ψ(Zk+1, · · · , Zk+ℓ+1),
where (Z0 : · · · : Zk+ℓ+1) are homogeneous coordinates in P
k+ℓ+1
C .
Remark 3.7. Firstly, notice that the realization, R(JC(Φ,Ψ)), does not depend on
the formulas φ and ψ used to define X and Y respectively. Also, notice that if X
and Y are both empty then so is JC(X,Y ). Indeed, if X = ∅ (respectively, Y = ∅)
then JC(X,Y ) is isomorphic to Y (respectively, X). To see this notice that by
definition (cf. Definition 1.3) the homogeneous formula Φ(X) (resp. Ψ(Y)) is true
wheneverX (resp. Y) is the 0-vector. Now consider the following two constructible
subsets of Pk+ℓ+1C .
X˜ = {(x : 0 : · · · : 0) | x ∈ X},
Y˜ = {(0 : · · · : 0 : y) | y ∈ Y }.
We have that X˜ (resp. Y˜ ) is isomorphic to X (resp. Y ). Moreover X˜ and Y˜
are contained in JC(X,Y ), since as remarked earlier Ψ(Y) (resp. Φ(X)) is true
whenever Y (resp. X) is the 0-vector. Moreover, X˜ (resp. Y˜ ) is equal to JC(X,Y )
in case Y (resp. X) is empty.
Also, clearly X˜ and Y˜ are disjoint, and if X and Y are both non-empty then,
JC(X,Y ) is obtained by taking the union of projective lines in P
k+ℓ+1
C meeting both
X˜ and Y˜ .
Example 3.8. It is easy to check from the above definition that the join, JC(PkC,P
ℓ
C),
of two projective spaces is again a projective space, namely Pk+ℓ+1C .
Remark 3.9. The projective join as defined above is a classical object in algebraic
geometry. Amongst many other applications, the complex suspension of a projective
variety X (i.e. the complex join JC(X,P0C)) plays an important role in defining
Lawson homology of projective varieties [17]. Within the area of computational
complexity theory, the projective join of a variety with a point was used in [22] for
proving hardness of the problem of computing Betti numbers of complex varieties.
Definition 3.10. For p ≥ 0, we denote by JpC(X) the (p+1)-fold iterated complex
join of X with itself.
More precisely,
J0C(X) := X,
Jp+1C (X) := JC(J
p
C(X), X), for p ≥ 1.
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If X ⊂ PkC is defined by a first-order homogeneous formula Φ(X0, . . . , Xk), then
JpC(X) ⊂ P
(p+1)(k+1)−1
C is defined by the homogeneous formula
JpC(Φ)(X
0
0 , . . . , X
0
k , . . . , X
p
0 , . . . , X
p
k )
def
=
p∧
i=0
φ(X i0, . . . , X
i
k).
where (X00 : · · · : X
p
k) are homogeneous co-ordinates in P
(p+1)(k+1)−1
C .
Note that by Remark 3.7, if X is empty then JpC(X) is empty for every p ≥ 0.
3.3. Properties of the topological join. We also need to introduce the topo-
logical join of two spaces. The following is classical.
Definition 3.11. The join , X ∗ Y , of two topological spaces X and Y is defined
by
(3.4) X ∗ Y
def
= X × Y ×∆1/ ∼,
where ∆1 = {(t0, t1) | t0, t1 ≥ 0, t0 + t1 = 1} denotes the standard geometric
realization of the 1-dimensional simplex, and
(x, y, t0, t1) ∼ (x
′, y′, t0, t1)
if and only if t0 = 1, x = x
′ or t1 = 1, y = y
′.
Intuitively, X ∗ Y is obtained by joining each point of X with each point of Y
by an interval.
We will need the well-known fact that the iterated join of a topological space is
highly connected. In order to make this statement precise we first define
Definition 3.12 (p-equivalence). A map f : A → B between two topological
spaces is called a p-equivalence if the induced homomorphism
f∗ : Hi(A)→ Hi(B)
is an isomorphism for all 0 ≤ i < p, and an epimorphism for i = p, and we say that
A is p-equivalent to B.
The following is well known. (see, for instance, [18, Proposition 4.4.3]).
Theorem 3.13. Let X be a non-empty compact semi-algebraic set. Then, the
(p+ 1)-fold join X ∗ · · · ∗X︸ ︷︷ ︸
(p+1) times
is p-equivalent to a point.
We will need a particular property of projection maps that we are going to
consider later in the paper.
Notation 3.14. For any constructible set A, we denote by K(A) the collection of
all compact (in the Euclidean topology) subsets of A.
Definition 3.15. Let f : A→ B be a map between two constructible sets A and B.
We say that f compact covering if for any L ∈ K(f(A)), there exists K ∈ K(A)
such that f(K) = L.
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3.4. Topological properties of the complex join.
Proposition 3.16. Let X ⊂ PkC be a non-empty semi-algebraic subset and p > 0.
Let
ι : JpC(X) →֒ P
(p+1)(k+1)−1
C
denote the inclusion map. Then the induced homomorphisms
ι∗ : Hj(J
p
C(X))→ Hj(P
(p+1)(k+1)−1
C )
ι∗ : Hj(P(p+1)(k+1)−1C )→ H
j(JpC(X))
are isomorphisms for 0 ≤ j < p.
Before proving Proposition 3.16 we first fix some notation.
Notation 3.17 (Hopf fibration). For any k ≥ 0, we will denote by π : Ck+1\{0} →
PkC the tautological line bundle over P
k
C, and by
π˜ : S2k+1 → PkC,
the Hopf fibration , namely the restriction of π to the unit sphere in Ck+1 defined
by the equation |z1|2 + · · · + |zk+1|2 = 1. Finally for any subset S ⊂ PkC, we will
denote by S˜ the subset π˜−1(S) ⊂ S2k+1. Restricting the map π˜ to S˜ we obtain the
restriction of the Hopf fibration to the base S i.e. we have the following commutative
diagram.
S˜

 ι
//
π˜

S2k+1
π˜

S

 ι
// PkC
We need the following lemma.
Lemma 3.18. Let X ⊂ PkC, Y ⊂ P
ℓ
C be semi-algebraic subsets. Then
˜JC(X,Y ) ⊂
S2(k+ℓ)+3 is homeomorphic to the (topological) join X˜ ∗ Y˜ .
Proof. Consider x ∈ X and y ∈ Y and the projective line L ⊂ JC(X,Y ) joining x
and y. It is easy to see that the preimage L˜ = π˜−1(L) ∼= S3 is a topological join of
π˜−1(x) and π˜−1(y) (each homeomorphic to S1). Now since X˜ (resp. Y˜ ) is fibered
by the various π˜−1(x) (resp. π˜−1(y)), it follows that ˜JC(X,Y ) is homeomorphic to
X˜ ∗ Y˜ . 
Proof of Proposition 3.16. We first treat the cases p = 1, 2.
p = 1: It is an easy exercise to show that the join, J1C(X) = JC(X,X) is non-empty
and connected whenever X is non-empty. This proves the proposition in
this case.
p = 2: It is easy to see that J2C(X) = JC(J
1
C(X), X) is non-empty and connected,
whenever X is non-empty. It is only a slightly more difficult exercise to
prove that H1(J
2
C(X)) (and in fact, H1(J
p
C(X)) for all p > 1) vanishes. This
follows from the statement that H1(JC(Y, Z)) = 0 whenever Y is connected,
since JpC(X) = JC(J
p−1
C (X), X) and we have that J
p−1
C (X) is connected for
p > 1. Proving that H1(JC(Y, Z)) = 0 whenever Y is connected, after
an application of Mayer-Vietoris exact sequence, reduces to proving that
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H1(JC(Y, Z)) = 0 whenever both Y and Z are connected. This can be
checked by a direct calculation using the fact that the topological join Y ∗Z
is simply connected whenever Y, Z are both connected. Note that, this also
proves that JpC(X) is simply connected for all p > 1.
Now let p ≥ 2. It follows from repeated applications of Lemma 3.18 that J˜pC(X)
is homeomorphic to
X˜ ∗ · · · ∗ X˜︸ ︷︷ ︸
(p+1) times
.
We also have the commutative square
J˜pC(X)

 i
//
π˜

S2(p+1)(k+1)−1
π˜

JpC(X)

 i
// P(p+1)(k+1)−1C
and a corresponding square
H∗(J˜
p
C(X))
ι∗
//
π˜∗

H∗(S
2(p+1)(k+1)−1)
π˜∗

H∗(J
p
C(X))
ι∗
// H∗(P
(p+1)(k+1)−1
C )
of induced homomorphisms in the homology groups.
It follows from Theorem 3.13 that if X 6= ∅, then
H0(J˜
p
C(X))
∼= Q,
Hi(J˜
p
C(X))
∼= 0, 0 < i < p.
Since, for p > 1, JpC(X) is simply connected (see above) J˜
p
C(X) is a simple
S1-bundle (i.e. a S1-bundle with a simply connected base) over JpC(X).
It now follows by a standard argument (which we expand below) involving the
spectral sequence of the bundle π˜ : J˜pC(X)→ J
p
C(X), that for 0 ≤ i < p,
Hi(J
p
C(X))
∼= Q, for i even,(3.5)
Hi(J
p
C(X))
∼= 0 for i odd.
(The above claim also follows from the Gysin sequence of the S1-bundle π˜ :
J˜pC(X)→ J
p
C(X) but we give an independent proof below).
Consider the E2-term of the (homological) spectral sequence of the bundle
π˜ : J˜pC(X)→ J
p
C(X).
For i, j ≥ 0, we have that
E2i,j = Hi(J
p
C(X))⊗Hj(S
1).
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From this we deduce that
E2i,0 = E
2
i,1 = Hi(J
p
C(X)).
Also, from the fact that
H0(J˜
p
C(X)) = Q,
we get that
E20,0 = Q,
and hence,
E20,1 = Q
as well. Moreover, we have that
E3i,j = E
4
i,j = · · · = E
∞
i,j
for all i ≥ 0 and j = 0, 1. Now from the fact that the spectral sequence Er converges
to the homology of J˜pC(X) we deduce that
E3i,j = 0 for 0 ≤ i ≤ p− 1 and all j,
E30,0 = Q.
This implies that the differential
d2 : E
2
i,0 → E
2
i−2,1
is an isomorphism for 1 ≤ i ≤ p− 1. Together with the fact that
E2i,0 = E
2
i,1 = Hi(J
p
C(X)),
this immediately implies (3.5). The claim that ι∗ is an isomorphism follows directly
from the above. The dual statement about ι∗ follows immediately from the universal
coefficient theorem for cohomology (see e.g. [26]). 
In our application we will need the following (rather technical) generalization of
Proposition 3.16. Let p, α0, . . . , αω ≥ 0, N =
∏
0≤j≤ω(αj +1). Let I denote the set
of tuples (i0, . . . , iω) with 0 ≤ ij ≤ αj , 0 ≤ j ≤ ω, and for each tuple (i0, . . . , iω) ∈ I,
let π(i0,...,iω) denote the projection
×
(j0,...,jω)∈I
PkC −→ P
k
C
defined by
(x(j0,...,jω))(j0,...,jω)∈I 7→ x(i0,...,iω),
and for any subset X ⊂ PkC we denote
X(i0,...,iω) = π−1(i0,...,iω)(X).
Proposition 3.19. Let X ⊂ PkC be a semi-algebraic subset. Also, let for each
i, 0 ≤ i ≤ ω, Λi ∈ {
⋂
,
⋃
}, and let S ⊂ ×
(j0,...,jω)∈I
PkC denote the semi-algebraic
subset
S
def
= Λ0
0≤i0≤α0
· · · Λω
0≤iω≤αω
(JpC(X))
(i0,...,iω),
with
ι : S →֒ ×
(j0,...,jω)∈I
P(p+1)(k+1)−1C
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denoting the inclusion map. Then, the induced homomorphisms
ι∗ : Hj(S)→ Hj( ×
(j0,...,jω)∈I
P(p+1)(k+1)−1C )
ι∗ : Hj( ×
(j0,...,jω)∈I
P(p+1)(k+1)−1C )→ H
j(S)
are isomorphisms for 0 ≤ j < p.
Proof. Notice that, if ω = 0 and Λ0 =
⋂
, then⋂
0≤i0≤α0
JpC(X)
(i0) = ×
(j0,...,jω)∈I
JpC(X),
and the claim follows in this case from Proposition 3.16 and the Kunneth formula.
If ω = 0 and Λ0 =
⋃
, the claim follows from the previous case and a standard
argument using the Mayer-Vietoris double complex.
The general case is easily proved using induction on ω. 
3.5. Complex join fibered over a projection and its properties. In our
application we need the complex join fibered over certain projections. We first give
a geometric definition followed by one involving co-ordinates.
Let V,W be finite dimensional C-vector spaces and A ⊂ P(V )× P(W ) a subset.
Let pr1 : P(V )×P(W )→ P(V ) denote the projection on the first component. Then,
for p ≥ 0, the p-fold complex join of A fibered over the projection pr1 is
defined by
Definition 3.20 (Geometric definition of complex join fibered over a projection).
JpC,pr1(A) = {(x,y) | x ∈ P
k
C,y ∈ J
p
C(Ax)},
were Ax = pr
−1
1 (x) ∩ A.
We now give a definition in terms of co-ordinates.
Definition 3.21 (Complex join fibered over a projection in terms of co-ordinates).
Let A ⊂ PkC×P
ℓ
C be a constructible set defined by a first-order multi-homogeneous
formula,
Φ(X0, . . . , Xk;Y0, . . . , Yℓ)
and let pr1 : P
k
C × P
ℓ
C → P
k
C be the projection map to the first component. For
p ≥ 0, the p-fold complex join of A fibered over the map pr1, J
p
C,pr1
(A) ⊂ PkC ×
P(ℓ+1)(p+1)−1C , is defined by the formula
(3.6)
JpC,pr1(Φ)(X0, . . . , Xk;Y
0
0 , . . . , Y
0
ℓ , . . . , Y
p
0 , . . . , Y
p
ℓ )
def
=
p∧
i=0
φ(X0, . . . , Xk;Y
i
0 , . . . , Y
i
ℓ ).
Remark 3.22. The projection map
pr1 : P
k
C × P
(ℓ+1)(p+1)−1
C → P
k
C
clearly restricts to a surjection
pr
(p)
1 : J
p
C,pr1
(A)→ pr1(A)
sending (x0 : · · · : xk; y00 : · · · : y
p
ℓ ) ∈ J
p
C,pr1
(A) to (x0 : · · · : xk) ∈ pr1(A).
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Now, let A ⊂ PkC × P
ℓ
C be a semi-algebraic subset pr1 : P
k
C × P
ℓ
C → P
k
C be the
projection on the first component.
Suppose that pr1 restricted to A is a compact covering. The following theorem
relates the Poincare´ polynomial of JpC,pr1(A) to that of the image pr1(A).
Theorem 3.23. For every p ≥ 0, we have that
Ppr1(A) = (1− T
2)PJpC,pr1 (A)
mod T p.(3.7)
Remark 3.24. Note that the compact covering property is crucial for Theorem 3.23.
to hold. In our applications, pr1 is going to be either an open or a closed map, and
will thus automatically have the compact covering property.
Proof. We first assume that A is semi-algebraic and compact, and let B denote
pr1(A) × P
(p+1)(ℓ+1)−1
C . We have the following commutative square.
JpC,pr1(A)

 i
//
pr
(p)
1

B
pr1

pr1(A)
Id
// pr1(A)
The diagram above induces a morphism, φi,jr : E
i,j
r →
′E
i,j
r between the Leray-
Serre spectral sequences of the two vertical maps in the above diagram. Here, Er
(resp. ′Er) denotes the Leray-Serre spectral sequence of the map pr1 : B → pr1(A)
(resp. pr
(p)
1 : J
p
C,pr1
(A) → pr1(A) ). The spectral sequence, Er, degenerates at the
E2-term where
Ei,j2 = H
i(pr1(A), R
jpr1∗QB),
andQB denotes the constant sheaf with stalkQ onB, andR∗pr1∗ denotes the higher
direct image functor. (The above formulation of Leray-Serre spectral sequence of
a map is standard; we refer the reader to [15, The´ore`me 4.17.1] for a purely sheaf
theoretic statement without reference to higher derived images.)
Similarly we have
′E
i,j
2 = H
i(pr1(A), R
jpr
(p)
1∗ QJpC,pr1(A)
).
We also have that for each x ∈ pr1(A)
(Rjpr1∗QB)x ∼= H
j(P(p+1)(ℓ+1)−1C )
∼= Hj((pr
(p)
1 )
−1(x)) ∼= (Rjpr
(p)
1∗ QJpC,pr1(A)
)x,
where the first and the last isomorphisms are consequences of the proper base
change theorem (see [15, Remarque 4.17.1]) noting that pr1, pr
(p)
1 are both proper
maps, and the middle one is a consequence of Proposition 3.16.
It follows that the sheaves Rjpr1QB and R
jpr
(p)
1 QJpC,pr1 (A)
are isomorphic by the
sheaf map induced by the inclusions
(pr
(p)
1 )
−1(x) →֒ {x} × P(p+1)(ℓ+1)−1C ,x ∈ pr1(A)
and hence,
φi,j2 : E
i,j
2 →
′E
i,j
2
are isomorphisms for i + j < p.
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It now follows from a general result about spectral sequences (see [19, page.
66]) that Ei,j∞
∼= ′E
i,j
∞ for 0 ≤ i + j < p. This implies that H
q(JpC,pr1(A))
∼=
Hq(pr1(A)× P
(p+1)(ℓ+1)−1
C ) for 0 ≤ q < p, and thus
(3.8) PJpC,pr1(A)
= P
pr1(A)×P
(p+1)(ℓ+1)−1
C
mod T p.
We also have that
P
pr1(A)×P
(p+1)(ℓ+1)−1
C
= Ppr1(A) × PP(p+1)(ℓ+1)−1C
(3.9)
= Ppr1(A) × (1 + T
2 + · · ·+ T 2((p+1)(ℓ+1)−1))
= Ppr1(A) × (1− T
2)−1 mod T p.
Equation (3.7) now follows from Equations (3.8) and (3.9).
The general case follows by taking direct limit over all compact subsets of A.
More precisely, for K1 ⊂ K2 compact subsets of A, we have for 0 ≤ q < p the
following commutative square after switching to homology (cf. Remark 1.20). (Note
that following Definition 3.20 the complex join fibered over a projection is defined
for arbitrary not necessarily constructible subsets of A.)
Hq(J
p
C,pr1
(K1))
ι∗
//
∼=

Hq(J
p
C,pr1
(K2))
∼=

Hq(pr1(K1)× P
(p+1)(ℓ+1)−1
C )
ι∗
// Hq(pr1(K2)× P
(p+1)(ℓ+1)−1
C )
where the vertical maps are isomorphisms by the previous case. If we take the
direct limit as K ranges in K(A), we obtain the following:
lim
−→
Hq(J
p
C,pr1
(K))
∼=
//
∼=

Hq(J
p
C,pr1
(A))

lim
−→
Hq(pr1(K)× P
(p+1)(ℓ+1)−1
C )
∼=
// Hq(pr1(A) × P
(p+1)(ℓ+1)−1
C )
The isomorphism on the top level comes from the fact that homology and direct
limit commute [26]. For the bottom isomorphism, we need the additional fact that
since we assume that pr1 is a compact covering we have
lim
−→
{Hq(pr1(K)×P
(p+1)(ℓ+1)−1
C ) | K ∈ K(A)} = lim−→
{Hq(L×P
(p+1)(ℓ+1)−1
C ) | L ∈ K(pr1(A))}.
This proves that the right vertical arrow is also an isomorphism. 
Using the same notation as in Theorem 3.23 and Eqn. (3.2) we have the following
easy corollary of Theorem 3.23.
Corollary 3.25. Let p = 2m+ 1 with m ≥ 0. Then
Qpr1(A) = (1− T ) QJpC,pr1 (A)
mod Tm+1.(3.10)
Proof. The corollary follows directly from Theorem 3.23 and the fact that for any
polynomial P ∈ Z[T ] we have
((1− T 2)P )even = (1 − T )(P )even,
((1 − T 2)P )odd = (1 − T )(P )odd.
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
As before we need a slightly more general version of Theorem 3.23 as well as
Corollary 3.25.
Let α0, . . . , ασ ≥ 0, and N =
∏
0≤j≤ω(αj +1). Let φ be a homogeneous formula
defining a constructible subset of Pk0×· · ·×PkσC ×P
ℓ
C. Also, let for each i, 0 ≤ i ≤ σ,
Λi ∈ {
∨
,
∧
}, and let Φ denote the multi-homogeneous formula defined by
Φ
def
= Λ0
0≤i0≤α0
· · · Λσ
0≤iσ≤ασ
φ(X0; · · · ;Xσ;Yi0,...,iσ ).
Let
A = R(Φ) ⊂ Pk0 × · · · × PkσC × P
ℓ
C × · · · × P
ℓ
C︸ ︷︷ ︸
N times
,
and let pr[0,σ] : P
k0
C × · · ·×P
kσ
C ×P
ℓ
C × · · · × P
ℓ
C︸ ︷︷ ︸
N times
→ Pk0C × · · ·×P
kσ
C be the projection
onto the first σ+1 components, and suppose that pr[0,σ] restricted to A is a compact
covering.
For p ≥ 0, let
JpC,pr[0,σ](A) ⊂ P
k0 × · · · × PkσC × P
(ℓ+1)(p+1)−1
C × · · · × P
(ℓ+1)(p+1)−1
C︸ ︷︷ ︸
N times
be defined by the formula
(3.11) JpC,pr[0,σ](Φ)
def
= Λ0
0≤i0≤α0
· · · Λω
0≤iσ≤ασ
JpC,pr[0,σ]φ(X
0; · · · ;Xσ;Yi0,...,iσ ).
Theorem 3.26. For every p ≥ 0, we have that
Ppr[0,σ](A) = (1 − T
2)NPJpC,pr[0,σ] (A)
mod T p.(3.12)
Proof. The proof is identical to that of Theorem 3.23 above using Proposition 3.19
instead of Proposition 3.16 and noticing that by the Kunneth formula for homology,
the Poincare´ polynomial of
P(ℓ+1)(p+1)−1C × · · · × P
(ℓ+1)(p+1)−1
C︸ ︷︷ ︸
N times
equals (1 − T 2)−N mod T p. 
As before we have the following corollary.
Corollary 3.27. Let p = 2m+ 1 with m ≥ 0. Then
Qpr[0,σ](A) = (1− T )
N QJpC,pr[0,σ] (A)
mod Tm+1.(3.13)
It is clear from the definition that the complex joins of languages in PC also
belong to the complexity class PC. We record this observation formally in the
following proposition.
Proposition 3.28 (Polynomial time membership testing). Suppose that the se-
quence of constructible sets (Sn ⊂ P
k(n)
C × P
ℓ(n)
C )n>0 ∈ PC, and Xn = (X0 : · · · :
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Xk(n)) Yn = (Y0 : · · · : Yℓ(n)) are homogeneous co-ordinates of P
k(n)
C and P
ℓ(n)
C
respectively. Let p(n) be a non-negative polynomial, and for each n > 0 let
pr1 : P
k(n)
C × P
ℓ(n)
C → P
k(n)
C
denote the projection on the first component.
Then, (
J
p(n)
C,pr1
(Sn) ⊂ P
k(n)
C × P
(p(n)+1)(ℓ(n)+1)−1
C
)
n>0
∈ PC.
Proof. Obvious from the definition of (J
p(n)
C,pr1
(Sn))n>0. 
4. Proof of the main theorem
We are now in a position to prove Theorem 2.1. The proof relies on the following
key proposition.
Proposition 4.1. Let m(n), k1(n), . . . , kω(n) be polynomials, and let
(Φn(X,Y))n>0
be a sequence of multi-homogeneous formulas
Φn(X,Y)
def
= (Q1Z
1 ∈ Pk1C ) · · · (QωZ
ω ∈ PkωC )φn(X;Y;Z
1; · · · ;Zω),
having free variables (X;Y) = (X0, . . . , Xk(n);Y0, . . . , Ym(n)), with
Q1, . . . ,Qω ∈ {∃, ∀},
and φn a multi-homogeneous quantifier-free formula defining a closed (resp. open)
constructible subset
Sn ⊂ P
k
C × P
m
C × P
k1
C × · · · × P
kω
C .
Suppose also that (
R(φn(X;Y;Z
1; · · · ;Zω))
)
n>0
∈ PC.
Then there exist:
(A) a sequence of quantifier-free multi-homogeneous formulas(
Θn(X;V
1; · · · ;VN )
)
n>0
,
with Vi = (V0, . . . , Vpi), and N, p1, . . . , pN polynomials in n, such that for
all x ∈ PkC Θn(x;V
1; · · · ;VN ) defines a constructible subset Tn ⊂ P
p1
C ×
· · · × PpNC , with
(Tn)n>0 ∈ PC;
(B) polynomial time computable maps
Fn : Z[T ]→ Z[T ],
such that for all x ∈ PkC
QR(Φn(x;Y)) = Fn(QR(Θn(x;V1;··· ;VN ))).
The idea behind the proof of Proposition 4.1 is to use induction on the number,
ω, of quantifier blocks. When ω = 0, the proposition is obvious. When ω > 0, then
using Corollary 3.25, we can construct a new formula (say Φ′n) such that Φ
′ has one
less block of quantifiers, but such that QR(Φn) is easily computable from QR(Φ′n).
One can then use induction to finish the proof. However, a technical complication
arises due to the fact that in the projective situation (unlike in the affine case) we
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cannot immediately replace two adjacent blocks of the same quantifier by a single
block. This is the logical manifestation of the elementary fact that the product
of two projective spaces is not itself a projective space. In order to overcome
this difficulty and carry through the inductive step properly, we need to prove a
slightly stronger, but technically more involved proposition, which we state next.
Proposition 4.1 will be an immediate corollary of this more general proposition.
Proposition 4.2. Let σ, ω ≥ 0 be constants, and
a0(n), α0(n), a1(n), α1(n), . . . , aσ(n), ασ(n),
k(n), k1(n), . . . , kω(n)
fixed polynomials in n taking non-negative values for n ∈ N.
Let X = (X0 : · · · : Xk(n)) denote a block of k(n) + 1 variables. For 0 ≤ j ≤ σ,
let Wj denote the tuple of variables
(. . . ,Wji0,...,ij , . . .), 0 ≤ i0 ≤ α0, . . . , 0 ≤ ij ≤ αj ,
where each Wji0,...,ij is a block of aj(n) + 1 variables.
Let (
Φn(X;W
0;W1; . . . ;Wσ)
)
n>0
,
be a sequence of multi-homogeneous formulas defined by
Φn(X;W
0;W1; · · · ;Wσ)
def
=
Λ0
0≤i0≤α0
· · · Λσ
0≤in≤ασ
(Q1Z
1 ∈ Pk1C ) · · · (QωZ
ω ∈ PkωC )
φn(X;W
0
i0
;W1i0,i1 ; · · · ;W
σ
i0,...,iσ
;Z1; · · · ;Zω),
with
Λ0, . . . ,Λσ ∈ {
∨
,
∧
},
Q1, . . . ,Qω ∈ {∃, ∀},
and each φn a multi-homogeneous quantifier-free formula, multi-homogeneous in the
blocks of variables, X,Z1, . . . ,Zω and (W ji0,...,ij ,0, . . . ,W
j
i0,...,ij ,αj
) for 0 ≤ j ≤ σ.
Suppose also that each φn defines a closed (resp. open) constructible set, and that
(R(φn))n>0 ∈ PC.
Then there exists:
(A) a sequence of quantifier-free multi-homogeneous formulas(
Θn(X;V
1; · · · ;VN )
)
n>0
,
with Vi = (V0, . . . , Vpi), and N, p1, . . . , pN polynomials in n, such that
Θn(x;V
1; · · · ;VN ) defines a constructible subset Tn ⊂ P
p1
C × · · · × P
pN
C ,
with
(Tn)n>0 ∈ PC;
(B) polynomial time computable maps
Fn : Z[T ]→ Z[T ],
such that
QR(Φn(x;·)) = Fn(QR(Θn(x;V1;··· ;VN ))).
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Proof of Proposition 4.2. The proof is by induction on ω.
If ω = 0, we let Θn = Φn, and Fn to be the identity map. Since there are no
quantifiers, for each n ≥ 0 the constructible set defined by Θn and Φn are the same,
and thus the Betti numbers of the sets defined by Θn and Φn are equal.
If ω > 0, we have the following two cases.
(A) Case 1, Q1 = ∃: First note that Φn defines a constructible subset of P
k(n)
C ×
Un, where
Un = (P
(a0+1)(α0+1)−1
C )
m0 × · · · × (P
(aj+1)(αj+1)−1
C )
mj × · · · × (P(aσ+1)(ασ+1)−1C )
mσ ,
where for 0 ≤ j ≤ σ,
mj(n) =
∏
0≤i≤j−1
(αi(n) + 1).
The formula Φn is equivalent to the following formula:(
· · · (∃Z1,i0,...,iσ ∈ Pk1C ) · · ·
)
Φ¯n
where where the blocks of existential quantifiers in the beginning are in-
dexed by the tuples
(i0, . . . , iσ), 0 ≤ i0 ≤ α0(n), . . . , 0 ≤ iσ ≤ ασ(n).
and the number of such blocks is
α(n) =
σ∏
i=0
(αi(n) + 1),
and
Φ¯n
def
= Λ0
0≤i0≤α0
· · · Λσ
0≤iσ≤ασ
(Q2Z
2 ∈ Pk2C ) · · · (QωZ
ω ∈ PkωC )φn(X;W
0
i0
; · · · ,Wσi0,...,iσ ;Z
1
i0,...,iσ
;Z2 · · · ;Zω),
Let
m(n) =
σ∑
j=0
mj(n)((aj(n) + 1)(αj(n) + 1)− 1).
(Note that m(n) is the (complex) dimension of Un defined previously.)
Let
pr1,2 : P
k(n)
C × Un × (P
k1
C )
α(n) → Pk(n)C × Un
denote the projection on the first two components.
Consider the sequence(
J
2m(n)+1
C,pr1,2
(Φ¯n)
)
n>0
.
Note that by 3.11 we have
J
2m(n)+1
C,pr1,2
(Φ¯n) =
Λ0
0≤i0≤α0
· · · Λσ
0≤iσ≤ασ
Λσ+1
0≤iσ+1≤ασ+1
(Q2Z
2 ∈ Pk2C ) · · · (QωZ
ω ∈ PkωC )
φn(X;W
0
i0
; · · · ;Wσi0,...,iσ ;W
σ+1
i0,...,iσ ,iσ+1
;Z2; · · · ;Zω).
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with Λσ+1 =
∧
, ασ+1 = 2m+ 1, and W
σ+1
i0,...,iσ ,iσ+1
= Z1i0,...,iσ,iσ+1 . We will
denote by Wσ+1 the tuple
(. . . ,W σ+1i0,...,iσ ,iσ+1 , . . .), 0 ≤ i0 ≤ α0, . . . , 0 ≤ iσ+1 ≤ ασ+1.
Observe that the number of quantifiers in the formulas J
2m(n)+1
C,pr1,2
(Φ¯n), is
ω − 1.
Moreover, J
2m(n)+1
C,pr1,2
(Φ¯n) satisfy by Proposition 3.28 the required poly-
nomial time hypothesis, and have the same shape as the formulas Φn. We
can thus apply the induction hypothesis to this sequence to obtain a se-
quence (Θn)n>0, as well as a sequence of polynomial time computable maps
(Gn)n>0. By inductive hypothesis we can suppose that for each x ∈ P
k(n)
C
Q
R(J
2m(n)+1
C,pr1,2
(Φ¯n)(x;·))
= Gn(QR(Θn(x;·))).
Using Corollary 3.27 and noticing that the map pr1,2 is either open or
closed and hence a compact covering,
QR(Φn(x;·)) = (1 − T )
α(n)Q
R(J
2m(n)+1
C,pr1,2
(Φ¯n)(x;·))
mod Tm(n)+1
= (1 − T )α(n)Gn(QR(Θn(x;·))) mod T
m(n)+1.
We set
Fn = Truncm(n) ◦M(1−T )α(n) ◦Gn
(see Notation 3.2). This completes the induction in this case.
(B) Case 2, Q1 = ∀:
The formula Φn is equivalent to the following formula:(
· · · (∀Z1,i0,...,iσ ∈ Pk1C ) · · ·
)
Φ¯n
where the blocks of universal quantifiers in the beginning are indexed by
the tuples
(i0, . . . , iσ), 0 ≤ i0 ≤ α0(n), . . . , 0 ≤ iσ ≤ ασ(n),
the number of such blocks is
α(n) =
σ∏
i=0
(αi(n) + 1),
and
Φ¯n
def
= Λ0
0≤i0≤α0
· · · Λσ
0≤iσ≤ασ
(Q2Z
2 ∈ Pk2C ) · · · (QωZ
ω ∈ PkωC )φn(X;W
0
i0
; · · · ;Wσi0,...,iσ ;Z
1
i0,...,iσ
;Z2 · · · ;Zω).
Consider the sequence(
J2m+1C,pr1,2(¬Φ¯n)
)
n>0
.
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Note that the formula
J2m+1C,pr1,2(¬Φ¯n) =
Λ¯0
0≤i0≤α0
· · · Λ¯σ
0≤iσ≤ασ
Λσ+1
0≤iσ+1≤ασ+1
(Q¯2Z
2 ∈ Pk2C ) · · · (Q¯ωZ
ω ∈ PkωC )
¬φn(X;W
0
i0
; · · · ;Wσi0,...,iσ ;W
σ+1
i0,...,iσ+1
;Z2; · · · ;Zω)
with Λσ+1 =
∧
, ασ+1 = 2m+ 1, W
σ+1
i0,...,iσ+1
= Z1i0,...,iσ ,iσ+1 , and
Λ¯i =
∨
if Λi =
∧
, Λ¯i =
∧
if Λi =
∨
,
Q¯i = ∃ if Qi = ∀, Q¯i = ∀ if Qi = ∃.
Observe that the number of quantifiers in the formulas J2m+1C,pr1,2(¬Φ¯n), is
ω − 1.
Moreover, J2m+1C,pr1,2(¬Φ¯n) satisfy by Proposition 3.28 the required poly-
nomial time hypothesis, and have the same shape as the formulas Φn. We
can thus apply the induction hypothesis to this sequence to obtain a se-
quence (Θn)n>0, as well as a sequence of polynomial time computable maps
(Gn)n>0. By inductive hypothesis we can suppose that for each x ∈ P
k(n)
C
QR(J2m+1C,pr1,2 (¬Φ¯n)(x;·))
= Gn(QR(Θn(x;·))).
Using Corollary 3.27 and noticing that the map pr1,2 is either open or
closed and hence a compact covering, we have
QR(¬Φn(x;·)) = (1 − T )
α(n)QR(J2m+1C,pr1,2 (Φ¯n)(x;·))
mod Tm(n)+1
= (1 − T )α(n)Gn(QR(Θn(x;·))) mod T
m(n)+1.
The sets Kn = R(Φn(x; ·)) are constructible and open (resp. closed); so
by Corollary 3.4 (corollary to Theorem 3.1), we have
QKn(T ) = QUn − Recm(Truncm(QUn−Kn)).
We set Fn to be the operator defined by
Fn(Q) = QUn − Recm(Truncm(M(1−T )α(n)(Gn(Q)))).
This completes the induction in this case as well.

Proof of Proposition 4.1. Proposition 4.1 is a special case of Proposition 4.2 with
σ = 0, α0 = 0, and Y =W
0. 
Proof of Theorem 2.1. Follows immediately from Proposition 4.1 in the special case
m = 0. In this case the sequence of formulas (Φn)n>0 corresponds to a language in
the polynomial hierarchy and for each n, x = (x0 : · · · : xk(n)) ∈ Sn ⊂ P
k(n)
C if and
only if
Fn(QR(Θn(x;·)))(0) > 0
and this last condition can be checked in polynomial time using an oracle from the
class #P†C. 
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Remark 4.3. It is interesting to observe that in complete analogy with the proof of
the classical Toda’s theorem the proof of Theorem 2.1 also requires just one call to
the oracle at the end.
Proof of Theorem 2.6. Follows from the proof of Proposition 4.1 since the formula
Θn is clearly computable in polynomial time from the given formula Φn as long as
the number of quantifier alternations ω is bounded by a constant. 
5. Future Directions
In this section, we sketch a few directions in which the work presented in this
paper could be developed further.
(A) Remove the compactness hypothesis from the main theorem.
(B) The compact fragment of the polynomial hierarchy introduced in this pa-
per, and especially the class ΣcC,1 (which is the compact fragment of NPC),
is possibly interesting on their own, and it would be nice to develop a the-
ory of compact reductions and compact hardness, and have NPcC-complete
problems. The compact feasibility problem discussed in Example 1.16 is a
good candidate for being a NPcC-complete problem.
(C) As remarked earlier, one would obtain a stronger reduction result if one
could prove a Toda-type theorem using only the Euler-Poincare´ character-
istic instead of the whole Poincare´ polynomial. This seems to be rather
difficult. An intermediate goal could be to use the virtual Poincare´ polyno-
mial. The virtual Poincare´ polynomial of a complex variety X is defined
by
PX(T ) = HX(−T,−T ),
where HX(u, v) ∈ Z[u, v] is the Hodge-Deligne polynomial uniquely deter-
mined by the following properties.
(1) The map X 7→ HX gives an additive and multiplicative invariant from
the Grothendieck ring of equivalence classes of complex varieties to
Z[u, v].
(2) HX(u, v) coincides with
∑
(−1)p+qhp,q(X)upvq when X is smooth and
projective, where hp,q(X) are the Hodge numbers.
Clearly, the virtual Poincare´ polynomial is additive, and coincides with the
ordinary Poincare´ polynomial, PX , in the case when X is smooth and pro-
jective. Thus, one could try to prove the results in this paper using the
virtual Poincare´ polynomial instead of the Poincare´ polynomial. Unfortu-
nately, the virtual Poincare´ polynomial is an algebro-geometric, rather than
topological invariant, and the topological methods used in this paper are
not sufficient to obtain such a result. In particular, Theorem 3.23 does not
hold for the virtual Poincare´ polynomial except in the trivial case when
A = PkC × P
ℓ
C.
(D) Theorem 3.23 can be used to bound the Betti numbers of the images of
complex varieties under regular maps (in conjunction with tight bounds on
the Betti numbers of complex projective varieties due to Katz [16]), instead
of first using elimination methods, and then applying the bounds due to
Katz. A similar method was used in [14] to obtain bounds on the Betti
numbers of projections of semi-algebraic sets in the real case. One can also
treat a complex variety as a real semi-algebraic set by separating the real
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and imaginary parts, but the direct complex method using Theorem 3.23
suggested above should yield better upper bounds on the Betti numbers of
projections.
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