Abstract. In this paper, we study and classify the 3-dimensional Hom-Lie algebras over C. We provide first a complete set of representatives for the isomorphism classes of skew-symmetric bilinear products defined on a 3-dimensional complex vector space g. The well known Lie brackets for 3-dimensional Lie algebras arise within the appropriate representatives. Then, for each product representative, we provide a complete set of canonical forms for the linear maps g → g that turn g into a Hom-Lie algebra. As by-products, Hom-Lie algebras for which the linear maps g → g are not automorphisms for their corresponding products, are exhibited. Also, interesting examples are given which, despite of having a fixed Lie-algebra product defined on g, break down into non-isomorphic families of Hom-Lie algebras. This is the case for the complex simple Lie algebra sl 2 , for which an exhaustive list of representatives of the isomorphism classes of Hom-Lie algebras that can be defined for its ordanary Lie algebra bracket is given. Similarly, interesting examples are given of representatives for which the skew-symmetric bilinear products can never be Lie algebra brackets on g.
Introduction
The main difference between a Lie algebra and a Hom-Lie algebra is the appearance of a linear endomorphism in the algebraic condition that plays the role of the Jacobi identity, thus generalizing it. If this endomorphism is the identity map, the well known Jacobi identity holds true, and the product in the Hom-Lie algebra is a Lie bracket. The problem of classifying Lie algebras is far away to have a solution, and the same is true for Hom-Lie algebras. Nevertheless, there are tools to handle and accomplish a classification under certain circumstances that restrict but focus the problem. For instance, the restrictions may respond to, or may be motivated by, geometric reasons. The purpose of this work is precisely to restrict the classification problem of Hom-Lie algebras to a setting in which geometrical interpretations can be given.
We shall study and classify all Hom-Lie algebras in a 3-dimensional complex vector space. Partial results can already be found in the literature; eg, [1] , [5] and [6] . So far, most of the known examples arise from special bilinear, skew-symmetric products -namely, deformations of Lie brackets-choosing ad hoc automorphisms for the linear map in the generalized Jacobi identity. However, not too much has been said so far in most general cases. This work intends to fill in this gap, providing the details at least for the general 3-dimensional Hom-Lie algebras. A Hom-Lie algebra, or HL-algebra for short, is a triple (g, [ · , · ], T ), where g is a vector space, [ · , · ] : g × g → g is a skew-symmetric bilinear map, and T : g → g is a linear map satisfying the HL-Jacobi identity:
[T (x), [y, z]] + [T (y), [z, x]] + [T (z), [x, y]] = 0, (HL-JI)
for all x, y, z ∈ g. Let (g, It is our goal to classify all complex HL-algebras of dimension 3 up to isomorphism. Thus, we shall fix once and for all a complex 3-dimensional vector space g. The classification we present here follows first the approach in [3] , where the bilinear, skew-symmetric, nondegenerate products µ : g × g → g, on g were classified under the left GL(g)-action µ → g·µ, given by, (g·µ)(x, y) = g µ g −1 (x), g −1 (y) , g ∈ GL(g), and x, y ∈ g.
We review the constructions and results from [3] , identifying µ with [ · , · ] g in the definition above. Then we shall include the degenerate cases that were left out in [3] . We shall end up giving a complete set of representatives for the bilinear, skew-symmetric products µ that can be defined on g (see Propositions 2.2, and 3.5 below). Finally, for each fixed µ we consider the role played by the endomorphism T : g → g in the HL-Jacobi identity (HL-JI). That is, we provide complete lists of canonical forms for the linear maps T in the vector subspace, HL(µ) = T ∈ End g | A word has to be said about the non-triviality of the vector subspace HL(µ) for a given skew-symmetric, bilinear product µ : g × g → g.
That is, one would like to make sure that there are non-zero linear maps in HL(µ); at least for the case of a complex 3-dimensional space g that we are dealing with in this work. For a given µ : g × g → g, consider the 4-linear map, g × g × g × End(g) → g defined by, (x, y, z, T ) → µ(T (x), µ(y, z)) := cyclic{x,y,z} µ (T (x), µ(y, z)) = µ(T (x), µ(y, z)) + µ(T (y), µ(z, x)) + µ(T (z), µ(x, y)).
Since µ is skew-symmetric, this map is also alternating in the arguments (x, y, z), and therefore, there exists a bilinear mapμ : ∧ 3 g × End(g) → g, such that,μ (x ∧ y ∧ z, T ) = µ(T (x), µ(y, z)).
For a fixed triple (x, y, z) ∈ g × g × g, this assignment yields a linear map End(g) ∋ T → µ(T (x), µ(y, z)) ∈ g. By changing the triple (x, y, z) to (x ′ , y ′ , z ′ ), through a linear map g : g → g, one obtains, µ(T (x), µ(y, z)) → det g µ(T (x ′ ), µ(y ′ , z ′ )).
By letting {x, y, z} = {e 1 , e 2 , e 3 } to be a basis of g we obtain a linear map End(g) ∋ T →μ(e 1 ∧ e 2 ∧ e 3 , T ) ∈ g whose kernel is precisely HL(µ). The non-zero linear endomorphism T defined through the conditions, T (e 1 ) = µ(e 2 , e 3 ), T (e 2 ) = µ(e 3 , e 1 ) and T (e 3 ) = µ(e 1 , e 2 ), clearly lies in this kernel for any non-zero product µ (see §1 below).
Skew-symmetric bilinear products on a 3-dimensional complex vector space
We shall recall from [3] the basic definitions and main results. Let g be a 3-dimensional complex vector space and let µ : g × g → g be a bilinear, skew-symmetric map. We shall call such a µ a product in g.
Let Alt(g × g, g) be the set of all products in g. For each µ ∈ Alt(g × g, g), there is a unique linear map µ : ∧ 2 g → g, such that µ(x ∧ y) = µ(x, y), for all x, y ∈ g. As a matter of fact, there is a one-to-one correspondence, Alt(g × g, g) → Hom(∧ 2 g, g).
where Bil(g * ) is the set of all bilinear forms g * × g * → C. We shall write B( · , · ) to emphasize the bilinear map g * × g * → C for a given B ∈ Bil(g * ). The bilinear form µ Now, it was first proved in [3] that the correspondence Alt(g × g, g) → Hom( ∧ 3 g , Bil(g * ) )
µ → µ * , is actually GL(g)-equivariant for the natural left GL(g)-action µ * → g · µ * defined on Hom (∧ 3 g, Bil(g * )). This action is µ * → g · (µ * g −1 ·γ ), where the left GL(g)-action on ∧ 3 g is given by multiplication by det g and therefore, g
acting on the left of g * is simply given by, w → g −1 ·(w) = w • g, for all w ∈ g * and g ∈ GL(g). The point is that, under the correspondence
, the natural left GL(g)-action we started with in Alt(g × g, g), is transformed precisely into the natural left GL(g)-action just described in Hom(
. That is,
On the other hand, the behavior of the one-to-one correspondence,
with respect to the left GL(g)-action on Alt(g × g, g) we started with is easily seen to be given by,
Let us now denote by M µ * γ the matrix associated to the bilinear form µ * γ with respect to the basis {e * 1 , e * 2 , e * 3 }. By construction,
It can easily be seen that,
It follows that two products, µ and µ ′ are in the same GL(g)-orbitwhich we shall write as, µ ∼ µ ′ -if and only if there is a g ∈ GL(g), such that,
Since the matrix (µ ℓk ) completely determines the product µ, the problem of classifying products µ on a 3-dimensional complex vector space g under the given GL(g)-action, gets reduced to the problem of classifying 3 × 3 complex matrices M µ under the left GL 3 (C) action,
At this point we may even forget the notation M µ and write simply µ for the matrix. The classification problem is that of finding canonical forms of 3 × 3 complex matrices µ under the GL(g) ≃ GL 3 (C) action,
It is clear that this action preserves the symmetric and the skewsymmetric components of µ. Thus, we may decompose µ in the form,
Since dim g = 3, we have a one-to-one correspondence A µ ↔ a µ ∈ C 3 :
Write g = (g ij ) ∈ GL 3 (C), and
Notation: Write g i * ∈ C 3 for the vector obtained from the ith row of the matrix g ∈ GL 3 (C) (equivalently, the i-th column of g t ):
It is a straightforward computation to see that the action of g in the skew-symmetric component of µ is,
where, · , · : g × g → C denotes the usual scalar product on the 3-dimensional space g. Notice in particular that,
Hence, a µ = 0. The choice g i * = a µ , with appropriate completion for the matrix g, brings a g·µ into a vector whose i-th component is equal to 1 and the others are equal to zero.
In order to produce appropriate canonical forms for µ = S µ + A µ for the given GL 3 (C)-action, we shall proceed as follows: First, assume that g is chosen so as to bring S g·µ into some canonical form; say S. Then, restrict the GL 3 (C)-action to the isotropy subgroup,
and look at the G S -orbits,
Following [3] the product µ is called non-degenerate if S µ is nondegenerate. Otherwise, µ will be called degenerate.
Remark. There is a nice characterization for 3-dimensional Lie algebras that can be given in terms of the elements just introduced. Fix a basis {e 1 , e 2 , e 3 } of g and let {e * 1 , e * 2 , e * 3 } be its dual basis as before. Fix the volume element γ = e 1 ∧ e 2 ∧ e 3 and, for a given non-zero bilinear skew-symmetric product µ on g, consider its associated bilinear form µ * γ on g * . Fix the isomorphism ∧ 2 g * → g given by e * 2 ∧e * 3 → e 1 , e * 3 ∧e * 1 → e 2 and e * 1 ∧ e * 2 → e 3 . Any element in ∧ 2 g * is decomposable. In fact, for each x ∈ g, there are a couple of dual vectors u x and v x in g * such that u x ∧ v x is mapped into x. The ambiguity in the choice of u x and v x in g * is similar to that of the cross-product in C 3 : the 2-dimensional subspace generated by u x and v x can be rotated and the vectors can be changed by scale transformations u x → λu x ans v x → λ −1 v x . At any rate, one may define a bilinear map B µ : g × g → C as follows:
It is then easy to see that, µ (e 1 , µ(e 2 , e 3 )) = − (B µ (e 2 , e 3 ) − B µ (e 3 , e 2 )) e 1 .
The desired characterization can be stated in this way: a skew-symmetric bilinear map µ : g × g → g defined on a complex 3-dimensional vector space g is a Lie algebra bracket if and only if its associated bilinear map B µ is symmetric.
At the light of this characterization, it is only natural to try and see if there is an analogous characterization for Hom-Lie algebras in terms of the associated bilinear form B µ . However, it seems that what one can say at the most is that: If the matrix associated to a skew-symmetric bilinear map µ : g × g → g defined on a complex 3-dimensional vector space g is symmetric, the pair (µ, T ), with T ∈ End(g), yields a Hom-Lie algebra structure in g if and only if for any x and y in g, B µ (x, T (y)) = B µ (y, T (x)). It turns out that the matrix associated to the skew-symmetric bilinear product µ is symmetric only in a few special cases, as can be seen from the results given in this work (see Prop. 2.2 and Prop. 3.5 below).
Non-degenerate products
Write µ = S µ + A µ as before and suppose that S µ is non-degenerate. Then, there is a choice of g ∈ GL 3 (C) such that g S µ g t = 1 1 3 -the identity 3 × 3 matrix. Fix the canonical form S = 1 1 3 , so that,
Then,
Thus, in this case, A g·µ = g A µ g −1 for any g ∈ G 1 1 3 . In particular, A g·µ and A µ have the same characteristic polynomial; namely,
and the coefficient σ(µ) is an invariant in the G 1 1 3 -orbit. It is easy to see that in this case,
If σ(µ) = a µ , a µ = 0, we may choose g in G 1 1 3 with the g i * 's satisfying:
so that,
Indeed, since the rows (and hence, the columns) of g are unitary vectors, we may choose one of the rows of g equal to the normalized vector
a µ . Thus, for example,
and therefore, in this case,
If σ(µ) = a µ , a µ = 0, we can not make the choice a µ = σ(µ) g i * , for any row g i * of a given orthogonal matrix g. However, we can still choose g 1 * = a µ and complete to a basis of C 3 in order to obtain a g ∈ GL 3 (C). The procedure is well-known: produce a hyperbolic plane Span{a µ , b}, and complete the basis with a perpendicular vector c = z (a µ × b), z = 0. Thus, b satisfies, b, b = 0, and a µ , b = 0. Whence, choose g so that
Now, on the one hand,
On the other hand,
Choosing z = 1 and det g = −1 we obtain the canonical form,
We may now summarize our findings for the non-degenerate products in the following:
2.2. Proposition. There are three different types of isomorphism classes of non-degenerate products µ on g. Their corresponding canonical forms under the left GL(g)-action,
are:
where a ∈ C − {0}. Moreover, µ 1;a is equivalent to µ 1;a ′ if and only if a = ±a ′ .
Degenerate Products
In this section we consider those products whose symmetric component is degenerate. We shall make use of the following well known result for symmetric matrices:
3.1. Lemma. Let S ∈ Mat 3×3 (C) be a non-zero symmetric matrix with rank(S) < 3. Then, there exists g ∈ GL 3 (C) such that gSg t is equal to: (1) I 2 := diag{1, 1, 0} if and only if rank(S) = 2; (2) I 1 := diag{1, 0, 0} if and only if rank(S) = 1.
Thus, if µ is a degenerate product, we may assume from the start that, µ = I ℓ + A µ , where 1 ≤ ℓ ≤ 2. The first thing to look at are the isotropy subgroups for the canonical forms I ℓ :
And it is a straightforward matter to see that, 3.2. Lemma. The isotropy subgroups G ℓ are given by,
where 1 1 2 denotes the identity 2 × 2 matrix.
3.3.
Proposition. Let µ = I 2 + A µ be a degenerate product of rank 2 and A µ ↔ a µ = 0. Let π(a µ ) be the projection of a µ onto the C 2 factor of C 3 given by its first and second components. Then, there are three non-equivalent GL 3 (C)-orbits described by the following conditions:
Suppose first that π(a µ ), π(a µ ) = 0, and choose,
where w ∈ C can be chosen arbitrarily. Then, a g·µ =   1 0 0   , and the canonical form of the product µ is, in this case,
Now, suppose that π(a µ ), π(a µ ) = 0, with π(a µ ) = 0. Then, a µ cannot be embedded as a row of an element g ∈ G 2 . Therefore, we let g ∈ GL 3 (C) be given by,
and s, w ∈ C are yet to be determined. Then,
Therefore,
and we can choose s = ±i with w ∈ C arbitrary, to finally bring g · µ to the canonical form
Finally, let π(a µ ) = 0, with a µ = 0. Thus, a µ = 0 0 z , and z = 0.
We may choose g 3 * = 1 z a µ , and complete g 1 * and g 2 * so as to have
say, in such a way that the submatrix B is equal to 1 1 2 -ie, the identity 2 × 2 matrix. In particular, a g·µ = 0 0 1 and the canonical form of the product is in this case,
We finally observe that the products represented by the matrices,
cannot be isomorphic. In fact, the first one lies in the GL 3 (C)-orbit of 
If they were equivalent, there would be an element g ∈ G 2 such that
thus implying that (x, y) = 0, which is a contradiction.
We shall now deal with the degenerate products of rank 1.
3.4. Proposition. Let µ = I 1 + A µ be a degenerate product of rank 1 and A µ ↔ a µ = 0. Let π(a µ ) be the projection of a µ onto its first component in C. Then, there are two non-equivalent G 1 -orbits described by the following conditions: either,
Whence, either the first component in the orbit is zero, or else it is different from zero. Assume first that
and the canonical form of the product in this case is given by,
On the other hand, if x = 0, but a µ = 0, the vector a µ can be embedded into a row of some g ∈ G 1 ; either as g 2 * = a µ , or else, as g 3 * = a µ . It is clear that any of these choices will not change the orbit, since at the end the chosen g's will differ one from the other by a permutation of rows. Thus, choose g 2 * = a µ , and complete g 1 * and g 3 * so as to get g ∈ G 1 . It is a straightforward matter to see that in this case,
We may summarize our findings for the degenerate products in the following:
3.5. Proposition. Let µ ℓ = I ℓ + A µ be a degenerate product on g, where ℓ stands for the rank of the symmetric component of µ. Use the notation ℓ = ′′ for rank 2, and ℓ = ′ for rank 1.
(1) If ℓ = 2, there are four non-equivalent products:
(2) If ℓ = 1, there are three non-equivalent products: 
Hom-Lie algebras associated to non-degenerate products
There are three different types of isomorphism classes of non-degenerate products in a 3-dimensional vector space g (see [3] and §2 above):
In this section we determine, for each of these representatives µ, the vector subspace HL(µ) ⊂ End C (g), of all linear maps T satisfying the Hom-Lie Jacobi identity:
Then, we determine the G µ -orbits in HL(µ), where,
is the isotropy subgroup at the given representative µ for the left GL(g)-action we started with; ie, the automorphism group of the canonical form µ.
4.1.
The one-parameter family of products µ 1;a . Consider the non-degenerate product µ 1;a . There exists a basis B = {e 1 , e 2 , e 3 } such that the matrix associated to µ 1;a is given by:
Thus, µ 1;a (e 1 , e 2 ) = −ae 2 + e 3 , µ 1;a (e 2 , e 3 ) = e 1 and µ 1;a (e 3 , e 1 ) = e 2 + ae 3 . Let B ′ = {H ′ , E ′ , F ′ } be the basis defined by,
In this basis, the product µ 1;a takes the form:
which resembles the Lie product of the Lie algebra sl 2 (g). Observe, however, that,
which cannot be zero, since a = 0. This shows that µ 1;a is not a Lie bracket in g. Notice however that in the basis B ′ , the product µ 1;a has the matrix:
Observe that its determinant is a scalar multiple of 1 + a 2 . It is then clear that if a = ±i, then µ 1;a (g, g) = g. However, if a = ±i, this form of the matrix of µ 1;a shows that, µ 1;±i (g, g) = g. This leads us to consider separately the two special cases, a = ±i. Now, regardless of the non-zero value of the complex parameter a, the matrix of any automorphism g ∈ G µ 1;a expressed the basis
For the sake of comparison, any automorphism g ∈ G µ 1;a in terms of the original basis B = {e 1 , e 2 , e 3 } has the matrix form:
4.1.1. HL-algebras for the product µ 1;a with a = ±i. For a = ±i, it is more useful to work with the original basis B = {e 1 , e 2 , e 3 } because the parameters x and y of a given automorphism g allow us to simplify some of the entries of the matrices T = (T ij ) ∈ HL(µ 1;a ), whereas in the basis B ′ , after conjugation by the automorphism g, the parameter λ gets lost before a simplification of T can be achieved. We shall therefore work with B = {e 1 , e 2 , e 3 }. In this case, T ∈ HL(µ 1;a ), if and only if its matrix has the form:
Let e ij ∈ Mat 3×3 (C) be the matrix with 1 in the position (i, j) and 0 elsewhere. Then, the vector space HL(µ 1;a ) is generated by: Thus, HL(µ 1;a ) is 6-dimensional and we shall associate to T ∈ HL(µ 1;a ) the complex six-tuple (T 11 , T 12 , T 13 , T 22 , T 23 , T 33 ). Each automorphism g ∈ G µ 1;a induces the isomorphism
It follows that T , and y = ±T 13
, make T equivalent to,
Once in this form, there is nothing else we can further simplify. Therefore, this is a canonical form for the case (T 12 , T 13 ) = (0, 0), with T 12 2 + T 13 2 = 0. On the other hand, if (T 12 , T 13 ) = (0, 0), but T 12 2 + T 13 2 = 0, we may assume that T 13 = iT 12 = 0. Then,
In this case, one may find appropriate choices for x and y in order to make
and it is straightforward to see that this comes down to solve a polynomial equation of fourth degree. This proves that T is equivalent to:
The same arguments apply for the case T 12 = T 13 = 0. In summary, we have three non-isomorphic canonical forms for a linear map T ∈ HL(µ 1;a ) when a = ±i; namely, 
4.1.2. HL-algebras for the product µ 1;a with a = ±i. In the basis B ′ = {H ′ , E ′ , F ′ } defined above, the product µ 1;a takes the form:
In this basis, if a = i, the matrix of this product takes the form: Since dim C (µ 1;±i (g, g)) = 2, it is clear that the Hom-Lie algebra (g, µ 1;±i , T ) is not perfect.
We may now summarize our findings for HL-algebras associated to the non-degenerate products µ 1;a (a = 0) in the following:
4.1. Proposition. Let g be a 3-dimensional vector space over C and let µ 1;a : g×g → g, a ∈ C−{0}, be the non-degenerate product defined on the basis {e 1 , e 2 , e 3 } by, µ 1;a (e 1 , e 2 ) = −ae 2 + e 3 , µ 1;a (e 2 , e 3 ) = e 1 , µ 1;a (e 3 , e 1 ) = e 2 + ae 3 .
A. If a = ±i, the Hom-Lie algebra (g, µ 1;a , T ) is perfect and T = (T ij ) ∈ HL(µ 1;a ) is equivalent to one and only one of the following canonical forms: 
4.2.
HL-algebras for the Lie product µ 2 of sl 2 . Let us now consider the non-degenerate product µ 2 corresponding to the well known Lie bracket of g = sl 2 . Let {H, E, F } be the standard basis of sl 2 , so that,
Then, T ∈ HL(µ 2 ) if and only if its matrix (T ij ) has the form:
Equivalently,
That is, we decompose HL(µ 2 ) in the form SHL(µ 2 ) ⊕ C Id sl 2 (C) , where,
Let T and T ′ be in HL(µ 2 ). Find T 0 and T ′ 0 in SHL(µ 2 ) and complex numbers ξ and ξ ′ , such that T = T 0 + ξ Id sl 2 and
It is clear that T is equivalent to T ′ under the G µ 2 -action (conjugation) if and only if T 0 is equivalent to T ′ 0 and ξ = ξ ′ . Therefore, this leads us to determine first the G µ 2 -orbits in the subspace SHL(µ 2 ), under the action g · T → g • T • g −1 , for all g ∈ G µ 2 and T ∈ SHL(µ 2 ).
By (1) above, we write the matrix of any linear map T ∈ SHL(µ 2 ), as:
Therefore, to any linear map T ∈ SHL(µ 2 ), we associate the vector (T 11 , T 12 , T 13 , T 23 , T 32 ) ∈ C 5 which we shall also denote by T . The characteristic polynomial of such a T is, We shall now determine a set of canonical forms for the left
. It is known from [4] 
Thus, G µ 2 is generated by the following automorphisms of sl 2 , g a = exp(ad| sl 2 (aE)), h a = exp(ad| sl 2 (aF )), and
which can be computed in terms of Ad(exp| sl 2 (aE)), Ad(exp| sl 2 (aF )), and Ad(exp| sl 2 (aH + acE − ac −1 F )), respectively, where Ad(g)(x) = g x g −1 . The matrices of g a , h a and f a,c in the standard basis {H, E, F }, are:
can be written for the generators of G µ 2 as,
Observe that g a,c = k −a,c , for all a, c ∈ C − {0}. Now, using the identification of SHL(µ 2 ) with C 5 , The images of a given T = (T 11 , T 12 , T 13 , T 23 , T 32 ), under K a , L a and J a,c , are respectively given by, K a (T ) = (T 11 + 2aT 12 + a 2 T 32 , T 12 + aT 32 ,
L a (T ) = (T 11 − 2aT 13 + a 2 T 23 , 
Observation. For the benefit of the reader and for the sake of keeping this exposition self-contained, we include the proofs of Prop. 4.2 and Prop. 4.3 below which can also be found in [2] .
Proposition. For the left
, the following is true: given T ∈ SHL(µ 2 ), one may choose g ∈ G µ 2 , in such a way that,
Proof. Let T ∈ SHL(µ 2 ) and suppose T 32 = 0. If (T 11 , T 12 , T 13 , T 23 ) = (0, 0, 0, 0), then p = 6T 11 x 2 + 4T 12 x − 4T 13 x 3 + T 23 x 4 + T 32 is a nonconstant polynomial and p(0) = T 32 = 0. Thus, there exists ζ ∈ C−{0} such that p(ζ) = 0; so, 
Choose a ′ ∈ C − {0} so as to satisfy the following conditions:
. The new components,
), are polynomials in a. Define the quadratic polynomials,
. These polynomials are relatively prime, since 2 p 2 −p 1 −p 3 = −T 11 ∈ C−{0}. We claim that there exists a ∈ C−{0} such that p 1 (a)p 2 (a) = 0 = p 3 (a), in which case, T We shall now give the list of representatives (canonical frorms) for the different G µ 2 -orbits in HL(µ 2 ): 4.3. Proposition. Let g = sl 2 be the 3-dimensional, complex, simple Lie algebra, and let µ 2 be its Lie bracket. Let G µ 2 = {g ∈ GL(sl 2 ) | g · µ 2 = µ 2 } be the automorphism group of sl 2 . Let,
be the vector subspace of those endomorphisms that satisfy (HL-JI). Let
into different orbits whose representatives (canonical forms) are given by:
Proof. Let {H, E, F } be the standard basis of sl 2 . From Prop. 4.2 above, we may assume that any given T ∈ HSL(µ 2 ) is already expressed in its canonical form in this basis; namely,
Let v 1 , v 2 and v 3 be the vector columns of the matrix of T : Finally, by adding a scalar multiple of the identity to each of the canonical forms hereby found for the various T 's in SHL(µ 2 ), we obtain the results given in the statement.
4.3. HL-algebras for the product µ 3 . Choose the basis of g so that the non-degenerate product µ 3 has the matrix,
It can be decomposed into its symmetric and skew-symmetric components as, µ 3 = S µ 3 + A µ 3 , where, It is not difficult to prove that an element g ∈ GL(g) satisfies g · S µ 3 = S µ 3 and g · A µ 3 = A µ 3 if and only if g = 1 1 3 ; that is, the isotropy subgroup G µ 3 consists only of the identity map. However, we may use a different basis to simplify a bit further the matrix form of it follows that there is a basis {e
and therefore, the matrix of µ 3 in the basis {H ′′ , E ′′ , F ′′ } takes the form:
A straightforward argument now proves the following: 4.4. Proposition. Let g be a complex 3-dimensional vector space and fix the basis so that the non-degenerate product µ 3 takes the form
Then, T ∈ HL(µ 3 ) if and only if, its matrix has the form:
that is, T = (T ij ) ∈ HL(µ 3 ) if and only if,
Hom-Lie algebras associated to degenerate products
We shall now classify the Hom-Lie algebras associated to the degenerate products.
5.1. HL-algebras for degenerate products of rank 2.
5.1.1. HL-algebras for the product µ ′′ 1 . Let {e 1 , e 2 , e 3 } be the basis of g with respect to which the degenerate product µ ′′ 1 has the matrix form:
is given by those matrices of the form:
We shall also write g ∈ G µ ′′ 1 in the following block form:
Then T ∈ HL(µ ′′ 1 ), if and only if it has the matrix form,
where w t = (T 12 , T 13 ),
, we get:
where,
If Tr(Θ) = 0 or Tr(Θ) = 2T 33 , we may choose a ∈ C in such a way that,
± into a lower triangular form. Therefore, we have the following:
) is equivalent to a one and only one of the following canonical forms:
HL-algebras for the product µ ′′
2 . Let {e 1 , e 2 , e 3 } be the basis of g with respect to which the degenerate product µ ′′ 2 has the matrix form:
It is a straightforward matter to show that the isotropy subgroup G µ ′′ 2 is given by,
, and the two components of the group are related as follows:
On the other hand, it is also a straightforward matter to verify that T ∈ HL(µ ′′ 2 ) if and only if its matrix (T ij ) has the form:
Conjugation of T by an element g ∈ G µ ′′ 2 produces an equivalent T ′ , given by,
and,
In looking for simplified canonical forms for T we shall first search for conditions under which Θ ′ can be brought to upper triangular form. Observe that when T is conjugated by g ∈ G µ ′′ 2 with Λ ∈ G, the entry T ′ 21 becomes a homogeneous polynomial of degree 2 in the matrix elements (a, b). In fact,
Notice that if T 12 T 21 = 0, there is obviously an Λ ∈ G such that ΛΘΛ
is upper triangular. Thus, assume that T 12 T 21 = 0, instead. Consider the homogeneous polynomials, a, b) . Define the following subsets U + and At any rate, Θ = (T ij ) ∈ Mat 2×2 (C) satisfies T 11 = T 22 and T 21 = −T 12 if and only if, there exists Λ ∈ G such that:
Finally, let g ∈ G µ ′′ 2 be the following automorphism:
If det(Θ − T 33 1 1 2 ) = 0 then the linear map Θ − T 33 1 1 2 is invertible. So, given v ∈ C 2 , there exists u ∈ C 2 , such that ∓(Θ − T 33 1 1 2 )u + v = 0.
We summarize our findings in the next proposition, providing a complete list of canonical forms for the linear maps T ∈ HL(µ ′′ 2 ). They come out divided into two non-isomorphic families; those for which Θ can be brought to upper triangular form and those who cannot. The difference can be traced back to the fact Θ cannot be triangulated because there is an Λ ∈ G that fixes it upon conjugation, which happens if and only if T 11 = T 22 and T 12 = −T 21 , and as we have seen, this could not be the case if it was triangulable. 
Moreover, T is equivalent to one and only one of the following canonical forms: It can be decomposed into its symmetric and skew-symmetric components as, µ
, where,
It is not difficult to prove that an element g ∈ GL(g) satisfies g · S µ ′′ This product is a Lie algebra bracket, corresponding to the semidirect product of the abelian two dimensional algebra V = Span{e 
Now, conjugate T by the automorphism:
to obtain,
If T 11 is not an eigenvalue of Θ, then there exists u ∈ C 2 , such that (Θ − T 11 1 1 2 ) u − v = 0. Therefore, we have the following: 5.4. Proposition. Let g be a complex 3-dimensional vector space and fix the basis so that the non-degenerate product µ 
Furthermore, T is equivalent to a one and only one of the following canonical forms:
5.2. HL-algebras for degenerate products of rank 1.
5.2.1. HL-algebras for the product µ ′ 1 . Choose the basis {e 1 , e 2 , e 3 } of g so that the degenerate product µ 
Furthermore, T is equivalent to one and only one of the following canonical forms:
From now on, we assume T has this matrix form (so, we shall drop the primes). Now det(Θ) = 0, if and only if T 22 = 0. Suppose det(Θ) = 0, then T 22 = 0. Consider the automorphism:
If T 23 = 0, choose a = −(2b T 22 )/T 23 , and bring ΛΘΛ −1 into diagonal form with T 22 = 0. The only other alternative is to have T 22 = 0, which under our assumptions on the matrix form of T , is exactly equivalent to det(Θ) = 0, from which the statement follows. The isotropy subgroup G µ ′ 2 is given by those matrices g of the form, For any g ∈ G µ ′
2
, we obtain,
We denote by adj(Θ) the adjoint matrix of Θ for Cramer's rule; in general, this is the unique matrix that satisfies Θ adj(Θ) = adj(Θ) Θ = det(Θ) 1 1 n , for Θ ∈ Mat n×n (C). Let, Θ ′ be the matrix appearing in the lower right corner of gT g In either case, we obtain that det(Θ ′ ) = 0. This proves that if v = 0, then T is equivalent to a linear map whose matrix is of the form:
and det(Θ ′ ) = 0.
From now on, we assume that if v = 0, the 2 × 2 matrix Θ, appearing in the lower right corner of T , is singular. Thus, we shall drop the primes, and assume directly that,
In particular, the characteristic polynomial of Θ is x(x − Tr(Θ)). If Tr(Θ) = 0, then Θ is diagonalizable. Therefore, there exists an invertible matrix Λ such that ΛΘΛ −1 = diag{T for any u ∈ C 2 . Thus, if Θ(v) = 0, it follows that we may choose u ∈ C 2 , in such a way that u, Θ(v) = 0; that is, Tr(Θ ′ ) = 0, which brings us back to the case in which T is equivalent to, 
