A correction to “Agent searching in a tree and the optimality of iterative deepening”  by Dasgupta, Pallab et al.
Artificial Intelligence 77 (199.5) 173-176 
Artificial 
Intelligence 
Research Note 
A correction to 
“Agent searching in a tree and the optimality of 
iterative deepening” 
Pallab Dasgupta ‘, P.l? Chakrabarti *, S.C. DeSarkar 
Department of Computer Science and Engineering, Indian Institute of Technology, Kharagpur 721302. India 
Received June 1995 
This paper contains a correction to one of the results presented in an earlier work [ 21 
and establishes a new result in that direction. In the paper entitled “Agent searching in a 
tree and the optimality of iterative deepening” [2] we had presented three independent 
results, namely that there exists iterative deepening search strategies that are optimal 
for an agent searching on a line, for an agent searching on m-concurrent rays and for 
an agent searching on an uniform b-q tree. The third result happens to be the major 
result in the paper (and hence the name of the paper follows from it). 
The correction relates only to the second result where we had claimed that there exists 
an iterative deepening strategy which is optimal for an agent searching on m-concurrent 
rays. In a personal communication to us, it has been pointed out by Professor Amitava 
Bagchi of the Indian Institute of Management, Calcutta, that there appears to be an 
oversight in the proof of this result. Further investigation reveals an interesting property 
of this problem--there can be no iterative deepening strategy which is optimul for an 
agent searching in m-concurrent rays except when m = 2. The special case of m = 2 
establishes the first result, that is, when the agent is searching on a line. 
In this paper, we establish two results: 
l We first show that the iterative deepening strategy presented in [2] for an agent 
searching in m-concurrent rays is actually 1.58 times optimal in the worst case 
(rather than being optimal). This corrects our previous oversight. 
l We then establish that there is no iterative deepening strategy which is optimal for 
an agent searching in m-concurrent rays except when m = 2. The best iterative 
deepening strategy is 1.47 times optimal in the worst case. 
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Correction 1. The iterative deepening strategy with cutoff [m/( m - 1) ] im in the ith 
iteration is not optimalfor agent searching in m-concurrent rays. The strategy is actually 
1.58 times optimal in the worst case. 
Reason. According to our previous analysis of this problem, the worst-case ratio of the 
distance traversed by the agent using iterative deepening to the distance to the goal is 
as follows: 
2m”’ “I 
r=l+ 
(m - I)(fll-1) m”‘_ yrn- 1)“’ I 
The term mnr/[m”’ - (m - I)“‘] was incorrectly neglected in our previous analysis. 
For large m, the value of this term approaches the maximum value e/[e - l] which is 
roughly equal to 1.58 and clearly should not be neglected. This shows that the proposed 
strategy is in fact 1.58 times optimal in the worst case (and not optimal as was claimed 
previously). 0 
Contrary to our previous claim that there exists an optimal iterative deepening strategy 
for agent searching on m-concurrent rays, we now establish the result that there exists 
no iterative deepening strategy which is optimal for this problem. 
Theorem 1. There is no iterative deepening strategy which is optimal for an agent 
searching in m-concurrent rays except when m = 2. The best iterative deepening strategy 
is 1.47 times optimal in the worst case. 
Proof. Let us consider the set of all possible iterative deepening strategies for the task of 
agent searching in m-concurrent rays. Each such strategy is characterized by a function 
f(i) which returns the distance cutoff of the strategy in the irh iteration. Further let d(i) 
denote the function that returns the distance traversed by the agent in the ith iteration 
while using this strategy. 
In the first iteration, the agent starts from the origin and traverses up to a distance of 
f( 1) along each ray. At the end of the first iteration the agent remains at a distance of 
f( 1) from the origin on the last ray. Thus, 
d(l)=2(m-l)f(l)+f‘(l)=(2m-l)f(l). 
In every other iteration i, the agent starts from a distance f( i - 1) from the origin 
(where it was positioned at the end of the previous iteration), visits each ray up to 
distance f(i) from the origin and is positioned at a distance of f(i) at the end of the 
iteration. Thus, 
d(i) = (2m- l)f(i) - f’(i- I), i > 1. 
In the worst case situation, the goal is found in the kth iteration at a distance of 
[ f( k - 1) + 1 ] from the origin and along the last ray visited in the kth iteration. The 
total distance traversed to locate the goal in such a case is given by: 
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k 
d(l)+Cd(i)-f(k)$f(k-1)+1. 
i=2 
The ratio Y of the worst-case distance traversed to the distance to the goal is therefore: 
(2m-l)f(l)+C;2d(i)-f(k)+f(k-1)+1 
r= 
f(k- 1) + 1 
=1+2(m- 1) 
CL, f (9 
f(k- 1>+1 
=I +2(m- l)c, 
where 
22, f (i> 
c= f(k- 1) + 1’ (1) 
From the result of Baeza-Yates et al. [ l] it is known that the optimal worst-case ratio 
is [ 1 + 2( m - 1 )mm/ (m - 1 )“I. For any iterative deepening strategy to be optimal we 
must have c = [ m”l/ (m - 1) “I. However we shall show that the value of c cannot be 
less than or equal to [ m”*/( m - l)m] for m > 2. In order to do so we try to find the 
minimum value of c for which the equality in expression ( 1) is satisfied. 
Assuming that there exists a strategy satisfying expression ( l), it can be easily seen 
that expression ( 1) is equivalent to the following recurrence relation: 
f(i)=c[f(i-l)- f(i-2)]. 
The characteristic equation of this relation is: 
A2 - CA + c = 0, 
which has real roots only if c 3 4. In the case of the linear spiral search strategy 
of Baeza-Yates et al. [ l] the minimum value of [ mm/(m - l)m] is e (which is the 
case when m + co). This shows that an iterative deepening strategy can be no better 
than 4/e times optimal, which is about 1.47 times optimal. The value of c = 4 can be 
achieved by an iterative deepening strategy where f(i) = 2’. 0 
Remark. As a special case it may be noted that for m = 2 the value of [mm/(m - I)“‘] 
is also 4. This represents the situation where the agent is searching on a line. In this case 
the iterative deepening strategy where f(i) = 2’ is the same as the linear spiral search 
strategy of Baeza-Yates et al. [ 11. However, for m > 2, the value of [mm/( m - 1 )“I is 
less than 4 and there can be no optimal iterative deepening strategy. 
It may be worth mentioning that though the above result shows that there can be 
no optimal iterative deepening strategy for an agent searching on m-concurrent rays for 
m > 2, iterative deepening remains optimal for m-q trees. 
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