Abstract-With the development of wireless communications and the intellectualization of machines, the Internet of Things (IoT) has been of interest to both industry and academia. Multihop routing and relaying are key technologies that will underpin IoT mesh networks in the future. This paper investigates optimal routing based on the trusted connectivity probability (T-CP) for multihop, underlay, device-to-device (D2D) communications with decode-and-forward relaying. Both random and fixed locations for base stations (BSs) are considered, where the former case assumes that the locations of the BSs are modeled as a Poisson point process (PPP). First, we derive two expressions for the connectivity probability (CP): 1) a tight lower bound and 2) an exact closed-form. Analysis is carried out for the cases where the channel state information (CSI) between BSs and the D2D transmitter is known (CSI-aware) and unknown (no-CSI). Interference from active cellular user equipments (CUEs) is characterized by modeling CUE locations as a PPP. Moreover, motivated by results that have shown that social behavior leads to D2D devices communicating with nearby neighbors, we derive the trust probability for D2D connections by using a rank-based model. Finally, we propose a novel routing algorithm that can achieve the highest T-CP for any pair of D2D devices in a distributed manner. The derived analytical results are verified by Monte Carlo simulations. We show that the proposed routing algorithm achieves almost the same performance as that attained through an exhaustive search. When BSs are located randomly, the optimal path based on the CP is the shortest path between the D2D transmitter and receiver. However, for fixed BSs, the optimal path selection depends on the locations of the BSs, which provides a very useful insight in designing the multihop D2D system for 5G IoT.
I. INTRODUCTION

A. Background Knowledge
T HE EMERGING requirements of network ubiquity and machine intelligence to support and enhance future economic and social development have led to the Internet of Things (IoT) vision and have accelerated the research of technology aimed at achieving this vision [1] . Furthermore, the IoT promises to improve human lives by providing innovative services conceived for a wide range of application domains, ranging from personal to industrial environments, and facing several societal challenges in various everyday-life human contexts [2] . A large number of heterogeneous and pervasive IoT devices continuously generating sensing data and connecting different technological areas, provides great opportunities for applications and services in the 5G. In order to achieve the purpose of IoT, long term evolution-advanced (LTE-A) is considered to play a fundamental role in the IoT arena providing a large coherent infrastructure and a wide wireless connectivity to the devices. However, LTE-A was originally designed to support high data rates and large data size, novel solutions are required to enable an efficient use of radio resources to convey small data packets typically exchanged by IoT applications in the large scale networks. Furthermore, the typically high energy consumption required by LTE-A is a serious obstacle to large-scale IoT deployments under cellular connectivity [1] . Device-to-device (D2D) communication has attracted a considerable amount of attention and is now regarded as a promising technology for IoT networks due to its high power efficiency, high spectral efficiency, and low transmission delay [3] - [6] . Such a flexible transmission protocol alleviates the stringent design requirements usually placed on infrastructure devices and reduces transmission overheads caused by centralized coordination and management [4] . D2D communications can be classified into two categories, depending on whether frequency resources are shared between D2D systems and traditional cellular systems; these two categories are termed underlay and overlay D2D communications, respectively, [5] . It has been proved that underlay D2D communications would be able to provide high spectrum efficiency and support spectrum sharing in the 5G IoT [6] .
Furthermore, a large number of devices in the IoT are based on human behavior [7] , therefore, the social relationships (e.g., friendship and conflict) of people are very critical, which should be considered in the IoT with D2D communications. However, the systems in [4] - [6] and [8] - [16] mostly assume that nodes are grouped into transmitter/receiver pairs. The nodes in each pair trust to each other by default, which is impractical. To overcome this problem, distancebased and rank-based trust models, which were proposed by [17] and [18] , respectively, could be used to predict the trust probability (TP) for pair of nodes. By applying these models in uniformly distributed networks, the capacity of a wireless network was studied in [19] in the context of social groups. The rank-based model states that the TP depends on both the geographic distance and the node density [18] and [20] , which is more accurate than the distance-based model. In this paper, therefore, we apply the rank-based trust model in multihop D2D networks to derive a routing algorithm aimed at maximizing the trusted connectivity probability (T-CP), which is a very comprehensive model to select optimal path for multihop social-based D2D communications in the 5G IoT.
B. Related Works
In order to enhance the capacity of cellular and D2D systems, an interference power control scheme was proposed in [8] . Furthermore, Yu et al. [9] investigated resource allocation and power control between cellular and D2D users and proposed an optimization method to improve system capacity. In [10] , a full-duplex (FD) D2D aided cooperative nonorthogonal multiple access scheme aimed at enhancing outage performance was studied. Zhang et al. [11] proposed a scheme that allows D2D communications to underlay a cellular network through FD relaying. In [12] , an outage performance analysis of FD relay-assisted D2D systems in a cellular network was provided.
The contributions summarized above only consider a small number of nodes. This is somewhat impractical considering the trend toward very dense networks, i.e., IoT. To address this issue, Haenggi [13] utilized stochastic geometry, which has been provided, to propose a practical and tractable analytical framework for D2D networks employing mode selection in [14] . Moreover, energy harvesting-based D2D communication in wireless networks was addressed in [15] . The majority of existing analysis only focuses on a single-hop D2D scenario. In [16] , the outage probability for multihop D2D communications with shortest path routing was analyzed, although transmit power constraints of D2D devices were neglected in that work, which is an impractical assumption. Xu et al. [21] considered a cross-layer multidimension optimization involving frequency, space, and time, to minimize the network average delay in the IoT. However, to consider the social behavior with optimal path selection for multihop D2D communications in 5G IoT is still an open question, which needs to be addressed.
In this paper, therefore, we apply the rank-based trust model in multihop, underlay, D2D networks in the IoT to derive a routing algorithm aimed at maximizing the T-CP. For the connectivity aspect of the work, we conduct a comprehensive connectivity probability (CP) analysis for the case where knowledge of channel state information (CSI) is available (CSI-aware) and unavailable (no-CSI). Our proposed routing algorithm can be easily implemented for the 5G IoT. The contributions of this paper are as follows.
1) We obtain exact expressions and a lower bound for the CP for any two underlay D2D devices for random and fixed base station (BS) location models in the presence of interference arising from active cellular user equipment (CUEs). 2) We first adopt the rank-based trust model to describe the impact of social relationships on the T-CP and propose a distributed routing algorithm to find the path from the source to the destination that maximizes the T-CP for multihop D2D communications in the IoT. 3) We provide extensive simulations and numerical results to verify the theoretical analysis and illustrate the proposed routing algorithm. The results provide useful insight for designing practical systems according to different network parameters. The remainder of this paper is organized as follows. Section II presents the system model. Section III analyzes the CP for any two D2D devices. Section IV proposes the secure routing algorithm to find the path with the highest T-CP for different scenarios. Section V gives numerical simulations to verify the analysis. Finally, Section VI concludes this paper. The notation and symbols used in this paper are listed in Table I .
II. SYSTEM MODEL
A. Network Model
The system model of the social-aware multihop D2D communications in the IoT is shown in Fig. 1 , where the D2D transmitter (D 0 ) transmits the information to the D2D destination (D N+1 ) by using the number of D2D DF relays (U i , i ∈ (1, 2, . . . , N) ). All nodes are equipped with a single antenna and perform in the half-duplex mode. Without loss of generality, we locate the D2D transmitter and the D2D destination at the origin and a fixed location away from the origin, respectively, in a 2-D plane. Moreover, we assume that the locations of the cellular BSs and CUEs are modeled by using homogeneous Poisson point processs (PPP), B and C , which have density ρ B and ρ C , respectively. The noise variances are normalized to one, and the channels are quasistatic fading channels so that the channel coefficients remain unchanged during each transmission block duration but independently vary from one block time to another. In this paper, all channels are assumed to undergo path loss and independent Rayleigh fading effects as
, where α and d ij denote the pathloss exponent and the distance between two nodes, i and j, respectively. 1 The fading coefficient μ ij is a complex Gaussian random variable with unit variance. Therefore, the corresponding channel gains |h ij | 2 are independently exponentially distributed with mean value λ ij , and the average channel power is defined as
B. Communication Model
In this paper, we consider the underlay D2D scenario along with two cases that describe how much is known about the channels between BSs and D2D devices (CSI-aware and no-CSI). Hence, the transmit power for a D2D device is constrained by [12] 
where P D is the maximum transmit power at the D2D user and I th denotes a predefined interference power level at BSs.
We suppose that the signals x d from node D i can be received at the next node D i+1 . Therefore, the received signal at the D i+1 can be written as
x c + n i+1 (2) where P C denotes the transmit power of each CUE, and n i+1 denotes the additive white Gaussian noise with variance σ 2 n at nodes D i+1 . The second term of (2) is the interference from the active CUEs, since each CUE sends the signal x c to its closest BS [15] . Substituting (1) into (2), the instantaneous signal-to-interference ratio 2 of D i+1 is given as
, no-CSI.
(3)
C. Relationship Model
In this paper, we considered the TP of D2D devices by using a rank-based trust model, which was proposed in [18] and [24] based on the analysis of daily experiences and real data traces from online social networks. Considering any two D2D devices D i and D i+1 , we define the rank of D i+1 with respect to D i as
where | · | denotes the number of elements in the set, · denotes the distance operation, and L x denotes the location of D x . Then the probability that D i+1 is trusted by D i is
where β is the parameter of the rank-based model and
] is a normalizing factor. The rank-based model accounts for the majority of the friendships in the LiveJournal online community, as provided in [18] . Moreover, the work in [25] suggests that the model indeed guarantees small-world properties, such that with geographical information only, a friendship chain with at most O(log 3 n) hops can be established between an arbitrary source node and a target node chosen uniformly at random from the whole population, where O denotes big O notation.
III. TRUSTED CONNECTION PROBABILITY
In this section, we investigate the T-CP between any two D2D devices based on the random and fixed BS location models. First, by using the mathematical definition of trusted connection in [26] -specifically, two nodes can establish a trusted connection if they can communicate and trust each other-then the T-CP can be defined as (6) where P (c) i,i+1 denotes the CP between D i and D i+1 , which is given by
where R th denotes the target rate.
A. Random BS Locations
From the system level perspective, the randomly located BS model is important since it provides average performance knowledge. Therefore, in this section, we will analyze the CP for this scenario based on the CSI-aware and no-CSI assumptions.
1) CSI-Aware: If the instantaneous CSI between BSs and D2D transmitters is known, the CP between D i and D i+1 is given by
where
Then the cumulative distribution function (CDF) of A can be obtained as
where (a) holds by using the probability generating functional lemma [13] , = [(2πρ B )/(α)] (2/α) and (·) denotes the gamma function. Then the probability density function (PDF) of A can be written as
Then the CDF and PDF of B can be obtained as (12) , shown at the bottom of this page, where for brevity and ease of exposition, we let t = |h i,i+1 | 2 in (a) and the PDF of t is e −t , and (b) holds for the probability generating functional, and
respectively, where
. Then we can obtain the lower bound on the CP between D i and D i+1 by using the following lemma.
Lemma 1: The lower bound on the CP between D i and D i+1 for the CSI-aware scenarios is given by
where B(·) denotes the modified Bessel functions of the second kind.
Proof: See the Appendix. Remark 1: For given d i,i+1 , the CP between any two D2D devices for the CSI-aware case depends on the intensities of the BS and CUE processes, the path loss exponent α, the transmit power of each CUE, and the threshold I th . Further analysis and the effect of these parameters on system performance are presented in Section VI.
2) No-CSI: Suppose no information about the channels between the BSs and the D2D transmitters is available. This may be the case in, for example, super dense networks where there are not enough resources to perform accurate channel estimation. In this "no-CSI" case, the problem formulation depends only on distances between transmitters or, equivalently, the long-term average channel gains between BSs and D2D transmitters. Thus, the CP between D i and D i+1 is given by
Let
. Then we have
According to [27] , the PDF of the distance d i, * = min k∈ B (d i,k ) for the nearest neighbor in a homogeneous PPP is given by
Then the PDF of A 11 = d α i, * can be obtained as
According to the calculation of inverse distribution, we can obtain the PDF of A 1 = 1/A 11 as
We can obtain the CP between D i and D i+1 without the knowledge of instantaneous CSI by
where (a) holds by using Lemma 1.
Remark 2: For given d i,i+1
, the CP between any two D2D devices for the no-CSI case depends on the BS and CUE intensities, the path loss exponent α, the transmit power of each CUE, and the threshold I th . Further analysis of the effects of these parameters on system performance are presented in Section VI.
B. Fixed BS Locations
Here, we treat the case where BS locations are fixed and known.
1) CSI-Aware: If the instantaneous CSI between BSs and D2D transmitters is known, the CP between D i and D i+1 , with the K fixed BSs, is given by
and suppose all channels between BSs and D2D transmitters are independent but nonidentically distributed. Then the CDF and PDF of A 2 can be written as
respectively. We can obtain the CP between D i and D i+1 for α = 4 by using (20) as
where 1 (κ) and 2 (κ) can be obtained as (25) and (26) Remark 3: For given d i,i+1 , the CP between any two D2D devices for the CSI-aware case depends on the location and number of BSs, the intensity of the CUEs ρ C , the path loss exponent α, the transmit powers of CUEs, and the threshold I th . Further analysis of the effects that these parameters have on system performance is presented in Section VI.
2) No-CSI:
The CP between D i and D i+1 without the knowledge of CSI is given by
Due to the location of BSs are known, we let
, which is a constant. Then according to (12), we can obtain the CP between D i and D i+1 without the knowledge of instantaneous CSI by
Remark 4: For given d i,i+1 , the CP between any two D2D devices for the no-CSI case depends on the locations and numbers of BSs, intensity of the CUE process, the path loss exponent α, the transmit powers of CUEs, and the threshold I th . More details about the effects of these parameters on system performance are presented in Section VI.
IV. TRUSTED CONNECTIVITY ROUTING ALGORITHM
In the above section, the exact and lower bound expressions of the T-CP for both the cases of random and fixed BS locations were been studied. Based on these results, in this section, we study the routing problem, which is related to the optimal path selection that achieves the maximum T-CP from the D2D transmitter to the receiver by using multiple D2D relays. Based on (6), the optimal path satisfies P T-CP * = max * ∈S i∈S
where S denotes the set of all potential paths between the D2D transmitter and receiver. It is obvious that we can solve this maximization problem by exhaustive search, but it would be computationally expensive. Motivated by the standard Dijkstra algorithm, we propose a new routing algorithm, which can return the maximum T-CP from a source vertex to all other vertices in a weighted graph.
First, for the randomly located BS case, according to Remarks 1 and 2, we can find the optimal path selection is independent of the BS locations and only dependent upon the locations of D2D devices. To the contrary, for the case of fixed BS locations, the optimal path selection will be influenced by the locations of BSs and D2D devices. Therefore, first, each D2D node needs to calculate the distances between itself and all other D2D devices and the BSs and store the topology information, which contains the neighbor list. Then by substituting the above analysis results [see (5) , (14), (20), (24), (28)] with topological information into (6), we can obtain an adjacency T-CP matrix (P ∈ R (N+2)×(N+2) ). Finally, the optimal path with the maximum T-CP can be obtained by using the proposed routing algorithm summarized in Algorithm 1. At the beginning of processing, the network parameter initialization needs to be obtained. The first step is by using (5), (14), (20), (24), and (28) with the network parameters to obtain the adjacency T-CP matrix (P ∈ R (N+2)×(N+2) ) and then identifying the transmitter and destination node and setting transmitter as a permanent node and all other nodes to be temporary nodes. Then by using steps 4-6 to find the temporary node with maximum T-CP, update this temporary node and set it as a permanent node. By doing this iteration between steps 4-6, when all notes are permanent nodes, we can obtain the optimal path and maximum T-CP of multihop D2D communication in the IoT.
The proposed routing algorithm gives a theoretical basis for selecting a path with the maximum T-CP. From Algorithm 1, it is clear that the computational complexity is dominated by steps 2-7, which is similar to Dijkstra's algorithm. Hence, our proposed algorithm has the same level of computational complexity as the classical Dijkstra algorithm, which is O(N 2 ). It is polynomial and much lower than that of the (5), (14), (20), (24) and (28) to obtain the adjacency T-CP matrix (P ∈ R (N+2)×(N+2) ) for different scenarios; 2: Identify the D2D transmitter (D 0 ) and the D2D receiver (D N+1 ) and set D 0 as a permanent node; 3: Set all other nodes to be temporary nodes; 4: Find the temporary node with the maximum T-CP (P (1, m) ) as D m by using m = argmax(P (1, t) ), where t is the index vector of the temporary nodes; 5: Update the T-CP of temporary nodes by using P(1, t) = max(P(1, t), P(1, m) × P(m, t)); 6: Set D m as a permanent node and go to step 4; 7: When all nodes are permanent nodes, the processing is done;
exhaustive search, for which the complexity is O((N − 2)!) [28] . In the next section, we give the comparison of optimal paths generated by our scheme and the exhaustive search.
V. SIMULATIONS
In this section, simulation results are given to verify the above analysis. Moreover, we assume the noise variance σ 2 n = 1, and the simulation results are obtained by averaging over 10 5 independent Monte Carlo (MC) trials. The path loss exponent is set to α = 4. We consider the exhaustive search based on MC simulation as a comparison benchmark.
A. Connectivity Performance for D2D Pair
In this section, the CP of a D2D pair will be verified. Without loss of generality, the locations of the transmitter and receiver of a D2D pair are (0, 0) and (0, 10), respectively. For the case of randomly located BSs, we model the BSs as a homogeneous PPP B with density ρ B . In Figs. 2 and 3 , the comparison between theoretical [see (14) and (20)] and numerical CP results for the CSI-aware and no-CSI cases are shown for different BS densities with P D /N 0 = P C /N 0 = 30 dB. The simulation and theoretical results are shown to perfectly match. Moreover, it is clearly shown that the CP decreases with increasing BS density and/or decreasing peak interference power threshold (I th ). This follows due to a decrease in D2D transmit power. Furthermore, with increasing CUE density, the CP of the D2D pair decreases.
From the fixed topology perspective, we assume the locations of BSs are known to be (5, 5) and (10, -15) . Figs. 4 and 5 verify the CP for a D2D pair for the CSI-aware and no-CSI scenarios under different CUE densities and various powerto-noise ratios. The simulation and theoretical results are perfectly matched. Again, as with the case of randomly located BSs, it is clear from these results that the CP decreases as the density and power-to-noise ratio of each CUE node increases. To the contrary, with increasing D2D power-to-noise ratio, the CP of the D2D increases.
B. Performance of Optimal Routing Selection
In this section, in order to give a clear comparison, we consider a multihop D2D network with a rank-based trust model where D2D relay nodes (N R = 20) are randomly located on a 50×50 m 2 square area. The source and destination are located at (−25, 0) and (25, 0), respectively. We consider path selection based on both CP and T-CP calculation for the cases of randomly located and fixed BSs. Furthermore, for the parameter of the rank-based model, β = 1 is assumed [18] , [29] . Also, α = 4, I th = 5, and R th = 1 bit/s/Hz.
In Fig. 6 , we give the optimal path based on both the CP [see (14) ] and T-CP [see (5) and (14)] metrics in a snapshot of the network for the case of randomly located BSs, where ρ B = 0.0001 m −2 . It is clear that the proposed exact route (T. R.) matches with the benchmark route that uses the exhaustive search (E. R.). We also compare the end-to-end CP and T-CP between the source and destination for the different densities of CUE in Table II . It is shown that the CP and T-CP of the proposed schemes are close to the benchmark. Moreover, with increasing CUE density, the CP and T-CP both decrease. According to (14) , the CP only depends on the distance d i,i+1 ; therefore, the optimal path for the CP metric is the shortest path between the transmitter and receiver. However, for T-CP, the TP has to be considered with the rank-based trust model; therefore, the optimal path for the T-CP metric is selected from the low density area for D2D relays, i.e., the area at the bottom of Fig. 6 . In other words, if two paths can guarantee a similar CP, we are required to select a path in which the density of D2D relay devices is low to increase the probability of T-CP.
For the case of fixed BS locations, without loss of generality, we assume the locations of BSs are fixed at (−10, −2) and (−5, 0), respectively. Fig. 7 shows the optimal path in a snapshot of the network based on CP and T-CP metrics. Again, the theoretically optimal path generated with the help of (25) is well matched to the simulation results obtained by an exhaustive search. It is clear that the optimal link for the CP metric changes when one BS is close to the center of the D2D relay path, because the distant D2D relay node will be selected to avoid interfering with the BS. By doing so, when we can estimate the locations of the BSs, we can design an optimal path to obtain the maximum CP. However, the social behavior may affect the T-CP in a similar manner to the case of randomly located BSs; therefore, the optimal path for T-CP is selected from the low density area. Again, the CP and T-CP decrease as the density of CUEs increases, as shown in Table III .
VI. CONCLUSION
In this paper, we studied the routing problem based on CP and T-CP metrics in wireless multihop underlay D2D communications with DF relaying. Both random and fixed locations of the BSs have been examined. The CPs for D2D pairs operating in the presence of CUE interference were characterized for the CSI-aware and no-CSI cases. Moveover, a rank-based trust model was provided to measure the TP between two D2D devices. Finally, we proposed a novel routing algorithm that can achieve the highest T-CP for any pair of D2D devices in a distributed manner. The proposed routing algorithm achieves almost the same performance as given by an exhaustive search. According to simulations, for the case of randomly located BSs, the optimal path based on the CP metric is the shortest path between the D2D transmitter and receiver. However, for the case of fixed BS locations, the analysis showed that the optimal path depends on the locations of the BSs, which provides useful insight for designing multihop D2D systems for 5G IoT applications.
APPENDIX PROOF OF LEMMA 1
According to (8) and (9) , the CP is given by 
where f xy (x, y) is a joint PDF, which can be calculated by using (11) and (13) . The expression to the right of (a) cannot be provided in closed form. Hence, using [30] , (14) can be obtained by using a lower bound (b), because the peak interference power is smaller than the transmit power of the D2D (I th P D ), which can guarantee a prescribed quality of service for cellular communications. This concludes the proof.
