Abstract. We prove Manin's conjecture for a del Pezzo surface of degree six which has one singularity of type A2. Moreover, we achieve a meromorphic continuation and explicit expression of the associated height zeta function.
Introduction
In this paper, our aim is to count the number of rational points of bounded height on the surface S ⊂ P 6 given by x 2 3 + x 0 x 5 + x 1 x 6 = x 2 x 3 − x 0 x 6 = x 1 x 2 + x 0 x 3 + x 0 x 4 = 0, x 3 x 5 + x 4 x 5 + x 2 6 = x 2 x 5 − x 4 x 6 = x 1 x 5 − x 3 x 6 = 0, (1.1)
4 + x 0 x 5 + x 2 x 6 = x 3 x 4 − x 0 x 5 = x 1 x 4 − x 0 x 6 = 0. This surface is an example of a singular del Pezzo surface of degree 6. A priori, it might not be clear why this is a natural diophantine problem. However in 1989, Manin and his collaborators [FMT89] formulated a general conjecture on the number of rational points of bounded height on Fano varieties. There is a programme (see [BB07] or [DT07] for example) to try to prove this conjecture for Fano surfaces, namely del Pezzo surfaces and their singular counterparts. Such surfaces have a well-known classification in terms of their singularity type and degree. See [Man86] and [CT88] for more information on smooth and singular del Pezzo surfaces respectively, and [Bro07] for a general overview of Manin's conjecture for del Pezzo surfaces.
The surface S has one singularity of type A 2 , which we can resolve using blow-ups to create two exceptional curves on the minimal desingularisation S of S. The set of equations (1.1) correspond to the embedding induced by a divisor in the anticanonical divisor class. Since S is singular normal with only rational double points, by [CT88, Prop. 0 .1] an anticanonical divisor of S can be taken to be any divisor on S which pulls back to an anticanonical divisor on the minimal desingularisation S. The anticanonical embedding is a natural choice, for example in this embedding the lines are exactly the (−1)-curves and Manin's conjecture takes a simpler form. The height function associated to the chosen embedding is the usual height on projective space, namely given x ∈ S(Q), we have H(x) = max 0≤i≤6 |x i |, where (x 0 , . . . , x 6 ) is a primitive integer vector in the affine cone above x. Further details about the geometry of S can be found in Lemma 2.1. Now, S contains the two lines L 1 : x 1 = x 3 = x 4 = x 5 = x 6 = 0, L 2 : x 2 = x 3 = x 4 = x 5 = x 6 = 0, which both contain "many" rational points whose contribution will dominate the counting problem. Hence, it is natural to let U = S \ {L 1 ∪ L 2 } and take as B → ∞, where ρ = rank(Pic( S)) = 4 and c S,H is some constant. In this paper, we establish a significantly sharper version of this estimate. dudvdt.
The leading constant in this expression agrees with the prediction of Peyre [Pey95] , which we shall verify in Section 2.2. The calculation of the real density τ ∞ ( S) poses something of a challenge, since in our case S is not given by a complete intersection, so standard methods for calculating this constant do not apply. In Section 2.2 we also prove a general result which assists in the calculation of the p-adic densities τ p ( S) (See Lemma 2.3).
The second theorem of this paper is intimately related to the above asymptotic formula. We give an explicit expression and meromorphic continuation of the associated height zeta function
To state the result, let Re(s) > 0 and define E 1 (s + 1) = ζ(4s + 1)ζ(3s + 1) 2 ζ(2s + 1), E 2 (s + 1) = ζ(7s + 3) 4 ζ(8s + 3) 2 ζ(4s + 2) 3 ζ(5s + 2) 2 ζ(6s + 2)ζ(10s + 4)
.
It is clear that E 1 (s) and E 2 (s) have a meromorphic continuation to the whole complex plane. Also E 1 (s) has a single pole of order 4 at s = 1 and E 2 (s) is holomorphic on Re(s) > 3/4. We then prove the following.
Here, λ ∈ R is a constant and G 1 (s) and G 2 (s) are complex functions that are holomorphic on Re(s) > 5/6 and Re(s) ≥ 3/4 + ε respectively and satisfy G 1 (s) ≪ ε 1 and G 2 (s) ≪ ε (1 + | Im(s)|) on these half-planes.
In particular, (s − 1) 4 Z U,H (s) has a holomorphic continuation to the halfplane Re(s) > 5/6.
Expressions for G 1 (s) and G 2 (s) can be found in (3.17),(3.19),(3.20) and Lemma 3.8. Here E 1 (s)E 2 (s)G 1 (s) and G 2 (s) correspond to the main term and error term in the counting argument respectively and 12/π 2 corresponds to an isolated conic in the surface. We only prove the existence of λ, however a keen reader can build an explicit (and complicated) expression for it using the work in Section 3.5. We shall only say that λ arises naturally in the proof as an error term created by approximating a sum by an integral and has appeared in some form in other works (e.g. [BB07] ), however it is currently severely lacking in geometric interpretation.
We will show in Lemma 2.1 that the surface S is an equivariant compactification of G 2 a , so that the work of Chambert-Loir and Tschinkel [CT02] applies, where they have already achieved an analytic continuation of the associated height zeta function and an asymptotic formula for the counting problem. However, our results are stronger for a number of reasons. Firstly, we do not use the fact that S is an equivariant compactification of G 2 a , so our methods seem applicable to more general situations. We also get an explicit expression for the height zeta function in terms of the Riemann zeta function, which gives a better insight into how these zeta functions look and behave for a concrete example. Furthermore, whereas [CT02] only gives a holomorphic continuation of (s − 1) 4 Z U,H (s) to an unspecified half-plane Re(s) > 1 − δ, we are able to show that δ = 1/6 is acceptable, and that δ = 1/4 appears to be a natural boundary under the assumption of the Riemann hypothesis. As a consequence, we get an explicit (and stronger) error term in our asymptotic formula.
The first important step in the proof of Theorem 1.2 is to relate the counting problem on S to that of counting integral points on the associated universal torsor. Universal torsors were introduced by Colliot-Thélène and Sansuc in [CTS87] to aid the study of the Hasse principle and weak approximation. However, Salberger [Sal98] showed that they could be a valuable tool in counting problems on varieties. In general a variety may have more than one universal torsor, however in our case there is only one universal torsor (see Section 3.1 for further details). It can be visualised as a certain open subset T of the affine variety in A 7 given by the following equation
For our purposes, the universal torsor is a variety with a surjective morphism π : T → S defined over Q, and an action of G 4 m on T which preserves the fibres of π and acts freely and transitively on them. Exact definitions can be found in the above references, and a concrete realisation of the universal torsor can be found in Lemma 3.1.
To relate the two counting problems we find a suitable set-theoretic section of the map π, which corresponds to requiring that we count certain integral points satisfying the universal torsor equation and certain coprimality conditions. Previous methods for achieving this in similar problems have been the "elementary method" [BB07, Section 4] and the "blow-up method" [DT07, Section 4]. The first method involves looking for divisibility relations given by the equations of the surface, and then performing a lengthy chain of substitutions to pull out any highest common factors among the variables. The second method involves knowing which exact points of P 2 are blown-up to create your surface, and using these to guide you through various algebraic manipulations.
Here we present a new method, which uses the action of G 4 m on the universal torsor. Essentially, we use this action to "rescale" each point in each fibre to a unique point. Since the universal torsor (if it exists) of a more general variety always has a free and transitive group action on its fibres, this method is more likely to generalise to other situations than the previously two mentioned methods. See Lemma 3.2 for more details.
Notation: To simplify notation, throughout this paper ε is any positive real number which all implied constants are allowed to depend upon. We use the common practice that ε can take different values at different points of the argument.
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Preliminary Steps
2.1. Some Geometry. The underlying geometry of the surface S is well understood, and we gather some facts about it in the following lemma, which also helps to fix some notation.
Lemma 2.1. Let S be given by (1.1). Then the following holds.
• S is a split singular del Pezzo surface of degree 6 given by its anticanonical embedding.
• It contains the singular point (1 : 0 : 0 : 0 : 0 : 0 : 0) of type A 2 .
• The only lines in S are given by
• S is the closure of P 2 under the rational map ϕ : P 2 S given by
• The group law on ϕ(G 2 a ) = U extends to an action on S by translation. i.e. S is an equivariant compactification of G 2 a . Proof. First, it is clear that ϕ defines an isomorphism U ∼ = G 2 a . Hence the divisor class group of S is generated by the L 1 and L 2 , as Pic(G 2 a ) = 0. It is simple enough to check that the induced group law on U extends to an action on all of S. However as mentioned in the introduction we will not use this fact in this paper, so the proof is omitted and can be found in [DL10] .
Resolving the singularity explicitly via blow-ups creates two exceptional curves E 1 and E 2 on the minimal desingularisation S. The singularity is of type A 2 and Pic( S) = E 1 , E 2 , E 3 , E 4 ∼ = Z 4 , where E 3 and E 4 are the strict transforms of L 1 and L 2 respectively. Now, one can use the adjunction formula [Har77, Ch. V, Prop. 1.5] to show that −K S = 4E 1 + 2E 2 + 3E 3 + 3E 4 , which proves that K 2 S = 6. Also, one can show that the pull back of the hyperplane section on S is −K S , thus proving that S is a singular del Pezzo surface of degree 6 given by its anticanonical embedding.
Finally, we note that the A 2 singular del Pezzo surface of degree 6 contains only two lines by the classification of singular del Pezzo surfaces [CT88, Prop. 8.3]. These are both defined over Q, so the surface is indeed split.
We also include the extended Dynkin diagram of S in Figure 2 .1, which records the intersection behaviour of relevant curves on S. This can be derived from the proof of Lemma 2.1, or found in [Der06, Sec. 5]. Here E 1 , E 2 , E 3 and E 4 are as in the proof of Lemma 2.1 and
These rational curves correspond to generators of the nef cone and will be needed in our work in section 3.1.
2.2. Calculating Peyre's Constant. In this section we shall verify that the constant achieved in the asymptotic formula for Theorem 1.1 is in agreement with the conjectural expression as formulated by Peyre [Pey95, Sec. 2]. Since our surface is split, it is birational to P 2 over Q. So the constant is equal to the following three factors multiplied together:
• The volume α( S) of a certain polytope in the cone of effective divisors,
By the work of [Der07, Table 3 ] we know that
which is in agreement with the constant α( S) in Theorem 1.1. We shall now calculate the real density, which corresponds to the measure of some region, where we consider S(R) as a real analytic manifold. Since removing a codimension one subset does not change this volume, we may consider the measure of the coordinate chart U = S \ {x 5 = 0}, with local coordinates x 3 and x 6 . By Lemma 2.1, this is just a reflection of the fact that our surface is a compactification of A 2 with ϕ as a local homeomorphism. Since S is given by its anticanonical embedding, we have by [Pey95, Section 2.2.1]
dx 3 dx 6 max(|x 2 3 + x 3 x 2 6 |, |x 3 x 6 |, |x 3 x 6 + x 3 6 |, |x 3 |, |x 3 + x 2 6 |, 1, |x 6 |) = R 2 x 5 ≥{max(|x 2 3 +x 3 x 2 6 |,|x 3 x 6 |,|x 3 x 6 +x 3 6 |,|x 3 |,|x 3 +x 2 6 |,1,|x 6 |)
where we have used the change of variables
Then noticing that we have the obvious automorphism v → −v in the above integral, this gives the required expression for the constant in Theorem 1.1. We note that more generally, the real density of any anticanonically embedded del Pezzo surface can be calculated similarly by knowing which linear system of cubics in P 2 determines the given embedding. The calculation of the p-adic densities for similar problems (see [BB07] for example) have normally involved a "hands-on" approach to point counting modulo p for each prime p. Here we opt for a more general method, which applies to any surface that is the blow-up of P 2 at a sequence of (possibly infinitely near) rational points. First we recall some definitions.
Definition. Let V be a non-singular projective variety defined over Q. A model for V over Z is a projective morphism of schemes V → Spec Z, whose generic fibre is isomorphic to V . For each prime p, we denote by
We say that V has everywhere good reduction if there exists a model whose structure morphism is a smooth morphism (i.e. V p is a non-singular variety for each prime p).
Lemma 2.2. Let S be a surface over Q with everywhere good reduction, and π : S → S the blow-up of S at a rational point P . Then S also has everywhere good reduction.
Proof. Let S be the model of S with everywhere good reduction. Since S is projective, the rational point P extends uniquely to an integral point P of S. Then the scheme S, which is defined to be the blow-up of S at P, is a model for S. For every prime p it is clear that S p is simply the blow-up of S p at a smooth F p -point, so S also has everywhere good reduction. Now let S, S, S and S be as in Lemma 2.2. Then it is clear that for every prime p we have # S p (F p ) = #S p (F p ) + p, since blowing up a smooth F ppoint replaces one F p -point by a copy of P 1
Fp , which has p + 1 F p -points. We can use this simple fact to prove the following.
Lemma 2.3. Let S be a surface over Q which is the blow-up of P 2 at r (possibly infinitely near) rational points. Then for every prime p the local density at p is
We begin by noting that the definition of τ p (S) is independent of the choice of model, as pointed out in [Pey95, Def. 2.2]. Since P 2 has everywhere good reduction, then so does S by Lemma 2.2. Let S be the corresponding model, then #S p (F p ) = 1 + (r + 1)p + p 2 since #P 2 (F p ) = 1 + p + p 2 . It is also clear that Pic(S p ) ∼ = Z r+1 with trivial galois action, hence the associated Artin L-function is ζ(s) r+1 . This gives the correct "convergence factors" and the result follows.
Applying Lemma 2.3 to S (which is split by Lemma 2.1) with r = 3, we deduce the result.
3. The Proof 3.1. Passage to the Universal Torsor. As mentioned in the introduction, the first step in the proof is transferring the problem of counting rational points on the surface S, to counting integral points on the corresponding universal torsor T .
A variety may in general have more than one universal torsor, however in our case there is only one. Indeed if a smooth projective variety V over a field k has a universal torsor, then the set of isomorphism classes of universal torsors is a principal homogeneous space under H 1 (k, T ), where T = Hom(Pic(V ), G m ) is the Néron-Severi torus. However in our case T = G 4 m since Pic( S) ∼ = Z 4 with trivial galois action, and also H 1 (Q, G 4 m ) = 0 by Hilbert's theorem 90. Hence S can have at most one universal torsor. However, the existence of a rational point on S implies the existence of a universal torsor. These facts (and more) can be found in [Sko01, Sec. 2.3]. The following lemma gives us a concrete description of the universal torsor.
be the Cox ring of S. Then
• The universal torsor T of S is an open subset of Spec(Cox( S)).
• We have a commutative diagram
m on the universal torsor is η i → k i η i for i = 1, 2, 3, 4, and
Proof. The calculation of the Cox ring, the map π and the action of the Néron-Severi torus on the Cox ring can be found in [Der06] . That the universal torsor is an open subset of Spec(Cox( S)) is well-known, see [HK00, Cor. 2.16, Prop. 2.9] for example.
In fact, everything we need to know about the universal torsor can be deduced from first principles. Firstly, it is not actually necessary for us to calculate explicitly which open subset of Spec(Cox( S)) the universal torsor corresponds to. However, it is easy to check that the action given in Lemma 3.1 is well-defined and that it preserves the fibres of π. Moreover, π is surjective on its domain of definition since ϕ −1 • π is surjective onto U , where ϕ and U are as in Lemma 2.1. And also, it is easy enough to see that π hits every point on S \ U as well, hence it is surjective.
In particular, when we consider the universal torsor as being over U , it is simple to see that we get a free and transitive action on the fibres of π on the corresponding open subset where η 1 η 2 η 3 η 4 = 0. That is, it is clear that Spec(Cox( S)) \ {η 1 η 2 η 3 η 4 = 0} is a U -torsor under G 4 m . Now to find a suitable section of the morphism π. Bearing in mind that we are counting points on U where x 5 = 0, we see that the rational points which have some coordinate equal to zero lie in the image of the points on the torsor where α 1 α 2 α 3 = 0. These are exactly the curves A 1 , A 2 and A 3 given in Figure 2 .1. They are rational curves, and it is easy enough to show that the corresponding counting functions satisfy
Since these have been taken into account, we can now assume that each coordinate of each rational point is non-zero.
Lemma 3.2. Above each rational point x ∈ U (Q) with non-zero coordinates, there is a unique integral point (α, η) on the universal torsor satisfying
So we have successfully managed to divide η 1 and α 1 by p, and left the other variables as integers, meaning that if they have any common factor we can remove it. A very similar argument works for η 3 and η 4 , so we can assume (α 1 , η 1 η 3 η 4 ) = 1.
We now fix our choice of α 1 modulo {±1}, meaning that from now on we impose the condition |k 1 k 3 k 4 | = 1. This simplifies the action on α 2 and α 3 to
Carrying on with the same procedure, if p | (α 2 , η 1 ), take k 1 = 1/p, k 2 = k 4 = 1, k 3 = p to get (α 2 , η 1 ) = 1 and for p | (α 2 , η 4 ) take k 1 = k 2 = 1, k 3 = p, k 4 = 1/p to get (α 2 , η 4 ) = 1. We have now come to interesting part of the proof, since so far we have not used the equation of the universal torsor, but now we are driven to use it since it encodes divisibility conditions. Namely, if p | (α 2 , η 2 ), then p must also divide η 4 or α 3 . But (α 2 , η 4 ) = 1, so we are safe to choose k 1 = k 3 = k 4 = 1, k 2 = 1/p and keep α 3 as an integer. So we have successfully shown that we can choose (α 2 , η 1 η 2 η 4 ) = 1. We fix this choice of α 2 modulo {±1}, which is equivalent to requiring |k 2 | = |k 3 |.
The reader should now be familiar with the method and can check that we can assume (α 3 , η 1 η 2 η 3 ) = 1 after performing the following
, contradiction since (α 3 , η 3 ) = (α 2 , η 2 ) = 1. So fixing α 3 modulo {±1}, we are restricted to
But if p | (η 2 , η 3 , η 4 ), choosing k 1 = p 2 , k 2 = k 3 = k 4 = 1/p then gives (η 2 , η 3 , η 4 ) = 1, and moreover the torsor equation implies they must also be pairwise coprime. Finally, by choosing the η i to be positive, we have used all degrees of freedom in the torsor action and so the choice of integral point is unique.
Using this lemma, we see that counting those points x ∈ U (Q) satisfying the height bound H(x) ≤ B, is equivalent to counting the unique integral points above them on the universal torsor which satisfy the bound H(π(α, η)) ≤ B. Naively, this corresponds to 7 separate height conditions. However, using the map ϕ from Lemma 2.1, we know that we actually have 3 degrees of freedom. With this in mind, we define
2)
, and let ϕ i (α 1 , α 2 ) = ϕ i (α 2 X 3 , X 5 , α 1 X 6 ) for i = 0, 1, 2, 4, and ϕ 3 (α 2 ) = ϕ 3 (α 2 X 3 , X 5 , 1), ϕ 6 (α 1 ) = ϕ 6 (1, X 5 , α 1 X 6 ). Then it is clear that the height condition H(π(α, η)) ≤ B is equivalent to the condition
Finally, on noticing we have the obvious automorphism α 1 → −α 1 on the torsor, we have shown the following. where
We note that we have the natural upper bound α 1 ≤ 1/X 2 5 X 6 given by ϕ 6 . However, we can actually do better than this, which will be quite important to improving our error term later on. Notice that ϕ 4 and ϕ 3 imply
Rearranging this in terms of α 1 , we deduce the stronger bound
3.2. Möbius Inversion. Now we shall use Möbius inversion to remove the coprimality conditions on the α i 's. Recalling the counting problem in Lemma 3.3 and the height conditions (3.4), it makes sense to define
Then it is clear that
Now using Möbius inversion on (α 3 , η 1 η 2 η 3 ) = 1 gives us
where
However S k 3 = 0 if and only if (k 3 , η 2 η 3 ) = 1, so
A similar argument yields
3.3.
Sum over α 2 and α 3 via Congruences. In this section, we shall perform the summation over α 2 . We note that there are no conditions on α 3 other than the equation of the universal torsor, so we find that
However since (k 2 η 3 , k 3 η 4 ) = 1, α 2 is uniquely determined modulo k 3 η 4 . For any integers q, n 0 , a, b with a < b, we have the simple estimate
Using this and the change of variables t → k 2 tX 3 , we see that
where F 1 (u, v) is defined by the following result.
Lemma 3.4. Let
is piecewise differentiable with respect to u and v.
Proof. The differentiability condition is clear, so it remains to prove the inequality. First let
/4u 2 } after completing the square. If v 4 /4u 2 ≥ 1/u, then using the simple fact that √ a + b ≤ √ a + √ b for all non-negative real numbers a and b, we deduce that
We now have our first error term in the counting problem (3.7). First recall that k|n |µ(k)| = 2 ω(n) where ω(n) is the number of prime divisors of n, that we have the stronger bound on α 1 given by (3.5), and the definition (3.6) of N . Using these, we see that the overall contribution to the error term from (3.8) is
is the usual divisor function. This error term is clearly satisfactory for Theorem 1.1.
3.4. Sum over α 1 . Recall that the main term in our counting problem is given by (3.7) and (3.8). Applying Möbius inversion to remove the coprimality condition in the sum over α 1 gives
A natural step is to now apply Euler-Maclaurin summation. To simplify our notation in what follows, we shall use Stieltjes integral notation, and also use {·} to denote the fractional part of a real number.
Lemma 3.5. We have
where for u > 0 we have
and
We also have the bounds
Proof. Euler-Maclaurin summation gives
Changing variables and applying integration by parts gives the first part of the lemma. As for the first upper bound, recall the properties of F 1 given in Lemma 3.4. Then we have
For the second upper bound, note that |uvt| ≤ 1 and |uvt + v 3 | ≤ 1 imply that v ≤ 2 1/3 , hence
3.5. Making a Lower Order Term Explicit. The counting problem (3.7) now stands as
where T 1 (B) denotes the same expression, but with F 2 (X 5 )/k 1 X 6 replaced by E(η, k 1 , B). It turns out that there is a term of order B in T 1 , which we shall handle by performing the sum over η 2 explicitly. Taking out the factors which depend on η 2 and recalling the definition of N in (3.6) and the height conditions (3.2), we see that
where we define
by checking its value at prime powers and recalling that (η 2 , η 3 ) = (η 2 , η 4 ) = (η 3 , η 4 ) = 1. We want this to be written as a multiplication function of η 2 times some other arithmetic function independent of η 2 . In order to do this, we need to split up the product over primes, but we can only safely do this if it is nonzero, i.e. if 2 ∤ η 1 or 2 | η 2 η 3 η 4 . So we have defined ν η 1 ,η 3 ,η 4 be zero exactly when 2 | η 1 , 2 ∤ η 2 η 3 η 4 and the coprimality conditions are not satisfied, and simplified its definition in the remaining cases.
Note that ν η 1 ,η 3 ,η 4 is a multiplicative function of η 2 , but ν η 1 ,η 3 ,η 4 is not. The next natural step is to find the average order of ν η 1 ,η 3 ,η 4 . However to simplify our notation and argument, from now on we shall assume that (η 1 , η 3 , η 4 ) ∈ N 0 . The other case is almost exactly the same, the only difference being the condition that η 2 must be even, and it will still contribute a power of B to the main term and give the same error term. With this in mind, we have the following.
Lemma 3.7. Let V (s) be the Dirichlet series associated to ν η 1 ,η 3 ,η 4 and V (s) = V (s)/ζ(s). Then V (s) is a holomorphic and bounded function on Re(s) > 0 satisfying 0 ≤ V (1) ≪ 2 ω(η 1 ) and
Proof. For p = 2, it is easy to see that
otherwise.
Then by considering Euler products, one can check that V (s) is equal to
where V ′ (s) is some function corresponding to the Euler factor at the prime 2. So V (s) has the properties stated in the lemma. Ignoring convergence issues for now, we have
where we have used the trivial bound [x] = x+O(x ε ). To make this rigorous, first note that
Next, we need to find an expression for the Dirichlet series V + (s) of |( ν η 1 ,η 3 ,η 4 * µ)|. It is easy to verify that
By considering Euler products, one can check that V + (s) is a holomorphic and bounded function of s on Re(s) > 0 and satisfies
on this domain. Thus we are done.
We shall now perform the summation over η 2 , and to do this we will need a slight abuse of notation. Namely, we define
where E is given in Lemma 3.5, and for this we also need to think of X 5 and X 6 as being functions of η 2 . Recalling the expression we had for T 2 as given in Lemma 3.6 and using Lemma 3.7, by partial summation we have
We now note an interesting feature, namely that E( X 5 ) is actually independent of B. Indeed, viewing X 5 and X 6 as functions of η 2 , we find that X 5 (u X 5 ) = u 2/3 and X 6 (u X 5 ) = η 1 η 3 η 4 /u 2/3 . Hence E(u X 5 ) is independent of B and moreover by (3.9) we deduce that which is satisfactory. Now we can finally make the main term of T 1 explicit, which in the case (η 1 , η 3 , η 4 ) ∈ N 0 is
We know that E(u X 5 ) ≤ 6/u 1/3 is actually independent of B, so letting the sum over the η i go to infinity, we get a main term of the form λ ′ B where λ ′ ∈ R is some constant and an error term of the order
which is satisfactory. This was only for the case (η 1 , η 3 , η 4 ) ∈ N 0 , however it is clear that the sum over the case where (η 1 , η 3 , η 4 ) ∈ N 1 is almost exactly the same and hence it is omitted. So returning to the original problem (3.10), we have shown that there exists a constant λ ∈ R such that
3.6. Summation over the η i . We now know that
where X 3 , X 5 , X 6 and N are given by (3.2) and (3.6), F 2 is as in Lemma 3.5, and we define
when (η 2 , η 3 ) = (η 2 , η 4 ) = (η 3 , η 4 ) = 1 and ϑ(η) = 0 otherwise. We have already simplified a very similar sum in Lemma 3.6, and using a similar method one can check that
when (η 2 , η 3 ) = (η 2 , η 4 ) = (η 3 , η 4 ) = 1 and ϑ(η) = 0 otherwise. Recalling the height conditions (3.2) it follows that
. (3.14)
Hence we have the expression 
where s = σ + it is a complex variable. Recalling (3.15), we have Z U,H (s) = Z 1 (s) + Z 2 (s) where
and R(u) is some function such that R(u) ≪ u 3/4+ε for all ε > 0. From this it follows that G 2 (s) is holomorphic on the half-plane Re(s) ≥ 3/4 + ε, and moreover
on this domain (note that here we use the common abuse of notation that ε is allowed to take different values simultaneously). In particular Z 2 (s) has a meromorphic continuation to the same half-plane with a simple pole at s = 1 of residue 12/π 2 + 2λ. Now that Z 2 (s) is under control, let us turn our attention to Z 1 (s). Define ∆'s Dirichlet series by D(s) = ∞ n=1 ∆(n)n −s . Then by choosing a suitable s to make sure that change of sum and integral are valid, we can simplify Note that our choice of a implies that in the strip a < Re(s) < 1, we have 4σ − 3, 3σ − 2, 2σ − 1 > 1/2, so |E 1 (s)| ≪ |t| 4(1−σ)+ε . Then the contribution from the first horizontal contour is Hence we deduce that J(U ) ≪ U 1+ε . Now summing over these dyadic intervals we find
The same estimate holds over the interval [−T, 0], and so putting everything together we find an overall error of E(s) ≪ B 1+ε T + B a−2/3+ε .
Taking T = B, a = 7/8 + ε, the error we obtain is satisfactory for the lemma.
Using this lemma we can deduce the following. where P ∈ R[x] is some monic cubic polynomial.
Proof. For ease of notation let C = E 2 (1)G 1,2 (1)/144. Applying partial summation, using (3.9) and Lemma 3.9 we deduce that It remains to simplify the main term. In what follows we focus on the leading term of the polynomial Q, the lower order terms being dealt with similarly. After changing variables we deduce that it equals where all the implied lower order terms are easily seen to be of the order O(B 1/3 (log B) 2 1 B −1/3 F 2 (u)u ε du). On using (3.9) to deduce that B −1/3 0 F 2 (u)u ε du ≪ B −1/6+ε , the result follows.
Hence, combing Lemma 3.10 with (3.15), we deduce the asymptotic formula given in Theorem 1.1. One can also verify the leading constant, after noticing that τ ∞ ( S) = 6 1 0 F 2 (u)du and using Lemma 3.8 to deduce that p τ p ( S) = E 2 (1)G 1,2 (1).
