In this article, we solve a deterministically generalized interpolation problem by a stochastic approach. We introduce a kernel-based probability measure on a Banach space by a covariance kernel which is defined on the dual space of the Banach space. The kernel-based probability measure provides a numerical tool to construct and analyze the kernel-based estimators conditioned on non-noise data or noisy data including algorithms and error analysis. Same as meshfree methods, we can also obtain the kernel-based approximate solutions of elliptic partial differential equations by the kernel-based probability measure.
Introduction
Kernel-based approximation methods are fundamental approaches of meshfree methods in [2, 5, 21] and statistical learning in [10, 18, 19] . The kernel-based approximation methods are known by a variety of names in the monographs including scattered data approximation, radial basis function, kernel-based collocation, smoothing spline, Gaussian process regression, and kriging. The papers [17, 22] and the book [6] presented that the kernel-based estimators of deterministic and stochastic interpolations had mathematically equivalent formulas. In the papers [24, 25, 26] , we combined the theory and knowledge of numerical analysis, regression analysis, and stochastic analysis to introduce a concept of kernel-based probability measures on Sobolev spaces to improve the kernel-based approximation methods in high-dimensional interpolations and numerical solutions of partial differential equations.
In this article, we generalize the definitions and theorems of original kernelbased probability measures such that we can construct the kernel-based estimators of generalized interpolations in Banach spaces. Different from the classical numerical methods, we will solve a deterministically generalized interpolation problem by a stochastic approach. Now we show the main idea by a simple example. For the standard interpolation problem, we have the data to construct the estimator. For the generalized interpolation problem discussed here, we have the data
where B * is the dual space of a Banach space B. By the probability theory, we introduce a kernel-based probability measure P µ K on the Banach space B with a mean µ ∈ B and a covariance kernel K : B * × B * → R. Moreover, we will compute the estimator by the average over the interpolation event A n := {ω ∈ B : L 1 ω = f 1 , . . . , L n ω = f n } measured by P µ K . If δ x ∈ B * , then the estimator is a linear combination of the kernel basis
where its coefficients are solved by a related linear system. In meshfree methods, the inner products of reproducing kernel Hilbert spaces are used to compute the kernel-based estimators from deterministic data. In kriging methods, the covariances of random variables are used to compute the kernel-based estimators from random data. By using the kernel-based probability measures on Banach spaces, we connect the dual-bilinear products of Banach spaces and the covariances of Gaussian processes to construct the kernel-based estimators from the deterministic data. This indicates that approximation theory could be redone in a stochastic framework.
Finally, we give the outlines of this article. In Section 2, we introduce kernelbased probability measures on Banach spaces. Definition 2.2 shows that the kernelbased probability measure is primarily dependent on the covariance kernels. Moreover, we illustrate the construction of covariance kernels by the positive definite kernels as shown in Example 2. 4 . The covariance kernels can be viewed as a generalization of the classical positive definite kernels in meshfree methods. Then , we construct and analyze kernel-based estimators by the kernel-based probability measures in Section 3. In Theorems 3.4 and 3.5, we obtain the kernel-based estimators conditioned on non-noise data and noisy data mentioned in Examples 3.1 and 3.2, respectively. We also investigate the error analysis of kernel-based estimators by the kernel-based probability measures such as the convergence in Theorems 3.10 and 3.12 and the error bounds in Theorems 3.14 and 3. 16 . This indicates that deterministic numerical problems could be solved by a stochastic approach. In Section 4, we apply the kernel-based probability measures to construct the kernelbased estimators to approximate the solutions of elliptic partial differential equations. This article gives the general theorems of interpolations by the kernel-based probability measures. In the next article, we will investigate many research topics of meshfree methods by the kernel-based probability measures, for example, multiple-kernel approximation, optimal designs of kernel basis, and kernel-based solutions of stochastic differential equations.
Kernel-based Probability Measures on Banach Spaces
In this section, by the theorems of Gaussian measures on Banach spaces in [20, Chapter VIII], we generalize the original concept of kernel-based probability measures on Sobolev spaces in [26] . We will investigate the kernel-based approximation methods of deterministic data by the kernel-based probability measures in Section 3. Roughly, the kernel-based probability measures can be viewed as a generalization of Wiener measures. We also have that With the same idea of Wiener measures, we introduce kernel-based probability measures on Banach spaces. Let B be a real Banach space which is a real complete normed vector space. Let B * be the dual space of B which consists of all real bounded linear functionals on B. We define the dual bilinear product ω, L B := Lω for ω ∈ B and L ∈ B * . Given any finite many functionals L 1 , . . . , L n ∈ B * , we define a vector operator
Clearly, L n is a bounded linear operator from B into R n . Let K : B * × B * → R be a kernel. Based on K and L n , we define a squared matrix
Let F B be the Borel σ-algebra of B which is the collection of all Borel sets in B.
Thus, the pair (B, F B ) can be viewed as a measurable space. If the measurable space (B, F B ) is endowed with a probability measure P such that (B, F B , P) becomes a probability space, then we call P a Borel probability measure on B. For any L ∈ B * , the random variable
is well-defined on the probability space (B, F B , P). This shows that S can be viewed as a stochastic process on (B, F B , P) indexed by functionals in B * . Moreover, the stochastic process S is called a Gaussian process on the probability space (B, F B , P) with the mean µ ∈ B and the covariance kernel K : B * × B * → R if for any n ∈ N and any L 1 , . . . , L n ∈ B * , the random vector
has a multivariate normal distribution with the mean vector L n µ and the covariance matrix A K,L n . The covariances of Gaussian processes can be viewed as generalization of the covariances of intrinsic random functions in [16] . By the extension of covariance kernels on dual spaces, we generalize the definition of kernel-based probability measures in [26, Definition 2].
Definition 2.2.
A Borel probability measure P µ K on a Banach space B is said a kernel-based probability measure on B with a mean µ ∈ B and a covariance kernel K : B * ×B * → R if the stochastic process S in equation (2.2) is a Gaussian process on the probability space B, F B , P µ K with the mean µ and the covariance kernel K. The measurable space (B, F B ) endowed with P µ K is said a kernel-based probability space B,
is a non-degenerate Gaussian measure. The kernel-based probability measure P µ K is a non-degenerate centered Gaussian measure if and only if
The normal density functions from the Gaussian measures will be used to compute the kernel-based estimators. In this article, for the generalized interpolations, we focus on the constructions of kernel-based estimators by the covariance kernels. Therefore, the special Gaussian measures are recalled the kernel-based probability measures to avoid the confusion of the different research areas such as approximation theory and probability theory. Proof. Based on Definition 2.2, the matrix A K,L n is the covariance matrix of the multivariate normal vector S L n . Since each covariance matrix is a symmetric positive definite matrix, the property of A K,L n can be proved. * . This shows that the covariance kernels of kernel-based probability measures can be viewed as a generalization of the classical positive definite kernels in meshfree methods.
In Example 2.1, the classical Wiener measure is a kernel-based probability measure on C([0, 1]) with the mean 0 and the covariance kernel
We will give another example of kernel-based probability measures on Sobolev spaces in [24, 25, 26] . 
where the notations L x and L y represent an operator L acting on the first argument x and the second argument y of the kernel K(x, y), respectively. Specially, we define a linear functional
where |α| ≤ m and ϕ ∈ C ∞ 0 (D). Thus, we have that ϑ α ∈ H m (D) * . This shows that
We already know that the reproducing kernel Hilbert spaces of Sobolev-spline kernels are equivalent to the Sobolev space. For a general reproducing kernel
assures that there exists the kernel-based probability measure
Thus, the kernel-based probability measures on Banach spaces in Definition 2.2 can be viewed as a generalization of original kernel-based probability measures on reproducing kernel Hilbert spaces in [3, 7, 8] or Sobolev spaces in [24, 25, 26] .
is a kernel-based probability measure on a Banach space B, then for any L ∈ B * , the random variable S L satisfies that
where the constant C ≥ 0 is independent of L.
Proof. Based on the Fernique's theorem, we have the nonnegative constant
Equation (2.2) shows that
Integrating the both sides of equation (2.3), we complete the proof.
) be a collection of all random variables on the kernel-based probability space B,
Thus, H S is a Hilbert space endowed with the inner product
Proof. By equation (2.2), the Gaussian process S can be viewed as a linear map from B * into H S . By Proposition 2.5, the map S is continuous.
If we verify that S is a bijective map, then the proof is complete. We take any
In this article, we only look at the basic theorems of kernel-based probability measures. Another theorems of kernel-based probability measures can be obtained by the same methods as shown in [1, Chapter 4] and [20, Chapter VIII]. The kernelbased probability measure will be viewed as a numerical tool to renew the kernelbased approximation methods as follows.
Generalized Interpolations by Kernel-based Probability Measures
In this section, we show kernel-based approximation methods by kernel-based probability measures. To be more precise, we construct and analyze the kernelbased estimators conditioned on the given data by the kernel-based probability measures.
In approximation problems, for an unknown element u in the Banach space B and a given functional L in the dual space B * , we want to estimate the value Lu conditioned on the given data evaluated by u. The element u can be viewed as an exact solution in B. But the exact value Lu is always unknown or uncomputable. Thus, we need to approximate Lu with a numerical method.
Let P µ K be a kernel-based probability measure on B with a mean µ ∈ B and a covariance kernel K : B * ×B * → R in Definition 2.2. The kernel-based probability measure P µ K provides a numerical tool to compute kernel-based estimators. To be more precise, we will construct the kernel-based estimators to approximate Lu by the covariance kernel K. For convenience, the mean µ and the covariance kernel K are always fixed in this section.
We look at the collection A of all elements in B satisfying the generalized interpolation conditions. Roughly, A is a certain set of "conditions" known to occur. We call the subset A an interpolation event. We always think that u ∈ A. The kernel-based estimators will be computed from the average over A measured by P µ K . Specially, we illustrate two examples of A based on non-noise data or noisy data.
are evaluated by the element u ∈ B, that is,
For the interpolation, we define the interpolation event
It is obvious that u ∈ A n and
A n includes all elements in B satisfying the generalized interpolation conditions.
According to equation (2.2), A n can be rewritten by the Gaussian process S , that is,
Since L n is linear and continuous on B, the set A n is a closed affine set of B. Thus A n belongs to the Borel σ-algebra F B .
Let B n (z, r) := {v ∈ R n : v − z 2 ≤ r} be the closed ball centered at z ∈ R n with the radius r > 0. Thus, we have that B n (z, r) = z + B n (0, r).
The noisy data
are evaluated by the element u ∈ B for the noise margin
To fit the noisy data, we define the interpolation event
and A ǫ n n includes all elements in B interpolating the noisy data in the confidence region. Comparing with Example 3.1, we find that f n −f n 2 ≤ ǫ n . This shows that A n ⊆ A ǫ n n and A ǫ n n is closed to A n when ǫ n → 0. Moreover, A ǫ n n can be rewritten as A
In the beginning, we illustrate the notations. Given finite many
T . All non-noise data values f n or noisy data valuesf n are evaluated by the exact solution u ∈ B acting on L n same as Examples 3.1 or
This shows that f n = ρ n f n+1 . Butf n may not be equal to ρ n f n+1 . The Gaussian process S is defined on B, F B , P µ K in equation (2.2). Thus, we have the multivariate normal random variables S L and S L n . Let p L,L n (z, z) and p L n (z) be the joint probability density functions of S L , S L n and S L n , respectively. Let p L|L n (z|z) be the conditional probability density function of S L given S L n . We define a vector function
shows that A K,L n is a symmetric positive definite matrix. This assures that the pseudo inverse A = 0. Since the kernel-based estimators are mainly dependent of A K,L n as follows, the algorithms and theorems of kernel-based estimators will be trivial when A K,L n = 0. To simplify the discussions, we suppose that A K,L n is not equal to 0 in this section. Let λ min A K,L n be the smallest positive eigenvalue of A K,L n .
Representations of Kernel-based Estimators
Given the interpolation event A ∈ F B , we know that the unknown solution u ∈ A. Each ω ∈ A could be a solution. To avoid missing any element in A, the estimator at the fixed L ∈ B * is evaluated by the average over A. The kernelbased probability measure P µ K provides a numerical tool to compute the average to estimate the value Lu. When P µ K (A) > 0, the average can be written as
Clearly, s A (L) is still well-defined when P µ K (A) = 0. Using the Gaussian process S in equation (2.2), the kernel-based estimator s A (L) can be rewritten by the conditional mean. 
Next, we look at explicit formulas of kernel-based estimators conditioned on the special interpolation events A n and A 
Proof. Based on equation (3.1), we have that
Since the Gaussian process S has the mean µ and the covariance kernel K, the random variables S L , S L n have a joint normal distribution with the mean vector
and the covariance matrix
This shows that the conditional normal density function p L|L n can be written as
where the mean 8) and the variance
Putting equations (3.6) and (3.10) into equation (3.4), we have that
Thus, the normal density function p L n can be written as
where det † is the pseudo determinant. Let I B be the indicator function of the subset B, that is, I B (z) = 1 if z ∈ B otherwise I B (z) = 0. We define a vector function
Thus, we have that
This shows that η ǫ n K,L n f n is the truncated mean of the multivariate normal vector
Thus, we know that η ǫ n K,L n f n is the average over B n f n , ǫ n measured by P µ K . Therefore, we have that η
and lim 
Proof. Based on equation (3.2), we have that
Replacing z =f n in equation (3.11), we have that
Integrating the both sides of equation (3.16 ) with respect to v, we have that
Putting equations (3.15) and (3.17) into equation (3.14), we compute that the conditional mean
Combining equations (3.13) and (3.18), we complete the proof.
Based on Theorems 3.4 and 3.5, we give the definition of kernel-based estimators conditioned on the given data. .12) is called a kernel-based estimator at the functional L conditioned on the noisy data L n ,f n and the noise margin ǫ n . Specially, we rewrite
and 3.5 can be rewritten as
respectively, where c n andĉ n are the least-squared solutions of the linear systems
respectively.
Proof. Theorems 3.4 and 3.5 show that the kernel-based estimators s
Since A K,L n is a symmetric positive definite matrix, we know that c := A † K,L n e is a minimizer of the least-squared problem
for any e ∈ R n . Replacing e to f n − L n µ or η ǫ K,L n f n − L n µ, we complete the proof. 
B n f n , ǫ n , we have that e n 2 ≤ 2ǫ n . Therefore, we know that
Convergence of Kernel-based Estimators
Let {A n : n ∈ N} ⊆ F B be a collection of interpolation events. Thus, we obtain the kernel-based estimators s A n (L) : n ∈ N in Proposition 3. 3 . Now we show the convergence of s A n (L) to the exact value Lu by the kernel-based probability measure P Proposition 3. 9 . If the interpolation events {A n : n ∈ N} ⊆ F B satisfy that
then for any L ∈ B * , the kernel-based estimator s A n (L) converges to the exact value Lu when n → ∞.
Proof. Let a := Lu.
For n ∈ N, we define the probability measure
Since A n ∈ F B for all n ∈ N, the intersection A ∞ ∈ F B . The decreasing monotonicity of A n in equation (3.19) shows that
Thus, we have that lim
where δ a is the Dirac delta measure at a. The Portmanteau theorem assures that ν n converges to δ a when n → ∞. Moreover, the Skorokhod's representation theorem assures that there exist random variables {Z n : n ∈ N} defined on a common probability space [0, 1], F [0, 1] , ν * such that Z n has the probability distribution ν n and Z n converges to a almost surely when n → ∞, where F [0,1] is the Borel σ-algebra of [0, 1] and ν * is the Lebesgue measure. This shows that
Putting equation (3.4) into equation (3.21), we have that
This shows that
Thus, |Z n | ≤ M almost surely. By the bounded convergence theorem, we know that Z n converges to a in L 1 -based mean when n → ∞. Therefore, we have that
Combining equations (3.22) and (3.23), we conclude that
Given the infinite countable data {(L n , f n ) : n ∈ N} ⊆ B * × R, we have the pairs of the vectors (
T for all n ∈ N. Just like Example 3.1, we can use the data L n , f n and the Gaussian process S to construct the interpolation event A n . Thus, u ∈ A n for all n ∈ N. This shows that u ∈ ∩ n∈N A n = A ∞ . By Theorems 3.4, we can obtain the kernel-based estimator s L n , f n (L) conditioned on the data (L n , f n ). But it is not easy to check whether A n is bounded in B. Thus, we can not use Proposition 3.9 to verify the convergence of s L n , f n (L) directly. Now we will prove the convergence by the similar method of Proposition 3.9 without the bounded conditions. Theorem 3. 10 . If the interpolation events {A n : n ∈ N} based on the non-noise data L n , f n : n ∈ N same as Example 3.1 satisfy that
then for any L ∈ B * , the kernel-based estimator s L n , f n (L) converges to the exact value Lu when n → ∞.
Proof.
Let a := Lu. By the same method of the proof in Proposition 3.9, equation (3.24 ) assures that we can construct the random variables Z n with the probability distributions ν n in equation (3.20) for all n ∈ N such that Z n converges to a almost surely when n → ∞. This shows that the characteristic function φ Z n (t) of Z n converges to exp(ita) pointwisely when n → ∞, that is, 25) for t ∈ R. Now we use the characteristic functions to prove the convergence of s L n , f n (L). Since S L and S L n have the normal distributions discussed in the proof of Theorem 3.4, we know that
for A z := (−∞, z] and z ∈ R. This shows that p L|L n z| f n is the probability density function of Z n . Thus, E(
so that the characteristic function φ Z n can be written as 26) where
Therefore, we conclude that
If B * is a separable normed space, then there exists countable {L n : n ∈ N} ⊆ B * such that span {L n : n ∈ N} is dense in B * . By the density of the data, we can still verify the convergence.
Corollary 3.11. If span {L n : n ∈ N} is dense in B * , then for any L ∈ B * , the kernelbased estimator s L n , f n (L) converges to the exact value Lu when n → ∞.
Proof. We primarily prove that equation (3.24 ) is true. Since ρ n ( f n+1 ) = f n for n ∈ N, we have that A n ⊇ A n+1 . Next, we will prove that A ∞ = {u}. Since f n = L n u, we have that u ∈ A n . Thus u ∈ A ∞ . We take any P ∈ B * and any ω ∈ A ∞ . If we verify that Pω = Pu, then we know that ω = u. Let ε > 0. Since span {L n : n ∈ N} is dense in B * , there exists P ε ∈ span {L n : n ∈ N} such that P ε − P B * ≤ ε. Since ω, P ε B = u, P ε B , we know that
Taking ε → 0, we have that | ω − u, P B | = 0. Therefore, A ∞ = {u}. According to Theorem 3.10, we conclude the convergence of s L n , f n (L) to Lu.
By Theorem 3.5, we look at the kernel-based estimators s L n ,f n ,ǫ n (L) : n ∈ N conditioned on the noisy data L n ,f n : n ∈ N and the noise margins {ǫ n : n ∈ N}. Thus, we can use the noisy data L n ,f n , the noise margin ǫ n , and the Gaussian process S to construct the interpolation event A ǫ n n same as Example 3.2. By the discussions in Corollary 3.8, the representation of s L n ,f n ,ǫ n (L) indicates that the noise margin ǫ n and the eigenvalues of A K,L n are required to be correlated for the proof of convergence. Let
Theorem 3. 12 . If the interpolation events A ǫ n n : n ∈ N based on the noisy data L n ,f n : n ∈ N and the noise margins {ǫ n : n ∈ N} same as Example 3.2 
and the noise margins {ǫ n : n ∈ N} satisfy that
then for any L ∈ B * , the kernel-based estimator s L n ,f n ,ǫ n (L) converges to the exact value Lu when n → ∞.
Proof. We will prove the convergence of s L n ,f n ,ǫ n (L) by the same method of the proof of Theorem 3.10. Let a := Lu. We replace A n to A ǫ n n in Theorem 3.10. Equation (3.27) assures that we can construct the random variables Z n with the probability distributions ν n for all n ∈ N such that the characteristic function φ Z n (t) of Z n converges to exp(ita) pointwisely when n → ∞. Here, the probability measure ν n is redefined by
Thus, the probability density function p Z n of Z n can be written as
Next, we compute the characteristic function
According to the mean value theorem, there exists ζ n ∈ B n f n , ǫ n such that
Putting equation (3.30 ) into equation (3.29), we have that
This shows that lim
Putting equations (3.33) and (3.34) into equation (3.32), we have that
Taking the limits of the both sides of equation (3.35), the limit condition in equations (3.28) shows that
Therefore, combining equations (3.31) and (3.36), we conclude that
Corollary 3. 13 . Suppose that
If span {L n : n ∈ N} is dense in B * and the noise margins {ǫ n : n ∈ N} satisfy that
Proof. If we prove that equation (3.27 ) is true, then the convergence of s L n ,f n ,ǫ n (L) can be guaranteed by Theorem 3.12. Equation (3.37) shows that A
n+1 for all n ∈ N. Since L n u ∈ B n f n , ǫ n , we have that u ∈ A ǫ n n for all n ∈ N. Thus, u ∈ A 0 ∞ . We take any ω ∈ A 0 ∞ . For P ∈ span {L n : n ∈ N}, equation (3.37) assures that | ω − u, P B | = O(ǫ n ) for all n ∈ N. Since ǫ n → 0 when n → ∞, we conclude that | ω − u, P B | = 0. This shows that Pω = Pu. By the same method of Corollary 3.11, we can verify that ω = u. This shows that A 0 ∞ = {u}. Therefore, equation (3.27 ) is true.
Error Bounds of Kernel-based Estimators
Finally, we investigate the error bounds of Lu − s L n , f n (L) and Lu − s L n ,f n ,ǫ n (L) for a special class of the solutions u, respectively. By Proposition 2.5, we have that
This shows that the map
can be extended to the Hilbert space H S , that is, 
Based on the map Γ µ K , we verify that the errors of s L n , f n (L) and s L n ,f n ,ǫ n (L) can be bounded by σ L|L n in equation (3.9) , respectively. We define a vector function
40)
where the constants C 1 ≥ 0 and C 2 ≥ 0 are independent of L, L n , and f n .
and 
Moreover, we compute the mean square 
where the constant C 1 ≥ 0 is independent of L, L n , and f n .
Proof. The proof is completed by Theorem 3.14 immediately.
If the covariance kernel K is defined by the positive definite kernel K, then for L := δ x and L n := δ x 1 , · · · , δ x n T , the standard deviation σ L|L n is equal to the classical power function
T . This shows that σ L|L n can be viewed as a generalization of the classical power functions in [5, 21] and kriging functions in [23] . Therefore, for the special σ L|L n , we can compute the convergent rates by using fill distances same as meshfree methods in [5 
where the constants C 1 ≥ 0 and C 2 ≥ 0 are independent of L, L n ,f n , and ǫ n , and the constant M L,L n ≥ 0 is independent off n and ǫ n .
Proof. By the same method of the proof of Theorem 3.12 such as equation (3.35), we have that
Putting equations (3.40) and (3.46) into
we complete the proof.
Here, we only consider the situation that the noise ξ n satisfies ξ n 2 ≤ ǫ n . Actually, we can construct and analyze another kernel-based estimator for many kinds of noisy data by the same methods in this section. For example, the noise ξ n is reconsidered to satisfy that ξ n ∞ ≤ ǫ n . Thus, we replace the closed ballf n + B n 0, ǫ n to the closed cubef n + [−ǫ n , ǫ n ] n to reconstruct the kernel-based estimator s L n ,f n ,ǫ n (L) in equation (3.12) . To be more precise, η ǫ n K,L n f n is recomputed from the average overf n + [−ǫ n , ǫ n ] n measured by P µ K . There are many applications for generalized interpolations by kernel-based probability measures. Specially, we will use the kernel-based estimators to approximate the solutions of elliptic partial differential equations in the next section.
Constructions of Numerical Solutions of Elliptic Partial Differential Equations by Kernel-based Probability Measures
In this section, we solve an elliptic problem by the kernel-based probability measures. Suppose that the domain D ⊆ R d is regular and compact. We want to solve an elliptic equation with a Dirichlet boundary condition Here, ∇ϕ n is the Jacobian matrix of ϕ n and ∇ x ∇ T y is an operator matrix. According to Theorem 3.4 and Corollary 3.7, we have the kernel-based estimator 4) where c n is the least-squared solution of the linear system
Clearlyû L n , f n can be viewed as a function on D. Through Equation (4.4), we have thatû L n , f n ∈ H m (D). We callû L n , f n a kernel-based approximate function conditioned on the data (L n , f n ). Finally, we show the convergence ofû L n , f n . Suppose that X := x n 1 : n 1 ∈ N is a dense subset of D • and Z := z n 2 : n 2 ∈ N is a dense subset of ∂D. Let Θ := r n 3 : n 3 ∈ N be a decrease subsequence such that r n 3 → 0 when n 3 → ∞. Using the data points X × Θ and Z, we construct the functionals Λ := L (x n 1 ,r n 3 ) , δ z n 2 : x n 1 ∈ X, r n 3 ∈ Θ, z n 2 ∈ Z , (4.5) as shown in equation (4.2). Moreover, we also have the related data values Ξ := h(x n 1 , r n 3 ), g(z n 2 ) : x n 1 ∈ X, r n 3 ∈ Θ, z n 2 ∈ Z , (4 6) as shown in equation (4.3). Since Λ and Ξ are the countable sets, the set Λ × Ξ can be reordered as {(L n , f n ) : n ∈ N}. Thus, we have the data L n = (L 1 , · · · , L n ) T and Now we show the convergence of the kernel-based estimatorû L n , f n (x) in equation (4.4). Let the interpolation events {A n : n ∈ N} be constructed by the data (L n , f n ) : n ∈ N same as Example 3.1. By the construction of Λ × Ξ, the properties of mollification and the maximum principle assure that L n ω = f n for all n ∈ N if and only if ω = u. This shows that A 1 ⊇ . . . ⊇ A n ⊇ . . . ⊇ A ∞ = {u}. Therefore, Theorem 3.10 guarantees that s L n , f n (x) converges to u(x) when n → ∞ by replacing L = δ x .
In this article, we show how to solve the elliptic problems by the kernel-based probability measures. We can construct and analyze the kernel-based approximate functions by the deterministic scattered data. Different from the classical meshfree methods, we introduce the algorithms and theorems by the stochastic approaches. In the next article, we will apply the kernel-based probability measures to improve the meshfree methods for high-dimensional (stochastic) partial differential equations in [3, 4, 9, 11, 12, 14, 15] .
