Abstract-Orbital errors, characterized typically as longwavelength artifacts, commonly exist in interferometric synthetic aperture radar (InSAR) imagery as a result of inaccurate determination of the sensor state vector. Orbital errors degrade the precision of multitemporal InSAR products (i.e., ground deformation). Although research on orbital error reduction has been ongoing for nearly two decades and several algorithms for reducing the effect of the errors are already in existence, the errors cannot always be corrected efficiently and reliably. We propose a novel model that is able to jointly estimate deformation rates and orbital errors based on the different spatial-temporal characteristics of the two types of signals. The proposed model is able to isolate a long-wavelength ground motion signal from the orbital error even when the two types of signals exhibit similar spatial patterns. The proposed algorithm is efficient and requires no ground control points. In addition, the method is built upon wrapped phases of interferograms, eliminating the need of phase unwrapping. The performance of the proposed model is validated using both simulated and real data sets. The demo codes of the proposed model are also provided for reference.
subcentimeters) and under all-weather conditions. The MTIn-SAR techniques use SAR data acquired over the same area on different dates to suppress the effects of atmospheric delays, terrain height errors, and potential phase-unwrapping errors [10] . Orbital error reduction is a required step in the utilization of InSAR measurements [11] , and the need for orbit refinement becomes even more pressing when dealing with SAR data acquired by the Japanese Earth Resources Satellite 1 [12] , Radarsat-1/2 [13] , [14] , and Advanced Land Observing Satellite (ALOS)/Phased Array type L-band Synthetic Aperture Radar (PALSAR) [15] . In fact, without accurate estimate of orbital errors, there is no basis for precise retrieval of deformation signals from InSAR phases. However, it appears that the issue of orbital errors has not yet been given sufficient attention in the current MTInSAR techniques. For example, there is no telling consideration in the PSI system on the refinement of orbital errors except for taking the phase component due to orbit indetermination as a part of atmospheric contribution [1] . In the SBAS method, the orbit errors are fitted to a plane and removed from the unwrapped phase of each interferogram. The best fit plane may or may not fully reflect the effect of the orbit errors. More recently, an orbit correction method based on the analysis of phase gradients in the wrapped interferograms has been integrated into the SBAS processing chain [16] . It is, however, not able to effectively separate the long-wavelength deformation signal from the orbit errors.
Understanding the characteristics of orbital errors is the key to determining how the errors can be effectively modeled. In the spatial domain, the phase component due to orbit errors usually appears in an interferogram as a smoothly varying pattern. The long-wavelength orbital artifacts are obvious in some cases but can be obscured by other phase components in the other cases. When the orbit errors are visible in an interferogram, a 2-D polynomial is commonly used to model and remove the errors [17] , [18] . However, the signals of atmospheric delay and ground deformation may affect the determination of the coefficients of the polynomial. Fig. 1 shows the estimated orbital phase polynomial from a simulated interferogram that also contains atmospheric artifacts [ Fig. 1(c) ] and a deformation signal [ Fig. 1(e) ]. The long-wavelength deformation signal that mimics the effect of the orbit errors can seriously distort the estimated orbit errors. This suggests that the orbit errors can be particularly troublesome in mapping long-wavelength ground deformation such as interseismic motions across active faults. On the other hand, the orbit errors in MTInSAR images are associated with particular time epochs; they have rather weak temporal correlation compared with the deformation signal [19] , [20] . Based on the aforementioned characteristics of the orbit errors, it is more advantageous to make use of a stack of MTInSAR images to model and remove the errors. Instead of focusing only on a single image pair, Biggs et al. [20] proposed a network method to separate the orbit errors from a set of unwrapped phases. Since unwrapped phases are used as the input in the proposed model, the potential phase-unwrapping errors may distort the estimated orbit errors. In addition, the method was initially designed for analyzing interseismic strain accumulation, and it requires iterations and a geophysical model. However, for large ground motions with complex spatial-temporal patterns, the iterative procedure is of low efficiency and may diverge during parameter retrieval. Since the orbital phase errors in an interferogram are equivalent to phase contribution due to a baseline error, Bähr and Hanssen [21] proposed another network approach that transfers the estimation of orbit errors to the estimation of baseline errors. However, the approach works under the condition that the orbit errors are the only remaining signal in the interferograms and cannot effectively separate orbit errors from large-scale ground motions, neither the wavelet-based method for orbital error correction [30] can.
The primary goal of this paper is to provide a novel MTInSAR model that can jointly estimate the deformation rates and the orbit errors from a set of multimaster interferograms with short baselines. The model is based on the different spatial-temporal characteristics of the deformation signal and the orbit errors. The deformation component correlates with the time span of an interferogram, while the orbital phase errors depend only on the time of the SAR acquisition and can be spatially modeled by a low-order polynomial. Following the framework proposed in [8] , the parameters (i.e., deformation rates, digital elevation model (DEM) errors, and orbital phase) are resolved directly from wrapped phase, and phase unwrapping is not required. Both simulated and real data sets will be used to evaluate the performance of the proposed model.
II. METHODOLOGY

A. Observations
We select to use a set of interferograms with short baselines (spatial and temporal baselines and Doppler centroid difference) and take the differential phase at the arcs (coherent point pairs) as the basic observations. The coherent point pairs should be densely constructed according to the strategy proposed in [8] . The advantage of using arcs is that the differencing operation can reduce the spatially correlated atmospheric signals. The remaining atmospheric artifacts at the arcs are taken as random noise in the temporal domain [1] .
Considering M differential interferograms generated from N SAR images, the wrapped phase at the coherent point P in the ith interferogram can be written as If there are G arcs in total constructed from P coherent points, the observations from the ith interferogram can be written as
The observations for all interferograms can be denoted by
The vector ΔΦ (M ×G)×1 contains all observations for the proposed model. It is worth noting that, although the observations for the models presented in [1] , [2] , and [8] are also phase differences at arcs, it is difficult (or impossible) for these models to include the orbital unknowns which are spatially correlated and have the relationship with the location of the coherent points. This is mainly because these models are essentially designed for each single arc and parameters at arcs are first resolved and then integrated with respect to a reference point to obtain the parameters at all coherent points, resulting in no full usage of spatial information. A direct relationship between the observations at arcs and the parameters at coherent points is actually vital for the proposed model, which will be presented in the following sections.
B. Modeling Orbit Errors
As mentioned previously, orbit errors in an interferogram can be modeled by a low-order polynomial. Since an interferogram is typically a linear combination of two single-look complex (SLC) images, the orbit errors can also be represented by two polynomials, each representing the orbital errors in one of the two SAR images. By estimating a polynomial for each image, the total number of coefficients (unknowns) is usually significantly less than that for estimating a polynomial for each interferogram. In addition, we assume that the orbit errors in one of the images (i.e., the reference image) are negligible. The following polynomial is used to represent the relative orbital error of a pixel P with coordinate (X, Y ) with respect to the reference image:
where a j , b j , and c j are the unknown coefficients to be estimated. A constant term is not needed since it has the same effect on all pixels in the image and will be canceled out during the differencing operation. The relative orbit errors at all arcs in an SLC image can be written as
where dX, dY, and dXY are the vectors of pixel coordinate differences between points that form the arcs. Equation (6) can be written in a matrix form
where
It should be noted that a higher order polynomial with more coefficients can also be considered according to the orbit error pattern. Empirically speaking, a full second-order polynomial should be enough for most cases. Let A be a matrix for differencing operation to generate M interferograms from N SLC images, and the column corresponding to the reference image has been removed, which has a form as
.
The design matrix relating the observations in (4) and the orbit error parameters in (7) at the arcs is
where ⊗ denotes the Kronecker tensor product. The phase components due to the orbit errors at all arcs of the interferograms can then be obtained
where P orb contains all polynomial coefficients of relative orbital errors with respect to the reference image.
C. Modeling Deformation Rates and DEM Errors
Since the relationship between the phase components in interferograms and the deformation rate as well as DEM errors has been well discussed in the literature (e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] ), we limit ourselves here to a brief description. For a given point (p), in addition to orbit error, the topographic error (Δh p ) and the linear deformation rate (v p ) also contribute to the differential phase [8] 
where superscript i stands for the ith interferogram, and Equation (11) shows the phase components due to the topographic error and the deformation rate, respectively. Readers wishing to delve further into (11) and (12) can refer to [8] .
Considering M interferograms in total, the differential phase due to deformation and the topographic error at p can be expressed as
where B M ×2 is the design matrix relating the topographic error and the linear deformation rate to the phase observations. Let C G×(P −1) be an index matrix indicating the relationship between the G arcs and the P coherent points where the column corresponding to the point with known DEM error and deformation rate (i.e., the reference point) has been removed. The phase differences at the arcs in the interferogram due to topographic errors and deformation rates have the following expression:
The phase differences at the arcs in all interferograms due to topographic errors and deformation rates can then be expressed as
with
D. Observation Equation and Initial Solution
The final observation equation reflecting the relationship between the phase differences at the arcs and the unknowns (i.e., orbital error polynomial coefficients, topographic errors, and deformation rates) can be expressed as
where W is a vector that contains all the unmodeled phase at the arcs due to, e.g., spatially uncorrelated atmospheric delays and the decorrelation noise. It should be noted that (17) is a large sparse linear system and the direct solution of unknowns relies on matrix factorizations. Sparse factorization is typically used and can be performed using CHOLMOD package [22] that appears in Matlab as a built-in backslash operator. As an alternative, (17) can also be resolved by an iterative method based on the bidiagonalization procedure of Golub and Kahan [23] , [24] that appears in Matlab as a built-in LSQR function.
E. Phase Ambiguity Detection and Final Solution
Since the observations in (17) are wrapped phase, a number of observations might contain phase ambiguities. The initial solution carried out without considering the phase ambiguities should be updated by detecting and removing the observations with modulo −2π [8] , [9] . By analyzing the phase residuals from the initial solution, we notice that phase ambiguities can result in abnormally large least squares residuals (Fig. 2) . Therefore, the residuals of the initial solution can be used to identify observations with phase ambiguities. For simplicity, we adopt a strategy proposed in [8] that examines the largest residual in each arc, and if the residual is larger than a given threshold, all observations at the arc will be removed from the solution. The advantage of the method is that a strict outlier diagnosis is not required since we do not need to exactly know which observations have phase ambiguities. Instead, we are concerned with whether the phase differences of the arc have any ambiguity. Accordingly, a phase ambiguity detector can be constructed as follows:
where Max(·) denotes the maximum value of the vector, v g is the vector of phase residuals of the gth arc, and Γ is the threshold that is set according to the variance [8] or the histogram of phase residuals. When the condition in (19) is met, the arc will be removed from the final solution.
After the arcs with phase ambiguities are detected and removed, the sparse-matrix least squares is performed again on the remaining arcs to get the unknowns. Finally, we can obtain the solution of the observation model, which includes relative orbital phase errors at SAR acquisition dates with respect to the reference image, DEM errors, and deformation rates at all coherent points. The Matlab routines for the proposed model can be found in the demo codes [25] .
III. ALGORITHM TESTING WITH SYNTHETIC DATA SETS
To assess the performance of the proposed model, a test with synthetic data was conducted first. The use of synthetic data allows a quantitative analysis. In this test, we simulated five types of signals at 2335 points in a small area of roughly 5 km × 7.5 km in the Los Angeles Basin, California. The signals include linear deformation rates, topographic errors, atmospheric signals, orbit errors, and random noise. To test the proposed model for extreme cases, the simulated deformation rates [ Fig. 3(a) ] share exactly the same spatial pattern as the orbital errors in the first SLC image. The simulated topographic errors [ Fig. 3(b) ] have a uniform distribution between 9 m and −15 m. Atmospheric signal is simulated for each image using fractal surfaces with the fractal dimensions being 2.67 [11] . The maximum variation of the simulated atmospheric signal over the area is about 2 rad. An example of the atmospheric signal is shown in Fig. 3(c) . Since the phase screen caused by the errors in the SAR sensor state vectors is usually spatially smooth in an interferogram, we simulate the orbit errors by using a set of 2-D second-order polynomials. The simulated orbital error for each image varies from ∼ −14 rad to ∼40 rad in an area of 5 km × 7.5 km, which is much more serious than the normal case. The random noise in all images is randomly set to a mean of 15
• with a standard deviation of 5
• . As an example, the phase noise for an image is shown in Fig. 3(d) . Fig. 3 (e) and (f) shows the typical orbital errors associated with SLC images, which are not the real phases and simply used for generation of orbital phases in interferograms. More details about the simulation can be found in [31] . In the test, a total number of 26 interferograms (Fig. 4) with baselines shorter than 300 m and 2 years are generated from 19 SLC images containing different types of signals mentioned. A dense point network is first constructed [ Fig. 5(a) ] with the method of local triangulation [8] , and initial parameter estimation is then carried out. By using a threshold value of 2 rad according to the histogram of the residuals [ Fig. 5(b) ], the arcs potentially with phase ambiguities are removed. This process results in a new network [ Fig. 5(c) ] for final parameter estimation. The estimated deformation rates are shown in Fig. 6(a) . The difference between the estimated deformation rates and the true values is shown in Fig. 6(b) and (c), which has a mean value of 0.1 mm/y and a standard deviation of 0.44 mm/y. Compared with the true orbital errors at each SLC images, the estimated orbital polynomials have errors with a mean of 0.01 rad and a standard deviation of 0.2 rad. It is clear from the results that the proposed model is able to isolate effectively the deformation signal from the orbit errors even though they share exactly the same spatial pattern. However, it is worth noting that the pattern of the difference is quite similar with that of atmospheric artifacts, indicating that the atmospheric artifacts as a vital error source can degrade the precision of the estimated parameters. Since the atmospheric artifacts are also spatially correlated, although the correlation dimension is usually much smaller than that of the orbital errors, some of the atmospheric errors could be absorbed by the orbital error polynomials. This could degrade the accuracy of the estimated orbital errors, but it should not affect significantly the other estimated parameters, e.g., the deformation rates that are of the primary interest. To better understand the effects of atmospheric artifacts on the parameter estimation, we have simulated three levels of atmospheric artifacts with their ranges of magnitude variation being 2, 4, and 6 rad, respectively. The means and standard deviations of the errors in the estimated parameters (i.e., deformation rates and orbit errors) are given in Table I . The results clearly indicate that, although phase differences between neighboring coherent points are commonly used in multitemporal equation systems to reduce the effects of spatially correlated atmospheric artifacts, the estimated parameters can be seriously distorted when the atmosphere term is large. A comparison between the proposed model and the widely used method for orbital error correction based on ground control points (GCPs) is made. The deformation rates [see Fig. 6(d) ] are first estimated without considering the orbital errors. Ten GCPs with known deformation rate measurements are then selected over the image. To make the comparison more realistic, Gaussian errors with a standard deviation of 1 mm/y are added to the GCP. A polynomial is then estimated from the GCP, and the results are shown in Fig. 6 (e). The deformation rate map is finally obtained by subtracting the orbital error polynomial from the results in Fig. 6(d) . The errors in the estimated deformation rate map are shown in Fig. 6(f) . The mean value and the standard deviation of the errors are 0.26 and 0.59 mm/y, respectively, which are higher than the corresponding values of the results achieved by the proposed model (0.1 and 0.44 mm/y). Part of the reasons for the results is that the GCP-based method for orbital error correction requires a high-accuracy GCP that is normally unavailable in practice.
More limitations of the GCP-based method are discussed in Section IV-B. Other successful tests with different deformation patterns can be found in the demo codes [25] .
IV. ALGORITHM TESTING WITH REAL DATA
A. Envisat ASAR Data Over Los Angeles Basin
The Los Angeles Basin, California, has been used frequently for testing InSAR techniques [19] , [26] [27] [28] as it has moderate ground movement and low image decorrelation, and there are dense GPS observations from the Southern California Integrated GPS Network for validating the results. We processed 98 interferograms with baselines less than 150 m and 500 days using 41 Envisat/Advanced SAR (ASAR) SLC images (Frame 2925, Track 170) acquired between August 7, 2004 , and September 25, 2010. Based on the differential phases at a total of 2 633 791 arcs constructed from 851 808 coherent points with a spatial resolution of ∼25 m, we jointly solved the linear deformation rate and the orbital errors using the proposed model. Quantitative validation and geophysical interpretation of the estimated deformation result are beyond the scope of this paper. Instead, we have highlighted a comparison between the orbital error refinement from the proposed model and from the GCPs. There are 29 GPS sites within the study area that had observations on the SAR acquisition dates, and there are also coherent points within 100 m from the GPS sites. The interferograms are unwrapped and compared with the GPS observations to get the phase differences between the GPS observations and their nearest coherent points. The phase differences are then fitted to a second-order polynomial. The polynomial is removed from the corresponding unwrapped interferogram. The corrected phases are wrapped again and shown in Fig. 7 together with the detrended interferograms from the proposed model.
It is seen from the results that both of the methods can remove the orbital fringes, and the results from the two methods agree with each other in general. This demonstrates that the proposed approach works well even without using any GCP. To further evaluate the performance of the proposed the model, similar to the test on the synthetic data set, we have added artificial orbital polynomials to several SLC images over the LA basin and allowed the orbital errors to propagate to the related DInSAR phases. As expected, the added orbital errors can be satisfactorily retrieved based on the joint model. It should be noted that the standard deviation of the daily GPS observations in the radar line-of-sight (LOS) direction is around 4 mm [29] , and therefore, the standard deviation of the differential GPS observations between two observation dates is about 5.6 mm. Due to the measurement error at GPS sites, errors in DInSAR images (atmospheric artifacts and other noise), and the location difference between the GPS site and the nearest coherent point, the orbital phase polynomials retrieved by the GCP-based method over the Los Angeles Basin cannot be considered accurate enough to serve as a reference. Table II shows a comparison between the orbital phases in interferograms shown in Fig. 7 estimated from the joint model and those from GCP-based method in terms of standard deviation and mean of their differences. It is observed that the discrepancy is relatively large in the interferogram of 20050514-20050723, with a mean value of 2.28 rad (standard: 1.59 rad). We believe that the measurement error at GPS sites and the atmospheric artifact in the DInSAR measurement are the main sources of the discrepancy because the orbital polynomial fitting based on GPS also shows a large inconsistency (rmse: 1.97 rad) for that interferogram. If we assume that the InSAR-derived LOS measurement for the same time interval has similar accuracy with GPS measurements, it can be concluded that the standard deviation of the orbital phase estimated from the continuous GPS (CGPS) sites is around 1.8 rad. In addition, the DEM errors are also modeled and estimated simultaneously with the orbit error polynomials and the deformation rates in the proposed method. The DEM errors are, however, usually not modeled together with the orbit errors in the GCP-based method. This should also contribute to the discrepancies between the results of the two methods.
Aside from the aforementioned factors that might result in errors of phase differences at GCP, sparse location and poor spatial distribution of GCP can also adversely affect the polynomial fitting susceptible to edge effects, leading to unrealistic modeling for the orbital error. The GPS density and distribution over Los Angeles are two of the best examples in the real world. Such a luxury of CGPS deployment is not widely available elsewhere, providing a challenge to remove orbital errors in InSAR images based on GCP. On the other hand, our algorithm, which does not rely on any GCP, is an efficient method.
B. ALOS/PALSAR Data Over the City of Mobile
The City of Mobile is located in the southwestern corner of Alabama, USA. ALOS/PALSAR images are used to map the deformation over the city and its surrounding areas by InSAR techniques. The proposed model is applied to this PALSAR data set since, during the processing, we found that almost all interferograms generated from PALSAR images contain obvious orbital errors. We selected 19 interferograms (Fig. 8 ) generated from these 12 PALSAR images acquired between June 18, 2007, and August 11, 2010 . Differential phases at 1 444 800 arcs constructed from 422 440 coherent points are used as observations, and the resolved LOS linear deformation rates from the proposed model are shown in Fig. 9(a) . The results show clear water level change in the wetland area and no notable deformation in the other areas. The map with a color bar ranging from −5 to 5 mm/y [ Fig. 9(b) ] apparently indicates that no observable orbital residuals existed in the estimated deformation. The interferograms after removal of the orbit errors are shown in Fig. 10 . It is clear that the orbital fringes have been successfully removed, suggesting that the joint estimation model is adequate.
When applying the proposed model in real cases, it is worth emphasizing that the memory cost might be high. Since the deformation rate, DEM error, and orbital error are simultaneously resolved from the model, a large sparse design matrix is required. For example, for this particular case, the sparse design matrix has a size of 27 451 200 × 844 933, and it occupies about 5 GB of memory that nearly doubles that of the matrix without the orbital error parameters. The processing time for this case is about 1188 s on a desktop PC with an Intel i5 CPU and 16-GB memory, which also about doubles that without orbital error parameters (596 s). 
V. CONCLUSION AND DISCUSSION
We have presented a novel least-squares-based MTInSAR model that is able to jointly estimate the deformation signal and orbital errors. A distinctive advantage of the model is that it can isolate the deformation signal from the orbital error without the need of phase unwrapping as well as GCPs. By building up a direct relationship between the differential phases at arcs and the unknown parameters, the model can be solved by sparse least squares, and arcs with phase ambiguities can be detected and removed according to the least squares residuals. In the proposed model, a local triangulation approach [8] is used to ensure that much more observation arcs are included in the network. Such a dense triangulation network is useful for resolving the unknown parameters.
The quantitative assessment using synthetic images indicates that the joint estimation model can yield results that are within an acceptable range of error. Through experimental results with real SAR data, we have demonstrated that the use of a joint estimation model can yield better separation of deformation signals, thus implying that the proposed model could serve as a promising tool for deformation estimation with SAR data.
It should be noted that the computer memory requirement can become high particularly for a large ground area with dense coherent points. The problem can be resolved by using virtual memory created on the hard disk at the cost of longer processing time when the physical memory is insufficient. Alternatively, the proposed model can be applied to unwrapped phases provided that the phase ambiguities have been reliably determined. In this case, the coherent points can be first subsampled according to their spatial density and the orbital error polynomials, and the deformation rates can be estimated from a subset of sparsely distributed points. After determining the orbital error polynomials, the deformation rates and topographic errors can be resolved for all points. The approach can reduce the size of the design matrix and, hence, the memory requirement significantly.
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