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This thesis contains two main parts: the first part focusses on an electron diffrac-
tion study on unsupported antimony (Sb) clusters, while in the second part the
design and development of a time-of-flight mass spectrometer (TOFMS) is dis-
cussed.
Electron diffraction is an ideal tool to study the structure of clusters entrained
in a beam. The main advantage of this technique is the ability to study the clusters
in situ and in an interaction-free environment. It is therefore not necessary to re-
move the particles from the vacuum system which would lead to oxidation. Since
the particles do not have to be deposited on a sample for further investigation,
there is also no substrate which could influence the cluster structure. An addi-
tional advantage is the short exposure to the electron beam, thereby minimising
the likelihood of damaging the particles.
Sb clusters were produced using an inert-gas aggregation source. To con-
trol the cluster properties the source temperature, pressure and type of cooling
gas can be adjusted. In the range of source parameters tested, Sb clusters with
three different structures were observed: a crystalline structure corresponding to
the rhombohedral structure of bulk Sb, an amorphous structure equivalent to the
structure of amorphous Sb thin films, and a structure with the same diffraction
signature as Sb4 (Sb evaporates mainly as Sb4). This last structure was found to
belong to large particles consisting of randomly oriented Sb4 units.
In order to study the size distributions and morphologies of the Sb clusters,
the clusters were deposited onto substrates and studied under an electron micro-
scope. The crystalline particles showed a wide variety of strongly faceted shapes.
Depending on source conditions, the average cluster diameters ranged from 15
to 130 nm. There was a considerable disagreement between these values and the
size estimates from the diffraction results with the latter being smaller by an order
of magnitude. This might be due to the existence of domains inside the clusters.
The amorphous particles were all found to be spherical with mean sizes between
27 and 45 nm. The Sb4 particles showed a liquid-like morphology and tended to
coalesce easily. Their sizes ranged from 18 to 35 nm.
To obtain an independent method for determining the cluster size, a TOFMS
was designed and developed in collaboration with Dr Bernhard Kaiser. However,
the TOFMS failed to detect a cluster signal in the original set-up which is most
likely due to a defective ioniser and underestimated cluster energies. Further tests
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For a long time after discovering that matter consists of atoms, research was
limited either to single atoms or to the bulk. Only a few decades ago, the
field in-between – the field of clusters – started to attract interest. Clusters
are small particles of 2 to about 105 atoms and bridge the gap between
quantised states in atoms and molecules on one side and continuous states
in the bulk on the other side. There is, of course, no definite upper limit
to the number of atoms in a cluster, as it depends on the properties under
consideration. The limit can be defined as the size at which particular
properties become indistinguishable from the bulk properties. The fact that
some of these properties differ widely from the bulk values makes research
on clusters particularly interesting: the melting point of small gold [1] or
sodium [2] clusters, for example, is greatly reduced. The band gap of
silicon has been observed to be size-dependent as well [3]. Furthermore,
it has been shown that inert metals such as gold show strong catalysis if
the particle size is reduced [4]. Most of these differences can be explained
through the dominance of quantum effects at small scales and the influence
of the surface on the clusters. In the case of bulk material, the number of
atoms on the surface is negligible compared to the number of atoms inside.
For clusters, however, the fraction of surface atoms FS becomes important.
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For a pseudo-spherical cluster it is given by the following expression [5]:
FS = 4 · N− 13 (1.1)
where N is the number of atoms per cluster. Accordingly, a cluster of 100
atoms has more than 85% of its atoms on the surface, while a cluster of
100 000 atoms still has almost 10% on the surface. This has a huge impact
on many properties of clusters, since the atoms on the surface have fewer
nearest neighbours and are therefore less strongly bound.
The size-dependent behaviour of may cluster properties offers the op-
portunity to produce clusters with predetermined features which can be
fine-tuned. Figure 1.1 shows a schematic representation of the depend-
ence of a cluster property G on the number of atoms per cluster N. On
the upper end of the size scale it might be possible to extrapolate certain
cluster properties from the bulk value G(∞). In this region, the cluster
size effects follow a smooth trend. At the lower end of the scale, however,
these properties do not follow the same trends. Instead, they show signific-
ant deviations. These deviations usually oscillate around the general trend
and are caused by quantum size effects and surface effects [6].
Numberof Atoms per Cluster N
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Figure 1.1: The size dependence of cluster property G on the number of atoms per
cluster N. After [6].
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The study of clusters can be compared to the study of bulk surfaces as
in both cases the influence of surface atoms is crucial. The low coordina-
tion number of surface atoms can lead to strain and rearrangement on the
surface. The structure of a particle directly influences its electronic proper-
ties which in turn affect the general properties. Determining the structure
of a cluster therefore helps to understand many of its characteristics.
There are several different ways to study the cluster structure. Most
techniques rely on depositing the clusters on a substrate to study them
either under an electron microscope or by using a diffraction technique.
The main disadvantage of most of these methods is the interaction between
the substrate and the clusters which can alter their structure. It is also
possible that the clusters fragment on impact or diffuse and aggregate on
the surface to form new clusters. To avoid these problems it is necessary
to probe the clusters while they are still unsupported in the vacuum. A
technique which allows this is electron diffraction from a dense cluster
beam crossed by high energy electrons. By analysing the signal of the
scattered electrons, conclusions about the structure of the clusters can be
drawn.
The topic of this thesis is the study of the structure and possible phase
transitions of antimony (Sb) clusters. The clusters are produced in an inert-
gas aggregation (IGA) source and are then analysed by a high energy elec-
tron diffractograph. Structure analysis is only one small part of the fast-
growing field of cluster science. More information on other aspects can be
found in [5, 7, 8].
In the following section the structure of clusters is discussed in detail.
This is followed by a section describing previous electron diffraction stud-
ies of unsupported clusters. The third section introduces Sb and reviews
the current knowledge of its cluster structure. The chapter finishes with an
outline of the thesis.
1.1 The Structure of Clusters
As previously mentioned, the structure of a cluster is heavily influenced by
the fraction of atoms on the surface. The smaller a cluster is, the larger the
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fraction of surface atoms relative to its volume is. The surface free energy
γ of a cluster or a crystal is related to the energy W required to break the





where S is the area of the crystal face which is exposed. The thermody-
namic equilibrium shape of a cluster can be achieved by minimising its




where A is the total surface area. This equilibrium shape can only be
reached if the particle is relatively small, since the kinetic processes neces-
sary to change the shape of a large particle and reach equilibrium require
too much time. Furthermore, particles in a dense vapour have no chance
to reach equilibrium at all because it is more likely for them to assume a
shape based on kinetic growth than their equilibrium shape [10].
For a liquid, the equilibrium shape is a sphere. Clusters, however, can
assume faceted shapes even if the resulting surface area is enlarged, since
the surface free energy γ varies for different crystal planes. To determine
the equilibrium shape, a geometrical method to minimise (1.3) was de-
veloped by Wulff [11]: vectors with a length relative to the surface free
energy γ for each facet are drawn from the origin in the direction of each
crystal plane. At the end of these vectors, perpendicular planes are con-
structed which form a polyhedron geometrically similar to the equilibrium
shape.
As the Wulff shape only minimises the surface energy and not the total
energy of a particle, it is possible for small particles to assume a shape
different to the Wulff shape. This is achieved by introducing strain in the
crystal structure as in the case of the so-called multiply twinned particles
(MTP) which are based on a face-centred cubic (fcc) structure and are
formed of tetrahedra [13]. Common examples for MTPs are icosahedra
and decahedra shown in Figure 1.2. Both these structures show a five-fold
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Figure 1.2: Examples of multiply twinned particles: decahedron (left) and icosa-
hedron. After [12].
symmetry which is not seen in macroscopic particles. This is due to the fact
that the five-fold symmetry is not a translational symmetry and therefore
requires non-crystalline packing. The icosahedron consists of 20 tetrahedra
touching at one point at the centre of the structure. However, as tetrahedra
are not space-filling, the icosahedral structure is highly strained [14] which
is also a reason why there is no icosahedral bulk structure. The decahed-
ron is formed by five tetrahedra sharing a common edge. However, the
resulting body is not filled completely either, as there is still a gap between
two connecting faces. The only way of achieving a perfect decahedron is to
allow the tetrahedra to deform which in turn leads to strain in the resulting
structure.
Since the surface energy is of great importance for polyhedral particles
and since they have such a well-defined shape, it is energetically unfavour-
able to add single atoms to the faces of such a particle during growth. To
retain the shape, a whole layer of atoms, a so-called shell, is required.1 A
filled shell leads to an increased stability of the particle by reducing its total
1Depending on the shape, it is not always required to have a whole new shell, as long
as the original symmetry is retained.
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energy. For every cluster shape there is a characteristic series of numbers
of atoms required to construct the basic shape as well as the consecutive
layers. These numbers are called magic numbers – or more accurately geo-
metric magic numbers. This is to avoid confusion with the electronic magic
numbers which are due to filled electronic shells. Both the geometric and
the electronic shell structure can be observed experimentally using a mass
spectrometer. Depending on the type of experiment, a filled shell appears
in a mass spectrum as either a peak or a dip [15].
Since the five-fold symmetry of the MTPs discussed above is not a valid
bulk structure, there has to be a stage during the growth process of a cluster
where the phase changes from an MTP to the bulk structure. This re-
arrangement is due to the competition between internal strain and surface
energy, as previously mentioned. If the fraction of surface atoms is low
enough, the decreased surface energy of an MTP structure loses its import-
ance and the strain-free crystal structure takes over. At which particle size
this transition happens depends on the material: for aluminium a trans-
ition to fcc has been observed for particles with less than 1000 atoms [5],
while sodium clusters with tens of thousands of atoms were found to be
icosahedral [14]. Electron diffraction on unsupported clusters is one of the
preferred methods to study this transition.
1.2 Electron Diffraction Studies on Unsupported
Metal Clusters
As discussed above, electron diffraction is the technique of choice to study
the structure of unsupported clusters. The background of this technique
will be described in detail in Chapter 3. An overview of the results of
previous studies and their importance for the present work is presented in
the following.
Many electron diffraction experiments on clusters were done on rare gas
clusters, while there are only limited results available for metal clusters. For
a review of electron diffraction studies on unsupported clusters in general,
refer to Bartell [16]. The first – and for a long time the only – group under-
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taking electron diffraction studies on unsupported metal clusters was that
of Stein et al. [17–20]. They studied the structure of lead (Pb), bismuth (Bi),
indium (In), silver (Ag), and Sb clusters. The clusters were produced in an
inert-gas aggregation (IGA) source. In this source, metal is evaporated and
the hot metal vapour is quenched by a flow of cold inert gas. This leads to
regions of supersaturation which allow clusters to be formed. The cluster
growth stops once the particles are swept out of the source chamber by the
inert gas. The first metal studied by Stein et al. was In. They investigated
clusters between 40 and 80Å diameter and observed a structural change
from tetragonal (which is the bulk structure of In) to fcc at a diameter of
around 50 to 60Å [18].2 For Pb the clusters had similar sizes and the ob-
served structure was fcc over the whole size range (the same as the bulk
structure) [17]. Upon closer examination, they found that a mixture of fcc
and liquid clusters fitted the diffraction data of smaller clusters better [20].
Bi clusters between 60 and 95Å were studied and the structure was found
to be rhombohedral as for the bulk [18]. The silver clusters with a diameter
of 40 to 110Å showed a bulk-like fcc structure on the upper end of the
scale and a deviation from the bulk structure for smaller particles. They
assumed this was due to partially liquid or amorphous clusters [19]. The
patterns for Sb clusters were too weak to gain any detailed information
about the structure, but two different phases were observed [20]. The first
phase showed crystalline features and was achieved by adding inert gas to
improve cooling of the clusters. For the second phase, Sb was evaporated
without additional cooling gas and a pattern with liquid or amorphous
features was recorded. These experiments will be discussed in detail in the
next section.
With Stein’s support, a group at Ecole Polytechnique Fédérale de Lau-
sanne (EPFL) built an electron diffraction apparatus where they studied
Ag, copper (Cu), and germanium (Ge) clusters [21–26]. The first experi-
ments on Ag clusters of 20 to 110Å diameter showed an fcc structure for
the larger clusters and a mixture of different structures (mainly fcc and
decahedra) for smaller ones [21]. More in-depth studies, however, came
2Although the Ångström unit (1Å = 10−10m) is not an SI unit, it is widely used in the
context of crystallography.
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to the conclusion that the cluster structure is more dependent on the tem-
perature than on the size. They investigated 30 to 110Å diameter clusters
and found a change from fcc to icosahedra [22–25]. In case of Cu, they
studied 30 to 70Å diameter clusters and observed a change from fcc to
icosahedra at 38Å diameter in accordance with molecular dynamics sim-
ulations [24, 26, 27]. The experiments on Ge led to diffraction patterns
with a single weak but reproducible peak and did not allow any further
conclusions about the cluster structure to be drawn [24].
Further electron diffraction studies on Bi and Sb were undertaken by
Sun et al. [28]. They formed clusters by pure vapour ejection from a nozzle
source. In the case of Sb, they also added helium to improve cooling. A
liquid state for both Bi and Sb was reported but the patterns were very
weak and no further conclusions could be drawn. The Sb results will be
discussed in more detail in the next section.
The same equipment that was used by the group at EPFL in Switzerland
was then moved to the University of Canterbury in New Zealand. Here two
further studies were undertaken: the first one on lead (Pb) and zinc (Zn)
clusters [12] and the second one on Bi [29]. Pb clusters between 20 and 70Å
diameter were observed. The small particles showed a mainly icosahedral
structure, while at approximately 55Å there was a change to a mainly
decahedral structure. In contrast to all other experiments undertaken with
this equipment, the structural change was not caused by a change in source
temperature or pressure but by the type of cooling gas used. With helium
(He) the smaller icosahedral particles were observed and with argon (Ar)
the larger decahedral ones. No fcc phase (bulk) was detected. For Zn it
was not possible to generate a high-intensity cluster beam needed for the
diffraction experiments. The Bi study showed large clusters with diameters
between 70 and 230Å and it was impossible to reduce the cluster sizes even
using a very wide range of source conditions. Most of the clusters detected
had the rhombohedral structure of bulk Bi, but clusters with an amorphous
or liquid structure were also observed. As in the Pb study, this transition
depended on the type of inert gas used. Using He led to mainly amorphous
particles, while changing to Ar gave rise to crystalline clusters.
In another project, which is not directly related to our research, an
ion trap was used to mass-select cluster ions which were then probed by
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electron diffraction [30–33]. The clusters investigated were C+60, (CsI)nCs
+
(n = 30–39) and more recently Agn (n = 36–46, 55). While ion trapping is
a slow procedure and the scattering intensities are usually very low, it has
two major advantages over the standard electron diffraction experiment on
a continuous beam: it allows the exact size as well as the temperature of
the trapped ions to be determined. In all the other experiments described
above, the clusters in the beam have always a broad size distribution and
the temperature can only be estimated.
1.3 Antimony
Apart from the few studies previously mentioned, there is no detailed in-
formation about the structure of antimony (Sb) clusters available. Since Sb
is part of the same group in the periodic table as Bi and sinc e they both
share the same bulk structure, a comparison to the previous study on Bi
clusters is expected to lead to new insights into both elements. Sb is also
an interesting element in its own right. Sb vapour, for instance, consists
mainly of tetramers and not monomers and dimers as in most other cases.
Furthermore, Sb thin films show an amorphous structure which is semi-
conducting (see below). This might lead to new cluster structures which
have not yet been observed. In the next section, the general properties of
Sb are discussed. This is followed by a review of previous studies on Sb
clusters.
1.3.1 General Properties of Antimony
The properties of Sb are reviewed in [34], and all data is reported here
is from this review unless otherwise noted. Sb is a brittle, silvery metal
with a density of 6.68×103 kg·m−3 when solid and 6.45×103 kg·m−3 when
liquid [35].3 The melting point of Sb is 630.6◦C (903.8K) and the boiling
point 1587◦C (1860K). The temperature-dependence of the vapour pres-
sure is an important characteristic for the cluster production. For Sb 10Pa
of vapour pressure (a pressure at which clusters are commonly expected
3Unlike in the case of Bi, the volume of liquid Sb decreases when freezing.
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to form) is reached at 603◦C compared to 768◦C for Bi [34] (despite the
melting point of Bi being only 271.5◦C).
Sb is a semi-metal and part of the group VA in the periodic table (to-
gether with nitrogen (N), phosphorus (P), arsenic (As) and Bi). It has an
electrical resistivity of 39×10−8Ωm at 273K (compared to 107×10−8Ωm
for Bi and 1.5×10−8Ωm for Cu). There are two stable isotopes: 121Sb with
a natural abundance of 57.2% and 123Sb with an abundance of 42.8%. The
atomic mass is 121.76 g·mol−1.
Sb Allotropes
The bulk structure of metallic Sb (also known as ‘grey’ Sb) is rhombohedral
and the unit cell resembles a cube stretched along a body diagonal with
two atoms per unit cell. The Sb crystal structure consists of puckered six-
membered rings which form two-layered structures as shown in Figure 1.3.
The structural data for Sb is given in Table 1.1. For comparison, this table
also displays the data for Bi. Across the periodic table, the rhombohedral
structure is not very common: apart from Sb and Bi, only arsenic (As),
mercury (Hg), and samarium (Sm) show this structure. In addition to the
rhombohedral structure, Sb also shows two high pressure modifications: at
5GPa the structure changes to a simple cubic structure and above 9GPa to
a hexagonal close-packed (hcp) structure [36].
Apart from the rhombohedral structure, there is a second known allo-
trope called ‘black’ Sb which corresponds to ‘red’ phosphorus and ‘black’
Table 1.1: Structural data for Sb and Bi at room temperature. After [36].
Sb Bi
Lattice constant a (Å) 4.5067 4.746
Lattice angle α (◦) 57.11 57.23
Bond length (Å) 2.908 3.072
Bond angle ϑ (◦) 95.60 95.45
Interlayer distance (Å) 3.355 3.529
Atomic volume (Å3) 30.21 35.39
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Figure 1.3: Schematics of the rhombohedral structure of Sb. (a) Double layer
consisting of puckered rings. The lattice constant a and the angle α are marked
(after [37]). (b) Several double layers stacked on top of each other. The solid lines
indicate intralayer bonds, the dotted lines interlayer contacts (after [36]).
arsenic. It has an amorphous structure and is usually obtained by depos-
iting Sb vapour on a cooled sample [38–41]. If the sample is heated up or
if the deposited layer exceeds a certain thickness, the structure changes to
the ordinary rhombohedral structure [42, 43]. The amorphous phase has
a density of 5.57×103 kg·m−3 (i.e. 17% less dense than the rhombohedral
structure) and is a semiconductor. The average bond length is similar to
the bond length of the crystalline phase (2.9Å) and the average bond angle
is 96◦ [37]. The so-called ‘explosive’ phase has the same structure as the
amorphous phase [42, 44]. Amorphous solids in general will be discussed
in more detail in Chapter 3.
When Sb is evaporated, the vapour consists mainly of tetramers with
virtually no contribution from monomers, dimers or trimers. At 800K the
intensity ratio for Sb4:Sb3:Sb2:Sb1 was found to be 77:6:8:9 [45]. However,
there is no known allotrope of Sb consisting of Sb4 units which would cor-
respond to ‘white’ phosphorus and ‘yellow’ arsenic. White P and yellow
As are both thought to have a cubic structure, but the structural informa-
tion available is not conclusive as both phases are unstable and decompose
under an X-ray beam [36]. There is one recent study, where small ordered
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areas are reported in amorphous Sb thin films on molybdenum disulfide
(MoS2) substrates. These areas are attributed to a cubic arrangement of Sb4
molecules [46].
1.3.2 Previous Studies on Sb Clusters
Little is known about the structure of Sb clusters. In the following, earlier
studies on Sb clusters are presented in an overview, starting with small Sb
clusters and moving on to electron diffraction and microscopy studies on
Sb clusters. Finally, a selection of previous experiments on amorphous Sb
clusters will be presented.
Small Sb Clusters and Magic Numbers
As previously mentioned, when Sb is evaporated into a vacuum, the va-
pour consists predominantly of Sb4 tetramers and virtually no monomers:
In a time-of-flight mass spectrometer Sattler et al. observed the ratio for
Sb4:Sb3:Sb2:Sb1 to be 77:6:8:9 at 800K and no higher masses could be de-
tected [45]. Only after adding He, clusters with a higher mass could be
observed. For these higher masses, magic numbers were detected (see Sec-
tion 1.1). The magic numbers for Sb were 8, 36, 52 and 84 which correspond
to 2, 9, 13 and 21 Sb4 units [47]. Sattler et al. also presented possible mod-
els for these magic clusters based mainly on geometrical considerations.
The basis for all models are the Sb4 building blocks. In the case of Sb8, a
structure is suggested where the faces of two tetrahedra are in contact and
rotated by 60◦. For Sb36, Sb52 and Sb84 clusters, models based on an Sb20
pyramid were suggested where Sb4 units are attached to the pyramid faces.
For Sb36 there is one, for Sb52 two, and for Sb84 three Sb4 units per face. In
a more recent study, Rayane et al. observed Sb4n clusters up to about Sb200
and while they found Sb36 to be magic, the results for 52 and 84 were much
less obvious than in Sattler’s work [48, 49]. It is worth mentioning that they
did not find any magic numbers for Bi at all. In a mass spectrum recorded
in an unrelated study shortly afterwards, the peaks for Sb36, Sb52, and Sb84
clearly stand out [50]. In an additional experiment, Geusic et al. found the
magic number and size distribution to be strongly charge-dependent [51].
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For small Sb clusters, there are also some results from theoretical stud-
ies available: Kumar and Sundararajan used ab initio molecular dynam-
ics calculations to investigate the atomic and electronic structure of Sbn
(n = 2–8 and 12) [52, 53]. They found that a regular tetrahedron has the
lowest energy for Sb4, but for Sb8 and especially for Sb12 a combination of
tetrahedron and bent rhombus could play an important role as well. The
lowest energy structure for Sb8 was found to be equivalent to the geomet-
ric model suggested by Sattler. Because of limited computing power it was
not possible to continue to higher masses. The structures of the magic
configurations (n = 36, 52, and 84) would be of particular interest. Later
theoretical studies for Sbn (n ≤ 4 [54–56] and n ≤ 6 [57]) confirmed the
tetrahedral structure for Sb4 but determined slightly different values for
the bond lengths.
Electron Diffraction Studies on Sb Clusters
To our knowledge there are only two previous electron diffraction stud-
ies on unsupported Sb clusters. As mentioned above, the first study was
undertaken by Stein et al. [20]. Figure 1.4(a) shows the three diffraction pat-
terns recorded during this study: pattern (1) was recorded using 1Torr of
Ar gas for cooling, while for pattern (2) no cooling gas was added. Pattern
(3) is the diffraction signal from a polycrystalline Sb thin film for com-
parison. It is not known at what source temperature these patterns were
recorded. The first pattern shows only weak peaks, but it is evident that the
peak positions match the positions of the bulk sample. However, the pat-
tern is too weak to draw further conclusions about the exact structure and
size of the particles. The second pattern has a different shape with three
broad peaks. Stein et al. attributed this pattern to amorphous clusters.
The patterns from Sun et al. [28] are shown in Figure 1.4(b). Instead of
Ar, He was used as cooling gas. Setting the source temperature to 1100◦C
and increasing the He pressure from 0 to 1.3×10−3 Torr gave rise to three
patterns with similar features but increasing peak intensities. They con-
cluded that the clusters were in a liquid state and that the atomic order
was increased with improved cooling.
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(a) (b)
Figure 1.4: Diffraction patterns of Sb clusters from two previous studies. (a) Pat-
terns from Stein et al. [20] (pattern (3) is the diffraction signal from a polycrystalline
thin film for comparison). (b) Patterns from Sun et al. [28]. Note that in both cases
the scattering parameter s is defined differently than in the present work. Their
values are larger by a factor of 2pi than the values used in this thesis.
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Microscopy Studies on Sb Clusters
While the structure of clusters can also be studied using high-resolution
microscopes such as a high-resolution transmission electron microscope
(HRTEM), the results cannot be compared directly to the electron diffrac-
tion results on unsupported particles. For an HRTEM study it is necessary
to deposit clusters onto a substrate and in most cases it requires the sample
to be removed from vacuum for the transfer to the microscope. As men-
tioned before, the interaction between the clusters and the substrate might
lead to a change in structure or even to fragmentation. If the clusters are ex-
posed to air, they are also likely to oxidise. On the other hand, an HRTEM
has a major advantage over electron diffraction on a cluster beam: under a
microscope, single particles can be observed, while the cluster beam stud-
ies always average over the whole ensemble. Connected to this is of course
the danger of a non-representative selection in a microscopy study.
There are only a limited number of HRTEM studies on Sb particles
available. Yamamoto et al. deposited clusters onto a heated amorphous
carbon substrate and observed the growth of large square pyramids [58].
Since these pyramids only grow on the substrate, it is impossible to de-
termine the structure of the particles before deposition.
In an extensive study, Otaki observed and classified ten different types
of particles grown in a gas-evaporation source (smoke source) [59] (quoted
in [60]). In this source, metal is evaporated in an Ar atmosphere with a
pressure between 1 and 50Torr. The ten different crystal habits are listed
in Table 1.2. The pressure used for these particular experiments was 50 Torr
but there is no information available about the source temperature. Note
that the same habits were also observed for Bi, particularly particles of type
2, while for Sb the particles of type 1 prevailed.
In a third study, Sb powder was evaporated in a collimated HRTEM
beam and deposited in situ [61]. It was therefore not necessary to transfer
the samples in air. A mixture of crystalline and amorphous particles was
observed. The crystalline particles had a mean size of approximately 50 nm
and the structure corresponded to the Sb bulk structure. Mainly wedge-
shaped particles with {110}, {111} and {112} planes as their surfaces were
found and these surfaces were determined to be free from lattice relaxation
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Table 1.2: Crystal habits of Sb particles observed in [59].
No. Shape
1 Trigonal pyramid bounded by three {100} and one (111)
1a No. 1 truncated by (111)
1b No. 1 truncated by one or more of {100}
1c No. 1 truncated by (111) and one or more of {100}
1d No. 1 truncated by (111), {100} and {100}
2 Sphere
2a Polyhedron bounded by two {111}, six {100} and six {110}
3a Twin with a twin plane (100)
3b Twin with a twin plane (122)
3c Twin with a twin plane (111)
and superstructure. Some particles also showed stacking faults. It is, how-
ever, not clear whether these particles grew on the substrate or whether
they existed already before deposition.
Amorphous Sb Clusters
There are no electron diffraction studies on unsupported amorphous Sb
clusters available. There are, however, many studies on supported clusters.
Most of these studies investigated the crystallisation of deposited amorph-
ous particles and related phenomena. Many of the observed effects were
first found in experiments on amorphous Sb thin films such as the de-
pendence of crystallisation and conductivity on the film thickness [62–68].
All studies found a critical film thickness which depends on the nature
and temperature of the sample and on the deposition rate. Since amorph-
ous Sb is a semi-conductor and crystalline Sb a semi-metal, there is an
obvious change in the temperature-dependent conductivity characteristics
when changing from one state to the other.
For amorphous Sb clusters most studies found similar results to the
ones for thin films. However, the critical thickness seems to be reduced for
the deposited clusters by up to an order of magnitude and it is possible to
produce continuous films which are stable at room temperature [61, 69–75].
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While many reports include diffraction rings characteristic for amorphous
solids, there is unfortunately no detailed information about the structure
available. It is therefore not possible to confirm whether the observed struc-
tures are equivalent to the amorphous bulk phase.
It is important to note that the term amorphous can be ambiguous when
describing micrographs or diffraction rings. If it is not explicitly stated, it
can refer to either the amorphous structure observed for bulk Sb described
above or a different non-crystalline structure which does not give rise to
sharp diffraction rings or lattice fringes. In the present work, a second
amorphous phase is observed which shows similar diffraction character-
istics but is clearly distinguishable when comparing the positions of the
diffraction rings.
1.4 Outline of the Thesis
In the following, an outline of the remaining chapters is presented.
In Chapter 2 the experimental equipment used for the electron diffrac-
tion study is introduced. It consists of a cluster source, an electron dif-
fractograph and a sampling device; all components are explained in detail.
There are also detailed instructions for the operation of the equipment. The
last part outlines the analysis of the micrographs.
Chapter 3 introduces the electron diffraction theory in a first part in-
cluding a digression about amorphous solids in general. Based on the
theory, a series of calculated diffraction patterns is presented. In a second
part, the analysis of the experimental patterns is described which contains
the data preparation as well as the size analysis based on the diffraction
patterns.
Chapter 4 contains the results and analysis from the electron diffraction
study on Sb clusters. The presentation of the results is divided into three
parts according to the type of cooling gas used (Ar, He, and a He/Ar
mixture). In a second part, the diffraction patterns are analysed and the
results discussed in detail. The third part contains an independent study
on the morphology of deposited clusters. The micrographs for different
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morphologies are presented and the size information determined from the
samples is compared to the results from the diffraction patterns.
In Chapter 5 the time-of-flight (TOF) mass spectrometer built for this
study is discussed. After an introduction to mass spectrometry in general
and TOF mass spectrometry in particular, the design of the spectrometer
used in this work is presented. It is followed by a discussion of the ion op-
tics simulations used to optimise the device. In the last part of the chapter,
the experiments performed with the TOF mass spectrometer are discussed.
Chapter 6 is the final chapter of this thesis and reviews the previous
chapters. It also contains an outlook on further work in the field of electron
diffraction and mass spectrometry on clusters.
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In this chapter, the experimental equipment used for the present work will
be introduced. The following sections explain the individual parts of the
experimental apparatus and the experimental procedure in detail. The
time-of-flight mass spectrometer (TOFMS) will be discussed in Chapter 5.
The experimental equipment consists of a cluster source, a high energy
electron gun, an electron detector, and a sampling device. The apparatus
was originally built at Ecole Polytechnique Fédérale in Lausanne (EPFL),
Switzerland, and is described in more detail in [1–4]. It was then moved
to the University of Canterbury, New Zealand, where the detector was
replaced by an improved model.
Figure 2.1 shows a schematic of the experimental equipment. The
clusters are generated in an inert-gas aggregation source. The mixture of
clusters and inert gas is pumped through two pumping stages into the dif-
fraction chamber where it is probed by a high energy electron beam. As the
clusters are randomly oriented in the beam, the scattered electrons give rise
to a Debye-Scherrer diffraction pattern. This diffraction pattern is recorded
by a detector consisting of two linear diode arrays (LDA). Additionally, the
clusters can be deposited on various types of samples for further studies in
situ or outside of the system.
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Figure 2.1: Schematic of the experimental equipment. After [5].
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2.1 Cluster Source
The cluster source is based on a Sattler-type source [6] which uses the
inert-gas aggregation (IGA) technique for cluster production. The metal is
resistively heated in a crucible. The hot metal evaporates into a flow of cool
inert gas which leads to supersaturation. This allows the formation of small
clusters through homogeneous nucleation [7]. The clusters then grow by
adsorption from the vapour phase or by collision with other clusters. This
process comes to an end when the clusters are pushed out of the growth
region by the gas flow.
2.1.1 Homogeneous Nucleation Theory
As the homogeneous nucleation theory is based on many complex pro-
cesses, it has not been possible to generate a theoretical model that would
predict the performance of the source quantitatively. The most relevant
part of the nucleation theory for the present work is the equation relating















where q is the condensation coefficient, n the number of monomers per unit
volume, ρ the density of a droplet, σ its surface tension, m its mass, ∆F∗
the maximum free energy, kB the Boltzmann constant, p the pressure of the
supersaturated vapour, and n∗ the number of critically-sized droplets. Fol-
lowing this equation, the nucleation rate is directly proportional to the va-
pour pressure of the metal at a certain evaporation temperature. Therefore,
the higher the temperature of the heated metal is, the higher the nucleation
rate. Figure 2.2 shows the nucleation rate as a function of the vapour tem-
perature after cooling for the metals used in the present work and in the
two previous studies [5, 8]. The maximum in nucleation rate in this plot
is caused by the temperature dependence of the number of critically-sized
droplets n∗ in (2.1). The plot also helps to understand some important is-
sues about the nucleation process of different metals. Firstly, the nucleation
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rate differs widely for different metals. Secondly, as the maximum of each
of these curves corresponds to the ideal temperature of the cooled vapour,
it implies that the nucleation conditions for Bi and Pb are more favourable
than for Zn. In fact, as our source is only water-cooled, the minimum va-
pour temperature is around 300K, while the maximum of the curve for
Zn lies around 240K. This would explain why it was nigh impossible to
achieve high nucleation rates for Zn in our system [8]. It might also account
for the low rate for Sb in the present work compared to Bi. Additionally, a
higher nucleation rate leads to smaller clusters, since the increased number
of critically-sized droplets compete for the limited volume of metal vapour.
This would account for the relatively large Sb clusters found in the present





























Figure 2.2: The nucleation rate I as a function of the vapour temperature T for
the metals Zn, Sb, Bi and Pb. Note that the nucleation rate is normalised to the
maximum value for Bi and the rate is plotted on a logarithmic scale. After [5].
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2.1.2 Design of the Cluster Source
Figure 2.3 shows a schematic of the cluster source. The walls of the source
chamber are water-cooled to keep them at a constant temperature. The ar-
rangement of crucible, filament and heat shields sits on support rods which
are attached to the source backplate. This backplate can be removed to al-
low access to the source chamber for cleaning, refilling and repairs. The
backplate itself is water-cooled as well and there are feedthroughs for the
thermocouple, the heating, the gas inlet, and a pressure gauge. The source
chamber is pumped by two differential pumping stages forcing the mixture
of gas and clusters through a nozzle and out of the source chamber. These
pumping stages – separated by two further nozzles – also remove most of
the inert gas and lead to the formation of a cluster beam. After leaving the
second stage, the cluster beam then enters the diffraction chamber.
Figure 2.3: Schematic of the inert-gas aggregation source and pumping stages.
The numbers 1–3 denote the nozzles described in Table 2.1. After [8].
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Crucible Arrangement
The crucible arrangement is shown in Figure 2.4 and 2.5. The crucible itself
is made of boron nitride (BN) and is heated by a tungsten filament that is
wrapped around it. The filament has to be shaped in such a way as to min-
imise the resulting magnetic field which would disturb the electron beam
in the diffraction chamber. For the cluster production, high-purity metal
shots are used.1 There is a hole in the base of the crucible for the thermo-
couple.2 The crucible and filament are put in an alumina cup for electrical
insulation which is surrounded by two tantalum heat shields. This entire
set-up is covered by a tantalum lid. When using a high-temperature ther-
mocouple, the temperature of the crucible can be ramped up to 1400◦C.
For the present work, however, the temperature never exceeded 900◦C.
Nozzles
The geometry of the nozzles at the exit of the source chamber and between
the pumping stages is crucial for the cluster production, as it determines







Figure 2.4: Schematic of the crucible arrangement.
1The Sb used in this study has a purity of 99.999% and was supplied by Kamis Inc.
2The thermocouples used were type K (low temperature) and type C (high tempera-
ture) from Omega.
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Figure 2.5: Crucible arrangement consisting of boron nitride crucible, tungsten
filament, alumina cup, tantalum heat shields, and lid (on the right).
fore the cluster properties. Table 2.1 shows the specifications of the nozzles
used during the present work. The term collector is used for a conical nozzle
aligned so that the concave side is presented to the beam, while the term
skimmer is used for the alignment where the beam enters the convex side
of the nozzle.
Table 2.1: Properties of nozzles used in the experiments. Nozzle numbers as
indicated in Figure 2.3. The first and third nozzle were made of graphite, the
second of graphite or aluminium.
Nozzle Geometry Length (mm) Diameter (mm)
1 cylindrical 9–24 0.8–3.5
2 conical (skimmer/collector) 4–6 1.5
3 cylindrical 2 1.5
During all the experiments, the third nozzle was never changed, while
for the second nozzle, the 4mm long model was used for most experi-
ments. While the second nozzle was used as a skimmer for most of the
time, is was also tested as a collector. However, no obvious changes in
the cluster beam were observed. The first nozzle was the one changed the
most; most experiments, however, were done using either the one with 2.5
or 3.5mm diameter and a length of 24mm. These particular nozzles were
chosen because they produced the most consistent results. It was found
that shorter nozzles or nozzles with smaller diameter failed to generate a
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cluster beam with high enough intensity for the diffraction experiments.
Usually, the nozzle with a larger diameter (3.5mm) was chosen to produce
Sb4 clusters, as the larger diameter is more suitable for the higher gas flow
rates required. The generation of crystalline clusters was found to be more
consistent when using a smaller diameter nozzle (2.5mm). It is, however,
important to note that even choosing the same parameters for two sub-
sequent experiments (i.e. gas type, gas flow rate, temperature, nozzle type)
would not necessarily lead to the same experimental results. The system
always required a certain amount of fine-tuning to achieve satisfactory ex-
perimental conditions.
Gas Flow Control
The inert-gas flow can be controlled accurately by using two flow control-
lers3 which allow a choice of either helium (He) or argon (Ar) to be used
individually or as a mixture. The type of gas and the total gas flow control
the source chamber pressure for any given set of nozzles used. During
an experiment the pressure in the source chamber can be changed from
around 1 to 10 Torr for Ar and up to around 20Torr for He. Outside this
range it was found to be virtually impossible to achieve a high enough
cluster beam intensity for the diffraction experiments. The pressure in the
first stage is kept below 0.1 Torr by a rotary pump, while the pressure in the
second stage varies between 1×10−5 and 2×10−4 Torr and is pumped by a
turbo pump. The pressure in the diffraction chamber is typically between
1×10−6 and 5×10−6 Torr during an experiment. The pressure in the second
stage is a limiting factor during experiments as the gas flow rate has to be
limited to avoid overloading the turbo pump.
2.2 Electron Diffractograph
A schematic of the electron diffractograph is shown in Figure 2.6. It consists
of an electron source, optical elements such as lenses and apertures as well
3Two controllers from MKS Instruments, type 1179A, were used.
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as a detector. In the following, the individual components are explained in
detail.
2.2.1 Electron Source
The electron source is a 100 kV electron gun which is taken from a Philips
EM300 Transmission Electron Microscope (TEM) together with the optics
down to the second condenser lens. The acceleration voltage can be adjus-
ted in steps of 20 kV up to 100 kV. It is desirable to use the highest acceler-
ation voltage available to increase the signal to noise ratio and to minimise
dynamic diffraction effects (see Chapter 3). The disadvantage, however, is
a loss of information for small scattering angles as the diffraction rings get
smaller for higher voltages. For our experiments the acceleration voltage
was always set to 80 kV and the beam current to between 2 and 3µA. This
setting is a compromise between maximising the intensity of the diffraction
pattern and maximising the lifetime of the electron gun filament. Using this
set-up, the resulting scattering parameter range is 0.25Å−1 to 1.4Å−1.
After leaving the second condenser lens, the electron beam passes
through a beam blanking device. This device consists of two metal plates
parallel to the beam direction and a graphite plate with a small aperture
perpendicular to the beam. To blank the beam, 400V are applied to the
two metal plates, thereby diverting the beam into the graphite plate. As
the graphite plate is connected to an electrometer, blanking the beam also
allows measurement of the beam current. If the beam blanking is turned
off, there is no voltage applied to the plates and the beam passes through
the aperture.
Just below the beam blanking stage the electron beam crosses the cluster
beam and the electrons are scattered by the clusters. This process is de-
scribed in detail in Chapter 3. There is also the possibility of moving a
set of calibration samples into the electron beam. These samples consist of
standard transmission electron microscope (TEM) grids onto which a thin
polycrystalline film of a known material is deposited. For the present study

































Figure 2.6: Schematic of the electron diffractograph (not to scale). After [5].
34 Chapter 2 – Experimental Equipment
gold, aluminium and thallium chloride (TlCl) are used.4 These samples al-
low calibration of the experimental diffraction patterns.
2.2.2 Detector
Finally, the electron beam hits the detector. The detector has been replaced
for the previous study. The design and the electronics of the new system
are described in detail in [5]. The detector itself consists of two linear diode
arrays (LDA)5 which are mounted perpendicular to the incoming electrons
and on a diameter of the Debye-Scherrer diffraction rings. Each chip has
2048 pixels which each cover an area of 13 µm by 13µm. The sensors are
diffused p-n junction photodiodes where incident high-energy electrons
create electron-hole pairs. The resulting electrons are integrated and stored
as charge in a capacitor near the photodiode. At the end of each cycle, the
charge in each diode is switched through a transfer gate to an analogue
shift register where it is read out. The odd and even pixels are read out
through shift registers on opposite sides. To avoid impact on the sensitive
transfer gates by high-energy electrons, a protective mask is mounted on
top of the chips. Despite this mask, some electrons still hit the transfer
gates and are measured as additional charge. It is therefore important to
align the mask properly to avoid getting a disproportionate signal for either
odd or even pixels. The LDA chips are cooled by two Peltier elements to
decrease the dark current. The hot side of these elements is connected to
the water-cooled aluminium base plate of the vacuum system. Depending
on the water temperature (which mainly depends on the season), the chips
can be cooled down to −12◦C in summer and −17◦C in winter. To further
minimise the influence of dark current, for every diffraction pattern a dark-
current pattern is generated by reading out the registers with the beam
blanking device turned on. This dark-current pattern is then subtracted
from the raw pattern to get the final diffraction pattern.
4The Al and TlCl samples are commercially available from Electron Microscopy Sci-
ences. The Au sample was made at EPFL.
5The chips used are from EG&G Reticon, type RL2048DAU-111.
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2.3 Sampling Device
After crossing the electron beam, the clusters continue down the diffraction
chamber where they can be deposited onto a sample for further analysis
in a microscope. There is also a quartz crystal deposition rate monitor to
determine the cluster beam intensity during an experiment.
Figure 2.7 shows a close-up of the sample arm with the built-in shut-
ter. The shutter protects the samples and the deposition rate monitor from
unwanted cluster deposition. To control the exposure time, the speed of
the rotating shutter can be adjusted, allowing clusters to be deposited only
during the time the slot in the shutter is in front of the sample. The whole
sample turret can be moved in and out of the beam and manually rotated
around its axis to select a sample for deposition. Several different sample
holders can be fitted to the arm. The most commonly used sample holder
is a rotary turret with flat faces. Up to eight solid SiN, SiO2 or graphite
samples can be attached to these faces and exposed to the cluster beam.
Figure 2.7: The sample arm with the built-in rotating shutter. After [8].
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A similar system exists for eight TEM grids which are round copper grids
with a thin amorphous carbon layer on top.6 After depositing clusters onto
these samples, they are taken out of the system and transferred to a field
emission scanning electron microscope (FE-SEM) or a TEM for further ana-
lysis (see Section 2.5).
The quartz crystal deposition rate monitor7 is situated further down-
stream just behind the sample arm. The deposition rate Rdep is determined
by measuring the oscillation frequency of a quartz crystal over time. The
more material is deposited onto the crystal, the lower the frequency. The
monitor is mainly used to tune the cluster source and compare different
source parameter settings. It is also used to calculate the exposure time for
depositing onto samples.
2.4 Experimental Procedure
There is a standard procedure for the experiments which varies only
slightly. The main steps of this procedure are the following:
• The source chamber, the crucible and the nozzles are thoroughly
cleaned.
• The crucible is refilled with metal pellets and put in place.
• The source chamber is put into the system.
• The pumps are turned on and the system is left pumping overnight.
• The high voltage for the electron gun is slowly ramped up to 80 kV
(over about 45minutes). After reaching the desired voltage, the beam
current is set to around 2µA and the system is left to stabilise for
about an hour.
• The inert gas flow and the crucible heating are turned on.
6The TEM grids used were provided by ProSciTech (model # GSCu300C).
7The deposition rate monitor used is from Sycon Instruments, type STM-100/MF.
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• The electron beam has to be aligned. There is a full alignment pro-
cedure which has to be done after a long system downtime or after
replacing the electron gun filament and a shorter daily alignment.
– Full alignment: There is a needle on the calibration sample arm
which can be moved in front of the third nozzle (where the elec-
tron beam is going to hit the cluster beam). Before putting the
source in, the needle has to be aligned with the nozzle, thereby
marking the position of the cluster beam entering the diffrac-
tion chamber. The shadow of this needle can be seen on the
phosphorescent screen and the electron beam can be adjusted
accordingly.
– Daily alignment: Before every run the position of the condenser
lenses and the apertures have to be centred relative to the elec-
tron beam and the beam has to be focussed.
• After a long system downtime or after cleaning the detector, the po-
sition of the detector has to be aligned relative to the electron beam.
For this procedure, the calibration samples are moved into the elec-
tron beam. The whole detector can now be moved until the two LDAs
show exactly the same pattern, i.e. the main peak in each pattern is
at exactly the sample pixel number. In this position the LDAs run
through the centre of the Debye-Scherrer diffraction rings. In this
set-up, however, the information of the second LDA is redundant.
Therefore, the detector can be shifted out along the LDA axis to in-
crease the detection range, since the combined information of the two
shifted LDAs will add up to a bigger detection range.
• The protective mask on top of the detector transfer gates has to be
adjusted to avoid getting a disproportionate signal for either odd or
even pixels.
• Diffraction patterns from two of the calibration samples (usually TlCl
and Al) are recorded.
• The system is now ready for experiments. During an experiment, the
source parameters such as crucible temperature, gas flow rate and
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gas composition (Ar/He mixture) are varied and diffraction patterns
recorded for interesting conditions. A diffraction pattern usually con-
sists of 4000 exposure and readout cycles. The number of cycles is
chosen to reduce the noise as much as possible while keeping the
time for a run short to minimise the influence of a change in source
conditions. The exposure time is chosen to maximise the signal while
at the same time avoid overexposure in individual pixels and minim-
ise damage to the chips.
• If interesting conditions are observed, clusters are deposited onto
samples. As the number of available samples is limited (seven TEM
grids or SEM samples), it is impossible to deposit clusters for every
single diffraction pattern.
• After the experiment, the crucible heating is turned off. Even though
the two pumping stages remove most of the carrier gas, the scattering
intensity from the gas is still significant compared to the intensity
from the cluster beam. To remove the gas background, a series of
diffraction patterns is recorded at the same gas background pressure
in the diffraction chamber but with the cluster beam off.
• For comparison and to check for consistency, calibration patterns
from the TlCl and Al samples are recorded again.
• After the temperature in the source has dropped to room tempera-
ture, the pumps are shut down and the system is vented.
• The samples are removed and transferred to an electron microscope.
2.5 Analysis of FE-SEM and HRTEM Images
In this work, clusters are studied under an electron microscope primarily
to gain independent insight into the size distribution of the clusters in the
beam. Most of the samples were analysed using a Raith 150 field emission
scanning electron microscope (FE-SEM) available in the Electrical and Com-
puter Engineering Department. The FE-SEM was mainly used for practical
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reasons: Firstly, it is a digital system which allows recording of an almost
unlimited number of images without having to wait for the development
of the film. Secondly, it enables loading of a great number of samples at
the same time. As all the previous studies in our group used a transmis-
sion electron microscope (TEM) to determine the cluster size distribution,
it was necessary to compare the FE-SEM results to TEM results. For this
reason, the JEOL JEM-2010 high resolution TEM (HRTEM) at Victoria Uni-
versity in Wellington was used. The main advantages of this system over
the TEMs at the University of Canterbury are the following: firstly, it is a
digital system and secondly, as the resolution is considerably higher than
that of the FE-SEM and the local TEMs, it allows the detection of clusters
which might be too small to be seen on the other microscopes. At the
same time, it is possible to take high resolution images of single clusters to
compare the structural information to the information gained from the dif-
fraction patterns. As the FE-SEM permits the use of TEM grids, only these
samples were used for all the comparison runs. Figure 2.8 shows examples
of an FE-SEM image and an HRTEM image respectively. The most evident
difference is that the HRTEM image is a bright-field image (the clusters
are shown as dark spots), while the FE-SEM image is a secondary electron
image (the clusters are shown as bright spots).
The image analysis method used in this work has been originally de-
veloped by Hall [2] and implemented by Hyslop [8] and Wurl [5]. It con-
sists of a series of Matlab scripts and runs through the following steps:
• The image is prepared by removing the scale bar and additional in-
formation not required for the analysis. The HRTEM images are in-
verted to bright-field.
• The image is processed with a mean and a median filter to minim-
ise the noise. A background image is calculated by interpolating
the greyscale histogram level for small sections of the image. This
background image is then subtracted from the filtered image to get a
smoother background.
• A suitable threshold level is determined. This step has to be done
manually as the contrast between the clusters and the background
40 Chapter 2 – Experimental Equipment
Figure 2.8: Samples of size distribution images. The main image shows an FE-
SEM micrograph of amorphous Sb clusters and the inset an HRTEM image of the
same sample (on the same scale).
is too small to achieve a reliable automatic fit. If the threshold level
is chosen too low, the clusters appear too big and background noise
starts to become visible. If it is too high, the cluster size is underes-
timated.
• Having prepared the image for analysis, it is now scanned automat-
ically for clusters. If a cluster is found, its area A and perimeter P
are calculated. To exclude the possibility that several small clusters
which have landed close together are counted as one big cluster, the





The compactness of a circle equals 1 while all other geometric shapes
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have smaller values. All clusters with a compactness smaller than 0.7
were disregarded in the analysis.
• As all the remaining clusters are now roughly circular, for each cluster
a diameter can be calculated corresponding to the diameter of a circle
with the same area.
• All clusters smaller than 5 nm were disregarded as this is about the
resolution limit of the FE-SEM. This is a valid assumption for the
present work, as the HRTEM study did not show any clusters below
this threshold (see Chapter 4).
• Examples of the histograms are displayed in Figure 2.9 comparing
results from FE-SEM and HRTEM images. The histograms at the bot-
tom of this figure show the volume-weighted distribution which is
expected to agree more closely with the mean diameter determined
from the diffraction patterns (see Section 3.4.2) as the diffraction in-
tensity depends on the number of atoms per particle and not on the
area of the particle [9]. As the detector of the HRTEM in Welling-
ton is considerably smaller compared to the one from the FE-SEM at
Canterbury, the HRTEM size distribution is less representative. This
explains the absence of clusters larger than 100 nm in the HRTEM size
distribution.














































Figure 2.9: Comparison of diameter distribution from FE-SEM and HRTEM im-
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Chapter 3
Electron Diffraction and Analysis
For almost a hundred years one of the preferred methods to study the
structure of bulk material, molecules, clusters and even atoms has been
the diffraction method. While optical microscopy only gives information
about the size and morphology of a particle, diffraction techniques allow
fast and straight-forward characterisation of the crystal structure including
the crystal size and its purity. The disadvantage of the diffraction tech-
nique, however, is the indirect nature of the observation. Only comparison
with theoretical models allows the interpretation of an experimental dif-
fraction pattern. X-ray diffraction was the first diffraction technique to
be discovered thereby forming the theoretical basis for all other diffrac-
tion methods. The subsequent discovery of electron diffraction led to the
realisation that many different particle sources can be used for diffraction
experiments. The three most commonly used techniques for structure ana-
lysis are X-ray, electron, and neutron diffraction. While all three meth-
ods are based on the same theory, the main difference lies in the way the
particles interact with atoms. X-rays have a wavelengths of about 1Å which
is of the same order of magnitude as the interatomic distances in a crystal.
They are scattered by the electrons surrounding the core and are not in-
fluenced by the positive charge of the nucleus. Therefore, X-ray diffraction
produces an electron density map of the subject. Electrons, on the other
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hand, are scattered by the electrostatic potential of the electron cloud and
the nucleus through Coulomb interaction which – for most materials – is
stronger than X-ray diffraction. Electrons are also easily absorbed by mat-
ter. The shape of the electrostatic potential is similar to the electron density
distribution, although it falls off less steeply when moving away from an
atom. Since neutrons have no electric charge, they are only very faintly
influenced by the electron cloud. However, they do interact with the delta-
function potential of the nucleus. For this reason, neutron diffraction – in
contrast to X-ray and electron diffraction – is very insensitive to the type
of atoms in the sample. However, neutron diffraction can be used to dis-
tinguish between isotopes and to detect spin differences which would be
impossible with both X-ray and electron diffraction. For studies on cluster
beams, electron diffraction has several advantages over the other two dif-
fraction methods [1]: Electrons are scattered more strongly than X-rays or
neutrons, electron beams can be focused better for a higher resolution, and
a higher beam intensity is reached more easily which leads to a higher
signal-to-noise ratio.
The next section gives an introduction to general diffraction theory. This
is followed by a digression about amorphous solids in general. The sub-
sequent section contains calculations of diffraction patterns from various
model structures. The chapter ends with a section explaining the analysis
of the experimental diffraction patterns.
3.1 Diffraction Theory
Diffraction by matter – regardless of the type of radiation used – consists
of two processes shown in Figure 3.1: In a first step, the electrons (in case
of electron diffraction) are scattered by individual atoms A and B. In a
second step, these scattered waves interfere with each other leading to an
interference pattern. It is therefore very similar to the double-slit interfer-
ence experiment. Instead of the two slits, the interference centres are pairs
of atoms which scatter electrons [1]. Whenever the path difference is equal
to a wavelength, it leads to constructive interference on the detector. If it
is equal to half a wavelength, the result is destructive interference. In case
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of a crystal, there is a huge number of scattering centres which contribute










Figure 3.1: Schematic of the diffraction process: scattering by the two atoms A
and B leads to interference between the resulting waves. After [2].
3.1.1 Scattering Parameter
Because of the path difference described above, there is a phase shift ψ
between the incident wave and the scattered wave. For a given direction
of the incident wave, the interference pattern only depends on the position
of the two atoms A and B and therefore on the different path lengths of
the two scattering processes. The path of the wave scattered by atom B
will be longer by δ = d1 + d2 where d1 equals the projection of d onto
the incoming wave and d2 the projection onto the scattered wave (d2 is
negative because the angle between k and d is obtuse) [2]:
d1 = k0 · d (3.1)
d2 = − k · d (3.2)
⇒ δ = − d · (k− k0) (3.3)




= − 2pi d k− k0
λ
(3.4)
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where λ is the electron wavelength. The vector s = (k − k0)/λ is intro-









Figure 3.2: The relationship between the vectors s, k, and k0. After [2].
If the scattering angle between k and k0 is given as 2ϑ, the length of s
can be calculated:
|s| = s = 2 sin ϑ
λ
(3.5)
Depending on the definition of the scattering angle, different relations for
s can be found in the literature, i.e. s = sin ϑ/λ or s = 4pi sin ϑ/λ. In this
thesis, however, (3.5) is used. s is called the scattering parameter and is an
important element of the diffraction theory.
3.1.2 Diffraction from Crystals
In a diffraction experiment there are usually more than two scattering sites
involved. A crystal, for instance, is a three-dimensional periodic arrange-
ment of scattering sites where each scattering site is a member of a Bravais
lattice. When a scattering site is hit by an incoming wave, the scattered
wave is sent out as a sphere of reflection. The resulting scattering pattern is
a regular pattern of spots at all the positions where the individual spheres
of reflection interfere constructively. This is equivalent to the Laue condi-
tion which states that constructive interference will occur provided that the
change in wave vector s = k−k0λ is a vector of the reciprocal lattice [3].
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3.1.3 Diffraction from Clusters
Diffraction from clusters in a molecular beam follows the same principle
as described in the last section. However, instead of being stationary and
embedded in a crystal structure, the clusters are randomly oriented in the
beam. As a consequence, the interference pattern is not the dot pattern
described above, but rather consists of concentric rings around the axis of
the electron beam, giving rise to the so-called Debye-Scherrer diffraction
pattern. The distance between these haloes is inversely proportional to the
distance between the atoms in the clusters: widely spaced atoms lead to
closely spaced rings and vice versa. The resulting diffraction pattern for
the cluster beam is the sum of all the individual interference patterns of
pairs of atoms in all the clusters. As long as all the clusters have the same
structure and are of roughly the same size, it is relatively straightforward
to derive size and structure from such a diffraction pattern. Under typ-
ical experimental conditions, however, the cluster sizes in the beam show
strong variations and there is even the possibility of a mixture of differ-
ent structures. To analyse the experimental diffraction patterns, a series
of diffraction patterns has to be calculated, starting with the most likely
structure and size of the clusters. These calculated patterns are then com-
pared to the experimental ones. The underlying theory will be described
over the next two sections. In the first section, the kinematic theory will be
introduced which is based on the assumption that secondary scattering can
be neglected. The subsequent section discusses the dynamic theory where
secondary scattering is incorporated.
Kinematic Theory
The kinematic theory is based on the Born approximation which assumes
that the scattered waves are considerably weaker than the primary waves.
In this case, the secondary waves are too weak to scatter again. Con-
sequently, every atom in the cluster scatters by a wave of the same amp-
litude, as if there were no attenuation of the incident wave as it passes
through the cluster. This approximation is valid if the clusters are relat-
ively small (see below). The kinematic theory can be expressed by the
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Debye equation which allows the scattering intensity I to be calculated as
a function of the scattering parameter s [2]:









where I0 is the intensity of the incident beam, N the number of atoms in a
cluster, f (s) the atomic scattering factor, D the Debye-Waller factor, and rmn
the distance between atom m and atom n. Note that the Debye equation
only depends on the interatomic distances and does not require a crystal
structure. As long as the positions of all atoms are known, it can also be
used to calculate patterns for amorphous and liquid patterns. The atomic
scattering factor f (s) and the Debye-Waller factor D will be explained in
detail in the following.
The atomic scattering factor (also called form factor) differs for electrons









where r is the atomic radius and ρ(r) the electron density of the atom. For
most elements, the resulting X-ray scattering factors can be found in tabu-
lated form [4]. The X-ray and the electron scattering factor are connected









where m is the relativistic mass of the electron, e the electron charge, h
Planck’s constant, and Z the atomic number. Figure 3.3 displays the char-
acteristics of the two form factors using Sb as an example (note that the
values are normalised). By applying (3.8) it can be shown that the atomic
scattering factor for electrons is typically 104 times stronger than the X-ray
scattering factor [5].
In the Debye equation (3.6) the scattering intensity is proportional to the
square of the scattering factor, f 2(s). It represents the differential cross sec-
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Figure 3.3: The characteristics of the electron and X-ray form factors fel and fx
for Sb in dependence of the scattering parameter s at 80 kV electron energy. The
values are normalised for comparison. Data from [4].
tion of a single atom, equivalent to the probability of the incident electron
hitting an atom.
The Debye-Waller factor D in (3.6) represents the influence of displace-
ment disorder (mainly thermal motion) on the cluster structure. Through
thermal vibrations, the atoms in a cluster are slightly displaced around
their original positions. These displacements of the scattering centres have
two effects on the diffraction pattern [2]: firstly, the peak intensities are de-
creased and secondly, the general background of the pattern is increased.
The integrated intensity of the whole patterns stays constant and there is
no broadening of the diffraction peaks. If the displacements are isotropic,









where ∆r is the root-mean-square (rms) displacement of the atoms from
their equilibrium position at a given temperature. According to this equa-
tion, the weakening of the diffraction peaks is stronger at higher scattering
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angles. Compared to X-ray diffraction, this effect is less pronounced for
electrons as the electron scattering factor drops off more steeply at higher
scattering angles (see Figure 3.3). To calculate the Debye factor, it is ne-
cessary to know the rms displacement as a function of the temperature.
According to the theory of the specific heat of solids, the rms displacement















where h¯ is Planck’s constant, T the temperature of the experiment, m the
atomic mass, kB Boltzmann’s constant, Θ the Debye characteristic temper-
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is equal to unity within 3% for T > Θ [2], the rms displacement can be





The importance of the Debye-Waller factor in the present work will be
discussed in Section 3.3.1.
Dynamic Theory
The kinematic theory described above is only an approximation and does
not take into account multiple scattering nor attenuation of the incident
waves. In reality, the primary waves lose intensity as they pass through
the cluster, thereby creating a refractory beam. When the path through
the cluster is long enough, the ratio of the intensities of the primary wave
and the scattered wave is independent of its thickness. This threshold is
called the dynamical equilibrium. For X-ray diffraction this threshold lies
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at around 0.1mm [6]. Given the fact that electron scattering is consider-
ably more intense than X-ray scattering, the limit for electron diffraction is
substantially lower. Depending on electron energy and element, the kin-
ematic theory starts to show deviations from the experiment for clusters
as small as 10 nm in diameter. A method to account for dynamic effects
was developed by Bartell [7–9] and tested for argon and gold clusters. It
essentially adds corrective terms to the kinematic theory to include sec-
ondary scattering effects. The advantage of this method is that it can be
applied to arbitrary structures, not only to crystals. It also allows the dif-
fraction pattern to be calculated directly. However, it was only tested on
clusters with up to 135 atoms. A more refined method which is based
on the multislice technique [10] has been developed by Hall [11]. It was
used to calculate dynamic diffraction patterns for gold and silver clusters
between 15 and 55Å with face-centred-cubic (fcc) and icosahedral structure
at 40 and 100 kV electron energy. Comparing the results to the kinematic
theory, the following conclusions can be drawn: Dynamic diffraction leads
mainly to an overall reduction of the scattering intensity, particularly in the
first peaks. This reduction is strongest for bigger and heavier clusters, for
lower electron energies and for clusters with a higher crystalline order (for
icosahedral clusters the difference was much smaller than for fcc clusters).
While there is an obvious difference between the dynamic and kin-
ematic theory, it is not trivial to estimate the impact on the diffraction
patterns for Sb. Sb is slightly heavier than Ag but considerably lighter
than Au, so there should be less influence compared to Au. However, the
clusters in this study are all larger than 55Å and the electron energy is
only 80 kV. The effect of the rhombohedral structure of Sb can only be
estimated. As the multislice method is computationally intensive and as it
would have been very time-consuming to develop a new software package
to account for the Sb structure, it was decided to concentrate on the time-
of-flight mass spectrometer (see Chapter 5). However, by only considering
the kinematic approximation, it is evident that the amount of information
that can be extracted from the diffraction patterns is limited. As the signal-
to-noise ratio of the experimental diffraction patterns in the present work
is too low to allow detailed analysis by fitting to calculated patterns, the
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effect of dynamic diffraction on the present analysis is minimal, and the
decision not to perform detailed calculations seems to be justified.
3.2 Amorphous Solids in General
In contrast to crystals, non-crystalline (or amorphous) materials possess a
certain degree of randomness (see Figure 3.4). It is important to note, how-
ever, that the structure of amorphous materials is not completely random
in a statistical sense (unlike the atomic arrangement for a gas as shown in
Figure 3.4(c)). In fact, amorphous solids display a very non-random short-
range order but lack a periodic long-range order. In a crystalline solid the
bond lengths and nearest-neighbour separations are exactly equal whereas
in an amorphous solid they are only nearly equal. The same holds true
for the bond angles: in an amorphous solid they are randomly distributed
around the crystalline value and the width of the distribution is a measure
of stress in the amorphous structure.
Figure 3.4: 2D atomic arrangements in (a) a crystalline solid, (b) an amorphous
solid, and (c) a gas. After [12].
3.2.1 Radial Distribution Function
The radial distribution function (RDF) is an important tool for understand-
ing the amorphous structure in general and comparing calculations to ex-
perimental results. Starting from an arbitrary atom in a structure, the RDF,
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J(r) = 4pir2ρ(r), is defined such that J(r) gives the probability of find-
ing a neighbouring atom at a distance between r and r + dr [13]. The
function ρ(r) is basically a pair correlation function which is large at dis-
tances with many atoms and small otherwise. Figure 3.5 shows a schematic
construction of the density function ρ(r) from a 2D amorphous structure.
The integrated area of the first peak corresponds to the number of nearest
neighbours, i.e. the coordination number.
In the case of a crystalline structure the RDF theoretically leads to a
series of delta peaks at the position of the nearest neighbours, the next-
nearest neighbours and so on. (In reality, even at a low temperature the
peaks have a finite width due to thermal motion.) The RDF of an amorph-
ous structure, however, shows an intrinsic broadening of all the peaks be-
cause the interatomic distances are distributed around an average value.
Figure 3.5: A schematic construction of the density function ρ(r) from a 2D
amorphous structure. After [13].
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Figure 3.6 shows a comparison of different RDFs for a crystalline structure,
an amorphous structure and a gas.
Figure 3.6: Radial distribution functions of (a) a crystalline structure, (b) an
amorphous structure, and (c) a gas. The dotted lines indicates the average density
to which the RDF tends at large r. After [12].
If the RDF is constructed in 3D, all the peaks beyond the first peak
receive contributions from higher coordination shells as well. Another im-
portant point is that the RDF is a 1D representation of a 3D structure.
Therefore, the construction of an RDF always leads to a loss of structural
information and it is possible to have two different structures with indis-
tinguishable RDFs [13].
3.2.2 Fourier Transform
The importance of the RDF for the diffraction theory is based on the fact
that it can be determined from a diffraction pattern by Fourier transform.
Thus, there is a direct connection between the experimental observation
in reciprocal space (diffraction pattern) and the structural information in
real space (RDF). Using the RDF introduced in the last section, the Debye
equation (3.6) can be rewritten as [14]





4pir2 [ρ(r)− ρa] sin(2pisr)2pisr dr
)
(3.14)
where ρa is the average density of the sample. Since the experimental
scattering intensity I(s) is only measured over a limited range of s-values,
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where α and β are parameters that have to be estimated. If the range of
s-values is wide, this expression is a good approximation of the RDF J(r).
In our experiments, however, s is only measured between 0.25 and 1.2Å−1,
hence, P(r) can differ considerably from the RDF. It is also important to
note that P(r) is no longer restricted to positive values only.
3.2.3 Diffraction from Amorphous Solids
Although the basic scattering process is the same for amorphous materials
as for crystals, the resulting diffraction patterns differ considerably. Elec-
tron or X-ray diffraction from amorphous materials does not give rise to
several sharp rings as in the case of randomly oriented crystals. Instead,
only a few diffuse haloes are observed. The small number of rings is due to
the lack of long-range order and the diffuseness is due to the distribution
in bond lengths and angles.
Using the Fourier transform procedure described above, it is possible
to gain information about the structure of the amorphous particles. The
position of the first peak r1 in the RDF corresponds to the average bond
length of the amorphous structure. The integrated area of the first peak
indicates the coordination number.1 The position of the second peak r2
corresponds to the next-nearest-neighbour distance and – together with r1
– defines the bond angle ϑ [13]:






In amorphous materials the second peak is usually wider than the first
peak indicating a spread in bond angles of about ±10% [16].
1The area of each of the subsequent peaks would also indicate the coordination number
of the respective shell. As described above, it has to be considered however, that all the
peaks beyond the first one also have higher order contributions.
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3.3 Calculating Diffraction Patterns
The Debye equation (3.6) described above has to be modified to allow ef-
ficient calculation of the diffraction patterns which can then be compared
to experimental patterns. The computationally most intensive part is the
calculation of the sine functions for all the interatomic distances. To speed
this step up, a histogram H(r) is introduced into which all interatomic
distances are binned. Equation (3.6) will then take on the following form:










The intensity of the experimental pattern has to be scaled to fit the calcu-
lated pattern. The choice of the bin size is a trade-off between computing
time and accuracy. If the bin size is chosen too big, systematic errors are
introduced [17]. The Debye-Waller factor, D, given in (3.9) can be written
as [18]













T = a · T (3.19)
As the Debye characteristic temperature for Sb is 200K [3] and ∆r is given
in Å, γ2 can be approximated by the following expression:
γ2 = a · T ' 0.00118 · T (3.20)
3.3.1 Examples of Calculated Diffraction Patterns
This section contains a collection of calculated diffraction patterns. In the
first part patterns of crystalline Sb clusters are shown, followed by patterns
for Sb4 tetramers, clusters of Sb4 tetramers, and liquid Sb clusters. At
the end of the section, a pattern for amorphous Sb is shown which is not
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calculated but based on previous experimental studies. This collection of
patterns is provided in order to compare with experimental results.
Bulk Sb for Comparison
For comparison, Figure 3.7 shows the peak positions of the rhombohedral
bulk Sb structure. The data for the peak positions, the intensity and the
Miller indices are taken from [19]. The Miller indices are given in the
notation used for a rhombohedral cell, not a hexagonal cell. The conversion
between these two systems is explained in [20]. In this thesis, only the
rhombohedral notation is used.
Diffraction Patterns of Crystalline Sb Clusters
All diffraction patterns in this section are calculated using the adjusted
Debye equation (3.17). Initially, a rhombohedral lattice based on the bulk
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Figure 3.7: Powder diffraction pattern for bulk Sb with the Miller indices (based
on the rhombohedral structure) for the most important peaks with their relative
X-ray intensity. Data from [19].
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out. The Debye-Waller factor was calculated for room temperature (295K)
which leads to γ2 = 0.35. This value was used for all calculations except
for Figure 3.10 where the Debye-Waller factor is varied. Where the size
or diameter of a cluster is given, it is determined by measuring the largest
interatomic distance.2 To enable a comparison of the individual patterns,
all patterns in a set are scaled so that the intensities of the highest peak are
equal.
The influence of the cluster size on the diffraction pattern is shown
in Figure 3.8. The clusters are all spherical. With increasing cluster size,
more details in the diffraction patterns become visible but the peak pos-
itions remain constant. Additionally, the diffuse background is reduced.
Because the effect of increasing the cluster size is so evident, it can be used
to determine the cluster size by analysing the diffraction pattern (see Sec-
tion 3.4.2).
The cluster shape has a distinct influence on the diffraction pattern. Fig-
ure 3.9 shows four examples of different cluster shapes. The cluster sizes
were chosen so that all clusters contain a similar number of atoms. In Fig-
ure 3.9(a) the cluster facets are defined by one type of planes (six {100})
and in Figure 3.9(b) they are defined by two different types, namely six
{011} and two {111} where the {111} planes are three quarters of the dis-
tance of the {011} planes away from the centre of the crystal. The cluster in
Figure 3.9(c) has a hexagonal shape which is defined by six {110} and two
{111} planes where the {111} surfaces are half as far from the centre of
the clusters as the {110} surfaces. Figure 3.9(d) shows a tetragonal cluster
which is defined by three {100} planes and one {111} plane. As reported in
Section 1.3.2, this shape has been observed by Okazaki for Sb particles [22].
From these four examples, it is clear that the shape of a cluster is an im-
portant factor in determining the relative peak intensities, especially of the
second and third main peak.
Figure 3.10 shows the influence of the cluster temperature on the dif-
fraction patterns. The solid line represents a Debye-Waller factor of 1 which
is equivalent to a temperature of 0K (γ2 = 0). The dotted line is calculated
for a temperature of 900K (γ2 = 1.06) which is just below the melting point
2Note that all other definitions of the cluster size would lead to smaller values.
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Figure 3.8: Diffraction patterns calculated for a series of different cluster sizes.
The clusters are all spherical and have the rhombohedral structure of bulk Sb.
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Figure 3.9: Diffraction patterns calculated for a series of different shapes. The
clusters all have the rhombohedral structure of bulk Sb and are faceted by (a) six
{100} planes, (b) six {011} and two {111} planes, (c) six {110} and two {111}
planes, and (d) one {111} and three {100} planes.
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of bulk Sb (903.8K). As discussed in Section 3.3, the higher temperatures
lead to a weakening of the peaks at higher s-values and increase the back-
ground over the whole range of scattering parameters. The differences,
however, are minute and will not be detectable in an experimental diffrac-
tion pattern. An exact match of the experimental temperature is therefore
not required and the choice of 295K for the calculated patterns is justified.
Diffraction Patterns of Sb4 Molecules and Sb4 Clusters
One of the distinct properties of Sb is the fact that it evaporates mainly
in tetramers (Sb4), rather than in monomers and dimers (Sb1 and Sb2). It
is therefore to be expected that at least some experimental diffraction pat-
terns display an influence of scattering from Sb4 molecules. The dotted line
in Figure 3.11 shows the diffraction pattern of a single Sb4 molecule. The
structural information for the Sb4 units is taken from [23]. As it has to be
considered that these tetramers form amorphous clusters by condensing
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Figure 3.10: Diffraction patterns calculated for two different temperatures. The
solid line represents a cluster temperature of 0K while for the dotted line the
cluster temperature is increased to 900K.
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without crystallising, a diffraction pattern for a 10 nm cluster consisting
of randomly oriented Sb4 units has been calculated (solid line). Unfortu-
nately, the difference between the two patterns is very small which makes
it impossible to distinguish between these two particles.
Phosphorus (P) and arsenic (As) – Sb’s neighbouring elements in group
V of the periodic table – both evaporate mainly as tetramers as well, how-
ever, unlike the case of Sb, they both also have bulk modifications made
of tetramers: ‘white’ P and ‘yellow’ As. Both modifications are thought
to have a cubic structure but the structural information available is not
conclusive as both phases are unstable and decompose under X-ray illu-
mination [24]. Therefore, no calculated patterns of these structure were
included in this section.
As discussed in Section 1.3, Sattler et al. observed magic numbers for
Sb clusters at 8, 36, 52, and 84 [25]. They also presented models of the geo-
metry of these magic clusters. All models are based on Sb4 building blocks.
In the case of Sb8, a structure with two tetrahedra which are in contact with
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Figure 3.11: Diffraction patterns calculated for an Sb4 molecule (dotted line) and
a 10 nm cluster consisting of randomly oriented Sb4 units (solid line).
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one of their faces and twisted by 60◦ is suggested. Subsequent molecular
dynamics studies found such a geometry to be the lowest energy structure
amongst all their calculations [26]. For Sb36, Sb52, and Sb84 clusters, models
based on an Sb20 pyramid were suggested where Sb4 units are attached to
the pyramid faces. For Sb36 there is one, for Sb52 two, and for Sb84 three
Sb4 units per face.
Figure 3.12 shows the calculated diffraction patterns of these four mod-
els. The bond length for the Sb4 units in these models is taken from [23],
while the separation distance between the two tetramers in the Sb8 cluster
is taken from [26].
Diffraction Patterns of Liquid Sb Clusters
Because of a lack of direct structural information for liquid Sb clusters, it
was not possible to calculate diffraction patterns using the same procedure
as previously described. It was therefore necessary to use a model which
was developed by Zou et al. [27, 28]. This model is based on the hard sphere
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Figure 3.12: Diffraction patterns calculated for the four models of Sb8, Sb36, Sb52,
and Sb84 suggested by Sattler et al. [25].
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(HS) model of Ashcroft and Lekner [29] extending it for non-simple liquid
metals like Bi, Ga, Sb, and Sn. The diffraction patterns of these non-simple
metals show a characteristic shoulder on the right hand side of the main
peak which is not visible for simple liquid metals (e.g. Al, In, Tl, and Pb).
To account for this shoulder, the original HS model was extended to include
two types of spheres, A and B, where species A and B correspond to long
and short interatomic distances. These spheres are arranged randomly in
groups (clusters) of the same type within the liquid. Hence, the whole
liquid consists of a mixture of these two types of clusters and is therefore
also called hard sphere cluster (HSC) model. This model is based on the
fact that metals such as Sb have a double structure with three nearest and
three next-nearest neighbours. While it is not expected that this structure is
retained upon melting, it is possible that there are still two separate groups
of long and short interatomic distances in the liquid phase. The HSC model
gives the following expression to calculate the structure factor (scattering
intensity of the whole structure):
F(s) = (1− x)FA(s) + xFB(s) (3.21)
where x is the percentage of spheres of type B in the liquid and FA and
FB are the scattering factors given by the HS model for each type individu-
ally. These two terms only depend on the hard sphere diameter and the
packing density of the two different types of spheres. All these paramet-
ers (including x) are temperature dependant. For Sb this model has been
fitted to experimental neutron diffraction data [30] and the five parameters
(hard sphere diameter and packing density of the two types of spheres as
well as the relative percentage of the two species) have been derived for
temperatures of 660◦C and 800◦C [27, 28].
For clusters with a diameter of more than approximately 20 nm the HSC
model can be directly used to calculate the diffraction pattern. For smaller
clusters it is essential to take effects due to the finite volume into account.
This can be achieved by calculating the convolution between the structure
function and the function for a sphere [18]. Figure 3.13 shows the dif-
fraction patterns for a 1 nm and a 20 nm liquid Sb cluster at 660◦C. The
diffraction pattern for the bigger cluster clearly shows the shoulder to the
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right of the main peak. The difference between the diffraction patterns at
660◦C and 800◦C is negligible.
Diffraction Patterns of Amorphous Clusters
The structure of amorphous solids is similar to that of liquids but it is
less homogeneous and more rigidly packed as the thermal vibration of
the atoms is weaker. However, as discussed in Section 3.2, amorphous
solids display a very non-random short-range order but lack a periodic
long-range order. As in the case of liquid Sb clusters, there is no structural
information available for amorphous Sb clusters that could be used for
direct calculation of the diffraction patterns. There are, however, extensive
experimental diffraction results available for amorphous Sb [31–34].
The pattern in Figure 3.14 is the experimental pattern from Richter et
al. [33]. The pattern was originally recorded using X-ray diffraction and
the intensity had to be converted to match the electron form factor (see
Figure 3.3). The samples used in this experiment were Sb thin films and are
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Figure 3.13: Diffraction patterns calculated for liquid Sb at 660◦C. The solid line
corresponds to a 1 nm cluster, the dotted line to a 20 nm cluster.
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as such not directly comparable to clusters. As discussed in the previous
section for liquid clusters, however, the difference between large clusters
(at least 10 nm diameter) and thin films is expected to be marginal. On first
glance, the general appearance of this pattern is similar to the liquid pattern
in Figure 3.13, but on closer examination there are very distinct differences:
the peak positions do not match and the peaks in the amorphous pattern
are more pronounced.
It is interesting to compare the patterns for Sb4, amorphous and liquid
Sb to the two patterns shown in the introduction from Stein et al. and Sun
et al. (see Figure 1.4). Stein et al. concluded that their pattern was due
to amorphous clusters, while Sun et al. attributed their pattern to liquid
clusters. If the peak positions of these two pattern are compared to the
patterns presented in this chapter, it is evident that both patterns were
most likely due to Sb4 – either individual tetramers or in the form of larger
particles.


















0.2 0.60.4 0.8 1.0 1.2
Figure 3.14: Experimental diffraction pattern for amorphous Sb thin film. The
data is a scanned plot from [33] which was digitised, filtered and converted to the
electron diffraction form factor.
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3.4 Analysis of Experimental Diffraction Patterns
As described in Section 2.2, during an experiment the diffraction rings are
recorded by two LDA chips situated on a diameter of the Debye-Scherrer
haloes. Each chip consists of 2048 individual pixels, each recording the
charge at a particular scattering angle. In theory, the accumulated pattern
of one chip looks like one of the diffraction pattern shown in Figure 3.8.
The raw experimental pattern, however, looks quite different, as can be
seen in Figure 3.15. This discrepancy is mainly due to the scattering of
the carrier gas which is not fully removed by the two pumping stages.
The following section describes the procedure necessary to prepare the
experimental diffraction pattern for analysis. It is followed by a section
explaining different ways of extracting information about the cluster size
from experimental patterns.
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Figure 3.15: Raw diffraction pattern before the gas background is subtracted. The
dotted line indicates the gas background.
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3.4.1 Data Preparation
The raw data recorded during an experiment consists of an intensity value
for every pixel. The pixel numbers have to be translated into scattering
parameter values s to compare the experimental diffraction patterns to cal-
culated ones. Additionally, the detector chips most probably do not run
exactly through the centre of the scattering rings. The basic situation be-
fore conversion and adjustment can be seen in Figure 3.16. Before and after
every experiment, a set of calibration patterns is recorded. For these cal-
ibration patterns polycrystalline Al and TlCl films are used which show
diffraction peaks at known scattering parameter values. The following
equation describes the calibration procedure (using the definitions from
Figure 3.16) [18]: ( s
c
)2
= (wn)2 + 2bwn+ (d2 + b2) (3.22)
For calibration, only the interdependence between scattering parameter s
and pixel number n is important:
s2 = An2 + Bn+ C (3.23)
The parameters A, B, and C can be determined by a least-square fitting
procedure using the known peak positions of the calibration patterns.
In a second step, the background signal due to scattering of the car-
rier gas has to be removed. Immediately after every experiment a set of
background diffraction patterns is recorded while there are no clusters in
the diffraction chamber. For every experimental cluster diffraction pattern
there has to be a gas diffraction pattern at exactly the same diffraction
chamber pressure. However, even if the same base pressure is chosen, dif-
ferences in intensity between the cluster pattern and the gas pattern are ob-
served. The reason for the differences lies in the fact that the electron beam
intensity varies over the course of an experiment. To adjust for this incon-
sistency, the gas pattern is scaled slightly before it is subtracted from the
cluster pattern. The resulting diffraction pattern is shown in Figure 3.17.
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Figure 3.16: Calibration of the detector chips. The chip can be offset in two dir-
ections, b and d respectively. w is the pixel width and n the pixel number where
one of the diffraction peaks lies. The factor c converts the physical distance on the
detector to the scattering parameter s. After [18].
3.4.2 Size Analysis
After the diffraction pattern has gone through the preparatory procedure
outlined above, it is ready for analysis. From an ideal diffraction pattern
(high intensity, high signal-to-noise ratio) information about cluster size,
cluster structure, lattice parameters and even cluster shape can be extrac-
ted. In this work, however, the signal-to-noise ratio of crystalline diffrac-
tion patterns was too low for very detailed analysis and only cluster size
analysis was carried out. In the following two sections, two different tech-
niques to determine the cluster size are discussed. The first is based on the
Scherrer equation and the second on the radial distribution function (RDF)
obtained by inverting the diffraction pattern. The subsequent section dis-
cusses the influence of disorder and domains on the size estimates.
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Figure 3.17: Resulting diffraction pattern after the gas background has been sub-
tracted from the raw pattern in Figure 3.15.
The Scherrer Equation
If the cluster size decreases, the diffraction rings broaden due to the limited
number of scattering centres. This phenomenon can be used to estimate the
cluster size. The Scherrer equation correlates the peak width to the cluster





where L is the size of the cluster, ∆s the full width at half maximum
(FWHM) of a chosen diffraction peak (in Å−1), ∆s0 the instrumental peak
broadening, and K the Scherrer factor which depends on the shape of the
cluster. K is usually set to around 0.9 for cubic crystals [14] and given
as being close to unity for most crystals [14, 35]. The instrumental peak
broadening is explained in the next section in further detail.
It is important to note that the Scherrer equation is only an estimate and
deviations from the actual cluster size are to be expected for the following
reasons: Firstly, as mentioned above, the shape factor K can vary. Secondly,
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the shape of the diffraction peaks has a crucial influence on the result. If
the peak shape does not follow a Gaussian distribution, the equation would
need adjusting. Lastly, the Scherrer equation does not account for strain or
defects in the clusters, as disordered particles broaden the diffraction peaks
additionally. Two further disadvantages are that the Scherrer equation does
only apply to crystalline particles and that it fails completely if the clusters
consist of domains. The effect of domains will be discussed towards the
end of this chapter.
Instrumental Peak Broadening
In addition to the peak broadening due to the particle size, there is always
an inherent instrumental broadening as a result of the finite spot size of the
electron beam, the path length through the cluster beam or imperfect focus-
sing. In theory, it is possible to correct for this effect by measuring the peak
width on a calibration sample with large grains using the same conditions
as for a cluster experiment. In our study, however, this procedure cannot
be applied for two reasons: Firstly, the diffraction intensity of the calibra-
tions patterns is very high compared to the cluster diffraction intensity. It
is therefore necessary to use an additional aperture which reduces the elec-
tron beam spot size, thereby influencing the peak broadening. Secondly, as
the calibration samples are considerably thinner than the cluster beam, this
would reduce the peak broadening. Adding these two effects together, it is
obvious that the peak broadening would be substantially underestimated.
Nevertheless, it is possible to estimate the instrumental peak broaden-
ing [18]. According to Reinhard [36], the electron beam used in this study
has a diameter of 250 µm when crossing the cluster beam and 90µm at the
detector. The latter is the important value and leads to a peak broadening
of 3.8×10−3Å−1 at 80 kV. The path length h through the cluster beam is
approximately 1.5mm (diameter of the third nozzle) which results in an
additional broadening [18]:
b = h · tan(2ϑ) (3.25)
As this equation depends on the scattering angle ϑ, it also depends on
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the scattering parameter s. The Scherrer equation is mostly applied to the
first peak which is at s ' 0.32Å−1 for Sb. For this s-value and at 80 kV
the peak broadening amounts to 0.85×10−3Å−1. The lower and upper
limit of scattering parameter values in an experimental diffraction pattern
are 0.25 and 1.4Å−1 respectively. For these values the peak broadening is
0.68×10−3 and 3.75×10−3Å−1 respectively. Adding up the influence of the
electron beam spot size and the path length through the cluster beam, the
instrumental peak broadening at the position of the first Sb peak amounts
to about 4.7×10−3Å−1 at 80 kV. For comparison: the experimental peak
width is approximately 2×10−2Å−1 (FWHM).
Fourier Inversion
Because of the previously outlined disadvantages of the Scherrer equation,
a different approach to determine the particle size from the diffraction pat-
terns has been tested: the Fourier inversion method. As discussed in Sec-
tion 3.2, the RDF of a sample can be determined from an experimental
diffraction pattern by Fourier transform. Equation (3.15) shows the rela-
tionship between the diffraction pattern and the RDF. As noted before,
P(r) is only a good approximation of the RDF if the diffraction pattern was
measured over a wide range of s-values. Unfortunately, the experimental
patterns are only recorded in the range from 0.25 to 1.2Å−1, hence, P(r)
can differ considerably from the RDF.
An example of the Fourier inversion is shown in Figure 3.18. It is based
on a Fourier analysis of a diffraction pattern which was previously ob-
tained from (3.6) using the calculated structure of a spherical Sb cluster
with 10 nm diameter. The diffraction pattern itself is not shown here but
it corresponds to the pattern in Figure 3.8(c). In Figure 3.18(a) the original
(known) histogram of interatomic distances of this structure is shown. The
Fourier transform P(r) was calculated using (3.15) and the result is dis-
played in Figure 3.18(b). Drawing the envelope of P(r), the cluster size can
be estimated quite accurately. In the case of an experimental pattern, this
estimate is considerably less obvious as the noise introduces additional os-
cillations. To attenuate these oscillations, a modification function M(s) can












This function should lessen the influence of high s-values as they are the
least accurate. One of the most commonly used modification functions
is the pseudo-temperature function M(s) = e−a2s2 [14]. As the pseudo-









Figure 3.18(c) shows the Fourier transform calculated with the Lanczos
function as modification function. The influence of the Lanczos function
on the oscillations beyond the cluster diameter is evident when comparing
it to Figure 3.18(b).
To address some of the shortcomings of the standard Fourier inversion
method, Wurl developed a new variant called the constrained inversion
method [18]. In this method, three constraints are given for the Fourier
transform: The solution P(r) should be positive for all r, it should be zero
below the first peak in the RDF and it should be zero for all r larger than
the largest cluster in the sample volume. This new technique reduces the
sensitivity to noise and increases the resolution of the resulting RDF. The
disadvantage is the much longer computation time compared to the stand-
ard method. Tests done for the present study, however, seemed to indicate
that the constrained method fails for noisy diffraction patterns from very
large clusters. It was therefore not used for the size analysis.
Effects of Domains and Disorder
One of the crucial issues when determining the size of clusters is the ex-
istence of lattice defects which can divide a cluster in several domains. As
the crystal structure is interrupted at the domain boundaries, the diffrac-
tion pattern of such a cluster resembles a diffraction pattern of a series of






















Figure 3.18: (a) Histogram of interatomic distances of an Sb cluster with 10 nm
diameter. (b) The inverse Fourier transform of the calculated diffraction pattern
based on (a) (without modification function). (c) The inverse Fourier transform
using the Lanczos function as modification function.
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smaller clusters with different orientations relative to each other [18, 37, 38].
When trying to determining the cluster size using the Scherrer equation,
the result reflects the size of the individual domains rather than the true
cluster size as observed by a TEM. However, the inversion process in-
troduced in the last section is expected to be more sensitive to the whole
cluster size than to the domain size [15, 39].
3.5 Conclusions
The present chapter was focussed on the diffraction theory with particular
emphasis on electron scattering by crystals. Most importantly, the Debye
equation was introduced to calculate diffraction patterns and it was applied
to a series of structures like rhombohedral crystals, liquid and amorphous
materials.
The second part of the chapter explained the analysis of the experi-
mental diffraction patterns, starting with the data preparation procedure
and ending with a discussion about different techniques to determine the
particle size from diffraction patterns.
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Chapter 4
A Study of Antimony Clusters
This chapter presents the results and analysis from an electron diffraction
study on antimony (Sb) clusters. The presentation of the results is divided
into three parts according to the type of cooling gas used for the experi-
ment: for the first part, Ar was used, for the second He and for the third a
mixture of the two gases. This is followed by the analysis and discussion of
the diffraction results. The last section of this chapter describes the micro-
scopy studies on deposited Sb clusters: this section presents the different
morphologies of supported Sb clusters and the results of the cluster size
analysis. These size averages are then compared to the results from the
diffraction patterns.
4.1 Results of the Diffraction Experiments
The results are divided into three groups: for the first group, only Ar was
used as cooling gas, for the second only He, and for the third a mixture
of Ar and He. The diffraction patterns displayed in the following sections
are representative for the conditions observed during the experiment un-
less otherwise noted. All the diffraction patterns collected in one figure
were recorded during one experimental run. The individual patterns are
prepared from the raw data as described in Section 3.4.1. All patterns are
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scaled to have the same intensity of the highest peak (but note that depos-
ition rate figures given in Table 4.4 allow an estimate of relative intensities).
The detailed source conditions, together with the results from the size ana-
lysis, are shown in Table 4.4 at the end of the chapter.
During an experimental run, three main parameters can be adjusted:
The temperature of the crucible TC, the type of cooling gas (Ar or He),
and the source inlet gas flow rate (and thereby the inert-gas pressure in the
source PG which increases with increasing flow rate). Together with the
geometry of the nozzles (see Section 2.1.2), these parameters influence the
nucleation conditions and thus the cluster properties.
During some of the diffraction experiments, clusters were deposited on
SiO2 or SiN substrates or on TEM grids to obtain information about the
size distribution of the clusters in the beam and the morphology of the res-
ulting cluster films. The size analysis procedure is described in Section 2.5.
This procedure only works if the cluster density on the samples is low.
If the clusters are overlapping, they have to be analysed manually. The
size information gained from microscopy studies will be compared to the
results from the Scherrer equation (see Section 3.4.2).
4.1.1 Experiments using Ar as Cooling Gas
During the diffraction experiments in which Ar was used as the source
cooling gas, cluster production was controlled using two parameters: the
crucible temperature TC and the gas flow rate. The temperature range
used for these experiments was 600◦C to 825◦C and the range of Ar flow
rates was 50 to 200 sccm. The resulting source pressure ranged from 2 to
10mbar.
Increasing Gas Flow Rate
For the first part of this study, the source temperature was left constant for a
whole run while the gas flow rate was increased. The three resulting series
of diffraction patterns are shown in Figure 4.1, 4.2, and 4.3. The diameter of
the first nozzle was 2.5mm for the first and last run and 3.5mm for the run
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in-between. Between the runs, the temperature was increased from 625◦C
to 650◦C and finally to 675◦C.
The general features are similar in all three runs: at Ar flow rates up
to approximately 100 sccm two broad peaks are observed at s ' 0.33Å−1
and at s ' 0.52Å−1. These peak positions do not match the crystalline dif-
fraction patterns shown in Section 3.3.1 and the general shape resembles
diffraction patterns from amorphous solids or liquids. Increasing the gas
flow rate leads to a split in the second peak, while the first peak gets nar-
rower. This can be best seen in Figure 4.3(c). At the same time, the de-
position rate Rdep generally drops significantly which results in patterns
with more noise. When the flow rate is further increased, the peaks be-
come narrower again and new peaks appear at higher s-values, while the
deposition rate increases again but not to the same level as before (except
for Figure 4.2). The resulting patterns are consistent with the calculated


















Figure 4.1: Diffraction patterns of Sb clusters using Ar as cooling gas and increas-
ing the gas flow rate from (a) 58 sccm to (h) 170 sccm. The temperature is left
constant at 625◦C. Refer to Table 4.4 for details. (Note: the increase in noise in
pattern (e) to (h) is due to the low deposition rate in these experiments.)
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Figure 4.2: Diffraction patterns of Sb clusters using Ar as cooling gas and
increasing the gas flow rate from (a) 90 sccm to (h) 180 sccm. The temperature




















Figure 4.3: Diffraction patterns of Sb clusters using Ar as cooling gas and
increasing the gas flow rate from (a) 82 sccm to (d) 122 sccm. The temperature
is left constant at 675◦C. Refer to Table 4.4 for details.
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diffraction patterns for clusters with the symmetry of bulk rhombohedral
Sb shown in Section 3.3.1. Further increasing the gas flow rate, does not
change the peak shapes noticeably (see Figure 4.2).
If the gas flow rate is decreased below 50 sccm, the deposition rate usu-
ally drops below 5Ås−1 which leads to very weak and noisy diffraction
patterns. The upper limit of the gas flow rate is defined by the maximum
load on the turbo pumps. Depending on the nozzle diameter, the Ar gas
flow rate can usually not be increased beyond 150–200 sccm.
Increasing Source Temperature
In a second set of experiments, the Ar gas flow rate was left constant while
the source temperature was increased. The results from these runs are
shown in Figure 4.4 and 4.5. The first run presents an overview over a
wide temperature range while the second one focusses on a smaller range
of temperatures. For the first run, the gas flow rate was left at 82 sccm while
the temperature was increased in steps of 50K from 675◦C to 825◦C. The
gas flow rate in the second run remained at 80 sccm and the temperature
was increased in steps of 25K from 675◦C to 775◦C. For both runs, the
diameter of the first nozzle was 2.5mm.
Increasing the source temperature leads to a similar result as increasing
the gas flow rate: at temperatures below 700◦C there are two broad peaks as
shown in Figure 4.4(a). Increasing the temperature leads to the appearance
of new and narrower peaks (see Figure 4.4(d)). The resulting diffraction
patterns are again consistent with patterns from the bulk rhombohedral
structure. It should be noted that this change from a liquid or amorphous
structure to the crystalline structure depends on the choice of a suitable gas
flow rate. If the gas flow rate is higher to start with, the diffraction patterns
at low temperature would be crystalline already as in the previous section.
The crystalline patterns in Figure 4.5 do not show any obvious changes
in shape with increasing temperature. The background of the patterns,
however, is increased for higher temperatures. This is particularly evident
in Figure 4.5(e) at high s-values where the intensity is still significantly
above the baseline. This behaviour can also be observed in Figure 4.4(d).
The deposition rates in the first run were considerably higher than in




















Figure 4.4: Diffraction patterns of Sb clusters using Ar as cooling gas and
increasing the temperature in steps of 50K from (a) 675◦C to (d) 825◦C.



















Figure 4.5: Diffraction patterns of Sb clusters using Ar as cooling gas and
increasing the temperature in steps of 25K from (a) 675◦C to (e) 775◦C.
The gas flow rate is left constant at 80 sccm. Refer to Table 4.4 for details.
86 Chapter 4 – A Study of Antimony Clusters
the second run as can be seen from the low noise patterns in Figure 4.4. It
is therefore important to note that the same source conditions would not
necessarily lead to a diffraction pattern of the same intensity. The overall
evolution of the patterns, however, was always reproducible.
It was not possible to record diffraction patterns below 625◦C because
of low deposition rates (the pattern at this temperature is very similar to
the one shown in Figure 4.4(a)). It would have been possible to increase
to temperature beyond 825◦C. However, even at 825◦C the material in the
source evaporates at a very high rate leading to transient source conditions.
4.1.2 Experiments using He as Cooling Gas
The second set of experiments was carried out using He as the source cool-
ing gas. The range of source temperatures used for these measurements
was between 650◦C and 750◦C. The gas flow rates, however, had to be
significantly greater than for Ar in order to reach sufficiently high cluster
beam intensities (see below for a detailed discussion of the deposition rates
achieved). A suitable range was found between 300 and 1500 sccm. The
reason for this behaviour lies in the fact that He is lighter than Ar and
is therefore less efficient in cooling the hot metal vapour. This is due to
the fact that the energy exchanged during collisions between inert gas
and metal atoms is higher for inert gas atoms with a higher molecular
weight [1]. Due to the higher gas flow rates, the resulting source pres-
sure range was significantly higher with values between 5 and 25mbar.
As in the case of Ar, the source temperature is left constant while the gas
flow rate is increased and its effect on the diffraction patterns observed.
However, there are no patterns with constant gas flow rate and increasing
temperature. Over the narrow temperature range where it was possible to
record patterns there was no evolution observed. Below 650◦C – in fact
even below 700◦C – the diffraction intensity was very weak. Above 750◦C,
the source conditions became unstable - possibly due to the high gas flow
rates. Even at 700◦C, the high gas flow rates frequently caused blocking
of one of the nozzles. This is also the reason why there is hardly any size
distribution data from cluster deposition (see below).
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Increasing Gas Flow Rate
In this part, two different runs are presented to show the influence of an
increasing He gas flow on the diffraction patterns. For the patterns in
Figure 4.6, the source temperature was kept at 700◦C and the gas flow rate
increased from 500 to 1454 sccm. The run shown in Figure 4.7was recorded
at 750◦C with a gas flow rate between 570 and 1454 sccm. In both cases,
the diameter of the first nozzles was 3.5mm. Note that the patterns in this
figure are sorted by decreasing instead of increasing flow rate. This was
done for all remaining figures in this section to improve readability of the
individual patterns.
The evolution in both runs follows a similar trend: at a He flow rate
below approximately 800 sccm the diffraction patterns in Figure 4.6(e–g)
show a broad main peak at s ' 0.40Å−1 and a weaker broad peak at
s ' 0.75Å−1. These patterns again resemble diffraction patterns from
amorphous solids or liquids as in the last section, however, the main peak is
















Figure 4.6: Diffraction patterns of Sb clusters using He as cooling gas and decreas-
ing the gas flow rate from (a) 1454 sccm to (g) 500 sccm. The temperature is left
constant at 700◦C. Refer to Table 4.4 for details.
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clearly broader and at a higher s-value than the main peak in Figure 4.3(a).
Increasing the He flow rate leads to a split in the first peak as shown in
Figure 4.6(c). When the flow rate is further increased, peaks are observed
which are consistent with rhombohedral clusters (Figure 4.6(a)). The inter-
mediate pattern in Figure 4.6(c) is clearly due to a mixture of the amorph-
ous structure observed at low flow rates and the crystalline structure at
high flow rates.
If the temperature is increased to 750◦C, the same evolution can be ob-
served as can be seen in Figure 4.7, however, the change from an amorph-
ous to a crystalline structure occurs at a higher gas flow rate. Additionally,
the resulting crystalline pattern in Figure 4.7(a) has narrower peaks than



















Figure 4.7: Diffraction patterns of Sb clusters using He as cooling gas and decreas-
ing the gas flow rate from (a) 1454 sccm to (d) 570 sccm. The temperature is left
constant at 750◦C. Refer to Table 4.4 for details.
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This is particularly evident in the second peak which starts to split in Fig-
ure 4.7(a) but not in Figure 4.6(a).
The deposition rates for low He gas flow rates are very low, typically
well below 5Ås−1. As soon as the patterns change into crystalline ones,
the deposition rates increase, sometimes to values beyond 100Ås−1. How-
ever, the crystalline pattern in Figure 4.6(a) was recorded with an apparent
deposition rate of only 4Ås−1, although the signal-to-noise ratio seems to
be very high – comparable to the pattern in Figure 4.7(a) where the de-
position rate was given as 90Ås−1. There is no obvious explanation for
this phenomenon, except perhaps a faulty deposition rate monitor or a
misalignment of the cluster beam.
As discussed above, the lower limit of the He gas flow rates at around
500 sccm was determined by the required deposition rate to record a pat-
tern with sufficient intensity. The upper limit of 1454 sccm is the limit of
the flow controller used in these experiments. As the source conditions be-
come very unstable at such a high gas flow rate, there is no need to achieve
higher flow rates.
4.1.3 Experiments using a He/Ar Mixture as Cooling Gas
In the third and final set of experiments a mixture of He and Ar was used
as source cooling gas. The total gas flow rate was left constant and only
the relative contributions of He and Ar adjusted. As discussed in the last
section, for a pure He gas flow the flow rate has to be at least 500 sccm
to achieve a sufficiently high diffraction intensity. Starting with this value,
the Ar content could be increased to approximately 20% before the limit of
the second-stage turbo pump was reached. The resulting source pressures
were in the range of 5 to 20mbar. As in the last section, the temperature
range for these experiments was 650◦C to 700◦C.
In this section, three different runs are presented showing the influence
of changing the He/Ar mixture on the diffraction patterns. The first run
is shown in Figure 4.8 and was recorded at a source temperature of 700◦C
and a total gas flow rate of 550 sccm. For the second run – displayed in
Figure 4.9 – the same temperature was used but the total gas flow rate was
increased slightly to 600 sccm. While the first run presents an overview of
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the observed changes, for the second run the Ar contribution was increased
in smaller steps to study the observed transition in more detail. Figure 4.10
shows the third run which was recorded under rather different conditions,
namely a source temperature of 750◦C and a total flow rate of 800 sccm.
Between 0% and 10% Ar content, no additional patterns were recorded for
all runs. Beyond 10%, the Ar content was increased in 5% steps in the first
and third run and in 2% steps in the second run. The diameter of the first
nozzle was 3.5mm for all runs.
For all three runs, the effect of an increase in Ar content leads to sim-
ilar characteristics in the diffraction patterns. If no Ar is added to the He
flow, the patterns are equivalent to the patterns shown in Figure 4.6(e)–(g)



















Figure 4.8: Diffraction patterns of Sb clusters using a He/Ar mixture as cooling
gas. The total gas flow is left constant at 550 sccm and the relative Ar content is
decreased from (a) 20% to (d) 0%. The source temperature is set to 700◦C. Refer
to Table 4.4 for details.
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any visible changes in the shape of the patterns for the first two runs as
seen in Figure 4.8(c) and (d) as well as 4.9(f) and (g). Due to the higher
total flow rate in the third run, already at 10% there is a mixture of the
aforementioned amorphous structure and the crystalline structure of bulk
Sb observable (Figure 4.10(c)). This change only occurs for an Ar content
of around 15% in the first and second run. If the Ar content is further in-
creased towards 20%, only the crystalline pattern is visible (Figure 4.8(a),
4.9(a), and 4.10(a)). These crystalline patterns are very similar in the first
two runs. In the third run, however, an equivalent crystalline pattern is
already observed at 15% Ar content and the pattern shown for 20% has dis-
tinctly narrower peaks. This is most evident in the splitting of the second
peak at s ' 0.45Å−1. Narrower diffraction peaks indicate the presence of
larger particles in the cluster beam.
The observed cluster beam intensities were similar to the ones in the

















Figure 4.9: Diffraction patterns of Sb clusters using a He/Ar mixture as cooling
gas. The total gas flow is left constant at 600 sccm and the relative Ar content is
decreased from (a) 20% to (g) 0%. The source temperature is set to 700◦C. Refer
to Table 4.4 for details.




















Figure 4.10: Diffraction patterns of Sb clusters using a He/Ar mixture as cooling
gas. The total gas flow is left constant at 800 sccm and the relative Ar content is
decreased from (a) 20% to (d) 0%. The source temperature is set to 750◦C. Refer
to Table 4.4 for details.
last section: For the first two runs, deposition rates well below 5Ås−1 were
measured for low Ar content. The mixed and crystalline patterns were re-
corded with higher rates of up to 70Ås−1. For the third run, the deposition
rates were higher throughout: rising from 3.6Ås−1 for 0% up to 170Ås−1
for 20% Ar content.
4.1.4 General Observations about the Diffraction Intensity
When comparing the results of the present study to results of previous
studies on the experimental equipment [2, 3], it is evident that the signal-
to-noise ratio of the diffraction patterns presented here is – apart from
some exceptions – considerably lower than in the previous studies. In
the following, two different aspects are discussed: the first issue is the
difference in observed deposition rates between the previous study on Bi
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and the present one. The second issue regards the expected difference in
scattering intensity between Bi and Sb.
In the diffraction study on Bi clusters [3], deposition rates of well over
100Ås−1 were observed regularly, whereas in the present study, the rates
were mostly in the range between 5 and 50Ås−1 and only very rarely over
100Ås−1. A possible explanation of this discrepancy is given in Section 2.1:
according to the homogeneous nucleation theory, a higher nucleation rate
over a wider range of source temperatures is expected for Bi compared to
Sb. It is therefore expected to be easier to achieve high deposition rates over
a wider range of source parameters for Bi than for Sb. It has to be noted,
however, that the relationship between the measured deposition rate and
the recorded diffraction intensity on the detector is not as straightforward
as expected. An extreme example has been mentioned in Section 4.1.2:
the crystalline patterns in both figures in this section were recorded with
diffraction intensities within 10% of each other, while the deposition rates
varied between 4 and 90Ås−1.
If it is assumed for the moment that there is a direct and reproducible
relationship between the measured deposition rate and the diffraction in-
tensity, there is still an inherent difference in scattering intensity to be ex-
pected between Bi and Sb. This is due to the scattering cross section being
related to the atomic weight of the sample. The relationship between the
cross section σ and the atomic number Z is given as σ ∼ Z2 [4]. This would
mean that the scattering intensity for Bi is approximately 2.6 times higher
than the intensity for Sb.
Combining these two issues helps to understand why it is harder to
achieve diffraction patterns with a high signal-to-noise ratio for Sb than it
is for Bi [3] or Pb [2].
4.2 Analysis of the Diffraction Experiments
The analysis of the diffraction patterns is split up into three sections: in the
first section, the diffraction patterns from crystalline clusters are analysed,
followed by two sections about the two different types of non-crystalline
structures observed during the experiments. The first type was found to
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correspond to the structure of amorphous Sb. The second type was identi-
fied to be equivalent to Sb4. In each of these three parts, the experimental
diffraction patterns are compared to calculated patterns presented in Sec-
tion 3.3.1. At the end of this section, there is an additional part investigating
the background which is present in many diffraction patterns.
4.2.1 Crystalline Patterns
All the diffraction patterns from crystalline particles presented in the last
section are very similar in appearance. The peak positions in all patterns
are in good agreement with the calculated patterns for particles with the
rhombohedral structure of bulk Sb presented in Section 3.3.1. Figure 4.11
shows the experimental pattern from Figure 4.10 together with the calcu-
lated pattern from Figure 3.9(b). The shape of the latter is not spherical but
faceted by six {011} and two {111} planes. As discussed in Section 3.3.1,
the shape of the cluster does not influence the peak positions in the diffrac-
tion pattern, only the relative peak intensities. The relative peak intensities
are best studied using the second and third peaks between s ' 0.4 and
0.5Å−1. As demonstrated in Section 3.3.1, a spherical cluster shape leads
to about the same peak intensity for these two peaks. However, the second
of the two peaks is consistently higher in all experimental diffraction pat-
terns. The relative intensity is matched by the calculated pattern from the
particle with the shape mentioned above. While this shape is not the only
shape which gives rise to the peak intensity distribution observed in the
experiments, it has to be considered as a possible shape. If the second and
third diffraction peak are not separated at all, it is impossible to determine
the cluster shape accurately. Additionally, it has to be kept in mind that the
diffraction patterns represent the whole cluster ensemble which is likely to
contain a wide range of different shapes.
Figure 4.12 presents a selection of the crystalline diffraction patterns
observed in this study. The vertical grey lines indicate the positions of the
stronger peaks for the rhombohedral structure of bulk Sb [5]. It is evident
that all patterns are in good agreement with these values. The most obvious
difference between all the patterns – apart from the signal-to-noise ratio – is
the difference in peak widths. As discussed in Section 3.4.2, the peak width
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Figure 4.11: Comparison of experimental and calculated patterns from crystal-
line clusters. The calculated pattern (dotted line) is based on a rhombohedral Sb
cluster with six {011} and two {111} planes cut out and a diameter of 9.5 nm (see
Figure 3.9). The experimental pattern corresponds to the pattern in Figure 4.10(a).
can be correlated to the average particle size using the Scherrer equation.
The results from the analysis of the Scherrer equation will be presented in a
separate section together with the results from microscopy studies towards
the end of this chapter.
Apart from cluster shape and size, it is also possible to draw conclusions
from the diffraction patterns about the structure of the particles. In previ-
ous studies on Pb [2], Cu [6] and Ag [6, 7] clusters, calculated patterns of
model structures have been fitted to the experimental patterns to determine
the exact structure of the particles. This approach could not be followed in
the present study for various reasons: First of all, the lack of tested poten-
tials for Sb makes it impossible to use molecular dynamics simulations to
create realistic models for Sb clusters. Secondly, there are also no geometric
models for Sb available which include defects. Additionally, it is expected
that the use of the kinematic diffraction theory introduces errors for large
clusters. It would therefore be necessary to develop the means to calculate
diffraction patterns based on the dynamic theory to be able to fit realistic
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Figure 4.12: Overview of experimental crystalline diffraction patterns. The pat-
terns correspond to the patterns in (a) Figure 4.1(h), (b) Figure 4.2(e), (c) Fig-
ure 4.2(h), (d) Figure 4.3(d), (e) Figure 4.4(c), (f) Figure 4.5(d), (g) Figure 4.6(a),
(h) Figure 4.7(a), (i) Figure 4.8(a), (k) Figure 4.9(a), (l) Figure 4.10(b), (m) Fig-
ure 4.10(a). The vertical grey lines indicate the positions of the strongest peaks for
rhombohedral bulk Sb [5].
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models to the experimental data. Lastly, the low signal-to-noise ratio of the
diffraction patterns in this study would lead to fits of questionable quality.
Even without fitting of model structures it is still possible to gain an insight
into the structure of the clusters observed in this study.
Determination of Lattice Parameters
For diffraction patterns from crystalline clusters it is interesting to see
whether the lattice parameters deviate from the bulk values. Once the
peak positions are known and indexed with the Miller indices (see Fig-






(1+ cos α)[(h2 + k2 + l2)− (1− tan2( α2 ))(hk+ kl + lh)]
1+ cos α− 2 cos2 α
)
(4.1)
where s is the scattering parameter of one particular peak and h, k and l
its Miller indices. Note that this equation is only valid for a rhombohedral
structure.
To solve (4.1) at least two peak positions have to be determined as ac-
curately as possible. The main peak (Miller indices (110)) was used as the
first peak for all the analysed patterns. The obvious choice for the second
peak was the peak at s ' 0.45Å−1. However, as described above, this peak
consists of two individual peaks which are merged in most experimental
patterns: the (112) and the (110) peak. Since the (110) peak is stronger in all
patterns, it was chosen for this analysis but the determination of the peak
position is less accurate than for the main peak because of the influence
of the additional peak. As an alternative second peak, the (200) peak at
s ' 0.55Å−1 was chosen which is not influenced by other peaks and is
clearly visible in most patterns. The results for all the crystalline patterns
shown in Figure 4.12 are displayed in Table 4.1. Where there are no values
given for certain peak positions, this means that there was too much noise
to determine the position accurately. The mean values of 4.47Å for a and
57.6◦ resp. 57.5◦ for α (for the two pairs of peaks) are in good agreement
with the values for bulk Sb at room temperature which are given as 4.51Å
and 57.1◦ [9].
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Table 4.1: Peak positions of the (110), (110), and (200) peaks in the experimental
diffraction patterns shown in Figure 4.12 and the resulting lattice parameters a
and α calculated from two pairs of peaks independently. The bulk values are
taken from [9].
Fig. Peak Positions (Å−1) Lattice Parameters a, α (Å, ◦)
(110) (110) (200) (110)/(110) (110)/(200)
4.1(h) 0.3246 − − − − − −
4.2(e) 0.3223 0.4662 0.5677 4.503 56.89 4.519 56.53
4.2(h) 0.3237 0.4658 0.5671 4.453 57.64 4.452 57.69
4.3(d) 0.3246 0.4616 0.5614 4.382 59.25 4.347 60.30
4.4(c) 0.3228 0.4633 − 4.453 57.99 − −
4.5(d) 0.3226 0.4644 0.5671 4.472 57.58 4.497 56.94
4.6(a) 0.3237 0.4601 0.5624 4.393 59.31 4.390 59.38
4.7(a) 0.3229 0.4664 0.5678 4.485 57.12 4.494 56.91
4.8(a) 0.3219 0.4651 0.5664 4.504 57.02 4.515 56.76
4.9(a) 0.3228 0.4657 0.5666 4.480 57.28 4.479 57.30
4.10(b) 0.3217 0.4657 0.5668 4.518 56.75 4.530 56.46
4.10(a) 0.3221 0.4661 0.5663 4.507 56.86 4.502 56.96
Average 4.468 57.61 4.472 57.52
Standard deviation 0.045 0.91 0.060 1.29
Bulk values 4.507 57.11
In principle, the lattice parameter of a cluster depends on the size of the
cluster and its temperature and so knowing the lattice parameter would
allow determination of these two parameters. However, the deviation of
the experimental data from the bulk value is very small compared to the
uncertainty of the measurement described above. It is therefore only pos-
sible to conclude that the crystalline clusters in this study are structurally
indistinguishable from the bulk material.
4.2.2 Amorphous Patterns
The diffraction patterns with an amorphous or liquid appearance which
were observed in experiments where Ar was used as cooling gas were
first compared to the calculated patterns from liquid clusters shown in
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Section 3.3. In Figure 4.13 the experimental pattern from Figure 4.3(b) is
compared to the calculated pattern from a liquid cluster from Figure 3.13.
It is evident that these two patterns to not agree. Even the position of the
main peak does not match and the second and third peak are found at
completely different s-values.
In a next step, the experimental patterns were compared to diffrac-
tion patterns from amorphous Sb thin films found in the literature [10–13].
These patterns were recorded using X-ray diffraction and the intensity had
to be converted to match the electron form factor (see Section 3.1.3). In Fig-
ure 4.14 the same experimental pattern as in the last figure is compared to a
pattern from Richter et al. [10]. The agreement between these two patterns
is significantly better than in the comparison to the liquid pattern. The
peak positions are accurately matched and only the relative peak intensity
of the first and second peak is distinctly different. Since all amorphous pat-
terns observed in the first part of this study (using Ar as cooling gas) are
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Figure 4.13: Comparison of experimental pattern and calculated pattern from a
liquid Sb cluster (dotted line). The calculated pattern corresponds to a 20 nm
cluster at 660◦C as shown in Figure 3.13. The experimental pattern corresponds to
the pattern in Figure 4.3(b).
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Figure 4.14: Comparison of experimental pattern and pattern from Sb thin films
(dotted line) [10]. The experimental pattern corresponds to the pattern in Fig-
ure 4.3(b).
very similar to the one shown in this comparison, it can be concluded that
the structure of these clusters is consistent with the structure of amorphous
Sb thin films.
It is noteworthy that the peak width in diffraction patterns of amorph-
ous particles does not allow any conclusion about the particle size. The
broadening of the peak is due to the inherent distribution of interatomic
distances in amorphous solids (see Section 3.2 for details).
Determination of Bond Length and Bond Angle
For diffraction patterns from amorphous particles, it is possible to determ-
ine the bond length and the bond angle of the structure. This is achieved
by calculating the radial distribution function (RDF) by Fourier transform
as described in Section 3.2.2. Figure 4.15 shows the first part of the RDF (up
to 10Å) corresponding to the experimental diffraction pattern displayed in
the last two figures.
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Figure 4.15: RDF determined by Fourier inversion of the experimental diffraction
pattern for amorphous clusters shown in Figure 4.3(b). The peaks marked with r1
and r2 correspond to the nearest and next-nearest-neighbour distance.
There was no modification function used to calculate this RDF to avoid
a loss of resolution. All the peaks well below the crystalline bond length are
due to the limited range of scattering parameters and noise in the diffrac-
tion pattern.1 The first peak beyond this value corresponds to the nearest
neighbour distance, i.e. the bond length, marked r1 in Figure 4.15. The posi-
tion of the second peak corresponds to the next-nearest-neighbour distance,
marked r2. These two values allow the determination of the bond angle us-
ing (3.16). Table 4.2 shows the values for r1, r2 and the bond angle ϑ for
a selection of experimental diffraction patterns from amorphous particles.
The average bond length has been calculated to be 2.82± 0.01Å and the
average bond angle to be 100.7◦ ± 1.3◦. Compared to the values given in
the literature for amorphous Sb thin films (2.90Å for the bond length and
96◦ for the angle [14]), the calculated bond length does not agree very well
1Although the bond length of an amorphous solid is expected to differ from its crystal-
line counterpart, the difference is not expected to be considerable. Choosing the crystalline
value as a rough approximation is therefore valid.
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and also the bond angle is significantly different. The deviation of the
bond angle is mainly due to the uncertainty of the bond length, since the
calculated value for r2 is very close to the value found in the literature.
Table 4.2: Nearest and next-nearest-neighbour distances as well as bond angle
determined by Fourier inversion of amorphous diffraction patterns from Figure 4.1
to 4.5. The literature values are taken from [14].
Figure Peak Positions Bond Angle
r1 (Å−1) r2 (Å−1) ϑ (◦)
4.1(b) 2.817 4.346 100.93
4.1(c) 2.808 4.350 101.51
4.2(a) 2.833 4.287 98.33
4.3(a) 2.799 4.339 101.63
4.3(b) 2.826 4.331 100.04
4.5(a) 2.807 4.356 101.75
Average 2.815 4.335 100.70
Standard deviation 0.013 0.025 1.32
Literature values 2.90 4.31 96
4.2.3 Sb4 Patterns
The diffraction patterns with amorphous appearance which were observed
when He or a He/Ar mixture was used as cooling gas (Figure 4.6 to 4.10)
are markedly different from the ones discussed in the previous section.
They do not match the liquid pattern presented in Figure 4.13 either. Since
Sb evaporates mainly in tetramers rather than monomers and dimers as
discussed in Section 1.3.1, it is to be expected that some diffraction pat-
terns display an influence of scattering from Sb4 molecules. To test this, a
diffraction pattern was calculated for Sb4 with a structure based on ab initio
calculations [15]. Figure 4.16 shows a comparison of this pattern and the
experimental pattern shown in Figure 4.6(e). All the features of the experi-
mental pattern seem to be well represented by the calculated pattern.
While it seems obvious that the experimental patterns are due to scat-
tering on a beam of Sb4 units, it might also be possible that there are
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Figure 4.16: Comparison of experimental and calculated Sb4 patterns. The cal-
culated pattern (dotted line) is based on a theoretical model [15] and the experi-
mental pattern corresponds to the pattern in Figure 4.6(e).
larger clusters consisting of randomly oriented tetramers in the beam as
discussed in Section 3.3.1. The diffraction method is not suitable to dis-
tinguish between single Sb4 units and large Sb4 clusters as was shown in
Figure 3.11. This is due to the fact that the large Sb4 clusters consist of ran-
domly oriented particles and do not show a long-range order. To gather
more information about these particles, it is necessary to use an independ-
ent technique. Studying the morphology of deposited clusters is one way
of solving this issue. This will be discussed in more detail below. Another
possibility would be the use of a mass spectrometer which is the topic of
the next chapter.
Determination of Bond Length
As in the case of amorphous clusters described above, it is also possible to
determine the bond length for Sb4 particles. In a first step, the RDF has to
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be determined by inverting the diffraction pattern. The RDF for the pattern
used in the comparison above is shown in Figure 4.17.
In contrast to the RDF for amorphous particles presented in the previ-
ous section, for Sb4 there is only one peak of importance. This peak corres-
ponds to the nearest-neighbour distance or bond length and is marked with
r1 in the figure. This is due to the fact that every atom in an Sb4 unit has
just three nearest neighbours which are all the same distance away from
each other. Independent of whether the Sb4 unit is on its own or whether it
is part of a larger cluster with a random arrangement of Sb4 units, there are
no next-nearest neighbours at a well-defined distance. All the further peaks
visible in Figure 4.17 are therefore introduced by the inversion process.
For a selection of Sb4 diffraction patterns, the bond lengths were de-
termined as shown in Table 4.3. The average bond length has been calcu-
lated to be 2.82± 0.02Å. This is in reasonable agreement with the value of
2.85Å found in the literature for a theoretical Sb4 model [15].















Figure 4.17: RDF determined by Fourier inversion of the experimental diffraction
pattern for Sb4 clusters shown in Figure 4.6(e). The peak marked with r1 corres-
ponds to the nearest-neighbour distance.
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Table 4.3: Nearest-neighbour distance determined by Fourier inversion of Sb4















4.2.4 Background of Experimental Diffraction Patterns
In the diffraction patterns from crystalline clusters, there is a background
visible which is not present in the calculated patterns based on the Debye
equation. Although the background differs in intensity, it is visible in all
crystalline patterns presented in this chapter. It can be best seen in Fig-
ure 4.11. In this figure, the intensity of the experimental pattern is scaled
to match the calculated pattern. However, the background is visible over
the whole spectrum. It has to be noted that the slope of this background is
different from the slope of the gas background which is subtracted already.
It is therefore not possible to correct this by scaling the gas background
before subtraction as this would influence the overall shape of the pattern.
As can be seen in Figure 4.4 and 4.5, the background is stronger the higher
the source temperature is. There are several possible explanations for this
phenomenon:
• As described in Section 3.1.3, an increase in cluster temperature leads
to an increase in background while the peak intensities for higher
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s-values are reduced due to displacement disorder. However, this in-
crease in background is minor compared to the observed background
in the experimental patterns as can be seen in Figure 3.10. The two
patterns in this figure are calculated for a temperature of 0K and
900K which is the largest difference in temperature possible for solid
Sb clusters,2 but due to noise, this increase in background would not
be distinguishable in our diffraction patterns.
• The existence of planar disorder (e.g. stacking faults) leads to an in-
crease in background comparable to the effects of an increase in tem-
perature described above [16]. Without the knowledge of possible
disordered structures for Sb clusters it is difficult to estimate the ef-
fect on the diffraction patterns.
• It is possible that the cluster beam contains a certain number of small
Sb molecules like Sb1, Sb2 and Sb3. Especially for higher source tem-
perature it is expected that the fraction of Sb4 is greatly reduced and
Sb1 and Sb2 are more important [17]. These molecules would add a
scattering signal similar to that of the inert carrier gas. The exact dif-
fraction curves for Sb1, Sb2 and Sb3 are shown in Figure 4.18.3 This
additional contribution could account for at least a part of the back-
ground in the diffraction patterns and would also explain why the
background is stronger for higher source temperatures.
• Following on from the last argument, it has to be considered that the
crystalline diffraction patterns contain additional scattering intensity
from amorphous or Sb4 particles. Particularly around the transition
from one phase to the other, a mixture of two structures is to be ex-
pected. Additionally, the presence of individual Sb4 particles in the
beam cannot be discounted at any time. Figure 4.19 shows the in-
fluence of additional amorphous and Sb4 scattering intensity on a
crystalline pattern. The experimental pattern is the same as in the
2The likely decrease of the melting temperature for small clusters is not considered in
this example.
3The structural information for Sb2 and Sb3 was taken from [15].
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Figure 4.18: The influence of scattering from Sb1, Sb2 and Sb3 on the back-
ground of a diffraction pattern. The structural data for Sb2 and Sb3 is taken
from [15]. The experimental pattern corresponds to Figure 4.3(d).
last figure and is compared in Figure 4.19(a) to the calculated pat-
tern of a crystalline Sb cluster with 6.9 nm diameter and the same
structure described in Section 4.2.1. In Figure 4.19(b) 70% of the nor-
malised scattering intensity for amorphous particles is added to the
calculated pattern from (a). This leads to a broadening of the base
of the main peak similar to that observed in the experimental pat-
tern. The background in the high s-range is not increased noticeably.
In Figure 4.19(c) 50% of the Sb4 scattering intensity is added to the
calculated pattern from (a) which adds a strong background to the
whole pattern. Finally, in Figure 4.19(d), the two previous figures
are combined (with the same relative ratios) giving rise to a pattern
which follows the experimental pattern very closely in the first half
of the displayed s-range, while it is too weak in the second half.
• Experimental issues cannot be excluded from this discussion. As dis-
cussed in Section 3.4, the diffraction patterns of the carrier gas are not
recorded after every individual pattern but rather at the end of each
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Figure 4.19: The influence of additional amorphous and Sb4 scattering in-
tensity on a crystalline pattern. The dotted line in all patterns corresponds
to the experimental pattern in Figure 4.3(d). (a) The solid line represents a
6.9 nm diameter Sb cluster with the structure described in Section 4.2.1. (b)
70% normalised amorphous scattering intensity is added to the calculated
pattern in (a). (c) 50% normalised Sb4 scattering intensity is added to the
calculated pattern in (a). (d) A mixture of all three phases with the ratios
as before. The amorphous pattern is taken from [10] and the structural data
for Sb4 is taken from [15].
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run, once the source heating is turned off. This is due to the fact that
it is impossible in the current set-up to interrupt the cluster beam in-
termittently to record a background pattern without the influence of
cluster scattering. During the course of a run, the experimental condi-
tions have been observed to change, most notably the electron beam
intensity. While a change in electron beam intensity should have the
same influence across the whole range of scattering parameters, it
cannot be discounted that secondary effects lead to an uneven effect
on the scattering intensity.
To summarise, there are several possible explanations for the observed
background in the scattering patterns, all of which are difficult to prove
or disprove. The background is most likely caused by the concurrence of
several different effects such as planar disorder, the existence of additional
particles in the cluster beam as well as additional experimental effects.
4.3 FE-SEM and HRTEM Studies of Deposited
Clusters
To obtain information about the cluster size distribution and their morpho-
logy, clusters were deposited on SiO2 and SiN substrates as well as TEM
grids. These samples were then studied under an FE-SEM or an HRTEM.
In the following section, the morphology of the three different cluster struc-
tures observed in this work is described. This is followed by a section about
the size analysis of the deposited clusters compared to the size analysis of
the diffraction patterns.
4.3.1 Morphology of Supported Sb Clusters
Depositing clusters of the three different structures described in the pre-
vious sections leads to three distinctly different morphologies on the
samples. Firstly, FE-SEM and HRTEM images for crystalline clusters are
shown followed by FE-SEM images for amorphous clusters and clusters
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consisting of Sb4 units. For the last two species there are no HRTEM in-
cluded as the high-resolution images did not show any additional inform-
ation. This will be explained in detail in the corresponding sections.
The morphologies presented in this section are representative for the
vast majority of the morphologies observed during the present study. How-
ever, due to the huge variety of cluster shapes and sizes encountered, espe-
cially for crystalline clusters, the selection shown here cannot cover all the
observed shapes. Furthermore, setting the source conditions to exactly the
same parameters as described here does not guarantee to obtain the same
morphology. While the general characteristics are usually reproducible, the
finer details are not.
Crystalline Clusters
From all three species studied in this work, the crystalline clusters show the
broadest range of morphologies. Figure 4.20 presents a series of FE-SEM
images of crystalline clusters deposited under different source conditions.
The clusters in Figure 4.20(a) and (b) are from two consecutive depositions
in the same run where the Ar gas flow rate was increased from 158 to
191 sccm while the source temperature remained constant at 750◦C. In both
images, the clusters show a variety of different shapes and are all strongly
faceted. It is evident that, in this example, a higher gas flow rate leads to
smaller clusters. This is due to the fact that clusters spend less time in the
source chamber if the gas flow rate is increased.
For the clusters presented in Figure 4.20(c) there was a mixture of He
and Ar used as cooling gas. The exact source conditions were 87 sccm Ar
and 496 sccm He at a source temperature of 700◦C. The cluster shapes in
this example are very similar to the ones observed in the first two images
and the cluster size lies between the two extremes of Figure 4.20(a) and (b).
Figure 4.20(d) shows the influence of a low Ar flow rate and a high
source temperature on the morphology. The size of these clusters is dra-
matically increased compared to the last three examples (note the different
scale bar in this example).
Because of the limited resolution of the FE-SEM, a number of samples
were also studied under an HRTEM. With an HRTEM it is possible to
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Figure 4.20: FE-SEM images of clusters corresponding to crystalline diffraction
patterns. The source conditions used were (a) 750◦C and 158 sccm Ar; (b) 750◦C
and 191 sccm Ar (same run as (a)); (c) 700◦C, 87 sccm Ar and 496 sccm He; (d)
825◦C and 82 sccm Ar (corresponding to Fig. 4.4(d)).
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see lattice fringes that enable a determination of whether the clusters are
single-crystalline or whether they contain domains. Figure 4.21 shows a
collection of four HRTEM images from crystalline clusters. It is worth
mentioning, however, that the absence of lattice fringes on a HRTEM image
does not necessarily imply that the particles are non-crystalline. It could
also mean that the lattice planes are not oriented properly relative to the
electron beam or that the optics of the microscope was not focussed.
The cluster in Figure 4.21(a) has a single-crystalline core which is sur-
rounded by an amorphous layer. This amorphous layer is most likely due
to oxidation. As the samples have to be transferred from the deposition
chamber to the microscope, it is inevitable that oxidation occurs. In all
examples studied, the amorphous layer has a thickness of approximately
2 nm. A previous study also observed an amorphous oxide layer around
Sb clusters [18], although in this study, the oxide layer crystallised under
electron beam irradiation into an Sb2O3 structure. This behaviour is not
observed in the present work.
Figure 4.21(b) displays a particle with triangular cross section consist-
ing of multiple domains. At least four different domains are visible; the
domain boundaries, however, are not well defined and it is not possible to
determine whether twin planes exist. There is an amorphous layer visible
around this particle as well.
Figure 4.21(c) and (d) show two examples of clusters sticking together.
These two images are from the same sample. In the first case, an area of
coalescence is visible between the two particles and the amorphous layers
have merged. In the second case, however, the two clusters merely stick
together without any further interaction. It is worth mentioning that the
clusters in these two images were deposited under conditions which gave
rise to an amorphous diffraction pattern (the sample corresponds to the
pattern in Figure 4.5(a)). It has been known for some time that amorphous
Sb thin film crystallise either spontaneously after a certain time or under
the influence of an electron beam [10, 11, 19]. This would explain why
clusters with a spherical shape which usually correspond to the amorphous
phase (see below) display lattice fringes.
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Figure 4.21: HRTEM images of individual Sb clusters showing crystal lattices and
oxide layers.
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Amorphous Clusters
The amorphous clusters formed at low temperatures and low Ar flow rates
are shown in Figure 4.22. These clusters are spherical and have a narrow
size distribution with a mean size of around 40 nm (see below for a de-
tailed discussion of the cluster sizes). As observed in a previous study, the
majority of these clusters bounce off the substrate’s surface [20]. Clumps
of clusters such as those shown in Figure 4.22(a) and (b) most likely arise
due to the fact that they only stick to the surface when they hit either a sur-
face defect or another cluster. A higher coverage of amorphous particles
leads to an appearance as shown in Figure 4.22(c). Rather than forming a
continuous film, the clusters form well-separated, evenly sized islands.
Figure 4.22(d) shows an example of a mixture of amorphous and crys-
talline particles. Although the diffraction pattern shown in Figure 4.3(d)
which corresponds to this sample shows distinct crystalline features, there
is a significant number of spherical particles visible. While it is not pos-
sible to determine whether these spherical particles are indeed amorphous
in the cluster beam, they are identical in appearance to the ones shown
in Figure 4.22(a) and (b) and distinctly different to the crystalline particles
displayed in Figure 4.20. It has been mentioned before that some of the
spherical particles turn out to be crystalline under the HRTEM, although
it is assumed that they are amorphous in the beam and crystallise on the
substrate. If they are still amorphous in the cluster beam, it would have
an influence on the cluster size estimate based on the diffraction patterns.
This issue will be discussed in more detail below.
As mentioned above, there are no HRTEM images of amorphous
clusters included for two reasons: Firstly, high resolution images of
amorphous particles do not contain any information about the structure
of these particles, since the structure lacks long range order which would
be visible as lattice fringes. Secondly, an image of a cluster without lattice
fringes does not allow the conclusion that the particle is not crystalline. As
discussed above, this is due to the fact that lattice fringes can only be detec-
ted under an electron microscope if the crystal planes are properly aligned
relative to the electron beam.
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Figure 4.22: FE-SEM images of amorphous clusters. The source conditions used
were (a) 625◦C and 77 sccm Ar (corresponding to Fig. 4.1(b)); (b) 675◦C and 82 sccm
Ar (corresponding to Fig. 4.3(a)); (c) 650◦C and 82 sccm Ar; (d) 675◦C and 122 sccm
Ar (corresponding to Fig. 4.3(d)).
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Sb4 Clusters
FE-SEM images of clusters which give rise to diffraction patterns corres-
ponding to those of Sb4 are shown in Figure 4.23. In Figure 4.23(a) a
low-density area with individual, well-separated particles is visible. Fig-
ure 4.23(b) is from the same sample but closer towards the centre of the
cluster beam spot. In this image, most particles have merged but the ori-
ginal shape is still visible. There are almost no small particles present as
in Figure 4.23(a) leading to the assumption that these small particles have
already coalesced with the larger ones. The clusters in Figure 4.23(c) are
from a different sample but from the same run as the ones above. This
image shows individual clusters sitting in a second layer above a dense in-
terconnected lower layer of clusters and was recorded in the centre of the
cluster beam. The sample in Figure 4.23(d) features V-grooves which were
etched into the substrate before the clusters were deposited. This allows the
morphology to be studied at an angle without having to tilt the microscope
stage. The clusters in this image are similar to the ones in Figure 4.23(b)
on the plateau between the grooves but are still individual particles on the
slope – although some coalescence is evident.
These results, and especially the morphology shown in Figure 4.23(c),
are not consistent with the deposition of Sb4 molecules. It appears, there-
fore, that the particles in the beam have a mean diameter of approximately
30 nm and consist of randomly oriented Sb4 units. The lack of long-range
order in such a particle and the absence of correlation between neighbour-
ing Sb4 units would lead to a diffraction pattern which is almost identical
to that of isolated Sb4 particles. This has been checked by calculating a
diffraction pattern for 10 nm particles composed of randomly assembled
Sb4 units and indeed the diffraction patterns are almost identical to these
of isolated Sb4 tetramers (see Figure 3.11).
There are no HRTEM images of Sb4 particles included in this section for
the same reasons outlined for amorphous clusters.
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Figure 4.23: FE-SEM images of Sb4 clusters. The source conditions used were (a)
700◦C and 750 sccm He (corresponding to Fig. 4.6(e)); (b) same sample as in (a),
closer to the centre of the cluster beam spot; (c) 700◦C and 500 sccm He (corres-
ponding to Fig. 4.6(g)), very high coverage; (d) 700◦C, 60 sccm Ar and 750 sccm He
(corresponding to Fig. 4.9(f)), deposited on sample with V-grooves (the V-groove
wall is shown in the top half of the image and the plateau in the bottom half).
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4.3.2 Size Analysis of Sb Clusters
Three different methods were used to determine the size of the clusters ob-
served in this study: the microscopy method using FE-SEM and HRTEM,
the Scherrer equation and the inversion method. All these techniques were
discussed in detail in earlier sections and in the following they will only be
mentioned briefly to explain how each method was applied to the exper-
imental data. At the end of this section a table with all the experimental
conditions and results will be presented.
Microscopy
The cluster size distribution of the particles shown in the last section is
determined using the procedure described in Section 2.5. The FE-SEM was
mainly used for this procedure, as the higher resolution of the HRTEM was
not required. Some samples, however, were studied under the HRTEM as
well to check for smaller clusters below the detection limit of the FE-SEM
and to confirm that these two systems lead to the same result. Since the
size averages from the FE-SEM and the HRTEM agreed well (see Section 2.5
and in particular Figure 2.9) and since the smallest clusters found with the
HRTEM were about 5 nm in diameter, the choice of mainly using the FE-
SEM is justified.
Scherrer Equation
For crystalline clusters, the Scherrer equation was used as an alternative
method to determine the mean cluster size as discussed in Section 3.4.2.
The additional background observed in the experimental diffraction pat-
terns (see Section 4.2.4) is subtracted first. In a next step, a Gaussian dis-
tribution is fitted to the main peak and the FWHM of this distribution is
determined. Finally, the particle size is calculated using (3.24) as described
in the corresponding section (the factor K is set to unity and the instru-
mental peak broadening ∆s0 to 4.7×10−3Å−1). It is noteworthy that the
Scherrer equation is only an estimate and is expected to lead to incorrect
results if the cluster beam consists of a mixture of crystalline as well as
non-crystalline particles.
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Inversion Method
The inversion method as described in Section 3.4.2 has also been used for
size analysis. Figure 4.24 shows four examples of RDFs calculated for a se-
lection of experimental diffraction patterns. The data in Figure 4.24(a) and
(b) correspond to the crystalline clusters shown in Figure 4.20(a) and (b),
respectively. While the two FE-SEM images show considerably different
size distributions for the two samples, an estimate based on the inversion
results would lead to a mean cluster size of approximately 70 nm for both
figures. It is worth noting that both RDFs show large oscillations below
10nm.
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Figure 4.24: Comparison of the inversion method for crystalline, amorphous and
Sb4 clusters. The RDFs correspond to (a) crystalline clusters as shown in Fig-
ure 4.20(a); (b) crystalline clusters as shown in Figure 4.20(b); (c) amorphous
clusters giving rise to the diffraction pattern in Figure 4.5(a); (d) Sb4 clusters giv-
ing rise to the diffraction pattern in Figure 4.8(d). The Lanczos function was used
as modification function for all the calculations.
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The RDF in Figure 4.24(c) corresponds to the amorphous diffraction
pattern displayed in Figure 4.5(a). As in the case of the crystalline clusters,
a size estimate based on this RDF would lead to a value of about 70 nm.
This is also true for the last RDF shown in Figure 4.24(d) which is based
on the Sb4 diffraction pattern in Figure 4.8(d). Not only the four presented
RDFs but also all the other diffraction patterns analysed by the inversion
method led to a size estimate in the range of 60 to 70 nm. This is in total
disagreement with the results from the FE-SEM study which show a wide
range of mean cluster sizes.
In two previous studies [2, 3], the inversion method was used success-
fully for cluster diameters up to approximately 10 nm, however, most of
the diffraction patterns in these studies had a higher signal-to-noise ratio
than those in the present work. There are several possible reasons why
the inversion method does not produce meaningful results in the present
work: firstly, as described in Section 3.4.2, the range of scattering paramet-
ers recorded during an experiment is limited, leading to the appearance of
additional oscillations. Secondly, the signal-to-noise ratio of the patterns
was rather low, again introducing errors. And thirdly, the large clusters
observed in this study introduce a considerable amount of complexity into
the inversion process. Hence, the inversion results are not discussed fur-
ther.
Experimental Conditions and Results
All the results from the size analysis together with the source conditions
for each run are presented in Table 4.4. The source temperature TC and
the gas flow rates are the source parameters which can be controlled dir-
ectly; the source pressure PG depends on the gas flow rate, the nozzle
diameter and to some extent the temperature and cannot be adjusted in-
dependently. The deposition rate monitor is not considered to be very ac-
curate and therefore the deposition rate Rdep gives only a rough indication
of the cluster beam intensity (see also Section 4.1.4). The nozzle diameter
quoted in the table corresponds to the diameter of the first nozzle and can-
not be changed during a run (see Section 2.1 for more details). The size
estimates listed here are obtained through two independent procedures:
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the first method determines the cluster size from FE-SEM images (see Sec-
tion 2.5), while the second one uses the Scherrer equation which calculates
the mean diameter based on the diffraction patterns (see Section 3.4.2).
The results from the FE-SEM measurements are given as number-weighted
and volume-weighted mean diameter. The volume-weighted measure is
expected to agree more closely to the size information gained from the dif-
fraction patterns. Because of the limited number of samples which can be
mounted inside the vacuum chamber, there are not FE-SEM size estimates
available for all experiments presented here. The Scherrer equation can
only be used for crystalline patterns and could not be applied to some pat-
terns with low signal-to-noise ratio. The uncertainty for the results from the
Scherrer equation is about 30% [4] and for the FE-SEM size measurements
about 10%. The last column in the table denotes the type of diffraction
pattern observed for each measurement: crystalline, amorphous, Sb4 or a
mixture of two of these structures. This classification does not, however,
take into account that some of the crystalline diffraction patterns might
contain a background due amorphous or Sb4 particles (see Section 4.2.4 for
more information).
Discussion of General Trends and Size Estimates
In this section, the general trends as well as the size estimates shown in
Table 4.4 are discussed. The discussion is divided into three parts according
to the structure of the clusters. To refer to a specific section in Table 4.4, the
numbering of the diffraction pattern figures is used. This is, however, only
a means of identifying the corresponding experimental conditions and is
not intended as a link to the original diffraction patterns.
It is noteworthy that all the measurements shown in this table (pressure,
deposition rate, and especially size estimates) cannot be considered to be
representative for runs with similar source conditions, as it proved to be
very difficult to achieve the same results even in two consecutive runs using
exactly the same settings. Note that the volume-weighted diameter can be
influenced considerably by a single very large cluster. It was possible,
however, to recreate the general trends with changing source parameters














Table 4.4: Experimental conditions and size distribution estimates for the runs from Figure 4.1 to 4.10 and 4.20. TC stands
for the source temperature, PG for the source pressure and Rdep for the deposition rate. For the size estimates, three values
are given – if available: the first two are from FE-SEM images (number-weighted and volume-weighted mean diameter)
and the third is determined from the diffraction patterns using the Scherrer equation. The last column denotes whether the
diffraction pattern shows crystalline (C), amorphous (A) or Sb4 (S) characteristics (or a mixture of two types). The data at the
bottom without figure number is include because it contains additional size estimates not available in the previous runs.
Figure TC Flow Rate (sccm) PG Rdep Nozzle ∅ Size Estimates (nm) Pattern
(◦C) Ar He (mbar) (Ås−1) (mm) SEM mean SEM vol. Scherrer
4.1(a) 625 58 − 3.5 9.1 2.5 32 38 − A
4.1(b) 625 77 − 4.3 41 2.5 38 39 − A
4.1(c) 625 92 − 5.0 21 2.5 27 28 − A
4.1(d) 625 105 − 5.6 6.9 2.5 26 27 − AC
4.1(e) 625 119 − 6.2 6.6 2.5 42 50 − C
4.1(f) 625 130 − 6.7 3.4 2.5 − − − C
4.1(g) 625 149 − 7.5 1.4 2.5 − − − C
4.1(h) 625 170 − 8.2 5.3 2.5 34 53 4.0 C
4.2(a) 650 90 − 2.9 7.3 3.5 − − − A
4.2(b) 650 100 − 3.1 7.6 3.5 − − − A
4.2(c) 650 110 − 3.4 4.8 3.5 − − − AC
4.2(d) 650 140 − 4.1 5.8 3.5 − − 4.2 C
4.2(e) 650 150 − 4.4 11 3.5 − − 4.6 C
4.2(f) 650 160 − 4.6 33 3.5 − − 4.7 C
4.2(g) 650 170 − 4.8 39 3.5 − − 4.6 C
4.2(h) 650 180 − 5.1 38 3.5 − − 4.5 C
4.3(a) 675 82 − 4.8 18 2.5 39 42 − A
4.3(b) 675 100 − 5.6 23 2.5 − − − A
4.3(c) 675 111 − 6.2 21 2.5 33 37 − AC
4.3(d) 675 122 − 6.7 8.5 2.5 42 61 3.2 C
4.4(a) 675 82 − 4.8 18 2.5 39 42 − A
















Figure TC Flow Rate (sccm) PG Rdep Nozzle ∅ Size Estimates (nm) Pattern
(◦C) Ar He (mbar) (Ås−1) (mm) SEM mean SEM vol. Scherrer
4.4(c) 775 82 − 5.5 21 2.5 101 203 3.7 C
4.4(d) 825 82 − 6.2 39 2.5 92 184 3.8 C
4.5(a) 675 80 − 4.8 5.0 2.5 49 62 − A
4.5(b) 700 80 − 5.4 9.4 2.5 52 62 3.9 C
4.5(c) 725 80 − 5.1 5.8 2.5 60 93 4.2 C
4.5(d) 750 80 − 5.8 11 2.5 68 93 4.8 C
4.5(e) 775 80 − 6.3 14 2.5 111 180 4.5 C
4.6(a) 700 − 1454 15.9 4.0 3.5 − − 3.0 C
4.6(b) 700 − 1250 14.1 5.5 3.5 − − − SC
4.6(c) 700 − 1125 13.3 2.4 3.5 − − − SC
4.6(d) 700 − 1000 12.2 2.8 3.5 − − − SC
4.6(e) 700 − 750 9.7 2.9 3.5 20 21 − S
4.6(f) 700 − 600 8.0 3.6 3.5 − − − S
4.6(g) 700 − 500 7.3 2.7 3.5 21 24 − S
4.7(a) 750 − 1454 17.1 90 3.5 − − 4.9 C
4.7(b) 750 − 1170 14.5 3.2 3.5 − − − S
4.7(c) 750 − 711 10.1 2.2 3.5 − − − S
4.7(d) 750 − 570 8.6 1.9 3.5 − − − S
4.8(a) 700 110 440 9.1 28 3.5 14 17 4.4 C
4.8(b) 700 82 467 9.0 5.6 3.5 14 17 − SC
4.8(c) 700 55 495 8.7 0.9 3.5 21 24 − S
4.8(d) 700 0 550 8.2 1.4 3.5 23 26 − S
4.9(a) 700 120 480 10.2 69 3.5 28 31 4.8 C
4.9(b) 700 108 492 10.2 23 3.5 21 23 − SC
4.9(c) 700 96 504 10.2 4.7 3.5 19 23 − SC















Figure TC Flow Rate (sccm) PG Rdep Nozzle ∅ Size Estimates (nm) Pattern
(◦C) Ar He (mbar) (Ås−1) (mm) SEM mean SEM vol. Scherrer
4.9(e) 700 72 528 10.2 1.4 3.5 35 39 − S
4.9(f) 700 60 540 10.2 1.1 3.5 20 22 − S
4.9(g) 700 0 600 9.5 1.2 3.5 25 26 − S
4.10(a) 750 160 640 15.4 109 3.5 47 123 5.2 C
4.10(b) 750 120 680 14.4 167 3.5 26 31 4.9 C
4.10(c) 750 80 720 13.4 6.5 3.5 32 43 − SC
4.10(d) 750 0 800 11.5 3.6 3.5 21 23 − S
4.20(a) 750 158 − 5.5 25 3.5 73 91 4.8 C
4.20(b) 750 191 − 6.5 56 3.5 26 29 5.0 C
700 − 550 8.2 1.4 3.5 23 26 − S
700 − 1125 13.3 4.3 3.5 23 25 − SC
700 − 1454 16.1 7.7 3.5 19 22 3.9 C
650 80 − 4.6 64 2.5 41 44 − A
650 120 − 6.3 26 2.5 48 64 4.1 C
700 0 500 7.5 7.4 3.5 18 20 − S
700 100 400 9.1 114 3.5 30 37 4.6 C
675 78 − 4.5 7.0 2.5 45 51 − A
675 101 − 5.6 2.8 2.5 38 79 − A
675 122 − 6.5 1.5 2.5 83 116 4.8 C
725 78 − 4.7 7.1 2.5 73 112 4.0 C
775 78 − 5.1 11 2.5 131 171 5.7 C
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The size information of the mixed phases will not be discussed in detail
since it can be considered to be a convolution of the two size distributions
for each separate phase. Table 4.5 presents the size averages calculated for
the three structures independently.
Table 4.5: Size averages according to cluster structure for the data in Table 4.4.
Cluster Structure Size Averages (nm)
SEM mean SEM vol. Scherrer
amorphous 38 48 −
Sb4 24 26 −
crystalline 57 87 4.4
Amorphous Clusters
Amorphous diffraction patterns are observed for temperatures between
625◦C and 675◦C and Ar gas flow rates of up to 100 sccm and are iden-
tified with the letter A in Table 4.4 (see Figure 4.1, 4.2, 4.3, 4.4 and 4.5).
If the temperature and flow rate are increased further, mainly crystalline
clusters are produced (marked with the letter C in Table 4.4). Note that
the gas flow rate and not the source pressure is crucial for the change to
crystalline particles: in Figure 4.2 the change is observed between 100 and
110 sccm, even though the source pressure is considerably lower than in
the other runs (because of a wider first nozzle). It is not possible to pro-
duce amorphous clusters using He as source cooling gas, independent of
the parameter range.
The average cluster diameter for amorphous particles is given as 38 nm
for the number-weighted diameter and 48 nm for the volume-weighted dia-
meter (see Table 4.5). The mean sizes are not influenced by changing source
conditions and the size distribution is narrow with almost all mean values
in the range of 30 to 40 nm.
Sb4 Clusters
Sb4 clusters are observed for a temperature range of 700◦C to 750◦C, for
He gas flow rates of up to approximately 1000 sccm (see Figure 4.6 and 4.7)
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and for He/Ar mixtures with up to around 10% Ar content (see Figure 4.8,
4.9 and 4.10) and are marked with the letter S in Table 4.4. For higher
values for these parameters, crystalline particles are found. The flow rate
threshold for the change from Sb4 to crystalline is temperature dependent:
at 700◦C, increasing the flow rate already leads to crystalline features in the
pattern at 1000 sccm (see Figure 4.6), while at 750◦C the pattern recorded
with a flow rate of 1170 sccm still shows Sb4 features (see Figure 4.7). The
limit of Ar content, on the other hand, is dependent on the total flow rate:
the higher the flow rate is, the lower the Ar content has to be before a
change is observed (Figure 4.9 and 4.10).
As in the case of amorphous clusters, the particle size range is narrow
and the average values for all the runs are 24 nm for the number-weighted
and 26 nm for the volume-weighted mean diameter. There is no discernible
trend for the cluster sizes for different source parameters.
Crystalline Clusters
Crystalline clusters show the widest variety of shapes and sizes and are
observed over a broad range of source parameters. When Ar is used as the
source cooling gas, flow rates above 120 sccm (see Figure 4.1, 4.2 and 4.3)
and temperatures beyond 750◦C (see Figure 4.4 and 4.5) invariably lead
to the production of crystalline clusters. If the cooling gas is switched to
pure He, crystalline clusters are only observed for very high flow rates of
around 1400 sccm (see Figure 4.6(a) and 4.7(a)). Adding Ar to the cooling
gas allows crystalline clusters to be detected as soon as the Ar content
reaches 15 to 20% depending on the total gas flow rate (see Figure 4.8(a),
4.9(a), 4.10(a) and (b)).
Using the FE-SEM method, the average size of crystalline particles in
this study has been determined to be 57 nm for the number-weighted and
87 nm for the volume-weighted diameter. This average value, however, is
misleading since the measured sizes depend strongly on the experimental
conditions. For an increasing Ar gas flow rate, a trend to smaller clusters is
observed (see Figure 4.20(a) and (b)). The reason for this behaviour is that
for higher flow rates the particles spend less time in the nucleation region.
This also explains the fact that the use of an He/Ar mixture leads to small
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particles since the total flow rates in this case are very high (see Figure 4.8
and 4.9). However, the opposite trend is observed in Figure 4.10 which
might be due to the increased source temperature of this run. For high
source temperatures, the increased amount of evaporated material leads to
larger clusters (see Figure 4.4 and 4.5).
Using the Scherrer equation to determine the mean cluster size leads
to significantly differing values. The overall average size estimate is only
4.4 nm.4 Additionally, most trends described above cannot be observed in
the Scherrer results. While a previous study using the same equipment
also reported a discrepancy between the two results, the difference was
considerably smaller [3]. It is worth mentioning that the results from the
Scherrer equation agree well with the results from a comparison of the ex-
perimental patterns with the calculated ones. It is evident from the patterns
in Figure 3.8 that the second and third peak start to split at cluster sizes
between 5 and 10 nm. Since most experimental diffraction patterns do not
show two separate peaks, this comparison would lead to the assumption
that the clusters have a diameter of approximately 5 nm.
There are five possible explanations for the disagreement between the
results from the Scherrer equation and the results from the FE-SEM study:
Firstly, the clusters might be smaller in the beam but grow on the sub-
strate through aggregation. This can be ruled out due to the morphology
of the film (see Figure 4.20); the loose-packed 3D structure is consistent
with the random deposition of large crystalline particles but inconsistent
with diffusion and aggregation of smaller clusters [21]. Diffusion is also
unlikely, since the rms roughness of the samples used is too high (e.g. ap-
proximately 2–5 nm for SiO2 samples used in this study). This has been
tested by varying the deposition time – and thereby the coverage – for a set
of experimental conditions and then comparing the mean sizes. The condi-
tions used were low and high Ar flow rate (corresponding to the transition
from amorphous to crystalline clusters) as well as low He flow rate and
He/Ar mixture (corresponding to the transition from Sb4 to crystalline
clusters). The results of these two transitions are presented in Table 4.6.
4Note that the results from the Scherrer equation are expected to be closer to the
volume-weighted diameter.
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While the first column seems to indicate a slight increase in cluster size
with increasing coverage, the second one shows a decrease. The two re-
maining columns show no significant changes. In general, there is no trend
discernible which would support the argument that the clusters grow on
the substrate through aggregation.
Table 4.6: Size averages for different deposition times for the transitions from
amorphous (A) to crystalline (C) and from Sb4 (S) to crystalline clusters. Only the
number-weighted averages are listed.
Deposition Size Averages (nm)
Time (a. u.) A C S C
1 35 59 17 31
2 41 48 18 30
4 41 45 17 34
Secondly, as described in Section 3.4.2, it is well established that diffrac-
tion patterns reflect the structure of domains rather than that of the whole
cluster. However, the majority of clusters studied by HRTEM were single-
crystalline, although some clusters clearly consist of individual domains
as can be seen in Figure 4.21(b). It is therefore to be expected that there
is some disagreement between the size information from microscopy data
and from the Scherrer equation. It has to be noted that the presence of
domains would also render the discussion about the cluster shape invalid
(see Section 4.2.1). In this case, the shape determined by the diffraction
patterns would correspond to the shape of the domains and not the shapes
of the particles themselves.
Thirdly, many FE-SEM images show that there is a mixture of crystalline
and amorphous particles, even when the diffraction pattern shows strong
crystalline features (see Figure 4.22(d)). As the peaks in the diffraction
pattern from amorphous particles occur at similar scattering angles to the
main peaks for crystalline particles, the resultant peak broadening most
likely invalidates the use of the Scherrer equation and the comparison with
calculated patterns. However, it would still be possible to distinguish large
crystalline clusters from amorphous clusters as can be seen in Figure 4.25.
If half or less than half of the clusters are amorphous, the pattern is clearly
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dominated by the crystalline signal with narrow peaks (Figure 4.25(a) and
(b)). If considerably more than half of the clusters are amorphous, however,
the contribution from amorphous scattering takes over (Figure 4.25(c)). In
an experiment it might be very hard to distinguish pattern (c) from a purely
amorphous pattern.
Fourthly, the influence of oxidation has to be considered. The HRTEM
images in Figure 4.21 clearly show that there is an amorphous oxide layer
around the crystal lattice of all the clusters. The thickness of this layer is
in the order of 2 nm. While this obviously has an influence on the size
estimate results from the FE-SEM images, it does not explain the huge
difference between the two methods.
Finally, a further possibility is that the diffraction peak width is limited
by the resolution of the instrument. This would also explain why the res-



















Figure 4.25: Calculated diffraction patterns from a mixture of amorphous and
10 nm crystalline particles. (a) 20% amorphous particles. (b) 50% amorphous
particles. (c) 80% amorphous particles. The amorphous scattering pattern from
Figure 3.14 has been used for these calculations.
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source conditions as the size estimate from the deposited clusters. The
polycrystalline films used for calibration of the diffraction patterns can be
used to determine whether the instrument is able to resolve peaks for lar-
ger particles. While the exact size of the crystallites on the these films is
not known, it can be assumed that they are considerably larger than 5 nm.
Figure 4.26 shows the diffraction pattern from a polycrystalline Al sample
which was used for calibration. These diffraction peaks in this pattern
are obviously considerably narrower than the peaks in the patterns from
clusters. To determine the size of the crystallites, the Scherrer equation was
employed as described in Section 3.4.2. This results in a crystallite size for
this particular pattern of 21 nm. While this measurement cannot be used to
determine how accurate the results of the Scherrer equation in the present
study are, it is evident that the instrumental resolution is high enough to
record peaks corresponding to crystallite with a diameter of more than
20 nm.
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Figure 4.26: Diffraction pattern from a polycrystalline Al sample.
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4.4 Conclusions
In the present chapter, the results from electron diffraction studies on Sb
clusters as well as their size estimates and morphologies are presented. The
electron diffraction patterns reveal three different structures: crystalline
clusters, amorphous clusters, and clusters consisting of randomly oriented
Sb4 units. These three structures will be discussed below in more detail.
Using Ar as cooling gas, a transition from an amorphous to a crystalline
structure was observed while increasing the source inlet gas flow rate or
the temperature. The amorphous structure is in agreement with the struc-
ture found for Sb thin film deposition [10–13], although the bond length
is smaller and the average bond angle larger than expected. A possible
explanation might be the presence of compression in the clusters due to
the effect of surface tension. The size distribution of all the amorphous
samples investigated in this study is fairly narrow and lies between 30 and
40 nm. They all have a very regular spherical shape and do not adhere to
the sample surface very well.
When He and a He/Ar mixture were used as the source inlet cooling
gas, a transition from Sb4 to crystalline diffraction patterns was observed
for increasing flow rates or increasing Ar content. The measured bond
length agrees well with the value from a theoretical model for Sb4. FE-
SEM images suggest, however, that individual tetramers are not present
in the beam but rather large clusters consisting of randomly oriented Sb4
units. While structures composed of tetramers have been known to exist
for a long time for As as well as P, an analogous structure for bulk Sb or Sb
nanoparticles has never been observed before. On average, the Sb4 particles
were the smallest particles observed with mean cluster sizes between 20
and 30 nm.
Since no diffraction patterns were observed which correspond to the
structures proposed by Sattler [22] (see Figure 3.12), the packing of Sb tet-
ramers to form a compact crystalline structure can be ruled out in the
present experiments. Instead, on the basis of the data reported here, it ap-
pears that Sattler’s mass spectra might be better explained using a model
which incorporates a random (amorphous or liquid) packing of tetramers.
It should be noted, however, that Sattler’s experiments focussed on very
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small Sb particles (up to Sb240), while the clusters in our study had mean
sizes of at least 20 nm and so direct comparison is problematic.
Crystalline clusters were observed for all types of cooling gas, whether
pure Ar, pure He or a mixture of both was used. Increasing the source
temperature, the gas flow rate or the Ar content (in case of a mixture of
He and Ar) usually led to the formation of crystalline clusters. The struc-
ture of these clusters is in good agreement with the bulk structure. Since
the signal-to-noise ratio was rather low, it was not possible to draw further
conclusions about potential lattice contractions or about the temperature of
the clusters. All crystalline diffraction patterns displayed a distinct back-
ground even after subtracting the scattering background due to the carrier
gas. Several possible explanations have been discussed and the two most
likely reasons seem to be the presence of small Sb molecules in the beam
as well as lattice defects in the crystalline clusters.
The FE-SEM images show the crystalline clusters as strongly faceted
particles with a wide size distribution. HRTEM images indicate that they
are mostly single-crystalline. Furthermore, an amorphous oxide layer of
approximately 2 nm thickness was visible in the HRTEM images. Although
this layer could only be observed for the crystalline particles, it can be
assumed that it also surrounds amorphous clusters as well as particles
consisting of Sb4 units. In these two cases, it would be very difficult to
distinguish between the cluster structure and the oxide layer, since both
are amorphous.
For crystalline clusters, the Scherrer equation was used as an additional
method to estimate the particle size. However, the information from the
microscopy images and from the Scherrer equation vary widely. According
to the Scherrer equation, the crystalline particles in the present study have
an average diameter of 3 to 5 nm, while the size distributions measured
from the FE-SEM images range from at least 15 to more than 100 nm. The
two methods also disagree on whether different source conditions have any
influence on the cluster size. While the results from the Scherrer equation
are all very similar, independent of source conditions, the analysis of the
FE-SEM images seems to indicate several trends: the smallest crystalline
clusters (between 15 and 35 nm diameter) are observed whenever He or
a mixture of He and Ar was used as cooling gas. Using only Ar and
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increasing the flow rate led to clusters in the range of 40 to 90 nm. The
largest clusters were produced using high crucible temperatures and Ar
as cooling gas. In this case, average cluster sizes of more than 100 nm
were observed. This is in agreement with previous studies on Ag, Pb,
and Bi clusters which found an increase in cluster size for higher source
temperature and a decrease for higher flow rates and for a lower molecular
weight of the cooling gas [2, 3, 7].
Several possible explanations for the disagreement in the cluster size es-
timates between the FE-SEM images and the Scherrer equation haven been
discussed. The most likely reasons are the presence of domains as well as
defects inside the clusters. To get a better understanding of this issue it
would be very helpful to have a third method available which would allow
the cluster size to be measured in situ but independent of the electron dif-
fraction system. In the next chapter, the time-of-flight mass spectrometer is
introduced which could provide such an alternative method.
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This chapter focusses on time-of-flight (TOF) mass spectrometry. The first
part presents a general overview of various types of mass spectrometers fol-
lowed by an in-depth study of time-of-flight mass spectrometers (TOFMS)
in particular. For this thesis, a TOFMS for cluster analysis has been de-
signed, built and tested. This is described in detail in a second part of
this chapter starting with a detailed presentation of all the components
involved including the ioniser and two different types of detectors. It is
followed by an introduction to the ion optics simulation software used to
model the TOFMS. Finally, the results of experiments on gas as well as
cluster beams and the comparison to simulations are presented.
5.1 Mass Spectrometers in General
Mass spectrometers are a powerful tool used to identify atoms or molecules
by measuring the ratio of mass to charge. They usually consist of three
main parts: an ion source where the material is ionised, an analyser where
the ions are separated according to their mass-to-charge ratio m/z, and a
detector to record the ions.
Three of the main techniques used for mass analysis are explained in
more detail below.
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5.1.1 Magnetic Analyser
An ion with mass m and charge ze (where e is the electronic charge and z
is the number of charges) is accelerated in a potential V to a kinetic energy
zeV = 12mv
2. In a magnetic field B which is perpendicular to the flight path
of the ion it gets deflected by the Lorentz force F as shown in Figure 5.1 [1]:
F = zevB (5.1)
The ion therefore flies in a circle with radius r which is defined by the















If a group of ions is let into the analyser, all ions are forced on different
circles according to their mass-to-charge ratio. By varying the magnetic
field B while leaving the acceleration potential V constant or by varying
Figure 5.1: Schematic of a magnetic analyser: positively charged particles are
flying into the analyser from the left hand side and the magnetic field points
towards the reader. After [1].
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V while leaving B constant, it is possible to detect ions with a specific m/z
value. By scanning through a large range of B or V values a full mass
spectrum can be recorded.
The main advantages of magnetic analysers are the high mass resolution
and the sensitivity for heavy particles. The disadvantages are size and
cost of the apparatus, the slow scan speed if the magnetic field is varied
(because of hysteresis), and time required to record a whole spectrum.
Magnetic analysers work best with a continuous particle beam and are
not suited for pulsed sources or ionisation methods.
5.1.2 Quadrupole Analyser
A quadrupole analyser consists of four parallel rods (see Figure 5.2). A
constant DC voltage U and a superimposed AC voltage V cos(ωt) of op-
posite polarity are applied between opposite pairs of the rods. Ideally the
rods have a hyperbolic shape to create a homogeneous quadrupole field
but in practice, a cylindrical shape is typically chosen. The ions fly through
the analyser along the x-axis. Their flight path is influenced by the variable
field in the yz-plane. The different voltages can be adjusted so that only
ions with a certain mass-to-charge ratio are able to pass through. All other
ions fly on unstable trajectories which do not lead to the detector. The
quadrupole analyser is mainly used as a mass selector. In this case the DC
voltage and the amplitude of the AC voltage is varied relative to each other
while the frequency stays constant.
The benefits of quadrupole analysers are their compactness and low
cost, while the drawbacks are the limited resolution, the reduced sensitivity
for higher masses, and the time required to record a whole spectrum. As in
the case of magnetic analysers, they are also not suited for pulsed beams.
To achieve the highest possible mass resolution, the shape of the rods has
to be hyperbolic and it has to be machined to high precision.
5.1.3 Time-of-Flight Analyser
In a time-of-flight analyser, ions are accelerated in an electric field, travel
through a field-free drift region and are registered by a detector. As lighter
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Figure 5.2: Schematic of a quadrupole analyser: Parts of the analyser rods are
shown together with the corresponding fields. After [1].
ions reach higher velocities during acceleration than heavier ions, they re-
quire less time to arrive at the detector. Measuring the time differences
at the detector allows the relative mass of the ions to be determined. A
detailed description of this type of mass spectrometer is found in the fol-
lowing section.
5.2 Time-of-Flight Mass Spectrometer in Detail
A basic time-of-flight mass spectrometer (TOFMS) consists of an ion source
and an accelerating field on one side of an evacuated tube and a detector
on the other side (see Figure 5.3).
The TOFMS is operated in a pulsed mode where either the ion source or
the field of the acceleration region is pulsed. This pulse serves as a starting
point for the time measurement. In the acceleration region, the lighter ions
– as well as the multiply charged ones – reach a higher velocity than the
heavier or singly charged ions. The kinetic energy of an ion with mass m is











Figure 5.3: Basic layout of a time-of-flight mass spectrometer. Ionised particles are
accelerated by an electric field E in the first region s and fly through the field-free
drift region D.
given by the following equation (assuming that the particles are stationary




mv2 = zeV (5.4)
where V is the potential applied to the acceleration region. Consequently,






Thus, the ion velocity is inversely proportional to the square root of the










Note that this equation is only an approximation for the flight times of the
ions as it neglects the time spent in the acceleration region.
For each ion, the flight time is recorded by the detector. This time is
proportional to the square root of the mass-to-charge ratio. If the flight
times of at least two ions with known mass and charge are determined,
(5.6) allows calibration of the mass spectrometer. The calibration function
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is given by the following expression:





The offset B contains the delay time of electronics and detector as well as
the finite rise-time of the pulsed field [3].
The two main advantages of a TOFMS compared to other mass spec-
trometers are the high mass range and the speed with which a complete
spectrum can be recorded. In a conventional TOFMS, the mass range is
only limited by the high-mass sensitivity of the detector. In contrast to
most other mass spectrometers, a TOFMS is able to record a whole spec-
trum at once. A duty cycle of at least several kHz is possible. An additional
advantage is the ability to record one complete spectrum per acceleration
pulse. Most other mass spectrometers work mainly as mass filters and al-
low only the ions of a specific mass-to-charge ratio to reach the detector. In
order to record a full spectrum, the mass analyser has to scan through the
whole range of possible parameters. The efficiency of a TOFMS is espe-
cially important if the number of ions is limited or the properties of the ion
beam change quickly. In the latter case, the TOFMS allows, for example,
observation of the influence of source parameters on the mass spectrum
in real-time. A third advantage is that the accuracy of a TOFMS depends
mostly on the electronic components and not on the stability of magnetic
fields or the precision of mechanical parts. The pulsed nature of a TOFMS
also makes it more suitable for applications with pulsed particle sources.
For a long time, the main disadvantage, on the other hand, was the
limited resolution of a TOFMS compared to other spectrometers. However,
there are two designs which address this drawback: the first, the so-called
reflectron, uses an electrostatic mirror or reflector at the end of the flight
tube [4], while in the second design an additional acceleration region is
included between the acceleration region and the drift tube [5]. This design
is named after its developers, Wiley and McLaren, and will be discussed in
detail below.
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5.2.1 Resolution of a TOFMS
To fully understand the advantage of the Wiley-McLaren system, a few
general properties of TOF spectrometers have to be considered first. Ideally,
all ions start from the same point or at least in a plane parallel to the de-
tector. Additionally, they would also have no initial velocity in the direction
of the drift tube. In this ideal system the flight time would be exactly the
same for all ions with the same mass-to-charge ratio, and the resolution
would only be defined by the detector and the electronics. In practice,
however, the resolution is limited by a number of factors described below.
Definition of Resolution
The resolution of a mass spectrometer is the ability to distinguish an ion of






To measure the resolution of an experimental spectrum, the definition has
to be translated into the time domain. The relationship between the mass
and the time of flight was given in (5.7) as m = At2 where A is a constant




For finite intervals, this leads to ∆m = 2At∆t. The resolution in (5.8) can








There are several definitions for the distinction between two peaks: ac-
cording to one definition, a peak of time t+ ∆t can be distinguished from
a peak of time t if the height of the valley between these two peaks is at
most half of the height of the two peaks (50% valley definition; see Fig-
ure 5.4). An alternative and much stronger definition requires the height of
the valley to be at most 10% of the peak height (10% valley definition). In
TOF mass spectrometry the 50% valley definition is commonly used which
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t t+ tD
Figure 5.4: Resolution of a mass spectrometer: 50% valley definition. After [1].
leads to a resolution which is about twice as good compared to the 10%
definition [6]. In the case of only one peak, ∆t is defined as the full width
at half maximum (FWHM) which is equivalent to the 50% valley definition.
In practice, the resolution of a TOFMS is limited for several reasons, the
three main factors being the initial space, time and kinetic energy distri-
butions of the ions in the acceleration region. These three effects will be
discussed in more detail below. Additional effects are non-ideal electric
fields and the response time of detector and electronics.
Time Distribution
The initial time distribution is the maximum time difference between the
ionisation of any two particles. The time difference stays constant during
the whole time of flight and its influence on the resolution is given by (5.10).
To improve the resolution in this case, the time of flight can be increased
by decreasing the acceleration voltage or by extending the drift region (e.g.
using a reflectron). Alternatively, an ionisation method with shorter pulse
times can be used (e.g. laser desorption ionisation) or the particles can be
ionised outside the acceleration region. The latter method is widely used
for cluster beam applications as some particle sources generate already
ionised clusters. The time distribution then only depends on the rise time
of the pulsed acceleration field.
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Space Distribution
The initial space distribution is due to the variation of starting positions
of ions of the same mass. An ion which starts closer to the drift region
spends less time in the acceleration region and receives less kinetic energy
than an ion formed further away from the drift region. Since the latter ion
is accelerated to a higher velocity, it will eventually overtake the slower
ion. The location at which the two ions with starting positions s = s0± 12δs
(where s0 is the average initial starting position) pass each other can be






This condition is fulfilled if D = 2s0 [7] and the location is called the space
focus plane. A design which follows this condition would have to use a
very short drift tube (in practice, they are typically between half a metre
and several metres long) or a very long acceleration region. A long accel-
eration region is not practical since the field would be greatly weakened
(assuming that the acceleration voltage would remain constant). A short
drift region, on the other hand, leads to short flight times which would
worsen the influence of an initial time spread as described above. Addi-
tionally, the whole TOF spectrum is compacted into a shorter time range
which requires an improved digitiser resolution.
The initial space distribution is a particular problem for molecular beam
experiments where the TOFMS is mounted in the direction of the beam.
Since particles are continually entering the acceleration region, there is a
wide spread in initial starting positions leading to a low resolution. It
is, however, possible to change the orientation of the whole TOFMS so
that it is orthogonal to the beam direction (this set-up is called orthogonal
acceleration TOFMS or oa-TOFMS). The initial space distribution then only
depends on the dimensions of the beam in the direction of the TOFMS and
can be controlled using a lens or a collimator at the entrance to the TOFMS.
This particular set-up is used in the present study and will be discussed in
Section 5.3.
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Kinetic Energy Distribution
The distribution of initial kinetic energies in the direction of the TOFMS
axis influences the velocities of the ions in the drift region. In the worst
case, two ions have the same kinetic energy but opposite direction, one
pointing towards the detector and the other one away from it. The latter
ion has to be decelerated to zero first before being accelerated towards the
detector, passing through the starting point again with the same kinetic
energy as the former ion. The time it takes to reach this point is called the
turn-around time. This time difference will remain constant until the two
ions reach the detector leading to a decreased resolution. The turn-around
time can be reduced by increasing the field of the acceleration region. Its
influence can also be lessened by extending the drift region as the situation
is equivalent to the time distribution discussed above.
The case where the two ions have different velocities but the same dir-
ection has to be treated individually. Here, a longer flight time would
decrease the resolution. A possible solution is the use of a reflectron which
can correct for different velocities. However, this method does not correct
for the turn-around time [8]. For both cases, the so-called time-lag focus-
sing technique can be applied where a time delay between ionisation and
acceleration is introduced. During this time, the ions spread out and the
resulting spatial distribution can be compensated as described in the last
section. The ideal time delay, however, is mass dependent and this method
does therefore not work over the whole mass spectrum [6].
It is noteworthy that the reduction of the initial energy distribution
and space distribution require opposite measures: While a low acceler-
ation voltage can compensate for space distribution, a high acceleration
voltage is required to compensate for the energy distribution [9]. Hence
the best resolution will be achieved through a compromise between re-
ducing the initial energy and space distribution. For a conventional lin-
ear TOFMS (without ion reflector), it has been shown analytically that the
Wiley-McLaren TOFMS discussed below reaches the highest possible re-
duction of energy distribution [10].
For molecular beams, the use of orthogonal acceleration reduces the
influence of initial energy distribution as the velocity spread perpendicular
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to the beam is negligible compared to the spread of cluster velocities in the
direction of the beam.
5.2.2 The Wiley-McLaren TOFMS
As mentioned above, the Wiley-McLaren TOFMS contains two accelera-
tion regions instead of only one, while all other components stay the same
as in a conventional TOFMS. Figure 5.5 shows a schematic of a Wiley-
McLaren TOFMS. This figure also shows an additional post-acceleration
region between the end of the drift region and the detector which was
omitted in Figure 5.3.
The second acceleration region is particularly beneficial for reducing
the initial spatial distribution discussed in the last section. It is located at
the space focus plane, thereby acting as a virtual ion source. This second
region adds two new parameters – namely the length of the second region
and the ratio of the two acceleration fields – which allow space focussing
with a more favourable geometry than in the original set-up with only one
acceleration region. The effect of the additional acceleration region on the












Figure 5.5: Schematic of a Wiley-McLaren TOFMS with two acceleration regions s
and d, a drift region D, and a post-acceleration region L. s0 is the average starting
position of the ions. U1 and U2 are the voltages applied to the first and second
acceleration region.
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Calculation of Time-of-Flight
The total time of flight of an ion of mass m and charge z is equal to the sum
of the individual times of all the regions:
t = ts + td + tD (5.12)
Note that the time of the last region, tL, has been omitted as it is negligible
in most cases. Refer to Figure 5.5 and Table 5.1 for the nomenclature used

































2(zeEs + zeEd +W0)
(5.16)
W0 is the initial kinetic energy and its sign in (5.14) depends on the initial
direction of the particle along the TOFMS axis. If the initial energy is set to








































Once the geometry of the TOFMS is defined, this equation can be solved
numerically to determine the optimal k.
Table 5.1: TOFMS nomenclature used in this work.
Quantity Symbol Description
Mass m ion mass
Charge e charge of electron
z number of electron charges
Distance s distance of first acceleration region
s0 average ion starting position
d distance of second acceleration region
D drift distance
L distance of post-acceleration region
(between end of drift tube and detector)
Time t total time of flight
ts time of flight in first acceleration region
td time of flight in second acceleration region
tD time of flight in drift tube
tL time of flight in post-acceleration region
Potential U1 potential of first electrode
U2 potential of second electrode
Udet potential of detector
Electric field Es electric field of first acceleration region
Ed electric field of second acceleration region
Edet electric field of post-acceleration region
Energy W0 initial kinetic energy of ion
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5.3 Design
The following section describes the TOFMS which has been built for this
study. Most of the design, set-up and installation were done in collabor-
ation with Dr Bernhard Kaiser from the Humboldt University in Berlin.
The design is based on the Wiley-McLaren set-up described above. The
position of the TOFMS relative to the cluster source and electron beam for
diffraction experiments is shown in Figure 5.6.1 As the TOFMS replaces the
sampling device described in Section 2.3, they cannot be used at the same
time. The spectrometer axis is perpendicular to the cluster beam axis. As
discussed above, this design reduces the initial energy distribution signi-
ficantly compared to a coaxial design. However, it would not have been
possible to position the spectrometer on axis, as the space further down-
stream is used by one of the turbo pumps (see Figure 2.1).
Figure 5.7 shows a schematic of the actual set-up. All size information
corresponding to this schematic are given in Table 5.2. The dimensions of
the two acceleration regions were kept short to achieve high field strengths
without having to switch very high acceleration voltages. However, it
would be very straightforward to adjust the relative distances of these
two regions. The flight tube is relatively short with a length of 417mm.
However, a high resolution is not crucial to determine the average cluster
masses of interest here. It is more important to achieve a high throughput.
Since the TOFMS is mounted orthogonally, increasing the drift tube length
would lead to a loss of signal.
5.3.1 Acceleration and Drift Regions
The outer dimensions of the spectrometer are restricted by the flange it is
mounted to. The inner diameter of this flange (ISO63) is 70mm and the
distance between the flange and the centre of the cluster beam is 257mm.
The two acceleration regions and the drift region are shown in Figure 5.8.
1The TOFMS and the electron diffraction experiment are not meant to be run com-
pletely simultaneously as the electric fields of the TOFMS could disturb the electron scat-
tering. It is envisaged that alternate mass spectra and electron diffraction patterns would
be obtained.
































Figure 5.7: Schematic of the TOFMS used in the present work. The nomenclature
is defined in Table 5.1 and the dimensions are given in Table 5.2.
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Table 5.2: Dimensions of the TOFMS as shown in Figure 5.7.
First acceleration region s = 20mm
Average ion starting point s0 = 10mm
Second acceleration region d = 20mm
Drift region D = 417mm
Post-acceleration region for Daly detector L = 23mm
for MCP detector L = 20mm
Four stainless steel rods are mounted on a flange where the drift region
ends. This flange needs to be double-sided to enable the TOFMS to be
attached to the system on one side and the detector to the TOFMS on the
other side. The round backplate which forms one side of the first acceler-
ation region is made from 1mm brass as are the two annular plates which
hold the grids between first and second acceleration region and between
second acceleration region and drift tube. These meshes consist of 27 nickel
wires per centimetre and have a transmissivity of 90%.2 Silver paint was
used to attach the meshes to the rings. The backplate and the rings are
held in place by spacers which insulate them against the support rods and
define the distances between all the elements.
Figure 5.8: The acceleration regions and the drift tube of the TOFMS. The detector
is not shown.
The acceleration voltages are supplied by two 5 kV power supplies3
which are connected to two high-voltage switches4 which drive the pulsed
2The manufacturer of the meshes is Buckbee Mears (type BM0070-01-N).
3Two types of power supplies were used for the experiments: Stanford Research PS350
(5 kV, 5mA) and Spellman MP5 (5 kV, 2mA).
4Behlke GHTS 60 (100 ns pulse delay time).
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fields. The control pulses for the high-voltage switches are supplied by
a pulse generator which was built by the local electronic workshop. The
pulse length is continuously adjustable from 400 ns to 15ms and the fre-
quency from 10Hz to 88 kHz. The second mesh is grounded by a connec-
tion to the support rods.
The deflection plates consist of four aluminium plates (two on each side)
which are each 195mm long, 54mm wide and 0.5mm thick. The distance
between the two sides – which corresponds to the width of the flight tube –
measures 23mm. They are screwed onto spacers which are attached to the
support rods. Using two plates instead of one per side allows the set-up
of two independent deflection fields if required. The deflection voltage is
supplied by a 300V power supply.5
Optimisation of Parameters and Expected Resolution
Using the optimisation procedure discussed in Section 5.2.2 and the geo-
metry of the system described above, the acceleration voltages can be op-
timised. For the values in Table 5.2, space focussing using condition (5.19)
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Once all the parameters are fixed, the theoretical resolution of the
TOFMS can be determined according to Wiley-McLaren [7] which consists






































where E is defined as E = ze(Ess0 + Edd). In these two equations, ∆s
stands for the initial space distribution and ∆E for the energy distribution.
∆s corresponds to the diameter of the aperture at the exit of the ioniser
which is 7mm. ∆E can be estimated to be approximately 20meV [11]. The



















As the clusters generated by the inert-gas source are neutral, they have to
be ionised before reaching the spectrometer. The two most common ionisa-
tion methods are photoionisation using a laser or a UV lamp and electron
ionisation [12]. For this study, electron impact ionisation is used where
thermionic electrons are emitted from a heated filament and accelerated
through a grounded grid forming a cylindrical anode cage as shown in
Figure 5.9. Inside this cage, the electrons cross the cluster beam where they
knock electrons off the clusters leading to positively charged particles. De-
pending on the type of atoms, the ionisation efficiency reaches a maximum
for an electron energy between 20 and 100 eV [13]. If the energy is too
high and the excess energy surpasses the binding energy of the clusters,
fragmentation can occur. The resulting mass spectrum might therefore not
correspond to the neutral mass distribution. There is also the possibil-
ity that slow electrons are captured by the clusters leading to negatively
charged particles [14].
154 Chapter 5 – Time-of-Flight Mass Spectrometer
Filament
AnodeCage Cluster Beam
Figure 5.9: Schematic top view (left) and side view (right) of the ioniser. The
shield which encloses the ioniser is not shown.
The filament is made of thoriated tungsten wire with 0.1mm diameter.6
Adding thorium lowers the work function from 4.54 eV for pure tungsten
to 2.63 eV and also means that the maximum emission is reached at a lower
temperature [15]. The power supply for the filament current floats at a
voltage (usually between −30 and −70V) to provide the electrons with the
necessary energy.7 The filament current is usually run at approximately
1.5A. If the current is too high, electrons start to flow directly onto the
grounded stainless steel shield which encloses the ioniser. This in turn
decreases the potential applied to the filament as the power supply cannot
cope with such a high current.
After being ionised, the clusters fly out of the ioniser through a groun-
ded grid with a diameter of 7mm. This diameter also defines the maximum
space distribution in the first acceleration region.
5.3.3 Detector
There are several different techniques for charged cluster detection, all with
their advantages and disadvantages. For the present study, two different
6The exact composition is 99.4% W and 0.6% Th (Goodfellow, type W 055250).
7For the filament current a DSE power supply (30V, 5A) was used and for the offset
voltage a Spellman MS0.3 (300V, 10mA, negative polarity).
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types of detectors were chosen: a Microchannel Plate (MCP) detector and
a Daly detector. These two methods are presented below in detail.
MCP Detector
The MCP detector is an electron multiplier which consists of an array of
fine channels joined together in a lead glass plate (see Figure 5.10) [12, 16].
There are between 104 to 107 channels with a diameter of 10–100 µm. The
thickness of the plate is usually in the range of a few millimetres and the
plate is coated on each side with a metallic layer. A positive potential
difference is applied between the front and the back of the plate with a
total resistance of the order of GΩ.
The walls of the channels are lined with a semiconducting layer. If a
charged particle impinges on the entrance of a channel, it produces sec-
ondary electrons in the semiconducting layer. The secondary electrons are
accelerated by the potential difference between the front and back of the
plate and hit the channel walls again releasing more electrons leading to
an avalanche effect. The resulting gain is on the order of 104 to 107. If the
gain reaches a certain level, the high density of electrons on the back of
the plate causes ionisation of residual gas molecules. These ions can then
drift back to the front of the plate where they start a new electron cascade.
To avoid this ion feedback, MCPs are often used in a so-called Chevron
Figure 5.10: Illustration of an MCP (the dimensions are not to scale). After [16].
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configuration as can be seen schematically in Figure 5.11. In this set-up,
two MCPs with lower gain are installed in series with the channels of one
plate at a bias angle relative to the channels of the other plate (the angles
are typically ±8◦). The two plates are separated by approximately 50 to
150 µm.
The main strengths of an MCP detector are the very high time resolu-
tion (<100 ps) and the high gain (especially in the Chevron configuration).
Additionally, it can detect positively as well as negatively charged particles
and it can also be used for position-sensitive detection with a space res-
olution corresponding to the channel dimensions and spacings. The low
dark-current is also an advantage. On the other hand, there are several
restrictions: Firstly, there is a threshold velocity that a particle has to ex-
ceed to release an electron from the surface. This is a crucial disadvant-
age for the detection of heavy clusters in a TOFMS: as the kinetic energy
of all ions in the drift tube is constant, the velocity decreases for heavy











Figure 5.11: Schematic side view of an MCP in Chevron configuration (not to
scale).
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to 1×106ms−1 [17, 18]. However, in one study it was possible to detect
clusters with a velocity as low as 1×103ms−1 using an MCP detector [19].
Secondly, MCP detectors have a limited lifetime because the gain drops as
a function of the accumulated counts. Thirdly, MCPs are very fragile and
can only be used under certain conditions. The vacuum has to be below
5×10−5 Torr and the detector has to be able to outgas properly before a
voltage can be applied. It is particularly important that there is no wa-
ter left in the channels as they are hygroscopic. Lastly, depending on the
application, the dead-time might be an issue. A single channel cannot be
excited more frequently than once in 10−2 s. However, as there is a large
number of channels, the resulting dead-time is still only on the order of
10−7–10−8 s [12].
It is noteworthy that MCP detectors are also sensitive to UV light, X-
rays and gamma rays as well as electrons. Especially UV photons and
electrons might pose a problem depending of the ionisation method used.
MCP detectors are, however, not sensitive to visible light.
The MCP detector used in this study is a Chevron-type detector with an
effective diameter of 14.5mm.8 The channel diameter is given as 10 µm and
the average centre-to-centre distance between two channels as 12 µm. The
bias angle is 12◦ ± 1◦. The recommended potential across the two plates
is 1.8 kV and it can be run with either negative or positive high voltage.
In the first case, MCPin is set to approximately −1.91 kV which results in
a voltage of about −110V on MCPout while the anode is on ground (see
Figure 5.11 for definitions). In the second case, MCPin is on +70V, MCPout
on +1.87 kV and the anode on +1.91 kV. The gain was measured by the
manufacturer to be 5× 108 with a 2 kV potential drop across the plates and
1× 108 at 1.8 kV.
Daly Detector
The Daly detector is a scintillator detector and works on a similar principle
to the MCP detector described in the last section [20]. Ions are accelerated
by a strong negative electric field onto a metallic surface and knock out
secondary electrons. These are accelerated by the same field and hit a
8The detector is from El-Mul Technologies Ltd, type C018VAF.
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plastic scintillator where they generate photons. The photons, in turn, are
converted into electrons in a photomultiplier tube (PMT) where the signal
is amplified similar to an MCP.
The Daly detector used in the present study is based on an improved
design of the original Daly detector [21]. In this design, a stainless steel
cup – the so-called Even cup – is used instead of a plate (see Figure 5.12).
A high negative potential is applied to the cup, typically in the order of
−20 kV. To improve secondary electron emission, the bottom of the cup
can be coated with a metal with high secondary emission yield (e.g. Al,
Mg or CsI). The secondary electrons are accelerated by the same potential
and fly through a side-window close to the bottom. In some studies, a
static magnetic field was applied perpendicular to the incident ion beam
to steer the electrons onto the scintillator [22, 23]. However, this is usu-
ally not necessary, as long as the face of the scintillator is grounded prop-
erly. To provide a well-defined ground potential for the electrons, a thin
layer of aluminium is deposited onto the face of the plastic scintillator. In
the scintillator, the electrons knock electrons off atoms which emit visible
light photons – typically 5–10 per electron [21]. These photons strike the
photocathode at the entrance to the PMT and release electrons which are
multiplied by several dynode stages.
The main advantage of the Daly detector is its suitability for heavy
ion detection. As the ions are accelerated in a high potential, they reach
considerably higher velocities than in a conventional MCP set-up. In fact,
the potential difference can easily be increased to even higher values as
the currents involved are very low. Furthermore, all the components are
comparatively inexpensive and robust. The detector is also suitable for use
in a high vacuum system and has a very low dark-current [12]. Although
it is possible to detect anions with the Daly design, it requires the face of
the scintillator to be floating at a very high positive potential. In general,
the only major drawback of the Daly detector is the necessity to use very
high voltages.
The detector used in this work is shown in Figure 5.12. The stainless
steel cup has an inner diameter of 12mm and is 60mm deep. The po-
sition of the window was found using a simulation procedure described














Figure 5.12: Schematic of the Daly detector used in this study.
is made from the same material used for the meshes of the acceleration
regions described in Section 5.3.1. The cup is mounted on a high-voltage
feedthrough which is connected to a 60 kV power supply9. For the ex-
periments, the voltage was usually set to −15 kV. The distance between
window and scintillator is 6mm. The scintillator is made of plastic and
shaped as a disc with 12mm diameter and 1mm thickness.10 It is coated
with a thin layer of aluminium (approximately 50 nm thick) and is glued
onto a lightguide which is at the same time a vacuum window. The PMT11
has eight dynode stages and is mounted outside the vacuum. The gain is
9Wallis Electronics Ltd, type R603/05 (60 kV, 500 µA, negative polarity).
10The scintillator is from Bicron, type BC-418 (1.4 ns decay time).
11The PMT is from Hamamatsu, type R1635-02 (0.8 ns rise time).
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given as 2.4×106 at 1250V potential difference between anode and cathode.
During experiments, the potential difference was set to 1 kV where the gain
is approximately 6.5×105.
5.3.4 Signal Processing
The same signal processing can be used for both detectors. The current
output from the PMT or the MCP anode is fed into a fast preamplifier with
a gain of 20.12 From there it is transferred to an oscilloscope.13 The oscillo-
scope uses the monitor output from the pulse generator or from the high-
voltage switches as a trigger for the mass spectrum. To reduce the noise, the
signal is averaged 128 times. The oscilloscope is connected via GPIB (IEEE-
488.1) to a computer which allows the TOF spectra to be saved.14 Since the
oscilloscope used does not have enough memory to store multiple spectra,
it was necessary to transfer them to the computer as quickly as possible.
As the first solution using LabVIEW15 turned out to be too slow, the data
acquisition software used in the end was a programme written in C which
makes use of National Instruments GPIB library for C.16
5.4 Ion Optics Simulation
While designing a TOFMS, it is difficult to predict the exact ion trajectories
because of influences from secondary effects such as fringing fields and
initial ion energies. It is also helpful to predict the outcome of a particular
experiment and compare the prediction to the experimental data. This
allows verification of whether the TOFMS is working as expected. It is
therefore important to simulate the electric fields and ion flight paths to
get a more accurate understanding of the TOFMS.
12The preamplifier is from Ortec, type 9326 (output rise time <1 ns).
13Tektronix TDS-1012 with TDS2CMA communications module.
14The oscilloscope is connected to the computer using a National Instruments PCI-GPIB
card.
15LabVIEW is a graphical programming environment from National Instruments
(http://www.ni.com/labview/).
16The programme tdslog.c from Tektronix was used as a template.
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The most popular ion optics simulation software is Simion 3D [24, 25]
which was used in version 7.0 for this study.17 The programme allows the
definition of complex geometries consisting of different electrodes and a
series of ions with individual starting positions and energies and will then
calculate the respective trajectory for every single ion. The programme is
very versatile, has a scripting interface to control it and can be adjusted to
most cases. The procedure of a simulation is split up into several steps:
Defining the geometry: in the first step, a geometry with all the required
electric fields has to be defined. This can be done either in 2D or in
3D. The 2D version requires less memory and CPU time but is less ac-
curate. The design itself can either be done with the built-in drawing
programme or by using the included geometry scripting language.
If the design is complex and has to be changed often, it is advis-
able to use the scripting language. This also allows the geometry to
be defined according to the exact dimensions of the TOFMS. Every
electrode has to be defined individually and receives a temporary po-
tential. There are several predefined geometric shapes which can be
used and new elements can be made up of the union or difference
between these basic shapes. It is also possible to define transparent
wire meshes. Once the whole geometry definition is fixed, the geo-
metry file has to be translated by Simion.
Refining: subsequently, the potentials for every point between electrodes
have to be calculated by solving the Laplace equation (for details,
see [26]). Depending on the complexity of the geometry, this step
can be time-consuming. It is therefore not practical to test different
versions of a design which vary only slightly.
Defining the ions: in the next step, the mass, charge, starting position, ini-
tial energy including direction, and the time of birth for all ions have
to be defined. This can either be done in groups of similar ions or for
every ion individually. Defining ions in groups is done by setting the
starting conditions for the whole group and then defining increments
17http://www.simion.com/
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for individual parameters. For preliminary tests, it is more practical
to define the ions in groups but for more thorough studies the indi-
vidual definitions are more flexible. Defining ions individually can
be done either manually inside Simion or by editing a text file with
all the parameters (manually or by using an external programme).
Running the simulation: after the geometry and the ions are defined, the
electrodes have to be set to the desired voltages before the simulation
is run producing a visual output of the ion trajectories. Optionally, all
the parameters involved can be stored in a file. It is also possible to
superimpose the potential energy surfaces of the electric fields onto
the geometry. This helps to understand the effects of ion optical ele-
ments such as lenses and mirrors.
There is a powerful (albeit rather unintuitive) programming interface
which allows so-called user programs to be written. These programmes can
be used to change electric fields and ion starting parameters depending on
run conditions. Programmes can also simulate the pulsing of the accelerat-
ing fields with a cluster beam entering the first acceleration region. For the
present work, however, these user programmes were not used.
Simion was used for several different purposes during this study:
Firstly, it was used to help design the general set-up. An example of this
process is shown in the next section. Secondly, it allowed calibration of
the TOFMS spectra by comparing experimental data to simulation results.
And thirdly, it was used to get an improved understanding of the influence
of the initial velocity and the deflection plates on the cluster transmission.
5.4.1 Examples of Ion Optics Simulations
In a first step, the simulations were tested by letting gas ions fly through the
TOFMS. An example of the resulting trajectories is shown in Figure 5.13. In
this simulation, Ar ions with initial velocities of 150ms−1 in the direction
of the beam start from five different locations. The acceleration voltages
are set to U1 = 4.5 kV and U2 = 3.563 kV as described in Section 5.3.1. The
Daly detector is used and the Even cup is set to a potential of−15 kV. There
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is no potential applied to the deflection plates. The ions spread out in the
drift region due to the influence of the initial velocities and fringing fields
caused by the ioniser. After leaving the flight tube, the high potential of the
Even cup acts as a lens focussing the particles. The same simulations were
run with N2 and H2O ions as well but the trajectories are indistinguishable.
The flight times are of course different.
ParticleBeam
Figure 5.13: Simulation of Ar ion trajectories in the TOFMS. The voltages are set
to U1 = 4.5 kV, U2 = 3.563 kV and Udet = −15 kV on the Daly detector. The Ar
ions start from five different positions along the centre of the beam axis with initial
velocities of 150ms−1 in the direction of the beam.
A similar procedure was followed to compare the experimental results
to results from simulations. In this case, a large number of ions are started
from different positions along the beam axis. For each set of parameters –
such as acceleration voltages and deflection plate voltage – an average time
of flight is determined. For some simulations, the transmission efficiency
was determined by counting the number of particles which reached the
detector. The results from these simulations will be shown in the next
section where they are compared to the experimental TOF spectra.
Simulation of Electron Trajectories in Even Cup
The Even cup described in Section 5.3.3 was designed using the results
from ion optics simulations. Especially the position of the side window
can be optimised. Electrons are knocked off the metal surface which is on
a high negative potential (typically between −15 and −20 kV) and acceler-
ated onto the grounded scintillator face.
The simulation results in Figure 5.14 show the window in a good po-
sition. It is evident that the electrons experience a lensing effect which
ensures that they all reach the scintillator. The diameter of the scintillator
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could even be reduced without decreasing the detection performance. It




Figure 5.14: Simulation of electron trajectories from the Even cup to the scintillator.
The voltage of the Even cup is set to −15 kV and the isopotential lines of the
electric field are drawn every 1 kV. The incident clusters, the vacuum chamber
and the high-voltage feedthrough are not shown to improve readability.
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5.5 Experiments
In this section, the experimental results from the TOFMS studies are
presented, divided into two parts: The first part contains the experiments
which were done in the vacuum system that was used for the electron dif-
fraction study described in Chapter 2. The second part covers the analysis
of additional experiments undertaken by Dr Jim Partridge when the same
TOFMS was mounted in a different system. The reason for this second
study was the failure to record a cluster signal in the original set-up. Pos-
sible explanations will be discussed below. In the original set-up, it was
only possible to test the TOFMS using residual gas and additional Ar and
N2. For the second part, the TOFMS had to be adjusted slightly. The
changes will be presented below.
5.5.1 Experiments in the Original Set-up
All the experiments presented here were done using the set-up described
in the previous sections. For some studies the MCP detector was used and
for others the Daly detector. It will always be indicated which one was
used for any particular experiment. In a first step, various tests using Ar
and N2 are described, followed by a section about the tests done with Sb
and Bi clusters.
Ar and N2 was let into the system through the gas inlet in the source
chamber and the three nozzles which connect the source chamber to the
diffraction chamber (see Section 2.1). This set-up is not ideal to create a
collimated beam of Ar or N2 gas as the light gas particles are expected to
diverge strongly after leaving the third nozzle [27, 28]. Most of the residual
gas in the chamber is not bound in the beam and lacks the directional
velocity component necessary to fly through the ioniser and still reach the
TOFMS. However, if residual gas reaches the acceleration region of the
TOFMS, it is expected to have a broader initial energy component in the
direction of the TOFMS and therefore show a decreased mass resolution
than is expected for a cluster beam. Although the resulting gas intensity in
the TOFMS is rather low, it is still possible to detect it.
To simplify the set-up, only one acceleration voltage was used for some
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of the tests. In this case, the second acceleration region serves only as
an extension of the drift region. As the TOFMS has not been optimised
for the use of only one acceleration voltage, the resolution is decreased
considerably as will be seen below.
Varying the Acceleration Voltages
For the first set of tests, only the first acceleration voltage was used, while
the second voltage was set to ground. Ar gas is let into the chamber and
the acceleration voltage is increased in steps of 0.5 kV from 2.0 to 4.5 kV.
At each step, a TOF spectrum is recorded. The resulting spectra are shown
in Figure 5.15. They all display two broad peaks with the right one being
stronger. As expected, a higher acceleration voltage leads to shorter flight
times, thereby shifting the peak positions to the left.
With such a series of spectra for different acceleration voltages, it is
possible to test whether the TOFMS behaves as expected. Equation (5.6)
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Figure 5.15: TOF spectra with varied acceleration voltages and Ar gas flow. The
acceleration voltage is increased in steps of 0.5 kV from (a) 2.0 kV to (f) 4.5 kV. An
Ar flow rate of 60 sccm was used for all spectra. The intensity of the spectra is
normalised. Refer to Table 5.4 for details.
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predicts that there is a linear relationship between the TOF for a particular
m/z ratio and the inverse square root of the acceleration voltage:
t = A ·
√
U−1 + B (5.27)
If the positions of the two main peaks in Figure 5.15 are plotted against
the inverse square root of the acceleration voltage, it can be compared to
the values from Simion simulations for various molecules as shown in Fig-
ure 5.16. Comparing the slope A for the experimental data to the value
from the simulations allows the peaks to be assigned to certain masses
(or more accurately mass-to-charge ratios). The slope of the main peak
is determined to be 283 which is very close to the slope of the simulated
data for Ar (A ' 277). This peak can therefore be attributed to Ar. The
slope of the secondary (i.e. weaker) peak is given as 187 which is in good
agreement with the simulated slope for H2O (A ' 185). As mentioned
previously, the offset B in the experimental patterns is due to experimental
effects such as the finite rise-time of the pulsed fields as well as the delay
time of electronics and detector.
Figure 5.16: TOF versus inverse square root of the acceleration voltage for Ar. The
peak positions of the main peak () and the secondary peak (•) from Figure 5.15
are compared to simulation results for Ar (), N2 (N) and H2O (F). A and B
correspond to the two fit parameters in (5.27).
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The same procedure described above was repeated using a gas flow of
60 sccm N2 instead of Ar. The acceleration voltage was again increased
from 2.0 to 4.5 kV. The resulting TOF spectra of this run are shown in
Figure 5.17. The main features of these spectra are similar to the ones seen
in Figure 5.15, although the main peak is closer to the secondary peak.
If the peak positions of the two main peaks are plotted against the in-
verse square root of the acceleration voltage, it leads to the results shown
in Figure 5.18. The slope of the data points for the main peak is determined
to be 220 which agrees well with the simulation results for N2 (A = 231).
The slope for the secondary peak is given as 192 which matches the H2O
simulation (A = 185) as in the previous case.
Note that the absolute flight times differ considerably from the simu-
lated times. Part of this effect can be explained by the timing delay of the
detector and the electronics. However, this should not amount to a delay
of almost 2 µs in the case of Ar and N2.
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Figure 5.17: TOF spectra with varied acceleration voltages and N2 gas flow. The
acceleration voltage is increased in steps of 0.5 kV from (a) 2.0 kV to (f) 4.5 kV. An
N2 flow rate of 60 sccm was used for all spectra. The intensity of the spectra is
normalised. Refer to Table 5.4 for details.
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Main peak: A ≈ 220, B ≈ 2.04
2nd peak: A ≈ 192, B ≈ 1.23
Ar: A ≈ 277, B ≈ −0.02
N2: A ≈ 231, B ≈ −0.01
H2O: A ≈ 185, B ≈ −0.00
Figure 5.18: TOF versus inverse square root of the acceleration voltage for N2. The
peak positions of the main peak () and the secondary peak (•) from Figure 5.17
are compared to simulation results for Ar (), N2 (N) and H2O (F). A and B
correspond to the two fit parameters in (5.27).
Using both Acceleration Voltages
Since the TOFMS has not been optimised for the use of only one accel-
eration voltage, the spectra in the previous section have a very low res-
olution. If the second acceleration voltage is used, the resolution can be
increased considerably. Figure 5.19 shows two spectra, one where only the
first voltage was used (set to 4.5 kV) and a second one where both voltages
were used (U1 = 4.5 kV and U2 = 2.25 kV). For both spectra, an Ar flow
was used. In the first case, the resulting spectrum is similar to the spectra
presented in the last section. Adding the second acceleration voltage gives
rise to a series of well-defined peaks.
The resolution of the second spectrum is high enough to calibrate it. If
the mass-to-charge ratio of two or more peaks is known, a spectrum can be
calibrated using (5.7). To determine which peak corresponds to which mo-
lecule, the following procedure was applied: by varying the amount of Ar
and N2 gas which is let into the system, the relative peak intensities change
and it can be determined which peak corresponds to which molecule. The
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Figure 5.19: Simple mass spectra for Ar gas. Spectrum (a) was recorded using
only the first acceleration region with U1 = 4.5 kV while for the spectrum (b)
U1 = 4.5 kV and U2 = 2.25 kV were used. In both cases an Ar flow rate of 60 sccm
was used. The intensity of the two spectra is normalised. Refer to Table 5.4 for
details.
peaks for Ar and N2 are marked in Figure 5.19. While two peak positions
are enough to calibrate the spectrum, adding a third peak position would
decrease the uncertainty considerably. In a high-vacuum system there is
always a certain amount of water. Since H2O is lighter than Ar and N2, its
peak is expected at a shorter time of flight. It can therefore be assumed that
the third well-defined peak corresponds to H2O. This assumption has to be
verified after calibration. Using the TOF of these three peaks, the slope A
and offset B from (5.7) can be determined as shown in Figure 5.20.
It is evident that the linear fit matches the three data points well. The
choice of the peak for H2O is therefore justified. Using the values A ' 0.745
and B ' 0.481 from the fit allows calculation of the mass-to-charge ratio
of the two unknown peaks P1 and P2 marked in Figure 5.19. The m/z ratio
for P1 is given as 23.7 and for P2 as 33.8. It is not clear what is responsible
for the first peak. It can be assumed that the second peak consists at least
partly of O2. The fact that these two peaks are considerably broader than
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Figure 5.20: Calibration of the TOF spectrum from Figure 5.19 using (5.7).
the peaks for H2O, Ar and N2 indicates that these particles had a higher
initial distribution either in starting position or initial energy.
It should be noted that the highest resolution when using both accel-
eration regions was not achieved with the optimised settings from Sec-
tion 5.3.1. Instead of U1 = 4.5 kV and U2 = 3.563 kV, the best settings were
found to be U1 = 4.5 kV and U2 = 2.25 kV (note that this case is equivalent
to using only one extended acceleration region). The reason for this beha-
viour might lie in the fact that in the first case, the electric field in the first
acceleration region is considerably lower than in the second case and so,
if the velocity of the gas in the direction of the beam is too high, the ions
cannot reach the detector.
For the two sets of acceleration voltages discussed above, simulations
were run to compare the resolution. For these simulations, Ar ions with
an initial velocity of 150ms−1 along the beam axis were used. Contrary to
the previous simulations, the starting positions were distributed along the
TOFMS axis and not along the beam axis. The width of the starting posi-
tions corresponded to the width of the exit aperture of the ioniser (7mm).
Since the particle beam is densest along the centre of the beam axis, a nor-
mal distribution was used to determine the number of Ar particles per
starting position. These particles were then accelerated through the virtual
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TOFMS using the two sets of acceleration voltages discussed above. Plot-
ting a histogram of their arrival times gives rise to a spectrum with only
one peak corresponding to a conventional TOF spectrum. The spectra for
the two sets of parameters are shown in Figure 5.21. As previously men-
tioned, the resolution of a spectrum can be determined by measuring the
peak width (FWHM) and using (5.10). To determine the FWHM, a normal
distribution was fitted to the TOF peak resulting in the values quoted in
each figure. It is evident that the optimised parameters lead to a narrower
peak and thereby an increased resolution compared to the parameters used
in the experiments.
The same procedure can be repeated for the experimental spectrum
shown in Figure 5.19(b). The peak positions and peak widths for H2O, N2
and Ar were determined by first removing the background and then fitting
normal distributions to the three peaks. The resulting values are shown
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Figure 5.21: Comparison of simulated resolution for two sets of parameters. The
acceleration voltages were set to (a) U1 = 4.5 kV and U2 = 2.25 kV and (b) U1 =
4.5 kV and U2 = 3.563 kV. The superimposed curves are normal distribution fits to
the data. The mean TOF and the standard deviation σ are the fit parameters. R is
the resolution calculated using (5.10). Refer to the text for a detailed explanation.
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in Table 5.3 where they are compared to the values from calculation and
simulation.
It is worth mentioning that the simulation only took an initial spatial
distribution into account. The energy distribution was disregarded. The
experimental as well as the calculated resolution include both the space
and the energy distribution. It is not obvious why the simulated resolution
is worse than the experimental one.
Table 5.3: Comparison of resolution from experiment, calculation and simula-
tion. The experimental resolution of the three peaks for H2O, N2 and Ar from the
spectrum in Figure 5.19(b) is compared to the resolution from calculation and sim-
ulation. For experiment, calculation and simulation the acceleration voltages were
set to U1 = 4.5 kV and U2 = 2.25 kV. The experimental resolution was determined
using (5.10). The calculated resolution is based on (5.26) using ∆s = 7mm and
∆E = 20meV. The simulated value is based on the results shown in Figure 5.21.
Element Peak Position (µs) FWHM (µs) Resolution
H2O 3.64 0.056 32.6
N2 4.42 0.049 45.4




Changing from Ar to N2 Gas Flow
More information about the peak positions in TOF spectra can be gained
by switching from one gas to the other. These tests were performed using
acceleration voltages set to U1 = 4.5 kV and U2 = 2.25 kV. Initially, there
was a gas flow of 60 sccm N2 with no Ar contribution. In a second exper-
iment, the N2 gas flow was reduced to 30 sccm and an additional 30 sccm
Ar was let into the system. Finally, the gas flow was switched to pure Ar
with a flow rate of 60 sccm. The resulting three TOF spectra are shown
in Figure 5.22. In the N2 spectrum in Figure 5.22(a) two strong peaks are
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visible. By comparing this spectrum to the spectrum in Figure 5.19(b) and
the subsequent calibration, it is evident that these two main peaks can be
attributed to H2O and N2. There is a broad peak visible between the two
identified peaks. This peak was already observed in the spectrum in Fig-
ure 5.19(b). Adding Ar to the system gives rise to two additional peaks at
higher flight times (see Figure 5.22(b)). Again using the knowledge of the
aforementioned calibration, the more well-defined peak of the two can be
attributed to Ar. As in the previous case, the origin of the broad peaks is
not understood. If the gas flow is changed to pure Ar, the intensity of the
N2 peak and of the broad peak to the left is decreased (see Figure 5.22(c)).
Both peaks are still clearly visible. Even if the gas flow is switched com-
pletely to Ar, the N2 peak never fully vanishes for two reasons: firstly, there
is always some N2 available in the residual gas and secondly because the
N2 peak shares the m/z ratio with CO which is readily available as well.
It is now evident that the two broad peaks to the left of the N2 peak
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Figure 5.22: Influence of a changing gas flow on the TOF spectrum. The gas flow
is changed in three steps from (a) 60 sccm N2 to (b) 30 sccm N2 and 30 sccm Ar to
(c) 60 sccm Ar. The intensity of the spectra is normalised. Refer to Table 5.4 for
details.
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and the Ar peak are in some way connected to the main peaks. They
always appear and disappear together with their main peak. As discussed
in the previous section, the calibration led to m/z ratios which could not be
attributed to any molecule which could be expected to present in a vacuum
system. They do not match the ratios for doubly ionised Ar or N2 either.
The broadness of the peaks seems to indicate that the starting parameters
of the particles are clearly different to the parameters for N2 and Ar. It
is possible that this phenomenon is caused by stray electrons ionising gas
outside the ioniser.
Detector Comparison
All the tests so far were performed using the Daly detector. To check
whether some of the previously mentioned effects could be due to the de-
tector, further tests were performed using the MCP detector. In an initial
step, the two detectors were compared directly. As changing the detector
requires the system to be shut down, it was not possible to do the com-
parison in the same run. However, the conditions were similar, the only
difference being a change in absolute gas flow rates (50 sccm N2, 50 sccm
Ar for the MCP and 30 sccm N2, 30 sccm Ar for the Daly detector). The ac-
celeration voltages were set to U1 = 4.5 kV and U2 = 2.25 kV. The resulting
TOF spectra are shown in Figure 5.23.
All the main features are shown in both spectra. The three strongest
peaks are again due to H2O, N2 and Ar. The two broad peaks observed
before are visible in both spectra as well. The most obvious differences
are marked in Figure 5.23 with arrows. The spectrum of the MCP detector
shows additional weak peaks for heavier masses. However, this discrep-
ancy might also be due to different vacuum conditions. The two detect-
ors are similar regarding the signal-to-noise ratio and they both display a
strong background. The background of the Daly detector drops off more
strongly for higher masses than the background of the MCP detector. It is
not clear what the origin of this background is, but it might be due to stray
electrons from the ioniser.
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Figure 5.23: Comparison of (a) MCP detector and (b) Daly detector. The gas flow
rates were (a) 50 sccm N2, 50 sccm Ar; (b) 30 sccm N2, 30 sccm Ar. The acceleration
voltages were set to U1 = 4.5 kV and U2 = 2.25 kV for both spectra. The intensity
of the two spectra is normalised. Refer to Table 5.4 for details.
Varying the Deflection Voltage
The deflection plates are mainly used to steer clusters with a high energy
component in the direction of the beam axis onto the detector. However,
they can also be used to test some of the functionality of a TOFMS using an
Ar or N2 gas flow. In these experiments, a constant Ar gas flow of 103 sccm
was used. The two acceleration voltages were set to U1 = 4.5 kV and
U2 = 2.5 kV. Varying the voltage on the deflection plates changes the in-
tensity of the detector signal. The deflection voltage was decreased in steps
from 0V to −70V and a spectrum was recorded at each setting. The result-
ing spectra are shown in Figure 5.24. The first three spectra up to a deflec-
tion voltage of −20V are very similar in intensity (Figure 5.24(a)–(c)). The
intensity of the spectrum at −30V is slightly decreased (Figure 5.24(d)). At
−50V the intensity is further decreased and only the strongest peak is still
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visible (Figure 5.24(e)). The spectrum at −70V does not show any peaks at
all (Figure 5.24(f)).
When the deflection voltage on the plates closer to the source chamber
is set to negative values, the particles are bent in the direction of the plates.
At a given deflection potential, only particles within a range of energies
are able to reach the detector. If the mass of the molecules in the beam
is known, the particle velocity can be estimated. Figure 5.25 shows the
dependence of the signal intensity on the deflection voltage and the particle
velocity. The experimental data from Figure 5.24 is compared to simulated
data from Simion for Ar gas and different velocities. Note that there is no
experimental data available for −40 and −60V.
The wide range of initial velocities used as starting parameters for
the simulations leads to a relatively narrow range of intensity distribu-
tions. It is therefore not possible to obtain definitive information about the
particle beam velocity. Furthermore, the peak shape of the experimental
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Figure 5.24: Influence of the deflection voltage on the mass spectra for cations.
The deflection voltage is decreased from (a) 0V to (f) −70V (bottom). The main
peak corresponds to Ar. The acceleration voltages were set to U1 = 4.5 kV and
U2 = 2.5 kV and the Ar flow rate to 103 sccm. Refer to Table 5.4 for details.




















Figure 5.25: Dependence of signal intensity on deflection voltage and particle
velocity. The experimental data from Figure 5.24 () is compared to simulated data
for Ar gas with velocities of 50ms−1 (•), 150ms−1 (), 500ms−1 (H), 1000ms−1
(F) and 5000ms−1 (N). The experimental data is scaled to match the maximum
intensity of the simulated data.
intensity distribution curve does not fit any of the simulated peaks shapes.
The maximum at −10V corresponds to the simulated curves for 50ms−1
and 150ms−1 but it does not drop off as quickly with higher deflection
voltages. In this area it would fit a curve for particle velocities between
1000ms−1 and 5000ms−1. This observed behaviour cannot be explained
by the Maxwell-Boltzmann velocity distribution alone, since there is virtu-
ally no contribution from particle velocities above 1000ms−1 for Ar at room
temperature.
As previously noted, if the electron energy is low enough (typically be-
low 10 eV), it is possible to generate negatively charged particles through
electron attachment. This is, however, not expected to happen at the ion-
iser voltage settings used for this study. As some experiments with Sb and
Bi clusters indicated the existence of negatively charged particles, TOFMS
tests were performed to check for gas anions. The MCP detector allows a
change in polarity to detect anions; the polarity of the acceleration plates
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can be changed easily. For these tests, an Ar gas flow of 100 sccm was used.
Only the first acceleration voltage was used and it was set to −3.0 kV. The
deflection voltage was first set to 0V and then increased in steps of 10V
to 50V. Four further spectra were recorded at 70V, 100V, 200V and 300V.
The resulting spectra for anions are shown in Figure 5.26. In contrast to
the studies with cations, the anion intensity is virtually zero when no de-
flection voltage is applied. Only when the deflection voltage is increased
to approximately 30 to 40V, a spectrum comparable to the cation spectra
appears. According to the simulations and experiments discussed above, a
deflection voltage of more than 70V should lead to an almost complete ex-
tinction of the spectrum. For anions, this is only the case once the deflection
voltage is increased to well over 100V. While it has to be kept in mind that
the polarity reversal of the TOFMS does not lead to the exact same set-up
with opposite sign for all the potentials (in the positive polarity set-up, the
face of the MCP is set to around +70V compared to −1.91 kV for negative
polarity), the conditions for anions in the set-up with negative acceleration
voltages should be very similar to those for cations with positive voltages.




















Figure 5.26: Influence of the deflection voltage on the mass spectra for anions. A
negative acceleration voltage (first region only) and positive MCP detector polarity
were used. The deflection voltage was increased from (a) 0V to (k) 300V. Refer to
Table 5.4 for details.
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Varying the Ioniser Voltage
As described in Section 5.3.2, the voltage applied to the ioniser filament
determines the electron energy. The optimal electron energy depends on
the type of molecules to be ionised. Each type has a characteristic electron
impact ionisation cross section curve [13]. The maximum of this curve
indicates the ideal electron energy to ionise this particular molecule. For
Ar the maximum lies between 50 and 100 eV.
To test the ioniser, the voltage applied to the filament was varied and
the signal intensity measured. For these tests, an Ar gas flow of 103 sccm
was used and the acceleration voltage of the first region was set to 3.0 kV.
The second voltage was not used. The spectra recorded for varying ioniser
voltage are shown in Figure 5.27. The spectra show similar features but
differ in intensity. The main peak shows a clear maximum for −41V. For
higher negative voltages, the intensity drops off. At −70V the main peak
has almost completely disappeared. The observed maximum at −41V is
clearly lower than the −50 to −100V range expected for Ar [13].
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Figure 5.27: Effect of varying the ioniser potential on the TOFMS spectra. The
ioniser voltage is decreased in steps of approximately 10V from (a) −30V to (e)
−70V. Refer to Table 5.4 for details.
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Tests using Sb and Bi Clusters
Numerous tests with Sb and Bi clusters were carried out. A wide range
of source parameters was tested, especially conditions known to produce
small clusters. However, it was not possible to detect a cluster signal with
the TOFMS.
To test whether the clusters are being ionised at all, a constant positive
voltage was applied to the first acceleration region. The deposition rate
measured on the deposition rate monitor (see Section 2.3) dropped consid-
erably, as soon as the voltage was turned on. Changing the field strength
allowed the deposition rate measured on the monitor to be controlled. This
is a clear indication that the clusters are ionised and get deflected in the
electric field. After removing the TOFMS, it was discovered that there
was substantial cluster deposition on the backplate of the TOFMS and not
on the first mesh as expected which meant that the clusters were anions
and not cations. However, using the MCP detector on a positive potential
and negative acceleration voltages did not allow any cluster signal in the
TOFMS to be measured either.
Experimental Conditions for TOFMS Tests with Ar and N2 Gas
In Table 5.4 the experimental conditions for all the tests presented in this
section are displayed. The acceleration voltages used were all in the range
from 2.0 to 4.5 kV (positive or negative polarity). Below 2.0 kV the signal-
to-noise ratio was too low to record a spectrum. The upper limit was de-
termined by the power supplies used as the switching of high voltages
draws considerable currents. The range of deflection voltages used was 0
to −100V for cation detection and 0 to 300V for anion detection. Beyond
this range, the intensity of the spectra became too weak to be recorded.
The ioniser voltage which controls the electron energy was set to values
between −40 and −70V. This voltage, however, is influenced by the ioniser
current as described in Section 5.3.2. At times, this voltage was observed
to be drifting towards zero without the ioniser current being changed. This
might have been due to some components charging up. The detectors were
exchanged between tests to see whether some of the phenomena described
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above were influenced by the choice of detector. There was no noticeable
difference between the Daly detector and the MCP detector with the neg-
ative setting. The observed differences when using the MCP detector in its
positive set-up were most likely due to effects in the ioniser.
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Table 5.4: Experimental conditions for TOFMS tests in the original set-up as shown
in Figure 5.19 to 5.27. (In the last column, MCP	/⊕ indicates whether the MCP
detector was used with negative or positive polarity.)
Fig. Flow Rate (sccm) Acc. Volt. (kV) Defl. Volt. (V) Ion. Volt. (V) Detector
Ar N2 U1 U2 Udefl Uion
5.19(a) 60 − 4.5 − − −42 Daly
5.19(b) 60 − 4.5 2.25 − −42 Daly
5.15(a) 60 − 2.0 − − −42 Daly
5.15(b) 60 − 2.5 − − −42 Daly
5.15(c) 60 − 3.0 − − −42 Daly
5.15(d) 60 − 3.5 − − −42 Daly
5.15(e) 60 − 4.0 − − −42 Daly
5.15(f) 60 − 4.5 − − −42 Daly
5.17(a) − 60 2.0 − − −42 Daly
5.17(b) − 60 2.5 − − −42 Daly
5.17(c) − 60 3.0 − − −42 Daly
5.17(d) − 60 3.5 − − −42 Daly
5.17(e) − 60 4.0 − − −42 Daly
5.17(f) − 60 4.5 − − −42 Daly
5.22(a) 0 60 4.5 2.25 − −42 Daly
5.22(b) 30 30 4.5 2.25 − −42 Daly
5.22(c) 60 0 4.5 2.25 − −42 Daly
5.23(a) 50 50 4.5 2.25 − −48 MCP	
5.23(b) 30 30 4.5 2.25 − −42 Daly
5.24(a) 103 − 4.5 2.5 0 −40 MCP	
5.24(b) 103 − 4.5 2.5 −10 −40 MCP	
5.24(c) 103 − 4.5 2.5 −20 −40 MCP	
5.24(d) 103 − 4.5 2.5 −30 −40 MCP	
5.24(e) 103 − 4.5 2.5 −50 −40 MCP	
5.24(f) 103 − 4.5 2.5 −70 −40 MCP	
5.26(a) 100 − −3.0 − 0 −61 MCP⊕
5.26(b) 100 − −3.0 − 10 −61 MCP⊕
5.26(c) 100 − −3.0 − 20 −61 MCP⊕
5.26(d) 100 − −3.0 − 30 −61 MCP⊕
5.26(e) 100 − −3.0 − 40 −61 MCP⊕
5.26(f) 100 − −3.0 − 50 −61 MCP⊕
5.26(g) 100 − −3.0 − 70 −61 MCP⊕
5.26(h) 100 − −3.0 − 100 −61 MCP⊕
5.26(i) 100 − −3.0 − 200 −61 MCP⊕
5.26(k) 100 − −3.0 − 300 −61 MCP⊕
5.27(a) 103 − 3.0 − − −30 MCP	
5.27(b) 103 − 3.0 − − −41 MCP	
5.27(c) 103 − 3.0 − − −50 MCP	
5.27(d) 103 − 3.0 − − −60 MCP	
5.27(e) 103 − 3.0 − − −70 MCP	
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5.5.2 Experiments on Palladium Clusters
This section presents an analysis of experiments undertaken by Dr Jim
Partridge in a different vacuum system [29] but using the same TOFMS as
described above. The system features a magnetron sputtering source [30,
31] which was used to produce palladium (Pd) clusters for the TOFMS
experiments.
In the next paragraph, the differences between the two experimental
set-ups are described followed by the results from the experiments. For a
range of source conditions, TOF spectra were recorded while varying the
acceleration and deflection voltages.
Experimental Set-Up
The experimental set-up of this system is similar to the one used for the
previous experiments. Instead of an inert-gas aggregation source, a mag-
netron sputtering source is used [30, 31]. In this source, atoms are sputtered
off a target by Ar ions from a plasma. Clusters are then formed by con-
densation in an inert gas flow in a similar process to the one described in
Section 2.1. This method can be used to generate clusters from materials
with a low vapour pressure at high temperatures which would be difficult
to achieve in an IGA source. An additional advantage for the TOFMS study
in particular is the fact that up to 80% of the clusters are ionised when leav-
ing the source [30] (compared to below 1% efficiency for electron impact
ionisation). Positively as well as negatively charged clusters are produced.
The cluster production can be influenced by changing the inert gas flow
rate, the type of inert gas and the power applied to the sputtering target
(thereby strengthening the plasma and increasing the potential difference
between plasma and target).18
As in the original set-up, the TOFMS is mounted perpendicular to the
cluster beam. Due to the dimensions of the vacuum chamber, the flight
tube had to be extended from 417mm to 467mm. All other parts of the
TOFMS remained the same. The Daly detector was used for all cluster
18There are additional source parameters which were not changed in the present study,
e.g. aggregation length and nozzle geometries.
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experiments and it was always set to −15 kV. Only the first acceleration
voltage was used as high resolution was not required and it was felt that
the use of a single acceleration voltage would simplify the experiments.
Varying the Acceleration Voltage
In a first test, the acceleration voltage of the first region was varied. The
source conditions for this particular run were 400 sccm Ar flow rate and
25W sputtering power. The acceleration voltage was decreased in steps of
0.5 kV from 4.5 kV to 3.0 kV. At each step, a TOF spectrum was recorded.
The resulting series of spectra is shown in Figure 5.28. Each individual
spectrum represents the size distribution of Pd clusters in the beam. All
spectra show one broad peak as their dominant feature. As expected, the
peak position shifts to higher flight times as the acceleration voltage is
decreased. The spectrum with the highest intensity is observed at 4.5 kV.
Decreasing the acceleration voltage led to a drop in intensity, as can be seen
from the increasing noise in the spectra in Figure 5.28(c) and (d).
As there is no calibration data available for these spectra, the method
described in Section 5.5.1 has to be applied here: the mean TOF for each
spectrum is plotted against the inverse square root of the acceleration
voltage and a linear fit is calculated for these data points. The slope of
this fit is proportional to the mean mass of the clusters. These results are
compared to simulation data to determine the mass of the clusters in the
experiment. In this section, it is assumed that the clusters are only singly
charged. Strictly speaking, the values for the mass quoted below corres-
pond to the m/z ratio.
The size distribution in a cluster beam is expected to follow a log-
normal distribution [32]. To determine the mean TOF, it is therefore pos-
sible to fit a log-normal distribution to the experimental spectrum. As this
distribution is not symmetric, the mean TOF is not equivalent to the TOF of
the centre of the peak. The mean TOF for each spectrum obtained from log-
normal fits and the corresponding linear fit are shown in Figure 5.29. This
figure also displays the simulation data for Pd clusters with a diameter of
2, 3 and 5nm (which correspond to cluster masses of approximately 30 500,
103 000, and 476 000 amu). The simulations were run as described in Sec-
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Figure 5.28: TOF spectra of Pd clusters with varied acceleration voltages. The
acceleration voltage is decreased in steps of 0.5 kV from 4.5 kV at the top to 3.0 kV
at the bottom. An Ar flow rate of 400 sccm was used for all spectra. The intensity
of the spectra is normalised. Refer to Table 5.5 for details.
tion 5.5.1 with all the Pd clusters starting along the centre of the beam axis
and measuring the flight times.
Using the fit parameters and the values for the simulations, the
mean mass for the experimental data can be calculated as approximately
27 000 amu which corresponds to a diameter of 1.92 nm. The relationship
between cluster mass and diameter was calculated assuming a spherical
particle with the density of bulk Pd. While this method is inaccurate for
small clusters consisting of less than approximately 100 atoms, it is expec-
ted to be a good estimate for larger clusters.
It is also possible to determine the average cluster mass in each spec-
trum individually by using the mean TOF determined by the fitting pro-
cedure described above and solving (5.17) for the mass. Results from this
method are more prone to inaccuracies compared to the slope method as
they depend on only one spectrum. If a spectrum is recorded with a low
signal-to-noise ratio, it might be difficult to fit a log-normal distribution to
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Experiment: A ≈ 7541, B ≈ 43.8
2 nm ∅: A ≈ 7980, B ≈ 8.6
3 nm ∅: A ≈ 14696, B ≈ 15.4
5 nm ∅: A ≈ 31899, B ≈ 29.2
Figure 5.29: TOF versus inverse square root of the acceleration voltage comparing
the experimental data from Figure 5.28 () to simulations for Pd clusters with
diameters of 2 nm (•), 3 nm () and 5 nm (H). A and B correspond to the two fit
parameters in (5.27).
the signal. The results from this method will be shown in a table at the end
of the section.
It is noteworthy that the intensity of all the spectra in Figure 5.28 does
not drop to zero for high flight times. It was observed that this background
is visible for the whole length of the acceleration pulse. Unexpectedly,
reducing the pulse length to shorter times (theoretically still sufficiently
long for all clusters to leave the acceleration region) destroys the signal
completely. It is not understood why the pulse length has to be longer
than the total time-of-flight for the spectrum to be visible, but it is believed
that this is due to an undiagnosed problem with the electronics.
For a second test, the source conditions were changed by replacing the
Ar gas flow with He. The flow rate was left at 400 sccm and the sputtering
power remained at 25W. The acceleration voltage is again decreased in
steps of 0.5 kV from 4.5 kV to 3.0 kV. The resulting spectra are shown in
Figure 5.30. As in the first test the peak position also shifts to higher flight
times for lower acceleration voltages. However, it is evident that the mean
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Figure 5.30: TOF spectra of Pd clusters with varied acceleration voltages. The
acceleration voltage is decreased in steps of 0.5 kV from 4.5 kV at the top to 3.0 kV
at the bottom. A He flow rate of 400 sccm was used for all spectra. The intensity
of the spectra is normalised. Refer to Table 5.5 for details.























Experiment: A ≈ 6555, B ≈ −37.5
2 nm ∅: A ≈ 7980, B ≈ 8.6
3 nm ∅: A ≈ 14696, B ≈ 15.4
5 nm ∅: A ≈ 31899, B ≈ 29.2
Figure 5.31: TOF versus inverse square root of the acceleration voltage comparing
the experimental data from Figure 5.30 () to simulations for Pd clusters with
diameters of 2 nm (•), 3 nm () and 5 nm (H). A and B correspond to the two fit
parameters in (5.27).
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flight times are noticeably shorter at each setting compared to the corres-
ponding spectra in Figure 5.28. This is an indication that using He instead
or Ar leads to smaller clusters (see Section 4.3.2 for a similar observation
using the IGA source).
The fitting procedure described above was also applied to the second
set of data to determine the mean TOF for each spectrum. These mean val-
ues are plotted against the inverse square root of the acceleration voltage
and compared to the simulation data in Figure 5.31. The slope of the linear
fit to the experimental data translates into a mean cluster mass of approx-
imately 20 400 amu which corresponds to a cluster diameter of 1.75 nm. As
expected, these values are considerably smaller than the values determined
in the previous experiment.
Varying the Deflection Voltage
Depending on the cluster size and velocity, it is necessary to steer the
clusters onto the detector using the deflection plates described above. The
same deflection plates were used as in the original set-up which means that
they did not cover the whole flight tube which was now longer. The wiring
was changed so that a positive deflection voltage is required for positively
charged clusters to reach the detector. At a given deflection voltage only
clusters within a limited range of energies are allowed to reach the detector.
For this test, an Ar gas flow rate of 100 sccm was used and the source
sputtering power was set to 10W. The acceleration voltage was set to 3.5 kV
for all runs. The deflection voltage was increased from 0 to 50V and spectra
were recorded at 0, 5, 10, 20 and 50V. The resulting spectra are shown
in Figure 5.32. The spectra all show one broad peak and the intensity
decreases for increasing deflection voltage settings. At 50V, there is almost
no peak visible (Figure 5.32(e)).
The mean cluster masses are calculated for these spectra using (5.17)
and shown in Table 5.5 at the end of this section. As expected, the mean
TOF is slightly increased for higher deflection voltages as heavier clusters
are able to reach the detector and lighter ones are bent into the plates.
The influence of the deflection voltage on the signal intensity can be
compared to simulations as described in Section 5.5.1. A first series of
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Figure 5.32: Influence of the deflection voltage on the mass spectra. The deflection
voltage is increased from (a) 0V to (e) 50V. The mass scale was calibrated using
(5.17). Refer to Table 5.5 for details.



















Figure 5.33: Dependence of signal intensity on deflection voltage and particle
velocity. The experimental data from Figure 5.32 () is compared to simulated data
for 2.5 nm Pd clusters with initial velocities of 40ms−1 (•), 70ms−1 (), 100ms−1
(H), 150ms−1 (F) and 200ms−1 (N). All the data is scaled.
5.5 Experiments 191
simulations was run with 2.5 nm Pd clusters with a mass of 59 500 amu and
varied initial velocities in the beam direction. The results are displayed in
Figure 5.33. For low deflection voltages, the experimental data agrees well
with a cluster velocity of 100ms−1. For higher deflection voltages, however,
the experimental signal intensity is too high and even the simulation for
200ms−1 fails to match the remaining signal at a deflection voltage of 50V.
This behaviour might be explained by the presence of larger clusters in
the beam. Other experiments on the same system indicate that there is a
wide size distribution and a rather narrow velocity distribution [33].
To test this assumption, a second series of simulations was run. In four
independent simulations, Pd clusters with diameters of 2, 2.5, 3 and 5nm,
initial velocities of 100ms−1 and starting positions along the beam axis
were flown through the TOFMS. The acceleration voltage on the first plate
was set to 3.5 kV. The deflection voltage was then increased from 0 to 50V.
The trajectories of the simulations with no deflection voltage are shown in
Figure 5.34.
These simulations show clearly that the number of clusters which reach
the detector declines rapidly for large clusters above 2.5 nm diameter. If
no deflection voltage is used, clusters with a diameter of 5 nm do not reach
the detector at all (Figure 5.34(d)). Figure 5.35 shows the dependence of the
signal intensity on the deflection voltage. For clusters with a diameter of
5 nm an intensity is only recorded once the deflection voltage is increased
to 15V. At a deflection voltage of 50V the intensity of the small clusters
drops to zero, while there is still a considerable proportion of the signal
from 5nm clusters left.
The experimental intensities agree well with the simulated data for
clusters between 2 and 3nm for deflection voltages up to 30V. The ex-
perimental intensity at a deflection voltage of 50V seems to indicate that
the beam also contains considerably larger clusters. However, the original
TOF spectrum in Figure 5.32 does not show such a huge increase in cluster
size for 50V deflection voltage. It is therefore not clear where the contribu-
tion at higher deflection voltages comes from.
To test whether it is theoretically possible to detect clusters with a dia-
meter of more than 5 nm, further simulations were run. For these simula-
tions, Pd clusters with a diameter of 7 nm and an initial velocity of 150ms−1
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Figure 5.34: Trajectories of Pd clusters with different diameters. Pd clusters with
initial velocities of 100ms−1, starting positions along the beam axis and diameters
of (a) 2 nm, (b) 2.5 nm, (c) 3 nm and (d) 5 nm were flown through the TOFMS. The
acceleration voltage was set to 3.5 kV and no deflection voltage was used.
were used [33]. The acceleration voltage was left at 3.5 kV. Figure 5.36
shows the ion trajectories for four different deflection voltage settings.
If the deflection voltage is set to 100V or less, all the clusters hit the bot-
tom deflection plate (Figure 5.36(a)). This is still the case at 105V, although
the clusters fly further into the flight tube (Figure 5.36(b)). If the deflection
voltage is increased by only 1V to 106V, some of the clusters are bent past
the detector and hit the side walls on the opposite side (Figure 5.36(c)). Fur-
ther increasing the voltage to 125V leads to a larger group of clusters being
bent past the detector and ending up on the opposite deflection plate (Fig-
ure 5.36(d)). In these four simulations, not a single cluster was detected.
It is therefore assumed to be impossible to detect clusters with diameters
of considerably more than 5 nm in the current set-up, if the clusters have
initial velocities of more than 100ms−1.
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Figure 5.35: Dependence of signal intensity on deflection voltage and particle size.
The experimental data from Figure 5.32 () is compared to simulated data for Pd
clusters with initial velocities of 100ms−1 and diameters of 2.0 nm (•), 2.5 nm (),
3 nm (H) and 5 nm (F). All the data is scaled to match the maximum intensity.
Note that the simulations and the experiments were run with the de-
flection plates on a constant potential. It is possible to ramp the deflection
voltage linearly during the time the ions are in the drift tube [22]. If the
ramp rate is chosen correctly, a wider range of particle masses can be de-
flected onto the detector compared to the set-up used in the present work.
In a simpler approach, the deflection voltage can also be pulsed with a
time delay relative to the acceleration pulse [22]. In this set-up, the faster
(i.e. lighter) ions are already well down the drift tube when the deflection
voltage is turned on and are therefore less deflected. The current set-up of
the TOFMS does not allow the deflection voltage to be pulsed or ramped.
However, this would not be too difficult to implement.
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Figure 5.36: Trajectories of Pd clusters at different deflection voltage settings. Pd
clusters with a diameter of 7 nm, initial velocities of 150ms−1 and starting posi-
tions along the beam axis were used. The deflection voltage was increased from
(a) 100V to (b) 105V to (c) 106V and finally to (d) 125V. The acceleration voltage
was set to 3.5 kV.
Experimental Conditions for TOFMS Tests on Pd Clusters
In Table 5.5 the conditions and results for all the experiments presented in
this section are displayed. Only the first acceleration voltage was used and
it was set to values in the range of 1.5 to 5.0 kV. However, the TOF spectra
at the lower end of this range have a low signal-to-noise ratio. The gas flow
rates used were from 100 to 700 sccm for Ar and 100 to 400 sccm for He.
For most experiments, only Ar was used. The sputtering power was varied
between 5 and 30W. Deflection voltages up to 50V were tested which – for
most experiments – was the limit where the signal vanished completely.
The average mass of the clusters was determined using two independ-
ent methods. The first method required the mean TOF at different acceler-
ation voltages to be determined. Equation (5.27) was then fitted to the data
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and the slope of the fit was compared to results from simulations. With
this method a set of experiments leads to an average value for the cluster
mass and only data with different acceleration voltages can be used. The
second method involved solving (5.17) for the mass by using the experi-
mental mean flight times. This second method leads to individual results
for all runs. However, the results are less accurate, especially for spectra
with a low signal-to-noise ratio.
The size results for the first group of experiments (Figure 5.28) are con-
sistent, although the calculated mean cluster diameter differs from the dia-
meter determined using the slope method. The results of the second group
(Figure 5.30) indicate that using He as a cooling gas leads to considerably
smaller clusters. The differences between the individual results are more
pronounced and while the slope method leads to a smaller average dia-
meter in the first case, in this run it leads to a larger diameter. For the
third group (Figure 5.32), the mean cluster mass is expected to shift to-
wards higher values for higher deflection voltages. This behaviour holds
true for all but the last experiment. This deviation, however, is most likely
due to the low signal intensity of this measurement. The average values for
this run are not very meaningful as they are based on a series of increasing
clusters sizes. The slope method could not be applied in this case, as it
relies on a series of measurements with different acceleration voltages.
From Table 5.5, it is evident that the source conditions influence the
cluster growth crucially. The TOFMS could therefore be used to character-
ise the source in detail. This would, however, go beyond the scope of the
present study and is part of two further PhD theses to be submitted over












Table 5.5: Experimental conditions for TOFMS tests on Pd clusters as shown in Figure 5.28, 5.30, and 5.32. The
mean diameter values in the penultimate column are calculated from the mean mass values, while the values in
the last column are determined using the slope method described earlier.
Fig. Flow Rate (sccm) Power (W) Acc. Volt. (kV) Defl. Volt. (V) Mean Mass (amu) Mean Diameter (nm)
Ar He PS U1 Udefl calculated slope method
5.28(a) 400 − 25 4.5 − 42 971 2.24
5.28(b) 400 − 25 4.0 − 37 230 2.15
5.28(c) 400 − 25 3.5 − 37 920 2.16
5.28(d) 400 − 25 3.0 − 37 065 2.14
Average 39 130 2.17 1.92
5.30(a) − 400 25 4.5 − 7603 1.26
5.30(b) − 400 25 4.0 − 5179 1.11
5.30(c) − 400 25 3.5 − 6404 1.19
5.30(d) − 400 25 3.0 − 8391 1.30
Average 6894 1.21 1.75
5.32(a) 100 − 10 3.5 0 67 339 2.61
5.32(b) 100 − 10 3.5 5 69 679 2.63
5.32(c) 100 − 10 3.5 10 73 295 2.68
5.32(d) 100 − 10 3.5 20 77 640 2.73
5.32(e) 100 − 10 3.5 50 65 449 2.58
Average 70 680 2.65 −
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5.6 Conclusions and Suggested Improvements
In the present chapter, the fundamentals of TOF mass spectrometry as well
as the design and testing of such a device are presented. TOF mass spec-
trometry is a powerful tool to study molecular beams due to its high duty
cycle and wide mass range. Additionally, designs such as the reflectron
mass spectrometer and the Wiley-McLaren TOFMS discussed above are
able to reach high mass resolutions which were not possible in conven-
tional TOF mass spectrometry.
The particular TOFMS design presented in this chapter is an orthogo-
nal-acceleration Wiley-McLaren TOFMS which uses deflection plates along
the drift tube to steer the heavy ions onto the detector. With a drift length
of less than 0.5m it is relatively short, however, since it was designed to
characterise large clusters, a high resolution was not required. There are
two detectors which can be used interchangeably, an MCP detector and a
Daly detector. The main advantages of the Daly detector over the MCP
detector are its robustness, its simple design and a high post-acceleration
voltage capability which improves the detectability of heavy clusters. High
post-acceleration potentials can also be used with an MCP detector. In this
case, however, the set-up is more complex. Furthermore, the MCP detector
is very fragile and requires at least high-vacuum conditions. An advantage
of the MCP detector is the switchable polarity which allows the detection
of positively as well as negatively charged ions. The Daly detector in its
present set-up can only detect positively charged particles.
The design of the TOFMS has been tested by ion optics simulations
using Simion. These simulations help to understand the characteristics of a
TOFMS, facilitate the detailed design of the spectrometer components and
also allow the comparison between experiments and simulations. It has to
be stressed, however, that the simulations are unable to accurately predict
all the details of a TOFMS as the situation is complicated by fringing fields,
non-ideal grids and other higher order phenomena.
While the TOFMS was successfully tested on Pd clusters in a new de-
position system, it was unable to detect clusters in the electron diffraction
apparatus. In the latter system, it was only possible to test the TOFMS
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performance using gas molecules such as Ar and N2. The two main reas-
ons for this failure are thought to be a malfunctioning ioniser as well as
the unexpectedly high cluster energies. In the next section the differences
between the electron diffraction system and the new deposition system are
discussed to explain why the TOFMS did not work as expected in the ori-
ginal set-up. Furthermore, a series of possible improvements are proposed
which would enable the TOFMS to be used in the original electron diffrac-
tion system.
5.6.1 Suggested Improvements
The main difference between the electron diffraction system and the more
recently built deposition system is the fact that the sputtering source in the
latter produces clusters which are ionised already, whereas the inert-gas
aggregation source of the original system produces only neutral clusters
and depends on an additional ioniser. The ioniser is most likely the weakest
point of the present set-up. A further difference between the two systems
is the ability of the sputtering source to produce small clusters – at least
for Pd. Assuming a cluster beam velocity of around 150ms−1 – which is
reasonable judging by the results from the experiments with the deflection
plates – simulations indicate that it is impossible to detect Pd or Sb clusters
with a diameter of 7 nm or more. Previous studies on Ag and Cu clusters
showed cluster diameters of well below 10nm using the IGA source [34–
39], however, the latest study on Bi clusters found diameters in the order
of 10 nm [40]. It would therefore be important to find a way of producing
a wider range of cluster sizes (especially smaller clusters) before further
testing could be undertaken in the electron diffraction apparatus. Smaller
clusters would also be of greater interest because of possible structural
changes and quantum size effects.
Below is a list of suggested improvements to the TOFMS to allow its
use in the original set-up and to increase its resolution:
Ioniser: although the ioniser is working for Ar and N2 gas and further
tests on Bi and Sb indicate that it manages to ionise at least a part
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of the cluster beam, it does not work as expected. The following list
addresses some of the shortcomings:
• The high abundance of negatively charged particles at high elec-
tron energies is not understood. Electron impact ionisation usu-
ally leads to a very low number of negatively charged particles
and only for very low electron energies.
• The fact that negatively charged particles can only be detected
once the deflection voltage is set to a certain potential, might also
be attributed to the ioniser. It is possible that malfunctioning of
the ioniser leads to a charging-up of the deflection plates.
• Additionally, there are very high leakage currents which do not
allow the desired electron energy to be achieved.
• The grid at the exit of the ioniser is too coarse and blocks out a
considerable part of the beam.
High cluster energies: clusters with a high kinetic energy in the direction
of the cluster beam are very difficult to direct towards the detector.
However, several improvements can be suggested:
• The most obvious solution would be not to use orthogonal ac-
celeration but to have the TOFMS on axis with the cluster beam.
However, this is impossible in the present vacuum system as the
area further downstream is blocked off by a turbo pump. Fur-
thermore, having the mass spectrometer on axis would severely
decrease its resolution due to high initial energies in the direc-
tion of the TOFMS.
• If the TOFMS is mounted perpendicular to the beam, short-
ening and widening the flight tube and enlarging the detector
would improve the detectable mass range [41]. A shorter flight
tube, however, would decrease the resolution but not as much as
mounting the TOFMS on-axis. However, a shorter flight tube is
not possible in the current system geometry.
• Instead of mounting the TOF orthogonally, it could also be in-
clined in the direction of the cluster beam so that the clusters
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would follow their spontaneous drift trajectory. A drawback of
this design is the fact that the ideal angle is mass-dependent (in
the same way that the ideal deflection voltage is mass depend-
ent). Due to the set-up of the vacuum system, this design would
be difficult to implement.
• A similar but more compact solution is the tilting of the accel-
eration plates in such a way that the electric fields are pointing
slightly against the original beam direction [42]. In this approach
the deflection happens already in the acceleration regions and
not only in the flight tube as it is the case with deflection plates.
The tilting angle is mass-dependent and the maximum angle is
limited depending on the geometry of the acceleration regions.
Once this limit is reached, deflection plates could be used in ad-
dition to bend even heavier ions onto the detector.
• Increasing the acceleration voltages would also help to steer
heavier clusters onto the detector. However, a practical limit
is probably reached at approximately 10 kV as the switching of
high voltages is complex and requires expensive equipment. The
limit of the present equipment is 5 kV.
• Instead of using deflection plates to steer the clusters in the right
direction, it is possible to use a quadrupole lens [43]. The down-
side of this method is its mass-dependence.
Resolution: there are several possible improvements to be made to in-
crease the resolution of the TOFMS. It should be noted, however,
that the resolution is considered not to be of great importance for the
study of heavy clusters.
• The most efficient improvement is to eliminate some of the
causes of low resolution, e.g. initial space and energy distribu-
tion. Initial space distribution can be diminished by inserting an
ion-optical lens between ioniser and acceleration region.
• Fringing fields decrease the resolution and should therefore be
minimised. A possible solution is the use of additional electrodes
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between the acceleration regions set to the correct potential by
voltage dividers [22, 23].
• Several studies have shown that field distortions around meshes
reduce the resolution [3, 44]. This effect is worse if the incident
angle of ions is not exactly 90◦ as it is the case in an oa-TOFMS.
A possible solution is the use of arrays of parallel wires aligned
in the direction of the cluster beam instead of meshes [3].
• Deflection plates are also considered to be a cause of a loss of
resolution [45]. Deflection plates can either be replaced by one
of the alternatives discussed above or can be used with a time
delay after the ions enter the drift tube as the loss in resolution is
caused by fringing fields at the entry to the drift region [22]. This
time delay also increases the detectable mass range if it is timed
properly as the lighter – and therefore faster – ions experience
less deflection than the heavier ones.
• Extending the drift tube would also increase the resolution. The
most practical way of achieving this, is the use of a reflectron [4].
In a reflectron, ions are reflected in a retarding field. Ions with
higher energies penetrate this field further than ions with lower
energies. In addition to almost doubling the length of the drift
tube, this design also decreases the effect of initial energy distri-
bution (see Section 5.2.2).
• Insulators tend to charge up leading to distortions of the electric
fields. It is best to have no insulators in the vicinity of the ion
beam or even enclose the acceleration fields completely [46].
Efficiency: improving the efficiency is important when a low intensity
cluster beam is under study.
• Although the meshes used in this study have a transmission
coefficient of 0.9, three meshes in series reduce the transmission
to 73%. If rapid potential changes are eliminated, it is possible
to have a design without any meshes [46].
• Improving the conversion efficiency of the Daly detector would
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increase the efficiency. As discussed in Section 5.3.3 this could
be achieved by coating the base of the cup with Al or Mg.
• The detection efficiency of both detectors decreases with decreas-
ing cluster velocity which limits the detectability of heavy ions.
Increasing the post-acceleration potential increases the detection
efficiency [19].
• The duty cycle of the TOFMS could be increased if an oscillo-
scope was employed which was capable of processing a larger
number of averages (the present model is only able to average
128 spectra) and storing several averaged spectra before trans-
ferring them to the computer.
To summarise, the following changes to the current TOFMS design are
crucial to be able to detect clusters in the electron diffraction set-up. The
most important change would be the replacement of the ioniser. Using
higher acceleration voltages and a wider flight tube would help to steer the
clusters onto the detector. If the width of the flight tube is extended, the
detector might have to be enlarged as well. Shielding the TOFMS would
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Chapter 6
Conclusions and Outlook
This thesis consists of two main parts: In the first part, the structure of
antimony (Sb) clusters was studied using electron diffraction. In the second
part, a time-of-flight mass spectrometer (TOFMS) was designed and tested
to determine the size distribution of the clusters.
Electron diffraction on unsupported particles is an ideal method to
study the structure of clusters, since it avoids several problems related to
conventional methods (microscopy and diffraction on supported samples).
The main advantages are the ability to study the clusters in situ and in
real time without removing them from the vacuum system or depositing
them on a substrate, the short exposure to the electron beam, as well as the
ability to study an almost unlimited range of materials.
During the diffraction studies on Sb clusters transitions between three
different structures were observed: an amorphous structure, a crystalline
structure and a structure corresponding to Sb4. The transitions between
these phases depended on the source temperature, the source inlet gas
flow rate and the cooling gas composition (Ar and He were used as cooling
gas). The amorphous structure was observed for low source temperatures
and low Ar gas flow rates. Increasing temperature or flow rate led to the
appearance of crystalline structures. When using He as the source cooling
gas, a similar evolution was observed: for low flow rates and pure He the
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diffraction patterns showed the characteristics of Sb4. Increasing the flow
rate or adding Ar to the cooling gas led to the same crystalline structure
mentioned previously. In the range of source temperatures tested, there
was no transition observed when only He was used for cooling.
To analyse the diffraction patterns, theoretical patterns from model
structures were calculated using the Debye equation. The model structures
were based on the rhombohedral structure of bulk Sb with different crystal
habits as well as Sb4 and liquid Sb. The morphologies and size distribu-
tions of deposited clusters were studied under an FE-SEM. For crystalline
particles, the size information was then compared to the values obtained
by analysing the diffraction patterns.
All crystalline diffraction patterns were similar in appearance and the
crystalline structure was in good agreement with the rhombohedral struc-
ture of bulk Sb. The crystalline particles show a huge variety of different
morphologies and sizes. According to the FE-SEM results, the mean cluster
diameters were between 15 and 130 nm which is considerably larger than
the Bi clusters produced on the same system during a previous study. The
mean sizes for crystalline particles followed two clear trends: an increase in
source temperature led to larger clusters, while an increase in gas flow rate
reduced the average size. Applying the Scherrer equation to the crystalline
patterns led to radically different mean sizes between 3.0 and 5.7 nm. This
obvious discrepancy is most likely due to the presence of lattice defects
in the clusters which would lead to individual domains. It is worth men-
tioning that most size trends described above were not observed for the
Scherrer results.
The amorphous diffraction patterns did not match the calculated pat-
terns for liquid clusters. They did, however, agree with diffraction pat-
terns for amorphous Sb thin films, although the bond length and bond
angle showed deviations. The FE-SEM study revealed that the amorphous
clusters all had a spherical shape and a narrow size distribution. The mean
values were all between 27 and 45 nm.
The Sb4 diffraction patterns were found to be in good agreement with
calculated patterns based on a theoretical model. Instead of a homogen-
eous film as expected for Sb4 deposition, the FE-SEM images showed in-
dividual particles with average sizes between 18 and 35 nm. If the cluster
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coverage on the samples was high enough, these particles tended to co-
alesce. Judging by these morphologies, it has to be assumed that there are
particles consisting of randomly oriented Sb4 units in the cluster beam. The
diffraction pattern from such particles would be indistinguishable from the
pattern for individual Sb4 units. To our knowledge, such a structure has
not been observed before.
For further electron diffraction studies on Sb or other elements, the fol-
lowing issues should be addressed: First of all, despite all efforts, it was not
possible to produce clusters with average diameters below 10nm. In previ-
ous studies on the same system, mean cluster sizes well below 10nm were
achieved. It is not known whether this is an issue related to Sb or whether
the source geometry could be adjusted to influence the particle size. Im-
proving the source cooling by using liquid N2 instead of water might help
reducing the cluster size as well. In general the lack of control over cluster
parameters such as size and temperature is an important issue. If, how-
ever, large clusters continue to be observed in future studies, it could be
worth investing in developing a framework for calculating diffraction pat-
terns according to the dynamic diffraction theory. This would also allow
calculated patterns to be fitted to the data of larger clusters. Furthermore,
it might shed a new light on the issue of differing size information from
the Scherrer equation and the microscopy data. Finally, the availability of a
theoretical potential for Sb would enable the development of a model using
molecular dynamics simulations. All these steps combined would lead to
a dramatically improved understanding of the structure of Sb particles in
particular and of clusters in general.
The second part of the thesis was focussed on the design and development
of a TOFMS. A TOFMS is an invaluable tool for characterising the cluster
beam and would help to solve the size discrepancy issue mentioned above.
A Wiley-McLaren TOFMS was built in collaboration with Dr Bernhard
Kaiser from the Humboldt University in Berlin. The design featured an
electron impact ioniser, a drift region of 0.5m length, deflection plates to
steer the beam and two detectors which could be used interchangeably:
an MCP and a Daly detector. The direction of the TOFMS was chosen to
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be perpendicular to the cluster beam axis to improve resolution but also
because of constraints due to the geometry of the vacuum system.
The TOFMS was unable to detect clusters in the original set-up. It was
only possible to record spectra for gas molecules such as Ar and N2. The
TOFMS was, however, successfully used to detect clusters in a new va-
cuum system which uses a magnetron sputtering source. The main dif-
ference between these two systems is the fact that the sputtering source
produces clusters which are mostly ionised already, whereas the inert-gas
aggregation source of the original system produces only neutral clusters
and depends on an additional ioniser. The ioniser is most likely the weak-
est point of the whole design, as various unexpected effects were observed.
A further difference between the two systems is the ability of the sputter-
ing source to produce small clusters. Ion optics simulations undertaken for
our design indicate that it is very difficult to steer Sb clusters with diamet-
ers larger than 10 nm onto the detector in the current set-up. Since almost
all the clusters observed in the diffraction study were larger than 10 nm,
it is not surprising that it was impossible to detect a cluster signal. The
following improvements are suggested to allow the TOFMS to be used in
its original set-up: The first step would be to replace the ioniser with a
model which has been fully tested and is known to have a high ionisation
efficiency for clusters, in order to solve the issue of the observed excess of
negatively charged particles. In a next step, measures would be taken to
ensure that the clusters reach the detector. This can be achieved by increas-
ing the acceleration potential, enlarging the space between the deflection
plates, increasing the size of the detector or possibly tilting the acceleration
plates.
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