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Abstract 
 
 Dirac’s hole theory and quantum field theory are generally thought to be 
equivalent.  In fact field theory can be derived from hole theory through the process of 
second quantization.  However, it can be shown that problems worked in both theories 
yield different results.  The reason for the difference between the two theories will be 
examined and the effect that this difference has on the way calculations are done in 
quantum theory will be discussed. 
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I. Introduction 
 It is generally assumed that Dirac hole theory and quantum field theory are 
identical.  However, it has recently been shown by Coutinho et al [1][2] that this is not 
necessarily the case.  Coutinho examined the shift in the vacuum energy due to a time 
independent perturbing potential.  It was shown that hole theory and field theory yield 
different results when this problem was solved using time independent perturbation 
theory.  In this article we will examine hole theory and field theory in order to understand 
why these differences occur.  To avoid mathematical complications we will consider a 
simple quantum theory where the electrons are non-interacting and respond to an external 
classical electric potential.     
 Hole theory was original proposed by Dirac to deal with the problem of negative 
energy solutions of the Dirac equation.   In hole theory the negative energy states are all 
occupied by a single electron.  The electrons in the negative energy “sea” have all the 
properties of positive energy electrons in that they respond to an electric field and obey 
the Dirac equation.  If one of these negative energy electrons makes a transition to a 
positive energy states it leaves a “hole” in the negative energy sea which can be identified 
with a positron.  The conceptual difficulty with hole theory is that it includes an infinite 
number of negative energy electrons which are not directly observable in their 
unperturbed state.    Only changes from the unperturbed state are observable.  In field 
theory the infinite number of electrons that make up the negative energy sea are replaced 
by the vacuum state vector 0  where 0  is simply the state for which no electrons or 
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positrons are present.    Thus in field theory the definition of the vacuum is considerably 
simplified. 
   In Section II of this discussion we consider the Dirac equation for a single 
electron in the presence of an external, classical, electric potential.  We will show the 
solutions to the Dirac equation have certain properties.  They obey the continuity 
equation and are gauge invariant.  Next, in Section III, we will consider N-electron theory 
where the electrons are non-interacting.  The N-electron wave function must be anti-
symmetric so that the Pauli exclusion principle is obeyed.  It will be shown that the N-
electron wave function can be considered to be composed of N individual electrons each 
of which evolves independently in time according to the single particle Dirac equation.  
The total charge, current, or energy is just the sum of the charge, current, or energy, 
respectively, of each of the individual electrons.  Therefore all the symmetries and 
properties that are associated with the single particle Dirac equation also apply to N-
electron theory.  Therefore N-electron theory is gauge invariant and obeys the continuity 
equation. 
 In Section IV and V we show how the Schrödinger representation of quantum 
field theory can be derived from N-electron theory.  The first part of this process is 
essentially equivalent to a change in notation.  We go from a cumbersome notation where 
the N-electron wave function is represented by Slater determinants to a simpler notation 
using field operators and state vectors.  The second part of this process is to treat the 
“hole” in the infinite electron vacuum sea as a positron.  We introduce electron and 
positron creation operators which act on the vacuum state to produce electrons and 
positrons, respectively.  The concept of a vacuum has, then, been simplified from 
 5
consisting of an infinite number of negative energy electrons to being the state in which 
no positive energy electrons or positrons exist.  It is shown that the vacuum state is the 
state for which the free field energy is a minimum.  The free field energy is the energy 
when the electric potential is zero.   
 The discussion up, to this point, is simply a review of basic quantum mechanics 
that is generally available in many textbooks.  It is assumed that the reader is already 
somewhat familiar with this material therefore formal proofs are generally not given but 
references are made to more detailed discussions.  The purpose is to present the generally 
accepted argument that shows that hole theory and the Schrödinger representation of 
quantum field theory are formally equivalent.  The discussion that follows this review 
contains new and, largely, original material which shows that the two theories are 
actually not equivalent. 
 In Sections VI, VII, and VIII we examine the continuity equation and gauge 
invariance in field theory.  Due to the fact that field theory is derived from N-electron 
theory we expect that gauge invariance and the continuity equation will hold true for field 
theory since they hold true for N-electron theory.  However, it will be shown that there is 
an inconsistency in field theory.  If the continuity equation and gauge invariance are true 
then there must exist quantum states with less free field energy than the vacuum state.  
However, if we use the standard definition of the vacuum state, this is not possible.  
When we examine what is required for the continuity equation and gauge invariance to 
hold in field theory, it is shown that a quantity called the Schwinger term must be zero.  
However, as has been shown by Schwinger, this quantity cannot be zero if there are no 
quantum states with less free field energy than the vacuum state. 
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 Next, in Section IX, we show how this problem with gauge invariance manifests 
itself in field theory.  This problem shows up when effect of an electromagnetic field on 
the vacuum is considered.  An electromagnetic field perturbs the vacuum and produces a 
vacuum current which can be calculated using perturbation theory.  It is well know that 
when the vacuum current is calculated the result is not gauge invariant.  The non-gauge 
invariant terms that appear in the calculation of the vacuum current must be removed to 
obtain a physically acceptable result.  It is shown that this problem with the gauge 
invariance of the vacuum current is directly related to the fact that the Schwinger term is 
non-zero. 
 In Section X and XI we take on the question on whether the vacuum state in hole 
theory is the state with the lowest free field energy.  This vacuum state is the physical 
state where all the negative energy states are occupied by a single electron.  These 
electrons obey the Dirac equation and their energy will change in response to an electric 
field.  If an electromagnetic field is applied and then removed, the resulting perturbed 
vacuum state will have a different energy from the original state.  The change in the 
energy is just the sum of the change in the energies of each of the individual electrons.  It 
is shown in Section X that it is possible to find an electric field which causes the change 
in the vacuum energy to be negative.  That is, energy is extracted from the vacuum due to 
its interaction with the electric field.  This is not possible in field theory because the 
vacuum is the lowest energy state.  This example demonstrates that field theory and hole 
theory are not equivalent. 
 The difficulty with this result is that we can no longer assume that the symmetries 
and properties associated with the single particle Dirac equation are valid for field theory.  
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In particular, it will be shown that that field theory, as currently formulated, is not gauge 
invariant and the continuity equation is not true.  However, as will be shown in Section 
XII, the vacuum state can be redefined so that quantum field theory can be made 
equivalent to hole theory.   When this is done the principle of gauge invariance and the 
continuity equation will be valid in quantum field theory.  Throughout this discussion we 
assume “natural units” so that c 1= == . 
II. The single particle Dirac Equation 
 In this section we will review some of the properties of the solutions of the Dirac 
equation.  In particular we are interested in local change conservation, or the continuity 
equation, and gauge invariance.  The single particle Dirac equation is [3][4][5], 
 
( ) ( ) (x, ti H x, t
t
∂ψ = ψ∂
G G G )x, t
)
       (2.1) 
where ψ  is the wave function and (x, tG ( )H x, tG  is the Hamiltonian operator which is 
defined by, 
 ( ) ( ) ( ) ( )(0H x, t H x q A x, t A x, t= − α ⋅ − )0GGG G G G      (2.2) 
where (  is the electric potential, ‘q’ is the charge on the electron, and 
 is the free field Hamiltonian, which is the Hamiltonian when the electric potential 
is zero.   Throughout this discussion we assume that the electric potential is an 
unquantized classical quantity.  
( ) ( )0A x, t ,A x, tGG G
)x
)
(0H G
( )0H xG  is given by, 
        (2.3) ( )0H x i m= − α ⋅∇ + βGGG
where m is the mass and  and αG β  are the usual 4x4 matrices (see ref. [3]). 
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 If 1ψ  and ψ  are two wave functions obeying (2.1), then it can be easily shown 
that the following relationship holds,         
2
 
( ) ( )† 21 † 21 0t∂ ψ ψ +∇ ⋅ ψ αψ =∂ G G        (2.4) 
where the ‘ ’ indicates Hermitian conjugate.  Integrate the above over all space to 
obtain, 
†
 ( )† 21 dx 0t∂ ψ ψ =∂ ∫ G         (2.5) 
This means that ∫  is constant in time.  The main result from this is that if ( )† 21 dxψ ψ G 1ψ  
and ψ  are initially orthogonal, i.e. 2 ( )† 21 dx 0ψ ψ =∫ G ,  they will be orthogonal for all 
time.  Also if the wave function ψ  is initially normalized (i.e., ( )† dx 1ψ ψ =∫ G ) it will be 
normalized for all time. 
 Next, define the charge expectation value eρ  and the current expectation value eJ
G
 
as, 
  and †e qρ = ψ ψ †eJ q= ψ αψ
G G       (2.6) 
where ψ  is normalized.  Use this in (2.4) to show that the quantities eρ  and  obey the 
continuity equation, 
eJ
G
 e eJt
∂ρ + ∇ ⋅ =∂
G G
0         (2.7) 
This is the quantum mechanical version of corresponding classical equation for the local 
conservation of electric charge. 
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 An important property that a physical theory should obey is that of gauge 
invariance [3].  The electromagnetic field is given in terms of the electric potential by, 
 0
AE A
t
 ∂= − +∇ ∂ 
GG G
 and B A= ∇× GG G       (2.8) 
A change in the gauge is a change in the electric potential that does not produce a change 
in the electromagnetic field.  Such a change is given by, 
  and A A A′→ = −∇G G G Gχ 0 0 0A A A t
∂χ′→ = + ∂     (2.9) 
where χ  is an arbitrary  real valued function.  For Dirac field theory to be gauge 
invariant means that a change in the gauge does not produce a change in any measurable 
quantities.  These include the current and charge expectation values.  To show that this is 
the case substitute (2.9) into (2.2) to obtain, 
(x, tG )
 gH H q t
∂χ= + α ⋅∇χ + ∂ 
GG         (2.10) 
where H is the original Hamiltonian and  is the Hamiltonian after a gauge 
transformation.  Let  be the solution of (2.1) and 
gH
ψ gψ  be the solution of the gauge 
transformed equation, 
 
( ) (g g gx, ti Ht
∂ψ = ψ∂
G G )x, t
e
       (2.11) 
It can be shown that, 
        (2.12) iq † † iqg ge
− χ χψ = ψ → ψ = ψ
When this result is used in (2.6) it is easy to show that the current and charge expectation 
values are invariant under a gauge transformation. 
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 Now consider the Dirac equation when the electric potential is zero.  This may 
also by referred to as the free field Dirac equation.  In this case (2.1) becomes, 
 
( ) ( ) ( )0x, ti H xt
∂ψ = ψ∂
G G Gx, t        (2.13) 
The solutions to this equation are of the form, 
 ( ) ( ) ( ) ( ) n n0 0 i E tn nx, t x e− λϕ = ϕG G ;  ( ) ( ) n0 ip xn nx u e ⋅ϕ = G GG     (2.14) 
where  is a 4-spinor (see page 30-32 of [3]).  The nu
( ) ( )0n xϕ G  satisfy, 
 ( ) ( ) ( ) ( )00 n n n nH x Eϕ = λ ϕG 0 xG        (2.15) 
In the above expression the energy eigenvalue is n nEλ  when  is given by nE
2 2
n nE p m= +G ,  is the momentum,  npG n 1λ = +  for positive energy states,  and 
 for negative energy states.  The index ‘n’ is an integer that stands for the triplet 
 where 
n 1λ = −
( )n n n, p ,sλ G s  is the spin state. 1= ± 2
 If the electric potential is zero the triplet ( )n n n, p ,sλ G  does not change as the state 
 evolves forward in time.  If an electric potential is applied then the initial state ( ) (0n x, tϕ G
(
)
) (0n x, tϕ G )i  will evolve into the final state ( )ftn x,ϕ G .  In the case of the final state the 
index ‘n’ can no longer be associated with a given triplet ( )n n n, p ,sλ G .  In this case the 
index ‘n’ means that the final state ( )ftn x,ϕ G  evolves from the initial state .   ( ) ( )0n ix, tϕ G
 The ϕ  are normalized and they satisfy the relationships, ( ) ( )0n xG
( ) ( ) ( ) ( )0 † 0n mx x dxϕ ϕ = δ∫ G G G nm  and ( ) ( )( ) ( ) ( )( ) ( )0 † 0n n ab
a bn
x y x yϕ ϕ = δ δ∑ −G G G G   (2.16) 
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where ‘a’ and ‘b’ are spinor indices (see page 107 of [6]).  Due to the above relationships 
an arbitrary 4-spinor wave function can be expressed as a Fourier sum in terms of the 
basis states ( ) ( )0n xϕ G .   
 As can be seen from the above discussion there are both positive and negative 
energy solutions to the Dirac equation.  Therefore there is nothing to prevent a single 
particle from making a transition to a negative energy state if it is perturbed by some 
external influence.  In order to deal with this problem Dirac made the assumption that all 
the negative energy states were occupied by a single electron and invoked the Pauli 
exclusion principle which states that no more then one electron can occupy a given 
energy state.  The result of this is that we immediately go from a one electron theory to 
an N-electron theory where  (see the discussion in Chapt 4 of [3] and page 274-
275 of [7]). 
N →∞
III. N-electron theory 
 To produce an N-electron theory the N-electron wave function 
 must be defined in such a way that the Pauli principle holds and all 
N particles are indistinguishable.  This is done by defining the wave function so that it is 
antisymmetric under the exchange of the coordinates.  The N particle wave function can 
be expressed as a Slater determinant [8][9][10], 
(N 1 2 Nx , x ,..., x , tΨ G G G )
 ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1 2 1 N
2 1 2 2 2 NN
1 2 N
N 1 N 2 N N
x , t x , t x , t
x , t x , t x , t1x , x ,..., x , t
N!
x , t x , t x , t
ψ ψ ψ
ψ ψ ψΨ =
ψ ψ ψ
G G G…G G G"G G G
# # # #G G G…
 (3.1) 
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where the ψ =  are a set of normalized and orthogonal wave functions.  A 
more compact way of writing this is [10], 
(n n 1, 2, , N… )
( ) ( ) ( ) ( ) ( )( )pN 1 2 N 1 1 2 2 N N
P
1x , x ,..., x , t 1 P x , t x , t x , t
N!
Ψ = − ψ ψ ψ∑G G G G G G"   (3.2) 
where P is a permutation operator acting on the space coordinates and p is the number of 
interchanges in P.   
 This N-electron wave functions obeys the equation, 
 ( ) ( ) (N N N1 2 N 1 2 N 1 2 Ni x , x ,..., x , t H x , x ,..., x , t x , x ,..., x , tt
∂ Ψ = Ψ∂
G G G G G G G G G )
)
)
)
)
 (3.3) 
where  is the N-electron Hamiltonian.  For non-interacting electrons, 
which is the case throughout this discussion, the N-electron Hamiltonian is given by, 
(N 1 2 NH x , x ,..., x , tG G G
       (3.4) ( ) (NN 1 2 N n
n 1
H x , x ,..., x , t H x , t
=
= ∑G G G G
where  is the single particle Hamiltonian defined by (2.2).  The single particle 
Hamiltonian H x  acts on the quantities 
( nH x , tG
( n , tG ( )j nx , tψ G  that contain the position 
coordinate .  From the above discussion we can show that each of the functions 
 in (3.2) satisfy the single particle Dirac equation (2.1). 
nx
G
)x , t(j nψ G
 The expectation value of a single particle operator ( )op xO G  is defined as, 
 ( ) ( ) ( )†e 1 op 1 1O x , t O x x , t= ψ ψ∫ G G G 1dxG
)
     (3.5) 
where ψ  is a normalized single particle wave function.  Therefore, from  (2.6), we 
have that the single particle charge and current operators are, 
( 1x , tG
  and ( )op 1q x xρ = δ −G G ( )op 1J q x x= αδ −G G G G       (3.6) 
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The N-electron operator is given by, 
         (3.7) (NNop op n
n 1
O O x
=
= ∑ G )
which is just the sum of one particle operators.  The expectation value of a normalized N-
electron wave function is, 
( ) ( ) ( )N N† N Ne 1 2 N op 1 2 N 1 2 N 1 2O x , x ,..., x , t O x , x ,..., x x , x ,..., x , t dx dx ...dx= Ψ Ψ∫ G G G G G G G G G G G GN
x, t dxG
  
           (3.8) 
This can be shown to be equal to, 
      (3.9) ( ) ( ) ( )NN †e n op n
n 1
O x, t O x
=
= ψ ψ∑ ∫ G G G
That is, the N electron expectation value is just the sum of the single particle expectation 
values associated with each individual wave function nψ .  Therefore, the charge and 
current expectation values for the N electron wave function are, 
       (3.10) ( ) ( ) (NN †e n
n 1
x, t q x, t x, t
=
ρ = ψ ψ∑G G )n G
)n G
)
G
and 
       (3.11) ( ) ( ) (NN †e n
n 1
J x, t q x, t x, t
=
= ψ αψ∑G GG G
In addition, another quantity that we will be interested in later is the free field energy 
 of the N-electron state.  This is the energy when the electric potential is zero.  
Based on the above discussion, 
( Nfξ Ψ
      (3.12) ( ) ( ) ( )NN †f n 0 n
n 1
x, t H x, t dx
=
ξ Ψ = ψ ψ∑ ∫ G G
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 The result of the above discussion is that we can view the N-electron system as 
consisting of N independent orthonormal wave functions ( )n x, tψ G .  Each wave function 
evolves in time according to the single particle Dirac equation (2.1).   The total current 
and charge expectation value is just the sum of the current and charge expectation value 
associated with each independent wave function.  Similarly, the total free field energy is 
just the sum of the free field energy of each independent wave function.  Therefore, the 
various symmetries and conservation laws that hold for the one electron wave function 
hold for the N-electron wave function.  In particular, we can easily conclude that the 
continuity equation and gauge invariance hold for the N-electron wave function.   
IV.  Second Quantization 
 Consider equation (3.2).  Each of the terms ( )n x, tψ G  can be expanded in terms of 
the basis states ϕ , which are defined by equation (2.14).  Therefore we can write, ( ) ( )0j xG
   ( ) ( ) ( ) ( )0n nj j
j
x, t c t xϕ∑Gψ =        (4.1) G
where c  are the Fourier coefficients.  Use this in (3.2) to obtain, ( )nj t
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )1 2 N 1 2 N
1 2 N
0 0 0pN
1, j 2, j N, j 1 2 Nj j j
j , j ,..., j P
1c t c t ...c t 1 P x x x
N!
Ψ = − ϕ ϕ ϕ∑ ∑ G G G"  
           (4.2) 
where we write Ψ  instead of  N ( )N 1 2 Nx , x ,..., x , tΨ G G G
ij
 to shorten the expression.  Note 
that any of the summation terms in which any of the ’s are equal is zero.  We see, then, 
that we can expand any arbitrary N electron wave function in terms of N-electron basis 
states defined by, 
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )1 2 N 1 2 N0 0 0pNj , j ,..., j 1 2 N 1 2 Nj j jP1x , x ,..., x 1 P x x xN!Φ = − ϕ ϕ∑G G G G G G"ϕ  (4.3) 
Thus for any N-particle state  we can write, NΨ
 ( ) ( ) ( )
1 2 N 1 2 N
1 2 N
N N
1 2 N j , j , , j j , j ,..., j 1 2 N
j j ,..., j
x , x ,..., x , t c t x , x ,..., x
> > >
Ψ = Φ∑ …G G G G G G  (4.4) 
In the above summation none of the  are equal and each ordered set ( )  
occurs only once.  Next define destruction and creation operators which act on these basis 
states to the change the number of electrons in each state (see [10]).  The destruction 
operator a  turns the basis state 
ij 's 1 2 Nj , j , , j…
jˆ
NΦ  into the basis state N 1−Φ  by eliminating the single 
particle wave function ( )0jϕ  from NΦ .  If NΦ  does not contain ( )0jϕ  then the action of 
the operator yields 0.  Therefore, 
   (4.5) 
( )
( ) ( ) ( )
k 1 2 k N
1 2 k 1 k 1 N k
N
j j , j ,..., j ,..., j 1 2 N
0N 1 N  
j , j ,..., j , j ,..., j 1 2 N 1 j
aˆ x , x ,..., x
    x , x ,..., x  if contains − −
− −
Φ
= ± Φ Φ ϕ
G G G
G G G
where the sign is positive if the number of functions that precede ( )
k
0
jϕ  in  is odd.  
Also, 
NΦ
 ( ) ( )
k 1 2 N k
0N N
j j , j ,..., j 1 2 N jaˆ x , x ,..., x 0 if  does not contian Φ = Φ
G G G ϕ   (4.6) 
The creation operator a  turns the basis state †jˆ
NΦ  into the basis state N 1+Φ  by adding the 
wave function ( )0jϕ  to the state Φ  that does not already include N ( )0jϕ .  If Φ  includes N
( )0
jϕ  then the result of the action of  on †jaˆ NΦ  is zero.  Therefore we have, 
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( )
( ) ( ) ( )
1 2 k 1 k 1 Nk
1 2 k 1 k k 1 N k
† N
j , j ,..., j , j ,..., j 1 2 Nj
0N 1 N
j , j ,..., j , j , j ,..., j 1 2 N 1 j
aˆ x , x ,..., x
    x , x ,..., x  if  does not contain 
− +
− +
+ +
Φ
= ± Φ Φ ϕ
G G G
G G G  (4.7) 
where the sign is positive if the number of functions that precede ( )
k
0
jϕ  in  is even.  
Also 
N 1+Φ
 ( ) ( )
1 2 k Nk k
0† N
j , j ,..., j ,..., j 1 2 Nj jaˆ x , x ,..., x 0 if  contains Φ = Φ
G G G N ϕ    (4.8) 
It can be shown [10] that the operators  and a  satisfy the following anti-commutator 
relationships, 
†
jaˆ jˆ
 { } { } { }† † †j k k jkj k jˆ ˆ ˆ ˆ ˆ ˆa ,a 0;  a ,a 0;  a ,a= = = δ      (4.9) 
Next define the empty state  which contains no particles.  This state is defined by, 0Φ
  and 0jaˆ 0Φ = ( ) (0† 0 1jj jˆ Φ = Φ = ϕ )1xa      (4.10) 
Any N-electron basis state Φ  can be produced by acting on N 0Φ  with the creation 
operators, 
        (4.11) 
1 2 N 1 2 N
† † †N
j , j ,..., j j j jˆ ˆ ˆa a ...aΦ = 0Φ
When this result is used in (4.2) along with (4.3) we see that any arbitrary wave function 
can be expressed in terms of the creation operators.  In this case we use bra-ket notation 
so that we write ( )N tψ  instead of ( )N 1 2 Nx , x ,..., x , tΨ G G G .  Therefore in place of (4.4) we 
have, 
 ( ) ( )
1 2 N 1 2 N
1 2 N
† † †N 0
j , j , , j j j j
j j ,..., j
ˆ ˆ ˆt c t a a ...a
> > >
ψ = ∑ … Φ     (4.12) 
Also, the hermitian conjugate is written as, 
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 ( ) ( )
N 2 1 1 2 N
1 2 N
N 0
j j j j , j , , j
j j ,..., j
ˆ ˆ ˆt a ...a a c t∗
> > >
ψ = Φ∑ …     (4.13) 
Now, recall the previous discussion defining the expectation values of the N electron 
operators  that act on the quantities (Nop 1 2 NO x , x ,..., x , tG G G ) ( )N 1 2 Nx , x ,..., x , tψ G G G .  We want 
to define operators O  that act on the quantities ˆ ( )N tψ
ˆ
 and correspond to the operator 
 in that the expectation values are the same in both cases.  The 
expectation value associated with some operator O  for 
( )2 Nx ,..., x , tGNop 1O x ,G G
( )N tψ  is defined by, 
 Ne ˆO O= ψ ψN         (4.14) 
In order to that this be the same as the expectation for ( )N 1 2 Nx , x ,..., x , tψ G G G  given by 
equation (3.9), the operator , that corresponds to Oˆ ( )Nop 1 2 Nx , x ,..., x , tO G G G ,  must be 
defined by, 
  ( ) ( ) ( ) ( ) ( )0 † 0† j opi i j
i, j
ˆ ˆ aˆ x O x x d= ϕ ϕ∑ ∫ G G GO a      (4.15) xG
dxG
This can be rewritten as, 
        (4.16) ( ) ( ) ( )† opˆ ˆ ˆO x O x x= ψ ψ∫ G G G
where ψ  is called the field operator and is defined by,   ( )ˆ xG
 ( ) ( ) ( )0j j
j
ˆ ˆx aψ = ϕ∑G Gx   and  ( ) ( ) ( )0 ††† j j
j
ˆ ˆx a ϕ∑ xψ =G G     (4.17) 
The current and charge operators then become, 
  and ( ) ( ) ( )†ˆ ˆ ˆJ x q x x= ψ αψG GG G G ( ) ( ) ( )†ˆ ˆ ˆx q x xψ ψρ =G G G     (4.18) 
The Hamiltonian operator is given by, 
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        (4.19) ( ) ( ) ( )†ˆ ˆ ˆH x H x, t x= ψ ψ∫ G G G dxG
The  Dirac equation (3.3) becomes, 
 
( ) ( )t ˆi H
t
∂ Ω = Ω∂ t  and 
( ) ( )t ˆi
t
∂ Ω− = Ω∂ t H     (4.20) 
where ( )tΩ , instead of Nψ , is used to designate the state vector. 
 Use (2.2) in (4.19) to obtain, 
 ( ) ( ) ( ) ( )(( ( )† 0 0ˆ ˆ ˆH x H x q A x, t A x, t x= ψ − α ⋅ − ψ∫ )) dxGGG G G G G G    (4.21) 
This can be written as, 
 ( ) ( ) ( ) ( )0ˆ ˆ ˆH H J x A x, t dx x A x, t dx= − ⋅ + ρ ⋅∫ ∫GG G G G G0 G
dxG
a
    (4.22) 
where we have used (4.18) and define, 
       (4.23) ( ) ( ) ( )†0 0ˆ ˆ ˆH x H x x= ψ ψ∫ G G G
Use (4.17) along with (2.15) and (2.16) in the above to obtain, 
         (4.24) †0 n n n n
n
ˆ ˆ ˆH E a= λ∑
 The above relationships ((4.16) through (4.24)) represent quantum field theory in 
the Schrödinger representation.  The basic elements of the theory are the state vectors 
( )tΩ  and the field operator ψ( )ˆ xG .  The state vectors ( )tΩ  evolve in time according 
to equation (4.20) while the field operators are constant in time.  Operators associated 
with observables are defined in terms of the field operators (e.g. equation (4.18)).   
According to the derivation given here quantum field theory is equivalent to N-electron 
theory.  Essentially the cumbersome notation of N-electron theory is replaced by the 
more compact notion of field theory. 
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 Note that there is an alternative version of field theory that is commonly used 
called the Heisenberg representation.  In this case the state vector is constant in time and 
the time dependence of the theory is associated with the field operators.  It can be shown 
that both representations have the same expectation values and are, therefore, equivalent.  
V. The vacuum state  
 The final step in the formulation of quantum field theory is the definition of the 
vacuum state 0 .  We start with the hole theory concept that the vacuum state is the state 
where all negative energy states are occupied and the positive energy states are empty.  
Order the index ‘n’ associated with the basis wave function ( ) ( )0n xϕ G  so that  
implies a positive energy state and 
n 0>
n 0<  implies a negative energy state.  Further order 
the states so that the magnitude of ‘n’ increases with the magnitude of the energy.   
Following Greiner[3] the vacuum state in quantum field theory is defined by, 
 ( )† † † 0 † n1 2 3
n 1
ˆ ˆ ˆ ˆ0 a a a ... a
∞
−− − − =
= Φ = ∏ 0Φ       (5.1) 
Thus all negative energy states are occupied and all positive energy states are 
unoccupied.  From (4.24) it is seen that 0 is an eigenstate of the free field Hamiltonian 
operator H , 0ˆ
 0 vacHˆ 0 0= ξ         (5.2) 
where the energy eigenvalue  is given by, vacξ
       (5.3) vac n n n
n 1 n 1
E
∞ ∞
− − −= =
ξ = λ = −∑ ∑ E
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Note that ξ  is an infinite negative number.  This does not concern us, at this point, 
because we are interested in changes of energy from some initial state and not the actual 
value.  Now additional eigenstates 
vac
k  can be formed by acting on the vacuum state with 
the creation operators  or the destruction operators †jaˆ jaˆ−  where ‘j’ is a positive nonzero 
integer.  The effect of operating with  is to create an electron with positive 
energy .  The effect of operating with a
†
jaˆ
j jEλ jˆ−  is to destroy an electron with negative 
energy .  In either case the energy of the state is increased. jE− − jλ
 The final step in the process of going from hole theory to field theory is to replace 
the operator , that destroys a negative energy electron, by the operator , that creates 
a positive energy positron.   Thus we make the following change in notation, 
jaˆ− †jdˆ
 † † † †j j j jj j j jˆ ˆ ˆ ˆˆ ˆ ˆ ˆb a b a  and d a d a  where j 0−−= → = = → = >    (5.4)  
In the above expressions d  and  are positron destruction and creation operators, 
respectively.  The 
j
ˆ †
jdˆ
jbˆ  and 
†
jbˆ  are the electron destruction and creation operators, 
respectively, that act on electrons in positive energy states.  Use this notation in (4.17) to 
obtain, 
       (5.5) ( ) ( ) ( )( †j j jj
j 1
ˆ ˆˆ x b x d
∞
−=
ψ = ϕ + ϕ∑G G )xG
)xG
and, 
       (5.6) ( ) ( ) ( )( † † †† jj j j
j 1
ˆ ˆˆ x b x d
∞
−=
ψ = ϕ + ϕ∑G G
The free field Hamiltonian operator becomes, 
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 ( ) ( )† † †0 n n n n n n n n n n n n n n
n 1 n 1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆHˆ E b b E d d E b b E d d
∞ ∞
− −= =
= λ + λ = −∑ ∑ †   (5.7) 
where we have used E , n nE−= n 1λ = , and n 1−λ = −  for . The destruction and 
creation operators satisfy, 
n 0>
 { }†j jkˆ ˆd ,d = δ k ; { }†j kˆ ˆb , b = δ jk ; all other anti-commutators are zero  (5.8) 
The vacuum state 0  is now defined by, 
 j jˆ ˆd 0 b 0 0= =  and † †j jˆ ˆ0 d 0 b 0= =      (5.9) 
Use (5.8) in (5.7) to obtain, 
 ( )( ) ( )† † † †0 n n n n n n n n n n n vac
n 1 n 1
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆHˆ E b b 1 d d E b b E d d
∞ ∞
= =
= − − = +∑ ∑ − ξ   (5.10) 
At this point redefine  by adding the constant 0Hˆ vacξ  to obtain, 
       (5.11) ( † †0 n n n n n n
n 1
ˆ ˆ ˆ ˆHˆ E b b E d
∞
=
= +∑ )d
This last step does not affect any results and simply corresponds to a shift in energy, 
making the energy of the vacuum state equal to zero.  This will simplify some of the 
mathematical analysis but does not change any of the results of the following discussion. 
 We can now think of the vacuum state 0  as the state which contains no 
electrons, no positrons, and has zero energy.  New eigenstates states k  are created by 
acting on 0  with electron and positron creation operators, e.g, 
 
1 2 s 1 2 r
† † † † † †
j j j v v v
ˆ ˆ ˆ ˆ ˆ ˆk b b ...b d d ...d 0=       (5.12) 
From this definition and (5.11) we have, 
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 0 kHˆ k k= ξ         (5.13) 
where kξ  is the energy eigenvalue of the eigenstate k  and is given by, 
 ( ) ( )1 2 s 1 2 rj j j v v vk E E ... E E E ... Eξ = + + + + + + +    (5.14) 
Since all the quantities E  and  in the above equation are greater than zero we have 
that, 
j vE
 k 0 0 for all k 0ξ > ξ = ≠       (5.15) 
The eigenstates k  form an orthonormal set in fock space and satisfy [11], 
 kqk q = δ  and 
k
k k 1=∑        (5.16) 
where the summation is over all eigenstates k .  Any arbitrary state vector Ω  can be 
expressed as an expansion in terms of the eigenstates k  as, 
 k
k
c kΩ = ∑         (5.17)  
The free field energy of a given normalized state Ω  is defined by, 
 ( )f Hˆξ Ω = Ω Ω0         (5.18) 
From the above discussion we have that, 
 ( ) 2f 0 k
k
Hˆ cξ Ω = Ω Ω = ξ∑ k       (5.19) 
Since the kξ  are all positive we have that, 
 ( ) ( )f f 0 0 for all  ξ Ω ≥ ξ = Ω       (5.20) 
Therefore the vacuum state 0  represents a lower bound to the free field energy. 
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VI. Gauge Invariance and Field Theory 
 The discussion up to this point has essentially been a review of various elements 
of quantum theory. These elements, in one form or another, are found in many basic 
works on quantum mechanics.  The purpose of this review was to trace the path from the 
single particle Dirac equation to N-electron theory and then to the Schrödinger 
representation of quantum field theory in which it shown that N-electron theory and field 
theory are equivalent.  Hole theory can be considered as N-electron theory with  
and the vacuum defined as the state in which all negative energy states are occupied.    N-
electron theory can be shown to obey the continuity equation and to be gauge invariant.  
Therefore we expect that quantum field theory should also obey the continuity equation 
and be gauge invariant.  In the remainder of this section we will show that this is not, 
necessarily, the case (see also ref. [12]). 
N →∞
 Consider a normalized state vector ( )tΩ .  Assume that at some initial time, say 
, it t= ( )itΩ  satisfies (5.20), i.e., ( )( ) ( )f i ft ≥ ξ 0ξ Ω .  Now let ( )tΩ  evolve 
according to equation (4.20).  If the electric potential is non-zero then, in general, the free 
field energy ( )(f tξ Ω )  will change in time.  It will be shown that if we assume that 
field theory is gauge invariant and the continuity equation holds then it is possible to 
specify an electric potential so that (5.20) is not true at some final time .  
Therefore if (5.20) is true then the principle of gauge invariance or the continuity 
equation or both is not valid for field theory.  
f it t>
 Start by taking the time derivative of ( )( )f tξ Ω  and use (4.20) and (5.18) to 
obtain, 
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( )( ) ( ) ( )f 0t ˆ ˆi t H, H tt
∂ξ Ω  = Ω Ω ∂      (6.1)  
Next use (4.22) and substitute for  in the above to obtain, 0Hˆ
( )( ) ( ) ( ) ( ) ( ) ( )( ) ( )f 0t ˆˆ ˆ ˆi t H, H J x A x, t dx x A x, t dx tt∂ξ Ω  = Ω + ⋅ − ρ Ω ∂  ∫ ∫GG G G G G G G   (6.2) 
Rearrange terms to yield, 
( )( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
f
0
ˆˆt H, J x t A x, t dxt
i
t ˆ ˆt H, x t A x, t dx
  Ω Ω ⋅∂ξ Ω    =  ∂   − Ω ρ Ω  
∫
∫
GG G G G
G G G    (6.3) 
The current and charge expectation values are defined by, 
 ( ) ( ) ( ) ( )e ˆJ x, t t J x t= Ω ΩG GG G  and ( ) ( ) ( ) ( )e ˆx, t t x tΩ ρ Ωρ =G G   (6.4) 
Use this along with  (4.20) to obtain, 
( ) ( ) ( ) ( )eJ x, t ˆˆi t H, J x t
t
∂  = Ω Ω  ∂
G G G G  and ( ) ( ) ( ) ( )e x, t ˆ ˆi t H, x t
t
∂ρ  = Ω ρ Ω ∂
G G  (6.5) 
Use this result in (6.3) to obtain, 
 
( )( ) ( ) ( ) ( ) ( )f e e 0t J x, t x, tA x, t dx A x, t dxt t t
∂ξ Ω  ∂ ∂ρ= ⋅ −  ∂ ∂ ∂ ∫ ∫
G G GG G G G G   (6.6) 
Next, since we assume that the continuity equation is true for quantum field theory, refer 
to (2.7) and substitute for e t∂ρ ∂  to obtain, 
 
( )( ) ( ) ( ) ( ) ( )f e e 0t J x, t A x, t dx J x, t A x, t dxt t
∂ξ Ω  ∂= ⋅ + ∇ ⋅  ∂ ∂ ∫ ∫
G G G G GG G G G G   (6.7) 
Now let the electric potential be given by, 
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 ( ) ( )( ) ( ) ( )0 x, tA x, t ,A x, t , x, tt ∂χ= −∇χ ∂ 
GG GG G G      (6.8) 
where χ  is an arbitrary real valued function.  Use this in (6.7) to obtain, (x, tG )
( )( ) ( ) ( ) ( ) ( )f e et J x, t x, tx, t dx J x, t dxt t t
∂ξ Ω  ∂ ∂= − ⋅∇χ + ∇ ⋅  ∂ ∂ ∂ ∫ ∫
G G GG G G χG G G G   (6.9) 
Integrate the first integral by parts and assume reasonable boundary conditions to obtain, 
( )( ) ( ) ( ) ( ) ( )f e et J x, t x, tx, t dx J x, t dxt t t
∂ξ Ω  ∂∇ ⋅ ∂χ= χ + ∇ ⋅  ∂ ∂ ∂ ∫ ∫
G G G GG GG G G G   (6.10) 
This becomes, 
 
( )( ) ( ) ( )f et x, t J x, t dxt t
∂ξ Ω ∂= χ ∇ ⋅∂ ∂ ∫
G GG G G      (6.11) 
Integrate the above from the initial time it t=  to some final time .  This yields, ft > it
( )( ) ( )( ) ( ) ( ) ( ) ( )f f f i f e f i e it t x, t J x, t dx x, t J x, t dxξ Ω − ξ Ω = χ ∇ ⋅ − χ ∇ ⋅∫ ∫G G G GG G G G G G
)
)
 (6.12) 
Next invoke the principle of gauge invariance.  When the electric potential of (6.8) is 
substituted into (2.8) it can be seen that the electromagnetic field is zero for all functions 
.  Therefore, from the assumption of gauge invariance, the current expectation 
value  is independent of 
(x, tχ G
e
G (J x, tG ( )x, tχ G .  This means that ( )x, tχ G  can be varied in an 
arbitrary manner without affecting ( ), teJ xG G .  Therefore, if  ( )e f, tJ x∇ ⋅G G G  is non-zero then 
it is always possible to find a χ( )x, tG  which makes the final free field energy, 
( )(fξ Ω )ft , a negative number with an arbitrarily large magnitude.  For example, let 
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( )ix, t 0χ G =  and ( ) ( )f ex, t f J x, t− ∇ ⋅G GG
( )
f
Gχ =  where f is a constant.  Use this in (6.12) to 
obtain, 
( ) ( )( ) ( )( )2f f e ff J x, t dx⋅f it t= ξ Ω − ∇∫ξ Ω G
(eJ x,∇ ⋅G G G
( )(f ftξ Ω
    (6.13) 
G G G
)If  is non-zero, the integral on the right is always positive so that as f , ft →∞
)→ −∞ .  Therefore there is no lower bound for the free field energy and the 
relationship given in (5.20) cannot be true for all state vectors ( )tΩ . 
 Now the above result depends on the assumption that the divergence of the 
current expectation value is non-zero.  How do we know that this will be the case?  If we 
assume that quantum theory is a correct model of the real world then we can always find 
a quantum state for which ( )e fJ x, t∇ ⋅G G G  is non-zero because there are many examples in 
the real world where this is, indeed, the case. 
 In the discussion leading up to (6.13) we have used equation (4.20) for the 
evolution of the state vector ( )tΩ , assumed that the continuity equation is true, and 
assumed that the theory is gauge invariant.  We find that these conditions are not 
consistent with the relationship given by (5.20).  Therefore, one or more of these 
relationships must not be valid. 
VII. The Schwinger Term 
In the previous section we assumed that the continuity equation was true.  The 
basis of this assumption was that quantum field theory is derived from N-electron theory 
and that the continuity equation is certainly true for N-electron theory.  In this section 
will we will discuss the requirements for continuity equation to be true in the Schrödinger 
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representation of quantum field theory.  The expression for the continuity equation is 
given by (2.7).  Use this and (6.4) to obtain, 
 
( ) ( ) ( ) ( ) ( ) ( )ˆt x t ˆt J x t
t
∂ Ω ρ Ω = − Ω ∇ ⋅ Ω∂
G G G G     (7.1) 
Next use (4.20) in the above to obtain, 
( ) ( ) ( ) ( ) ( ) ( )ˆˆ ˆi t H, x t t J x t Ω ρ Ω = − Ω ∇ ⋅ Ω  G GG G     (7.2) 
Use (4.22) in the above to yield, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )
0
0
ˆˆ ˆ ˆH , x J y , x A y, t dy ˆi t t t J x t
ˆ ˆy , x A y, t dy
   ρ − ρ ⋅     Ω Ω = −   + ρ ρ  
∫
∫
Ω ∇ ⋅ Ω
GGG G G G G G G G
G G G G  
           (7.3)  
For the above equation to be true for arbitrary values of the state vector ( )tΩ  and the 
electric potential (  the following relationships must hold, ( ) ( )0A x, t ,A x, tGG G )

G


)
         (7.4) ( ) ( )ˆ ˆJ y , x 0 ρ =
G G G
( ) ( )0 ˆˆ ˆi H , x J x ρ = −∇ ⋅  G GG        (7.5) 
         (7.6) ( ) ( )ˆ ˆy , x 0ρ ρ = G G
These relationships are a sufficient and necessary condition for the continuity equation to 
be true in Dirac field theory.  However it has been show by Schwinger [13] that if (5.15) 
and (7.5) are true then (7.4) cannot be true.  Define the Schwinger term by  
        (7.7) ( ) ( ) ( )ˆˆST y, x y , J x= ρ 
GG G G G
According to (7.4) ST  must be zero for the continuity equation to be valid.  (y, xG G
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Take the divergence of the Schwinger term ( ) ( )ˆˆ y , J x ρ G G  and use (7.5) to obtain, 
 ( ) ( ) ( ) ( ) ( ) ( )x 0ˆ ˆ ˆˆ ˆ ˆy , J x y , J x i y , H , x    ˆ  ∇ ⋅ ρ = ρ ∇ ⋅ = − ρ ρ         G
G G G GG G G G G G   (7.8) 
Next expand the commutator to yield, 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )x 0 0 0ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆi y , J x H x y x H y y H x y x ∇ ⋅ ρ = − ρ ρ + ρ ρ + ρ ρ − ρ ρ  G
G GG G G G G G G G G G
0Hˆ  
           (7.9) 
Sandwich the above expression between the state vector 0  and its dual 0  and use 
0Hˆ 0 0=  and 0ˆ0 H 0=  to obtain, 
 ( ) ( ) ( ) ( ) ( ) ( )x 0ˆ ˆ ˆˆ ˆ ˆ ˆi 0 y , J x 0 0 x H y 0 0 y H x ∇ ⋅ ρ = ρ ρ + ρ ρ  G
G GG G G G G G
0 ˆ 0  (7.10) 
Next set  to obtain, y x=G G
 ( ) ( ) ( ) ( )x y xˆ ˆˆ ˆi 0 y , J x 0 2 0 x H x= ∇ ⋅ ρ = ρ ρ  G G G
G GG G G G
0 ˆ 0     (7.11) 
Use (5.16) in the above to obtain, 
 ( ) ( ) ( ) ( )x 0y x n , m
ˆ ˆˆ ˆi 0 y , J x 0 2 0 x n n H m m x=
 ∇ ⋅ ρ = ρ ρ   ∑G G G
G GG G G Gˆ 0  (7.12) 
Next use (5.16) and (5.13) to obtain, 
( ) ( ) ( ) ( ) ( ) 2x n ny x n n
ˆˆ ˆ ˆi 0 y , J x 0 2 0 x n n x 0 2 0 x n=
 ∇ ⋅ ρ = ξ ρ ρ = ξ ρ   ∑ ∑G G G
G GG G G G Gˆ  
           (7.13) 
Now, in general, the quantity ( )ˆ0 x nρ G  is not zero [13] and since n 0ξ >  for all 
n 0≠  the above expression is non-zero and positive.  Therefore the Schwinger term 
must be non-zero.  This is, of course, in direct contradiction to (7.4). 
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 As a result of the above discussion we see that the various elements of quantum 
field theory do not produce consistent results.  On one hand if the continuity equation is 
true then the Schwinger term must be zero.  On the other hand if the vacuum state 0  is 
a lower bound to the free field energy (per Eqs. (5.15) or (5.20)) then the Schwinger term 
cannot be zero. 
VIII.  Evaluating  the Schwinger term 
 To confirm the results of the previous section we will use the material of section 
V to show that the Schwinger term is, indeed, nonzero.  Define, 
 ( ) ( ) ( ) ( )ˆˆI y, x 0 y , J x 0 0 ST y, x 0 = ρ =  
G GG G G G G G      (8.1) 
If  is zero then  must be zero.  Use (4.18) in the above to yield, (ST y, xG G ) )(I y, xG G G
 ( ) ( ) ( ) ( ) ( )2 † †ˆ ˆ ˆ ˆI y, x q 0 y y , x x 0= ψ ψ ψ αψ
G 
GG G G G G G     (8.2) 
Use (5.5) and (5.6) in the above to obtain, 
 ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
0 † 0†
n n m m
0 † 0†
n n m m2
0 † 0†n,m,r,s 1
r r s s
0 † 0†
r r s s
ˆ ˆb y b y
,
ˆ ˆd y d y
I y, x q 0 0
ˆ ˆb x b x
ˆ ˆd x d x
∞ − −
=
− −
  ϕ ϕ    + ϕ + ϕ  =    ϕ ϕ   α   + ϕ + ϕ    
∑


G G
G GG G G
G GG
G G
  (8.3) 
Use (5.8) and (5.9) in the above to yield, 
( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
0 † 0 0 † 0† †
n m r s n m r s
0 † 0 0 † 02 † †
n m r s n m r s
n,m,
r,s 1 0 † 0 0 † 0† †
n m r s n m r s
ˆ ˆ ˆ ˆ0 b d ,d b 0 y y x x
ˆ ˆ ˆ ˆI y, x q 0 d b ,b d 0 y y x x
ˆ ˆ ˆ ˆ0 d d ,d d 0 y y x x
− −
∞
−
=
− − − −
 ϕ ϕ ϕ αϕ   = + ϕ ϕ ϕ αϕ  + ϕ ϕ ϕ αϕ  
∑
GG G G G
G GG G G G G G
GG G G G
 (8.4) 
From (5.8) and (5.9) we have the following relationships, 
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† † † † † †
n m r s n m r s r s n m mr ns
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ0 b d ,d b 0 0 b d d b 0 0 d b b d 0= − = −δ δ  
† † † † † †
n m r s n m r s r s n m sn rm
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ0 d b ,b d 0 0 d b b d 0 0 b d d b 0= − = δ δ  
† † † † † †
n m r s n m r s r s n m sr mn sr mn
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ0 d d ,d d 0 0 d d d d 0 0 d d d d 0 0= − = δ δ − δ δ =  
Use these in (8.4) to obtain, 
 ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
0 † 0 0 † 0
n m m n
2
0 † 0 0 † 0n,m 1
n m m n
y y x x
I y, x q
y y x x
− −∞
= − −
 ϕ ϕ ϕ αϕ =   − ϕ ϕ ϕ αϕ 
∑
GG G G G
G G G
GG G G G   (8.5) 
By relabeling some of the dummy indices this can be rewritten as, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) (0 † 0 0 † 02 n m m n
n,m 1
I y, x q y y x x c.c.
∞
− −=
  = ϕ ϕ ϕ αϕ −   ∑
G GG G G G G G )  (8.6)  
where the expression c.c. means to take the complex conjugate of the previous term.  
Next take the divergence of the above expression with respect to xG  to obtain, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) (0 † 0 0 † 02x n m m n
n,m 1
I y, x q y y x x c.c.
∞
− −=
  ∇ ⋅ = ϕ ϕ ∇ ⋅ ϕ αϕ −   ∑
GG G G GG G G G G G )  (8.7) 
To evaluate this expression use the following, 
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )†0 † 0 0 0 0 † 0m n m n m nx x x x x− − ∇ ⋅ ϕ αϕ = α ⋅∇ϕ ϕ + ϕ α ⋅∇ϕ  G GG G GG G G G G x−G G  (8.8) 
Next use (2.3) in the above to obtain, 
( ) ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( )( )†0 † 0 0 0 0 † 0m n 0 m n m 0 nx x iH x x x iH− − ∇ ⋅ ϕ αϕ = ϕ ϕ + ϕ ϕ  G GG G G G G x− G  (8.9) 
Next use (2.15) to obtain, 
 ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )0 † 0 0 † 0m n m n n m m nx x i x E E− − −∇ ⋅ ϕ αϕ = ϕ λ − λ ϕG GG G G x− G   (8.10) 
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Use this in (8.7) to yield, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )0 † 0 0 † 0 n n2x n m m n
n,m 1 m m
E
I y, x iq y y x x c.c.
E
∞ − −
− −=
 λ  ∇ ⋅ = ϕ ϕ ϕ ϕ −  −λ   ∑
GG G G G G G G G  
           (8.11) 
Use the fact that, in the above expression, n 1−λ = − , m 1λ = , nE E− n=  and set  to 
obtain, 
y x=G G
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )(0 † 0 0 † 02x n m m ny x n,m 1I y, x 2 iq x x x x E E∞ − −= =  ∇ ⋅ = − ϕ ϕ ϕ ϕ +   ∑G G GG G G G G G G G )n m  (8.12) 
This yields, 
( ) ( ) ( ) ( ) ( )( ) (20 † 02x m ny x n,m 1I y, x 2 iq x x E E∞ −= =  ∇ ⋅ = − ϕ ϕ +   ∑G G GG G G G G G )n m   (8.13)  
Each term in the sum is positive so that the above expression is not equal to zero.  
This confirms that the Schwinger term ( )ST y, xG G  is non-zero.  This result is expected 
because, as previously discussed, the Schwinger term must be non-zero if (5.15) is true. 
IX.  The Schwinger term and Gauge invariance 
 In Section VII it was shown that the Schwinger term must be zero for the 
continuity equation to be true for arbitrary values of the electric potential.   In this section 
we will also show that the Schwinger term must be zero for the theory to be gauge 
invariant.  To demonstrate this, take the time derivative of the current expectation value 
(6.4) to yield, 
 
( ) ( ) ( ) ( ) ( )eJ x, t ˆˆi t H t , J x t
t
∂  = Ω Ω  ∂
G G G G      (9.1) 
Use (4.22) in the above to obtain, 
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( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( )
0
e
0
ˆ ˆ ˆHˆ , J x J y A y, t , J x dyJ x, t
i t t
t ˆˆ y , J x A y, t dy
    − ⋅ ∂       = Ω Ω ∂   + ρ    
∫
∫
GG G GG G G G GG G
GG G G G  (9.2) 
Next perform the gauge transformation (2.9) to obtain, 
( ) ( )
( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( ) ( ) ( )
0
e
0
ˆ ˆ ˆHˆ , J x J y A y, t y, t , J x dy
J x, t
i t ty, tt ˆˆ y , J x A y, t dy
t
    − ⋅ −∇χ       ∂  = Ω Ω ∂χ ∂  + ρ +      ∂  
∫
∫
GG G G GG G G G G GG G
GGG G G G  
           (9.3) 
The quantity eJ∂ ∂
G
t is a physical observable and therefore, if the theory is gauge 
invariant, must not depend on the quantities χ  or t∂χ ∂ .  Now, at a particular instant of 
time t∂χ ∂ can be varied in an arbitrary manner without changing the values, at that 
instant of time, of any of the other quantities on the right hand side of the equals sign in 
the above equation.  Therefore for eJ t∂ ∂
G
 to be independent of t∂χ ∂  we must have that 
.  However, we have just shown that the Schwinger term is 
nonzero therefore we expect that there should be a problem with the gauge invariance of 
Dirac field theory. 
( ) ( ) ( )ˆˆST y, x y , J x 0= ρ =
GG G G G 
 This problem shows up when the vacuum polarization tensor µνπ  is calculated.  
The first order change in the vacuum current due to an applied electric potential can be 
shown to be, 
 ( ) ( ) ( )vacJ x, t x x , t t , A x , t dx dtµ µν ν′ ′ ′ ′ ′= π − −∫G G G G ′G     (9.4)  
It is well known that when the vacuum polarization tensor, µνπ , is calculated, using 
perturbation theory, the result is not gauge invariant (see Chapter 14 of [3], Sect. 22 of 
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[6], Chapter 5 of [14], and [15]).  The non-gauge invariant terms must be removed from 
the results of the calculation in order to obtain a physically correct result.  This may 
involve some form of regularization, where other functions are introduced that happen to 
have the correct behavior so that the non-gauge invariant terms are cancelled.  However 
there is no physical explanation for introducing these functions [15].  They are merely 
mathematical devices used to force the desired gauge invariant result.   
 Consider, for example, a calculation of the vacuum polarization tensor by Heitler 
(see page 322 of ref. 6).  Heitler’s solution for the Fourier transform of the vacuum 
polarization tensor is given by 
 ( ) ( ) ( )u u uG NGk kν α ν α ν απ = π + π k       (9.5) 
where is the 4 momentum of the electromagnetic field.  The first term on the right 
hand side is given by, 
kα
 ( ) ( ) ( ) ( )( )
2 2 22
u 2
G 2 2 2
2m
z 2m z 4m2qk k k g k dz
3 z z k
∞ν α µ ν µν + − π = −  π −  ∫
2
  (9.6) 
This term is gauge invariant because uGk 0
ννπ = . 
 The second term on the right of (9.5) is  
 ( ) ( ) ( ) ( )2 2 22u 0NG 2
2m
z 2m z 4m2qk g 1 g dz
3 z
∞ν α µ µν
+ − π = −  π  ∫
2
  (9.7) 
where there is no summation over the two µ  superscripts that appear on the right. Note 
that π  is not gauge invariant because uNGν uNGk ν 0νπ ≠ .  Therefore to get a physically 
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correct result it is necessary to “correct” equation (9.5) by dropping uNG
νπ  from the 
solution. 
o y, t′+ ρ G
0
ˆ
 The problem that we are addressing is why does this extra non-gauge invariant 
term appear in a theory that is supposed to be gauge invariant?  In order to understand the 
source of the problem we shall use perturbation theory to calculate the vacuum current 
and show that the lack of gauge invariance of the result is directly related to the fact the 
Schwinger term is non-zero.  This problem was originally addressed in [12].  The 
following analysis closely follows this reference. 
 The first order change in the vacuum current due to an applied electric potential is 
given by the following expression which is derived in Appendix A (see also [12] and Eq. 
8.3 of [16]). 
( ) ( ) ( ) ( ) ( ) ( )( )tvac I I Iˆ ˆ ˆJ x, t i 0 J x, t , dy dt J y, t A y, t y, t A 0
−∞
 ′ ′ ′ ′= − ⋅  ∫ ∫
GG G GG G G G G G  (9.8) 
where the operators  and (IJˆ x, tG G ) ( )Iˆ x, tρ G  are the current and charge operators, 
respectively, in the interaction representation.  They are defined by, 
  and ρ =( ) ( )0 0ˆ ˆiH t iH tIˆ ˆJ x, t e J x e−=G GG G ( ) ( )0ˆiH t iH tIˆ ˆx, t e x e−ρG G    (9.9) 
They can be shown to satisfy the continuity equation (see Eq. 3.11 of [16] ),  
 
( ) (I Iˆ x, t Jˆ x, tt
∂ρ = −∇ ⋅∂
G G G G )        (9.10) 
The change in the vacuum current ( )g vacJ x, tδ G G due to a gauge transformation is obtained 
by using (2.9) in (9.8) to yield 
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( ) ( ) ( ) ( ) ( ) ( )tg vac I I I y, tˆ ˆ ˆJ x, t i 0 J x, t , dy dt J y, t y, t y, t 0t−∞
 ′ ∂χ′ ′ ′ ′δ = ⋅∇χ + ρ   ′∂   ∫ ∫
GG G G GG G G G G G  
           (9.11) 
If quantum field theory is gauge invariant then a gauge transformation should produce no 
change in any observable quantity.  Therefore ( )g vacJ x, tδ G G  should be zero.  To see if this 
is the case we will solve the above equation as follows.  First consider the following 
relationship, 
 ( ) ( ) ( ) ( ) ( ) ( )t tt II I ˆy, t y, tˆ ˆdt y, t | y, t y, t dt y, tt t−∞−∞ −∞
′ ′∂χ ∂ρ′ ′ ′ ′ ′ ′ρ = ρ χ − χ′ ′∂ ∂∫ ∫
G GG G G G  (9.12) 
Assume that ( )y, t 0χ =G  at .  Use this and (9.10) in the above expression to 
obtain 
t → −∞
 ( ) ( ) ( ) ( ) ( ) (t tI Iy, tˆ ˆdt y, t y, t y, t dt y, t J y, tt−∞ −∞
′∂χ′ ′ ′ ′ρ = ρ χ + χ ∇ ⋅′∂∫ ∫
G
)I ′G GG G G G G  (9.13) 
Substitute this into (9.11) to obtain 
( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )
t
g vac I I I
I I
ˆ ˆ ˆJ x, t i 0 J x, t , dy dt J y, t y, t y, t J y, t 0
ˆ ˆ                                                   i 0 J x, t , y, t y, t dy 0
−∞
 ′ ′ ′ ′ ′δ = ⋅∇χ + χ ∇ ⋅  
 + ρ χ  
∫ ∫
∫
G G G G G GG G G G G G G
G G G G G
 
           (9.14) 
Rearrange terms to obtain 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( )
t
g vac I I
I I
ˆ ˆJ x, t i 0 J x, t , dt dy J y, t y, t 0
ˆ ˆ                                          i 0 J x, t , y, t y, t dy 0
−∞
 ′ ′ ′δ = ∇ ⋅ χ  
 + ρ χ  
∫ ∫
∫
G G G GG G G G G
G G G G G
  (9.15) 
Assume reasonable boundary conditions at y →∞G  so that 
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 ∫        (9.16) ( ) ( )( Iˆdy J y, t y, t 0′ ′∇ ⋅ χ =G GG G G )
Use this to obtain 
 
( ) ( ) ( ) ( )
( ) ( ) ( )
g vac I I
I I
ˆ ˆJ x, t i 0 J x, t , y, t y, t dy 0
ˆ ˆ                                  i 0 J x, t , y, t 0 y, t dy
 δ = ρ χ 
 = ρ χ  
∫
∫
G GG G G G G
G

G G G G   (9.17) 
Use (9.9) and the fact that 0H 0 0 H 00= =  to show that,  
 ( ) ( ) ( ) ( ) ( )I Iˆ ˆˆ ˆ0 J x, t , y, t 0 0 J x , y 0 0 ST y, x 0   ρ = ρ = −      
G GG G G G G G   (9.18) 
Use this in (9.17) to obtain, 
 ( ) ( ) ( )g vacJ x, t i 0 ST y, x 0 y, t dyδ = − χ∫G G G G G G
)
     (9.19) 
Therefore for δ  to be zero, for arbitrary (g vacJ x, tG G ( )y, tχ G ,  the quantity ( )0 ST x, y 0G G   
must be zero.  However, we have shown in Section VIII that this quantity is not zero.  
Therefore perturbation theory does not produce a gauge invariant result for the vacuum 
current.  This is why regulation is required.  It is needed to remove the non-gauge 
invariant terms that occur due to the fact that the Schwinger term is nonzero. 
X. Removing energy from the vacuum state in hole theory 
 In the last several sections we have examined the problems that quantum field 
theory has with gauge invariance and the continuity equation.  We have shown that these 
problems are related to the fact that in quantum field theory the vacuum state 0  is the 
state with the lowest free field energy.  In this section we will examine the vacuum state 
in hole theory to determine if it is the state with the lowest free field energy.  It will be 
shown that this is not the case.  That is, in hole theory there exist states with less free 
field energy than the vacuum state.   
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 Recall that in hole theory the vacuum state corresponds to the state in which every 
negative energy state is filled up with a single electron and all the positive energy states 
are unoccupied.  Each of these negative energy electrons obeys the single particle Dirac 
equation.  If an external electric field is applied for a finite amount of time then the 
energy of each negative energy electron will change in response to the electric field.  The 
total change in the energy of the vacuum state is the sum of the change in the energy of 
each individual electron.  It will be shown that it is possible to find an electric field where 
this change is negative.  That is, energy is extracted from the initial vacuum state due to 
its interaction with the electric field.   
 To show this we will work the following problem.  Assume that at some initial 
time  the system is in the unperturbed vacuum state.  This is the state where all the 
negative energy states 
it t=
( ) (0 ij x, t− G )ϕ  (where j is positive) are occupied by a single electron.  
(Note that we are using the ordering convention introduced in the paragraph leading up to 
equation (5.1)).  Using the notation of Section III the vacuum state can be written as, 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )0 0 0pN 1 2 N i 1 i 2 i N iN1 2N P1x , x ,..., x , t 1 P x , t x , t x , tN! −− −→∞ψ = − ϕ ϕ ϕ∑G G G G G G" (10.1) 
Next, at t , apply an electric potential which is removed at some later time .  
Under the action of the electric potential each initial state 
it= ft t=
( ) (0 ij x, t−ϕ )G  evolves into the 
final state ϕ .  Therefore the perturbed vacuum state, at time , is, (j fx, tG )− ft t=
( ) ( ) ( ) ( ) ( )( )pN 1 2 N f 1 1 f 2 2 f N N fN P
1x , x ,..., x , t 1 P x , t x , t x , t
N! − − −→∞
ψ = − ϕ ϕ ϕ∑G G G G G G"  
           (10.2) 
To simplify notation define, 
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 ( ) ( )f x f x dx= ∫G G G         (10.3) 
The total change in the free field energy of the vacuum state, ( )f ,vac i ft t∆ξ → , is the 
sum of changes of the free field energy of each individual vacuum electron.  Therefore, 
      (10.4) ( ) (Nf ,vac i f f , j i fN j 1t t t t−→∞ =∆ξ → = ∆ξ →∑ )
)where  is the change in the free field energy of the electron in state ‘n’.  
Since the initial state for this electron is 
(f ,n i ft t∆ξ →
( ) (0n x, t )iϕ G  and the final state is ϕ , ( )n fx, tG
 ( ) ( ) ( ) ( ) ( ) ( ) ( )0 † 0†f ,n i f n f 0 n f n i 0 n it t x, t H x, t x, t H x, t∆ξ → = ϕ ϕ − ϕ ϕG G G G  (10.5) 
Now we want to determine ( )f ,vac i ft t→
i ft
( )n x, tG
∆ξ  for a given electric potential applied during 
the time interval between  and .  To do this it is necessary to evaluate ϕ . The 
change in ϕ , due to an applied electric potential, must be determined using 
perturbation theory since it is, in general, not possible to find exact solutions to these kind 
of problems.  This problem has already been considered for the case of field theory in 
Appendix A.   Exactly the same analysis can be applied for the single particle wave 
function.  The result is that ϕ  can be expanded as a series in the charge ‘q’ i.e., 
t (n x, tG )
)(n x, tG
 ( ) ( ) ( ) ( ) ( )(0) (1) 2 (2) 3n n n nx, t x, t q x, t q x, t O qϕ = ϕ + ϕ + ϕ +G G G G    (10.6) 
where ( )3O q  means terms to the third order in the perturbation or higher.  Use this in 
(10.5) to obtain .  It is shown in Appendix B that  (f ,n i ft t∆ξ → )
( ) ( )( ) ( ) ( )2 (1)† (1) (1)† (1) 3f ,n i f f n f n n n 0 n n n n nt t x, t E q H E O q∆ξ → = ξ ϕ − λ = ϕ ϕ − λ ϕ ϕ +G  
           (10.7) 
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where, 
     (10.8) ( ) ( ) ( ) ( ) (0t iH t t 0(1)n x, t i dt e V x, t x, t′− −
−∞
′ ′ϕ = − ϕ∫G G )n ′G
)Aand .  This result can be used in (10.4) to obtain ∆ξ  to 
the second order in q.   
( 0V A= −α ⋅ +GG ( )f ,vac i ft t→
 Now, in order to avoid unnecessary mathematical details, this problem will be 
worked in 1-1D space-time where we will take the space axis in the z-direction.  In 1-1D 
space-time the Dirac equation can be written as, 
 x z zi i qA m qt z
∂ψ ∂ = σ − − + σ + ψ ∂ ∂  0A

 
     (10.9) 
where σ  and  σ  are the Pauli spin matrices, x z
   and  σ =x 0 11 0
σ =   z
1 0
0 1
 −        (10.10) 
The orthonormal free field solutions (the electric potential is zero) of (10.9) are given by, 
 ( ) ( ) ( )0 i Et pz,p,p z, t u e− λ −λλϕ =        (10.11) 
where, 
 ( ),p ,p
1
u N p
E m
λ λ
  =   λ + 
 ;  2,p
E mN ; E p
2L Eλ
λ += =λ
2m+   (10.12) 
In the above expressions  is the 1 dimensional integration volume, p is the 
momentum,  for positive energy states, and 
L →∞
1λ = 1λ = −  for negative energy states.  The 
function ( ) (,p z, t )0λϕ  shall satisfy periodic boundary conditions ( ) ( ) ( ) ( )0 0,p ,pz, t z L, tλ λϕ = ϕ + .  
This condition is realized if the momentum is given by, 
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 r
2 rp  where r is an integer.
L
π=       (10.13) 
Let the electric potential be, 
 A  and z = 0 ( ) ( ) ( ) mikz ikz iqt0
m
sin mt
A 4cos kz e e e d
t
+−
−
 = = +    ∫ q   (10.14) 
where m is the mass of the electron and  k m< .  It is obvious from the above expression 
that A 0  at .  Under the action of this electric potential the each initial wave 
function 
0 →
(
t → ±∞
) ( )iz, t
,pλ
0
,pλ
ft → +
ϕ , where , evolves into the final wave function  
where .  
it → −∞
)f
( ),p fz, tλϕ
∞ (z, tϕ  can be expanded as a series in orders of ‘q’ as in (10.6).   
Using perturbation theory it is shown in Appendix C that, 
 ( ) ( ) ( ) ( )( ) ( ) ( )( ){ }r rr r r1 0 0f ,p ,k f ,p , k,p ,p k ,p kz, t i c z, t c z, tλ λ −λ λ + λϕ = − ϕ + ϕ f−
rλ
  (10.15) 
where, 
r r
†
,p ,k ,p,p kc 2 Lu uλ λ += π        (10.16)  
Use Eq. (10.15) and the fact that, 
  and 
rr r
(0) (0)
0 p,p ,pH E′ ′λ λ′ϕ = λ ϕ s r
(0)† (0)
sr,p ,p ′λ λ′λ λϕ ϕ = δ δ     (10.17) 
to obtain, 
 
r r rr r
2(1)† (1)
0 ,p ,k p k ,p , k p,p ,pH c E c Eλ + λ −λ λϕ ϕ = λ + λ r
2
k−    (10.18) 
and, 
 
r rr r
2(1)† (1)
,p ,k ,p , k,p ,p c cλ λλ λϕ ϕ = +
2
−       (10.19) 
Use the above in (10.7) to obtain, 
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( ) ( )( ) (
r r r
r r r
2
,p ,k p k p2 3
f r i f 2
,p , k p k p
c E E
,p ; t t q O q
c E E
λ +
λ − −
 λ − λ∆ξ λ → = + + λ − λ 
)
)f
  (10.20) 
where  is the change in free field energy of the initial state (f r i, p ; t t∆ξ λ →
( ) ( )iz, tr0,pλϕ  when it evolves into the final state ( )r,p fz, tλϕ  under the action of the 
electric potential.  Use (10.16) and (10.12) the above to obtain, 
( ) ( ) ( ) (
r r
r r2 2 3
f r i f
p k p k
p k p k
, p ; t t 2 q k O q
E E+ −
 + −∆ξ λ → = π λ − +   
)   (10.21) 
The details of the derivation of this equation are provided in Appendix D. 
Now we are interested in the change of the free field energy of the electrons in 
negative energy states in which case 1λ = − .  Therefore, for negative energy states, 
 ( ) ( ) ( ) (
r r
r r2 2 3
f r i f
p k p k
p k p k
1,p ; t t 2 q k O q
E E+ −
 + −∆ξ λ = − → = − π − +   
)
0
 (10.22) 
In the limit that q  the → ( )3O q  term can be dropped.  Therefore, 
 ( ) ( ) ( )
r r
r r2 2
f r i f q 0 p k p k
p k p k
1,p ; t t 2 q k
E E→ + −
 + −∆ξ λ = − → = − π − 
   (10.23) 
It is shown in Appendix E that this quantity is negative for all .  Therefore the change 
in the free field energy of each vacuum electron is negative.  Therefore the total change 
in the free field energy of the vacuum is negative.  This means that, in hole theory, there 
exist quantum states with less energy than the vacuum state. 
rp
XI. Discussion 
 We have just shown that in hole theory energy can be extracted from the vacuum 
state due to its interaction with an electric field.  Now suppose we had worked the same 
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problem in quantum field theory.  From Appendix A the perturbed vacuum state p0 , 
due to an interaction with an electromagnetic field, is given by, 
 ( )( )f0 f itiH tp It ˆ0 1 iqe V t dt−= − +∫ … 0      (11.1) 
Therefore, for an arbitrary perturbation, the final state p0  is the sum of the vacuum 
state 0  and various states of the form 
1 2
† †
j j
ˆ ˆb d 0 , 
1 2 3 4
† † † †
j j j j
ˆ ˆ ˆ ˆb b d d 0 , etc.  As discussed 
previously all these states are eigenstates of the free field Hamiltonian  with positive 
energy eigenvalues.  Therefore the free field energy of 
0Hˆ
p0  is positive.  In field theory 
the effect of an interaction with the electric field can never result in the decrease in the 
free field energy of the vacuum state. 
 To understand why these differences between hole theory and field theory occur 
consider the expression for the vacuum state in hole theory which is given by equation 
(10.1).  We will rewrite this using our notation for the 1-1D wave function where 
,  ( ) ( )
r
00
n ,pλϕ → ϕ
 ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 1 1
N N
0 0 0p
1 i 2 i 3 i,p ,p ,p2N 1
i 0 0N P
2N i 2N 1 i1 ,p ,p
z , t z , t z , t1
t P
2N 1 ! z , t z , t
−
−
λ λ λ+
→∞ +λ=− λ λ
 ϕ ϕ ϕ−  Ψ =  +  ϕ ϕ 
∑
"
 (11.2) 
In this expression the wave functions are ordered in terms of increasing magnitude of 
momentum.  Note that because of the way we have done the ordering the number of 
electrons is 2N+1.  Now as we have shown each of the initial unperturbed wave functions 
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( ) (
r
0
i,p z, tλϕ
λ
)
)
 has evolved under the action of the electric potential into the final wave 
function (
r,p fz, tϕ .  Therefore ( )2N 1 it+Ψ  evolves into, 
( ) ( )( )
( ) ( ) ( )
( ) ( )
0 1 1
N N
p
,p 1 f ,p 2 f ,p 3 f2N 1
f N P ,p 2N f ,p 2N 1 f1
z , t z , t z , t1
t P
z , t z , t2N 1 !
−
−
λ λ λ+
→∞ λ λ +λ=−
 ϕ ϕ ϕ−  Ψ =  ϕ ϕ+  
∑ "  (11.3) 
From the results of the previous section we have that to the lowest order, 
( ) ( ) ( )( ) ( )( ){ }r r rr r r(0) (0) (0),p f f ,p ,k f ,p , k f,p ,p k ,p kq 0z, t z, t iq c z, t c z, tλ λ λ −λ λ + λ→ϕ = ϕ − φ + φ −  (11.4) 
Next assume that k 2 s L= π  where ‘s’ is a positive integer.  We shall write  instead of 
k to reflect this fact.  In this case 
sk
r s rp k p s±± =  so that the above equation becomes, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( )( ){ }r r s rr r s0 0 0,p f f ,p ,k f ,p ,k f,p ,p ,pq 0z, t z, t iq c z, t c z, t−+ −λ λ λλ λ λ→ϕ = ϕ − ϕ + ϕs r s  (11.5)  
 
Use this in (11.3) to obtain, 
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( ) ( )( )
( ) ( )
( ) ( )( )
( ) ( )( )
( ) ( )
( ) ( )( )
( ) ( )( )
( )
0 s 0 s
0
0 s 0 s
N s N s
N
N s N s
N
0
,p ,k 1 f,p0
1 f,p 0
,p ,k 1 f,p
p 0
2N 1 ,p ,k 2N f,p0f N 2N f,p 01
q 0 ,p ,k 2N f,p
0
2,p
c z , t
z , t iq
c z , t
1 c z , tt P
z , t iq2N 1 !
c z , t
z
+
− −
+
− −
−
λ λ
λ
λ λ
+ λ λ
→∞ λλ=−→ λ λ
λ
  φ  ϕ −    + φ   
  − φ Ψ =  ϕ −  +   + φ   
ϕ
…
( )
( ) ( )( )
( ) ( )( )
N s N s
N s N s
P
0
,p ,k 2N 1 f,p
N 1 f 0
,p ,k 2N 1 f,p
c z , t
, t iq
c z ,
− − +
− − − −
λ +λ
+
λ +λ
               
t
 φ   −      + φ     
∑
            
           (11.6) 
Now in the above expression we will only retain terms to the first order in q and write the 
result using the language of creation operators per section IV to obtain, 
 ( )
( )
( ) ( )
p p fr s r
r s rr s vac f
p p fr s r
r s rr s
i E E t †
N ,p ,k ,p,p iE t2N 1 2N 1
f vacN i E E tr N †1 ,p ,k ,p,pq 0
ˆ ˆe c a a
t 1 iq e
ˆ ˆe c a a
+
+
−
− −
− λ −
λ λλ −+ +
→∞ − λ −=−λ=− λ λλ→
    Ψ = − Ψ     +   
∑  
           (11.7) 
where, 
 ( )0 1 1 2 2 N N† † † † † † †2N 1 0vac ,p ,p ,p ,p ,p ,p ,pN
1
ˆ ˆ ˆ ˆ ˆ ˆ ˆa a a a a a a− − −
+
λ λ λ λ λ λ λ→∞
λ=−
Ψ = … Φ
)−
   (11.8) 
and 
     (11.9) ( 0 1 1 N Nvac p p p p pE E E E E E−= − + + + + +…
and where ( ) creates (destroys) the state 
r
†
,paˆλ r,paˆλ
( ) ( )
r
0
,p zλϕ .  The initial vacuum state 
(11.2) is given by, 
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 ( ) vac iiE t2N 1 2N 1i Nt e−+ →∞Ψ = Ψvac+       (11.10) 
According to (11.8) 2N 1vac
+Ψ  is composed of the product of raising operators a  
where .  The term  , in (11.7), acts on the state 
r
†
1,pˆ−
N r N− ≤ ≤
rr s
†
1,p1,pˆ ˆa a+ −−
2N
vacΨ 1+  by 
removing the operator  from 
r
†
1,paˆ−
2N 1
vac
+Ψ  and replacing it with .  The result 
will be zero if   is already one of the operators in the product of operators that 
make up 
r s
†
1,paˆ +−
r sp +
†
1,aˆ−
2N 1
vac
+Ψ .  This will be the case if N r s N− ≤ + ≤ .  Therefore, since we assume 
‘s’ is positive, the term a  only produces a nonzero contribution when 
.  Similarly the term a  will only produce a nonzero contribution if 
.  Therefore we can write (11.7) as, 
rp
ˆ
rr s 1,pp
aˆ− −
r s 1,
a+ −
†
1,ˆ−
†
1,pˆ−
r N>
s N−
s−
r>
 ( ) ( )vac fiE t2N 1 2N 1 2N 1 2N 1f vac Aq 0t e iq iq−+ + +→Ψ = Ψ − Ψ − ΨB +    (11.11) 
where, 
 ( ) ( )p p fr s r r s rr sN i E E t †2N 1 2N 1A ,p ,k ,pN r N s 1
1
ˆ ˆe c a a+ +
− λ −+ +λ λλ→∞ = − +λ=−
 Ψ = Ψ  ∑ ,p vac   (11.12) 
and 
 ( ) ( )p p fr s r r s rr sr s N 1 i E E t †2N 1 2N 1B ,p ,k ,pN r N
1
ˆ ˆe c a a− − −
= − − − λ −+ +λ λλ→∞ =−λ=−
 Ψ = Ψ  ∑ ,p vac  (11.13) 
Now consider the terms 
rr s
† 2N 1
1,p vac1,pˆ ˆ+a a
+−− Ψ  that appear in (11.12).  The action of 
 on 
rr s
†
1,p1,pˆ ˆa a+ −−
2N 1
vac
+Ψ  is to destroy the state ( ) ( )
r
0
1,p z−ϕ  with energy and create rpE−
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the state  with energy ( ) ( )
r s
0
1,p z+−ϕ r spE +−  where r s N+ > .  Therefore the free field 
energy of the state 
rr s
†
1,p1,pˆ ˆ+
2N 1
vaca a
+−− Ψ  is given by, 
( ) )pE+−r s†f 1,pˆ ˆa a+ −− 2N 11,p vac+ξ Ψ vacE
r
2N 1
p vac
+Ψ
( r svac pE E +−
r s
†
1,1,pˆ ˆa a+ −−
rpE−
c
( )ft
2N 1
vac
+
r
2N 1
p vac
†
1,
+
− Ψ
( )ft
r N≤
N
pE−
 (r r s rp vacE E  where r s N= − <  (11.14) + >
The term  is an eigenfunction of the free field Hamiltonian operator 
with an eigenvalue  which is less than , the energy of the 
vacuum state.  Similarly the energy eigenvalue of the terms  
vacE
rr s
2N 1
1,p vacpˆ ˆ−
+− Ψ†1,−a a  that 
appear in (11.13) is less than .  Therefore the energy of the perturbed vacuum state vaE
2N 1+Ψ  consists of a sum of states which include the original unperturbed vacuum 
state Ψ  and states of the form 
r s 1,p
ˆ ˆa a+ −  and rr s
† 2N 1
1,p vac1,pˆ ˆ−
+−− Ψa a  
that have less energy then the vacuum.  The result is that the energy of the perturbed state 
2NΨ 1+  is less than that of the initial vacuum state ( )2N 1+ itΨ .   
)
 The reason for this result is that, in hole theory, we have defined the vacuum 
2N 1
vac
+Ψ
r
†
1,paˆ−
 using a limiting procedure.  As defined in equations (11.2), (11.10), and (11.8) 
the vacuum is the quantum state which consists of the product of terms of the form 
where  and .  One can think of the vacuum as consisting of the 
quantum state in which the band of negative energy states between 
N →∞
m−  and 
NpE−
r1,paˆ
 are 
occupied, where .  All positive energy states are unoccupied and all states with 
energy less than  are unoccupied.  The effect of the operator , where 
→∞
N r s+ −
†
1,paˆ−
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r s N+ >  and , on r N< 2N 1vac+Ψ  is to destroy an electron in the occupied negative 
energy band and to create an electron in one of the unoccupied negative energy states 
underneath the occupied band.  This new state has less energy than the initial vacuum 
state.  Therefore hole theory includes eigenstates with less energy than the vacuum state. 
XII.  Redefining the Vacuum state 
 As can be seen from the prior discussion hole theory allows for existence of 
quantum states with less energy than the vacuum and field theory does not.  Therefore 
field theory is not equivalent to hole theory.  The difficulty with this result is that hole 
theory included all the conservation laws and symmetries associated with the single 
particle Dirac equation.  In particular these include gauge invariance and the continuity 
equation.  Therefore if hole theory and field theory are not equivalent we can no longer 
assume that field theory is gauge invariant or obeys the continuity equation.  And, as has 
been shown this is indeed the case.  It has been shown that the fact that there are no states 
with less free field energy than the vacuum state means that field theory is not gauge 
invariant and does not obey the continuity equation.  This result is born out when 
calculations are made using perturbation theory.  The offending non-gauge invariant 
terms that appear in these results must be removed to make the result physically correct.  
It should be stressed that these physically incorrect solutions are mathematically correct.  
Since the underlying theory is not gauge invariant the results of mathematical 
calculations should produce non-gauge invariant results [12]. 
 What will be shown next is that it is possible to define the vacuum in field theory 
so that the equivalence between hole theory and field theory is restored.  Refer to the 
definition of the vacuum state vector 0  given by (5.1).  According to this definition 0  
 48
is the state in which all negative energy states are occupied by a single electron and all 
positive energy states are unoccupied.  The top of the negative energy band has an energy 
of .  Therefore for m− 0  all energy states with energy less than m−  are occupied.  
Define the state vector c0  as the quantum state in which all positive energy states are 
unoccupied, each negative energy state in the band of states between m−  and  is 
occupied, and negative energy states with energy less than 
cE−
cE−  are unoccupied where  
.  The state c →∞E c0  is, then, defined by, 
ˆ
ˆ
ˆ
c0
cE
c0
 †c n
n band
ˆ0 a 0,
∈
= ∏ bare         (12.1) 
where the notation  means the product is taken over the band of states whose 
energy is between  and  where .  This can also be expressed as, 
n band∈
m− − cE cE →∞
n
n
n
n c n p
†
n c n p c
n c c n p
a 0 0 for E m 
a 0 0 for m E E
a 0 0 for E E  
= λ >
= − ≥ λ ≥ −
= − > λ
G
G
G
      (12.2) 
Now let us take c0  as the vacuum state instead of 0 .  Compare the definition of c0  
(equation (12.1)) with 0  (equation (5.1)).  Note the state  is almost identical to 0  
with the exception that for c0  the bottom of the negative energy band is handled by a 
limiting process.  The cutoff energy cE−  is assumed to finite and is taken to negative 
infinity at the end of a calculation.  States with less energy then −  are unoccupied.  If 
one of these states becomes occupied then the new state will have less free field energy 
then .  Therefore c0  is no longer the lower bound to the free field energy.  In fact 
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there is no lower bound to the free field energy.  Therefore using c0  as the vacuum 
state meets the requirement of Section V where it was shown that, in order for field 
theory to be gauge invariant and obey the continuity equation, there must be no lower 
bound to the free field energy.  Also, as we will show below, if c0  is used as the 
vacuum state then the Schwinger term is zero.   
 Recall the discussion in Section VIII where we have shown that quantity 
( ) ( )I y, x 0 ST y, x 0=G G G G  was non-zero which meant that the Schwinger term  
was non-zero.  Here we evaluate the quantity defined by  
( )ST y, xG G
 ( ) ( ) ( ) ( )c c c c ˆˆI y, x 0 ST y, x 0 0 y , J x 0 = = ρ   c
GG G G G G G    (12.3) 
Use (4.17) and (4.18)  in the above to yield, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )0 † 0 0 † 02 † †c c n m r s c n m r
nmrs
ˆ ˆ ˆ ˆI y, x q 0 a a ,a a 0 y y x x = ϕ ϕ ϕ ∑ sαϕGG G G G G G  (12.4) 
Use (4.9) in the above to obtain, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )† 0 † 0 0 † 0mr n s2c c c n m r†nmrs ns r mˆ ˆa aI y, x q 0 0 y y x xˆ ˆa a
 δ = ϕ ϕ ϕ −δ 
∑ GG G G G G Gsαϕ  (12.5) 
Use (12.2) in the above and redefine some of the dummy variables to yield, 
( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
0 † 0 0 † 0
s r r s
2
c 0 † 0 0 † 0s band r
s r r s
y y x x
I y, x q
x x y y∈
 ϕ ϕ ϕ αϕ =   − ϕ αϕ ϕ ϕ 
∑ ∑
GG G G G
G G
GG G G G   (12.6) 
The notation  means the index ‘s’ is summed over the states whose energy is in 
the band from  to .  Note that the summation over ‘r’ is over all states.  
s band∈
m− cE−
Take the summation over ‘r’ and use (2.16) in the above to obtain, 
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 ( )
( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( )
0 † 0 3
s s
2
c 0 † 0 3s band
s s
y x x y
I y, x q
x y x∈
 ϕ αϕ δ − =   − ϕ αϕ δ − 
∑
y
GG G G G
G G
GG G G G    (12.7) 
Next use the relationship, 
 ( ) ( ) ( ) (3f y x y f xδ − =G G G )G        (12.8) 
to obtain, 
 ( ) ( ) ( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
0 † 0
s s32
c 0 † 0s band
s s
x x
I y, x q x y 0
x x∈
 ϕ αϕ = δ −  − ϕ αϕ 
∑ =
GG G
G G G G
GG G   (12.9)
 Therefore the quantity ( )c c0 ST y, x 0G G  is zero.  This allows for the possibility 
that the Schwinger term is zero.  Now the Schwinger term is zero if all quantities of the 
form ( )k ST y, x k′ G G  are zero where k  and k′  are energy eigenstates.  To show that 
this is the case evaluate, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )0 † 0 0 † 02 † †n m n m r s
nmrs
ˆ ˆk ST y, x k q k a a , k y y x x′ ′= ϕ ϕ ϕ∑ GG G G G G Gr sˆ ˆa a   αϕ  
           (12.10) 
Next use (4.9) in the above to yield, 
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )† 0 † 0 0 † 0mr n s2 n m r s†nmrs ns r mˆ ˆa ak ST y, x k q k k y y x xˆ ˆa a
 δ′ ′  = ϕ ϕ ϕ −δ 
∑ GG G G G G Gαϕ  
           (12.11) 
This becomes, 
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( )
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
0 † 0 0 † 0†
n s n m m s
nms2
0 † 0 0 † 0†
r m r n n m
nmr
ˆ ˆk a a k y y x x
k ST y, x k q
ˆ ˆk a a k x x y y
 ′ ϕ ϕ ϕ αϕ ′  =  ′− ϕ αϕ ϕ ϕ  
∑
∑
GG G G G
G G
GG G G G  
           (12.12) 
Next use (2.16) and (12.8) redefine some dummy variables to obtain, 
( ) ( )
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )( )( ) ( ) ( ) ( ) ( )( )
0 † 0†
n s n s
ns2
0 † 0†
n s n s
ns
0 † 0†
n s n s
2
0 † 0†ns
n s n s
ˆ ˆk a a k y x
k ST y, x k q x y
ˆ ˆk a a k x y
ˆ ˆk a a k x x
                        q x y 0
ˆ ˆk a a k x x
 ′ ϕ αϕ ′  = δ −  ′− ϕ αϕ  
 ′ ϕ αϕ = δ − = ′ − ϕ αϕ 
∑
∑
∑
GG G
G G G G
GG G
GG G
G G
GG G
  (12.13) 
Therefore if c0  is used as the vacuum state then the Schwinger term 
 because all quantities ( )ST y, x 0=G G ( )k ST y, x k′ G G  are zero.  And, as has been shown, 
this is a necessary condition for quantum field theory to be gauge invariant and for the 
continuity equation to be true. 
XIII. Conclusion 
It has been shown that hole theory and the Schrödinger representation of quantum 
field theory are not equivalent.  This is due to the fact that, in field theory, there can be no 
states with less free field energy then the vacuum state 0 , however, as was shown in 
Section X, this is not the case for hole theory.  In hole theory it is possible to extract 
energy from the vacuum state through interaction with an appropriately applied electric 
field.   
As a result of this lack of equivalence between the two theories we must examine 
whether the conservation laws and symmetries that are associated with the single particle 
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Dirac equation are valid in field theory.  It is seen that they are not.  Field theory is not 
gauge invariant and the continuity equation does not hold.  This is due to the fact that the 
Schwinger term is not zero.  And the Schwinger term is not zero because field theory 
does not allow for the existence of states with less free field energy than the vacuum state 
0 . 
In order to restore the equivalence between hole theory and field theory it is 
necessary to modify the definition of the vacuum state.  Instead of the using the state 
vector 0  for the vacuum the state vector c0  is used instead.  When c0  is used there 
can exist quantum states with less free field energy than the vacuum which is a necessary 
requirement for the Schwinger term to be zero.  It is shown that the Schwinger term is 
zero when c0  is used as the vacuum state.  In this case field theory will be gauge 
invariance and the continuity equation will be valid. 
Appendix A 
 In order to use perturbation theory we must convert from the Schrödinger picture 
to the interaction picture (see Chapter 4-2 of [17]).  Refer back to equation (4.20).  Write 
the Hamiltonian as, 
          (A.1)
where  is the unperturbed free field Hamiltonian and  is the perturbation.  From 
(4.22), 
0
ˆ ˆH H V= +
0Hˆ
ˆ
Vˆ
 ( ) ( ) ( ) ( )0ˆ ˆV J x A x, t dx x A x, t d= − ⋅ + ρ ⋅∫ ∫GG G G G G xG     (A.2) 
Define the interaction state vector by, 
 0
ˆiH t
I eΩ = Ω         (A.3) 
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Interaction operators are defined in terms of Schrödinger operators  according to, IOˆ Oˆ
         (A.4) 0ˆiH t iH tIˆ ˆO e Oe
−= 0ˆ
The expectation values of operators have the same value in both representations, i.e., 
e I I I
ˆO O O= Ω Ω = Ω Ωˆ .  Use the above expressions in (4.20) to obtain, 
 I I Iˆi Vt
∂ Ω = Ω∂         (A.5) 
A formal solution of above is given by, 
 ( ) ( ) ( ) ( ) ( )( ) ( )10 0 02t t tI I 1 1 I 1 1 I 2 2t t tˆ ˆ ˆt 1 i V t dt i V t dt V t dt tΩ = − + − Ω∫ ∫ ∫ I 0  (A.6) 
The current expectation value is then given by, 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0
e I I I
t 2
I 0 I I 0 I 0 I I 1 1 I 0t
ˆJ x, t t J x, t t
ˆ ˆ ˆ    = t J x, t t i t J x, t , V t dt t O V
= Ω Ω
 Ω Ω − Ω Ω +  ∫
G GG G
G GG G  
           (A.7) 
 Let the initial state, at time , be the vacuum state 0t t= 0 .  The first order vacuum 
current at time t is then, 
 ( ) ( ) ( ) ( )
0
t
vac I I I I I I 1 1 It
ˆ ˆ ˆJ x, t 0 J x, t 0 i 0 J x, t , V t dt 0−  ∫
G G GG G G    (A.8) 
  where I0  is the interaction vacuum state and is given by, 
 0
ˆiH t
I0 e 0= = 0         (A.9) 
It is easy to show that ( )I I Iˆ0 J x, t 0 0=G G .  Use this, along with (A.9) and let the initial 
time  to obtain equation (9.8) in the text. 0t = −∞
Appendix B 
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 Expand (ϕ  as a series in the charge ‘q’, )n x, tG
  ( ) ( ) ( ) ( ) ( )(0) (1) 2 (2) 3n n n nx, t x, t q x, t q x, t O qϕ = ϕ + ϕ + ϕ +G G G G   (B.1) 
where ( )3O q  means terms to the third order in the perturbation or higher.  The free field 
energy of the state ϕ  is, (n x, tG )
( ) ( ) ( ) ( )† (0)† (1)† 2 (2)† (0) (1) 2 (2) 3f n n 0 n n n n 0 n n nH q q H q qξ ϕ ≡ ϕ ϕ = ϕ + ϕ + ϕ ϕ + ϕ + ϕ + O q  
           (B.2) 
Rearrange terms to obtain, 
( ) ( )
( ) ( )
(0)† (0) (0)† (1) (1)† (0)
f n n 0 n n 0 n n 0 n
2 (1)† (1) (0)† (2) (2)† (0) 3
n 0 n n 0 n n 0 n
H q H H
            q H H H O q
ξ ϕ = ϕ ϕ + ϕ ϕ + ϕ ϕ
+ ϕ ϕ + ϕ ϕ + ϕ ϕ +
 (B.3) 
Use  in the above to obtain, (0) (0)0 n n n nH Eϕ = λ ϕ
( ) ( )( ) ( )
(0)† (0) (0)† (1) (1)† (0)
n n n n n n2 (1)† (1) 3
f n n 0 n n n 2 (0)† (2) (2)† (0)
n n n n
q
q H E O q
q
 ϕ ϕ + ϕ ϕ + ϕ ϕ ξ ϕ = ϕ ϕ + λ + + ϕ ϕ + ϕ ϕ  
 
           (B.4) 
The Dirac equation does not affect the normalization condition therefore, 
†
n n 1ϕ ϕ =          (B.5) 
Use (B.1) in the above to obtain, 
( )(1)† (0) (1)† (1) (0)† (2)n n n n n n(0)† (0) 2 3n n (0)† (1) (2)† (0)
n n n n
1 q q
   ϕ ϕ ϕ ϕ + ϕ ϕ   = ϕ ϕ + + +      + ϕ ϕ + ϕ ϕ   
O q   (B.6)
Rearrange terms to yield, 
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((1)† (0) (0)† (2)n n n n2 (1)† (1) (0)† (0) 2 3n n n n (0)† (1) (2)† (0)
n n n n
1 q q q O q
   ϕ ϕ ϕ ϕ   − ϕ ϕ = ϕ ϕ + + +      + ϕ ϕ + ϕ ϕ   
)  (B.7) 
Use this in (B.4) to obtain, 
( ) ( ) ( )2 (1)† (1) 2 (1)† (1) 3f n n 0 n n n n nq H E 1 q O qξ ϕ = ϕ ϕ + λ − ϕ ϕ +   (B.8) 
Rearrange terms to obtain, 
 ( ) ( ) ( )2 (1)† (1) (1)† (1) 3f n n n n 0 n n n n nE q H E O qξ ϕ = λ + ϕ ϕ − λ ϕ ϕ +   (B.9) 
Therefore the change in the free field energy of state nϕ  is, 
( ) ( ) ( ) ( )2 (1)† (1) (1)† (1) 3f ,n i f f n n n n 0 n n n n nt t E q H E O q∆ξ → = ξ ϕ − λ = ϕ ϕ − λ ϕ ϕ +  
           (B.10) 
which is (10.7) in the text. 
 To evaluate the above we have to obtain (1)nϕ .  Based on the discussion in 
Appendix A this is given by, 
     (B.11) ( ) ( ) ( ) ( ) (0
i
t
1 iH t
n I
t
x, t iqe dt V x, t x,0− ′ ′ϕ = − ϕ∫G G )0n G
0 A
)n
In the above expression  is given by  where .  
Use this in the above to obtain, 
IV 0
iH t iH t
IV e Ve
− += ( )0V A= −α ⋅ +GG
  ( ) ( ) ( ) ( ) (0t iH t t 0(1)n x, t i dt e V x, t x, t′− −
−∞
′ ′ϕ = − ϕ∫G G ′G    (B.12) 
Next expand the quantity ( ) ( ) (0nV x, t x, t )′ ′ϕG G  in terms of the basis states ϕ  to 
obtain, 
( ) (0s x, t′G )
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( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )( )
0
0
iH t t 0
n
iH t t 0 0 † 0
s s n
s
e V x, t x, t
            e x, t x , t V x , t x , t dx
′−
′− −
′ ′ϕ
′ ′ ′ ′ ′ ′ ′ ′= ϕ ϕ ϕ∑ ∫
G G
G G G G G  (B.13) 
Use this and ( ) ( ) ( ) ( ) (0iH t t 0 0s s, t′− − ′ϕ = ϕG )x, tG
′ ′ ′G G
e x  to obtain, 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t 0 0 † 0(1)n s s n
s
x, t i dt x, t x , t V x , t x , t dx
−∞
′ ′ ′ ′ ′ϕ = − ϕ ϕ ϕ∑∫ ∫G G G G  (B.14) 
Appendix C 
 From (B.14) and the discussion of the 1-1D Dirac equation we obtain, 
( ) ( ) ( ) ( ) ( ) ( ) ( )
r s s
s
0 0 †(1) (0)
0,p ,p ,p ,p
1 p
z, t i z, t dt dz z , t A z , t z , t
+∞
′ ′λ λ λ′λ =± −∞ rλ
′ ′ ′ ′ ′ ′ ′ϕ = +∞ = − ϕ ϕ ϕ∑ ∑ ∫ ∫ ′
0
 
           (C.1) 
for the case where .  Next use (10.11) in the above to obtain, zA =
( ) ( ) ( ) ( ) ( ) ( )p pr s r s
rr s s
s
t i E E t0 i p p z(1) †
0 ,p,p ,p ,p
1 p
z, t i z, t dt dz A z , t u u e e
′ ′− λ −λ ′−
λ′ ′λ λ λ′λ =± −∞
′ ′ ′ ′ϕ = − ϕ∑ ∑ ∫ ∫  
           (C.2) 
Use (10.14)  in the above to yield, 
( ) ( ) ( )
( ) ( )
( )
p pr s r s
rr s s
s
i E E t i p p z
0(1) †
m,p,p ,p ,p ikz ikz iqt1 p
m
e e
z, t i z, t u u dt dz
e e e d
′ ′− λ −λ ′−+∞
+λ′ ′λ λ λ ′ ′ ′−′λ =± −∞
−
  ′ ′ϕ = ∞ = − ϕ   × +  
∑ ∑ ∫ ∫ ∫ q
 
           (C.3) 
Integrate over z  and  to obtain, ′ t′
( )
( ) ( )
( )
( )
rs s
r r
s
s
0 †
,p,p ,p
(1) 2
m,p pr s1 p
pmr s
z, t u u
z, t 4 i Ek p p
dq
E qk p p
λ′ ′λ λ
+λ ′λ =±
−
 ϕ  ϕ = ∞ = − π  −λ δ + − × δ     ′+λ ++δ − + −     
∑ ∑
∫ 
 (C.4) 
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Make the substitution,  
 
s
s
p
Ldp
2
+∞
−∞
→ π∫∑          (C.5) 
in the above to obtain, 
( )
( ) ( )
( )
( )
rs s
r r
s
0 †
,p,p ,p
(1)
ms,p pr s1
pmr s
z, t u u
z, t 2 Li dp q Ek p p
dq
Ek p p
λ′ ′λ λ
+λ ′λ =±
−
 ϕ  ϕ = ∞ = − π  − λ  δ + − × δ     ′+λ+δ − + −     
∑ ∫ ∫
 (C.6) 
Next integrate with respect to momentum to obtain, sp
( )
( ) ( )
( )
r
rr r
rr
m p0 †
,p(1) ,p k ,p k
p km,p
1
q E
z, t u u dq
Ez, t 2 Li
k k
+
λ′ ′λ + λ + +−λ ′λ =±
 − λ  ϕ δ   ′+λϕ = ∞ = − π    + → −  
∫∑  (C.7) 
Now for sufficiently small k ( k ) we have that, m<
      (C.8) ( ) (r rm p p k
m
q E E dq
+
+
−
′δ − λ + λ = δ λ − λ∫ )′
Use this in (C.7) to obtain, 
 ( ) ( )( ) ( ){ }rr r r(1) (0) † ,p,p ,p k ,p kz, t 2 Li z, t u u k kλλ λ + λ +ϕ = ∞ = − π ϕ + → −   (C.9) 
Define, 
r r
†
,p ,k ,p,p kc 2 Lu uλ λ += π rλ        (C.10)  
Use this in (C.9) to obtain, 
{ }r rr r(1) (0) (0),p ,k ,p , k,p ,p k ,p ki c cλ λ −λ λ +ϕ = − ϕ + ϕ rλ −      (C.11) 
Appendix D 
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We want to evaluate equation (10.20) and show that it results in equation (10.21).  Use 
(10.16) and (10.12) to obtain,  
 
( )
( )( )r rr r r r r
p k p r r
,p ,k
p k p p k p
E m E m p p k
c 2 1
2 E 2 E E m E m
+
λ
+ +
 λ + λ + + = π + λ λ λ + λ + 
 (D.1) 
Use  in the above to obtain, ( )2 2pE mλ − = 2p
 
( )( )
( )
r rr r
r
r r
p k pp k p
,p ,k
p k p r r
E m E mE m E m
c 2 1
2 E 2 E p p k
++
λ
+
 λ − λ −λ + λ +  = π + λ λ + 
 (D.2) 
Use this result to yield,  
 
( )( ) ( )
( )( )r rr r r
2
2 p k p r r2
,p ,k
p k p
E E p p k m
c 4
2 E E
+
λ
+
 λ λ + + + = π  λ λ 
   (D.3) 
Use this in (10.20) along with the fact that 2 1λ =  to obtain 
( )
( ) ( )
( ) ( )
(r rr r
r r
r r
2
r r
p k p
p k p2 2 3
f r i f 2
r r
p k p
p k p
p p k m
1 E E
E E
,p ; t t 2 q O q
p p k m
1 E E
E E
+
+
−
−
  + +  + −    ∆ξ λ → = π λ +  − +  + + −    
)   
           (D.4) 
This yields, 
( )
( ) ( )
( )
(r r rr r rp k r p k p2 2 3p p k pf r i f
E k p k
1 E E
E E E,p ; t t 2 q O q
k k
+
+
+
  + + − −  ∆ξ λ → = π λ +    + → − 
)   
           (D.5) 
Some additional algebraic manipulation yields, 
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( )
( ) ( )
( )
( )rr r r r
2
p k r r
p2 2 3
p p p kf r i f
E k p k k p k
E
E E E, p ; t t 2 q O q
k k
+
+
  + +  − + − +  ∆ξ λ → = π λ +   + → − 
 
           (D.6) 
Use some simple algebra to obtain, 
( ) ( ) ( ) ( )
r r r r
r r2 2 3r r
f r i f
p p k p p k
k p k k p kp k p k
, p ; t t 2 q O q
E E E E+ −
    + −− ∆ξ λ → = π λ + + − +           
 
           (D.7) 
Use this result to yield (10.21). 
Appendix E 
Assume k is positive.  Then it can be shown that, 
 
( ) ( )
r r
r r
p k p
p k p k
E E+ −
+ −>
k
k
 for all p       (E.1)  r
First consider the case where  p  is positive.  The relationship is obviously true for 
 .  Now let .  In this case both sides of (E.1) are positive therefore we can 
square both sides to obtain, 
r
rk p> rp >
 ( ) ( )
p kr r
2 2
r rp k E p k E−+ > − p k
2 2
+       (E.2) 
From this we obtain, 
( ) ( )( ) ( ) ( )( )2 2 2 22r r r rp k p k m p k p k m+ − + > − + + 2
)2
k
   (E.3) 
This yields, 
         (E.4) ( ) (2r rp k p k+ > −
which is true for positive k and .  If  is negative then (E.1) becomes, rp > rp
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( ) ( )
r r
r r
p k p k
p k p k
E E− +
− + − −>        (E.5) 
This yields, 
 
( ) ( )
r r
r r
p k p
p k p k
E E+ −
+ −>
k
        (E.6) 
which is obviously true from the previous discussion.  
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