Abstract-Particle swarm optimization (PSO) has been shown as an effective tool for solving global optimization problems. So far, most PSO algorithms use a single learning pattern for all particles, which means that all particles in a swarm use the same strategy. This monotonic learning pattern may cause the lack of intelligence for a particular particle, which makes it unable to deal with different complex situations. This paper presents a novel algorithm, called self-learning particle swarm optimizer (SLPSO), for global optimization problems. In SLPSO, each particle has a set of four strategies to cope with different situations in the search space. The cooperation of the four strategies is implemented by an adaptive learning framework at the individual level, which can enable a particle to choose the optimal strategy according to its own local fitness landscape. The experimental study on a set of 45 test functions and two real-world problems show that SLPSO has a superior performance in comparison with several other peer algorithms.
I. INTRODUCTION

E
VOLUTIONARY computation has become an important active research area over the past several decades. In the literature, global optimization benchmark problems have become more and more complex, from simple unimodal functions to rotated shifted multimodal functions to hybrid composition benchmark functions proposed recently [41] . Finding the global optima of a function has become much more challenging or even practically impossible for many problems. Hence, far more effective optimization algorithms are always needed.
In the past decade, particle swarm optimization (PSO) has been actively studied and applied for many academic and realworld problems with promising results [33] . However, many experiments have shown that the basic PSO algorithm easily falls into local optima when solving complex multimodal problems [25] with a huge number of local optima. In the literature of PSO, for most algorithms so far, all particles in a swarm use only a single learning pattern. This may cause the lack of intelligence for a particle to cope with different complex situations. For example, different problems may have different properties due to different shapes of the fitness landscapes. In order to effectively solve these problems, particles may need different learning strategies to deal with different situations. This may also be true even for a specific problem because the shape of a local fitness landscape in different subregions of a specific problem may be quite different, such as the composition benchmarks in [41] .
To bring more intelligence to each particle, an adaptive learning PSO (ALPSO) algorithm that utilizes four strategies was introduced in [21] , where each particle has four learning sources to serve the purpose of exploration or exploitation during the search process. An adaptive technique proposed in [22] was used to adjust a particle's search behavior between exploration and exploitation by choosing the optimal strategy.
Based on our previous work in [21] , a novel algorithm, called self-learning particle swarm optimizer (SLPSO), is proposed in this paper. Compared with ALPSO, some new features are introduced in SLPSO. First, two strategies in ALPSO are replaced by two new strategies. Second, we use a biasedselection method in SLPSO so that a particle learns from only the particles whose pbest's are better than its pbest. Third, the method of updating the frequency parameter in ALPSO is replaced by a new one. Fourth, we introduce a super particle generated by extracting promising information from improved particles instead of directly updating the gbest particle, where the extracting method is also enhanced by using a learning ratio. Fifth, controlling the number of particles that learn from the super particle is implemented. Finally, although some new parameters are introduced in SLPSO, users do not need to tune these parameters for a specific problem as they use the same setting-up methods for all problems.
The rest of this paper is organized as follows. Section II describes the basic PSO algorithm and some variants. The SLPSO algorithm is presented in Section III. Section IV describes the test problems and experimental setup. The experimental study on SLPSO, including the self-learning mechanism and sensitivity analysis of parameters, is presented in Section V. The performance comparison of SLPSO with some peer algorithms taken from the literature is given in Section VI. Finally, Section VII concludes this paper.
II. RELATED WORK
A. PSO
Similar to other evolutionary algorithms (EAs), PSO is a population-based stochastic optimization technique. A potential solution in the fitness landscape is called a particle in PSO. Each particle i is represented by a position vector x i and a velocity vector v i , which are updated as follows: (2) where x d i and x d i represent the current and previous positions in the dth dimension of particle i, respectively; v i and v i are the current and previous velocities of particle i, respectively; x pbest i and x gbest are the best position found by particle i so far and the best position found by the whole swarm so far, respectively; ω ∈ (0, 1) is an inertia weight, which determines how much the previous velocity is preserved; η 1 and η 2 are the acceleration constants; and r 1 and r 2 are random numbers generated in the interval [0.0, 1.0] uniformly. Without loss of generality, minimization problems are considered in this paper.
There are two main models of the PSO algorithm, called gbest (global best) and lbest (local best). The two models differ in the way of defining the neighborhood for each particle. In the gbest model, the neighborhood of a particle consists of the particles in the whole swarm, which share information between each other. On the contrary, in the lbest model, the neighborhood of a particle is defined by several fixed particles. The two models give different performances on different problems. Kennedy and Eberhart [19] and Poli et al. [33] pointed out that the gbest model has a faster convergence speed but also has a higher probability of getting stuck in local optima than the lbest model. On the contrary, the lbest model is less vulnerable to the attraction of local optima but has a slower convergence speed than the gbest model. In order to give a standard form for PSO, Bratton and Kennedy proposed a standard version of PSO (SPSO) 1 in [5] . In SPSO, a local ring population topology is used, and the experimental results have shown that the lbest model is more reliable than the gbest model on many test problems.
B. Some Variant Particle Swarm Optimizers
Due to its simplicity and effectiveness, PSO has become a popular optimizer, and many improved versions have been reported in the literature since it was first introduced. Most studies address the performance improvement of PSO from one of the four aspects: population topology [18] , [20] , [24] , [25] , [29] , [40] , diversity maintenance [3] , [4] , [6] , [21] , [34] , hybridization with auxiliary operations [1] , [32] , [46] , and adaptive PSO [15] , [34] , [36] , [37] , [52] , which are briefly reviewed hereinafter.
1) Population Topology:
The population topology has a significant effect on the performance of PSO. It determines the way particles communicate or share information with each other. Population topologies can be divided into static and dynamic topologies. For static topologies, communication structures of circles, wheels, stars, and randomly assigned edges were tested in [18] , showing that the performance of algorithms is different on different problems depending on the topology used. Then, Kennedy and Mendes [20] have tested a large number of aspects of the social-network topology on five test functions. After that, a fully informed PSO (FIPS) algorithm was introduced by Mendes et al. [29] . In FIPS, a particle uses a stochastic average of pbest's from all of its neighbors instead of using its own pbest position and the gbest position in the update equation. A recent study in [24] showed that PSO algorithms with a ring topology are able to locate multiple global or local optima if a large enough population size is used.
For dynamic topologies, Suganthan [40] suggested a dynamically adjusted neighbor model, where the search begins with a lbest model and is gradually increased until the gbest model is reached. Janson and Middendorf [16] proposed a dynamic hierarchical PSO (H-PSO) to define the neighborhood structure where particles move up or down the hierarchy depending on the quality of their pbest solutions. Liang et al. [25] developed a comprehensive learning PSO (CLPSO) for multimodal problems. In CLPSO, a particle uses different particles' historical best information to update its velocity, and for each dimension, a particle can potentially learn from a different exemplar.
2) PSO With Diversity Control: Ratnaweera et al. [34] stated that the lack of population diversity in PSO algorithms is a factor that makes them prematurely converge to local optima. Several approaches of diversity control have been introduced in order to avoid the whole swarm converging to a single optimum. In [3] , diversity control was implemented by preventing too many particles from getting crowded in one region of the search space. Negative entropy was added into PSO in [49] to discourage premature convergence. Other researchers have applied multiswarm methods to maintain diversity in PSO. In [6] , a niching PSO was proposed by incorporating a cognitive-only PSO model with the guaranteed convergence PSO algorithm [45] . Li [23] developed a speciation-based PSO, which dynamically adjusts the number and size of swarms by constructing an ordered list of particles, ranked according to their fitness, with spatially close particles joining a particular species. An atomic swarm approach was adapted to track multiple optima simultaneously with multiple swarms in dynamic environments by Blackwell and Branke [4] . Recently, a clustering PSO algorithm has been proposed in [50] , where a hierarchical clustering method is used to produce multiswarms in promising regions in the search space.
3) Hybrid PSO: Hybrid EAs are becoming more and more popular due to their capabilities in handling problems that involve complexity, noisy environments, imprecision, uncertainty, and vagueness. Among hybrid EAs, hybrid PSO is an attractive topic. The first hybrid PSO algorithm was developed by Angeline [1] , where a selection scheme is introduced. In [46] , the fast evolutionary programming [51] was modified by replacing the Cauchy mutation with a version of PSO velocity.
Hybrid PSO based on genetic programming was proposed in [32] . A cooperative PSO (CPSO-H) algorithm was proposed in [44] , which employs the idea of splitting the search space into smaller solution vectors and combines with the gbest model of PSO. In [7] , a hybrid model that integrates PSO, recombination operator, and dynamic linkage discovery, called PSO-RDL, was proposed.
4) PSO With Adaptation:
Aside from the aforementioned three active research aspects, adaptation is another promising research trend in PSO. Shi and Eberhart introduced a method of linearly deceasing ω with the iteration for PSO in [36] and then proposed a fuzzy adaptive ω method for PSO in [37] . Ratnaweera et al. [34] developed a self-organizing H-PSO with time-varying acceleration coefficients, where η 1 and η 2 are set to a large value and a small value, respectively, at the beginning and are gradually reversed during the search process. By considering a time-varying population topology, FIPS's velocity update mechanism [29] , and a decreasing inertia weight, a PSO algorithm, called Frankenstein's PSO (FPSO), was proposed in [11] . In FPSO, the swarm starts with a fully connected population topology. The connectivity decreases with a certain pattern and ends up with the ring topology. The performance of a TRIBES model of PSO was investigated in [8] , which is able to automatically change the behavior of particles as well as the population topology. A population manager method for PSO was proposed in [15] , where the population manager can dynamically adjust the number of particles according to some heuristic conditions defined in [15] .
Recently, a PSO version with adaptive ω, η 1 , and η 2 , called adaptive PSO (APSO), has been proposed by Zhan et al. [52] . In APSO, four evolutionary states, namely, "exploitation," "exploration," "convergence," and "jumping out," are defined. Coincidentally, the four operators in ALPSO [21] play similar roles as the four evolutionary states defined in APSO [52] , but the way of implementation is different. While the four operators in ALPSO are updated by an operator adaptation scheme [21] , the evolutionary states in APSO are estimated by evaluating the population distribution and particle fitness. In each evolutionary state, APSO gives one corresponding equation to adjust the value of η 1 and η 2 . Accordingly, the value of ω is tuned using a sigmoid mapping of the evolutionary factor f in each evolutionary state. Similar work of adaptively tuning the parameters of PSO has been done in [31] and [48] . However, none or little work of operator selection has been done in PSO. Experimental study in [21] has shown that the adaptive learning approach is an effective method to improve the performance of PSO.
C. Self-Learning and Adaptive Strategies
Swarm intelligence is the property of a system whereby the collective behaviors of (unsophisticated) agents interacting locally with their environment cause coherent functional global patterns to emerge [47] . Agents (individuals) have some simple interaction rules, and each agent is able to adjust its behavior according to the results of interaction with local environments. Complex, emergent, and collective behaviors are shown up only based on simple interactions with local environments. However, it is difficult for us to understand and simulate the emergent behaviors from nature to solve real-world problems.
Although it is difficult to exactly simulate the emergent collective behaviors, we can employ techniques based on adaptive operator selection (AOS) to implement the adaptive behavior of social creature groups, e.g., ant colony, bee colony, bird flocking, etc. AOS is an important step toward self-tuning for EAs. To design an efficient AOS structure, generally, we need to solve two issues: a credit assignment mechanism, which computes a reward for each operator at hand based on certain rules from statistical information of offspring, and an adaptation mechanism, which is able to adaptively select one among different operators based on their rewards [9] , [12] , [14] , [38] , [39] , [42] , [43] .
The low-level behavior of the choice-function-based hyperheuristic was investigated in [17] . Based on the fact that no single operator is optimal for all problems and the optimal choice of operators for a given problem is also time variant, Smith and Fogarty [39] suggested a framework for the classification based on the learning strategy used to control them and reviewed a number of adaptation methods in genetic algorithms (GAs). Thereafter, to address the issue that the set of available operators may change over time, Smith [38] proposed a method for estimating an operator's current utility, which is able to avoid some of the problems of noise inherent in simpler schemes for memetic algorithms. In [42] and [43] , an adaptive allocation strategy, called the adaptive pursuit method, was proposed and compared with some other probabilitymatching approaches in a controlled dynamic environment. In [9] , a specific dynamic method based on the multiarmed bandit paradigm was developed for dynamic frameworks. In order to well evaluate the performance of operators, recently, a new strategy [27] has been introduced by considering not only the fitness improvements from parent to offspring but also the way they modify the diversity of the population and their execution time.
III. SLPSO
A. General Considerations of Performance Tradeoff
It is generally believed that the gbest model biases more toward exploitation while the lbest model focuses more on exploration. Although there are many improved versions of PSO, the question of how to balance the performance of the gbest and lbest models is still an important issue, particularly for multimodal problems.
In order to achieve good performance, a PSO algorithm needs to balance its search between the lbest and gbest models. However, this is not an easy task. If we let each particle simultaneously learn from both its pbest position and the gbest or lbest position to update itself (velocity update), the algorithm may suffer from the disadvantages of both models. One solution might be to implement the cognition component and the social component separately. This way, each particle can focus on exploitation by learning from its individual pbest position or focus on convergence by learning from the gbest particle. The idea enables particles of different locations in the fitness landscape to carry out local search or global search, or vice versa, in different evolutionary stages. Thus, different particles can play different roles (exploitation or convergence) during the search progress, and even the same particle can play different roles during different search progress.
However, there is a difficulty in implementing this idea: The appropriate moment for a particle to learn from gbest or pbest is very hard to know. To implement the aforementioned idea, we introduce an adaptive method to automatically choose one search strategy. In this method, which strategy to apply and when to apply that strategy are determined by the property of the local fitness landscape where a particle is located. This adaptive method will be further described in the following sections.
B. Velocity Update in SLPSO
Inspired by the idea of division of labor, we can assign different roles to particles, e.g., converging to the global best particle, exploiting the personal best position, exploring new promising areas, or jumping out of local optima. Accordingly, we summarize four different possible situations regarding surrounding environments for a general particle. First, for unimodal problems or the fitness landscape with peaks that are far away from each other, to effectively search on local peaks, the best learning policy for all particles may be to learn from their neighbor best particles. Second, for a particle in a slope, the best strategy may be to learn from its own pbest position as it will help the particle to find a better position much easier than searching in a distant subregion. Third, for the fitness landscape with many local optima evenly distributed, learning from neighbors may be the best choice as this strategy will encourage particles to explore the search space. Finally, the only choice for converged particles is to apply mutation to jump out of local optima. Of course, mutation can also help particle to explore the search space.
Based on the earlier analysis, we define four strategies and four corresponding operators in SLPSO. In SLPSO, the learning information for each particle comes from four sources: the archived position of the gbest particle (abest), which is the same as the "super" particle introduced in Section II; its individual pbest position; the pbest position of a random particle (pbest rand ) whose pbest is better than its own pbest; and a random position prand nearby. The four strategies play the roles of convergence, exploitation, exploration, and jumping out of the basins of attraction of local optima, respectively.
The four strategies enable each particle to independently deal with different situations. For each particle k, the learning equations corresponding to the four operators, respectively, are given as follows.
1) Operator a: learning from its pbest position
2) Operator b: learning from a random position nearby
3) Operator c: learning from the pbest of a random particle
pbest rand is the pbest of a random particle, which is better than pbest k . The jumping step v d avg is the average speed of all particles in the dth dimension, which is calculated by v
where N is the population size. N (0, 1) is a random number generated from the normal distribution with mean 0 and variance 1. The abest position is an archive of the best position found by SLPSO so far.
It should be noted that, different from ALPSO [21] , a biasselection scheme is added into the operator of learning from the pbest rand position in SLPSO. A particle only learns from a pbest rand position that is better than its own historical best position pbest. Due to this scheme, more resources are given to the badly performing particles to improve the whole swarm. The procedure is described in Algorithm 1.
Algorithm 1 Update(operator i, particle k, fes)
1: if i = a then 2: Update the velocity and position of particle k using operator a and (2); 3: else if i = b then 4: Update the position of particle k using operator b; 5: else if i = c then 6: Choose a random particle j that is not particle k;
Update the velocity and position of particle k using operator c and (2); 9: else 10:
Update the velocity and position of particle j using operator c and (2); 11: k := j; 12: end if 13: else 14: Update the velocity and position of particle k using operator d and (2); 15: end if 16: fes++; where fes is the current number of fitness evaluations.
It should also be noted that the abest position in (6) is an archive of the position of the gbest particle, which is different from the gbest particle of the whole swarm because it is not a particle. The abest position does not use any of the four operators to update itself except Algorithm 2 (to be explained later in Section III-D). Although it is the same position as the gbest particle in the initial population, it will be updated by Algorithm 2 and becomes better than the gbest particle. Different from the ALPSO algorithm in [21] , all particles in SLPSO, including the gbest particle, learn from the abest position. The position and velocity update framework in SLPSO is shown in Algorithm 1.
Algorithm 2 UpdateAbest(particle k, fes)
x t_abest := x abest ; 4:
Evaluate x t_abest ; 6: fes++;
end if 10: end if 11: end for
The third operator, which is a new one used in this paper, enables a particle to explore the nonsearched areas with a higher probability than learning from its nearest neighbor as used in [21] . From (5), learning from different particles can actually alter the velocity as the distance is different from different random particles in two successive iterations. Hence, this strategy is able to maintain the social diversity of the swarm at a certain level.
The choice of which learning option is the most suitable would depend on the local fitness landscape where a particle is located. However, it is assumed that we cannot know how the fitness landscape looks like even though we have a priori knowledge of the fitness landscape. Instead, each particle should detect the shape of the local fitness landscape where it is currently in by itself. How to achieve this goal is described in the following section.
C. Adaptive Learning Mechanism
As analyzed earlier, the best strategy for a particular particle is determined by its local fitness landscape. Therefore, the optimal strategy for a particle may change in accordance with the change of its position during the evolution process. In this section, we will achieve two objectives. The first is to provide a solution to how to choose the optimal strategy, and the other one is to adapt this learning mechanism to the local environmental change for a particular particle during the evolutionary process.
From another point of view, the four operators in SLPSO actually represent four different population topologies, which, in turn, allow particles to have four different communication structures. Each population structure determines a particle's neighborhood and the way it communicates with the neighborhood. By adaptively adjusting the population topology, we can adaptively adjust the way particles interact with each other and, hence, can enable the PSO algorithm to perform better in different situations.
The task of selecting operators from a set of alternatives has been comprehensively studied in EAs [12] , [14] , [39] . Inspired by the idea of probability matching [42] , in this paper, we introduce an adaptive framework using the aforementioned four operators, each of which is assigned to a selection ratio. This adaptive framework is an extension of our work in [22] . Different from the work in [22] , where the adaptive scheme is only implemented at the population level, in this paper, we extend the adaptive scheme to the individual level and make it simpler than the version in [21] and [22] . The adaptive framework is based on the assumption that the most successful operator used in recent past iterations may also be successful in future several iterations. The selection ratio of each operator is equally initialized to one-fourth for each particle and is updated according to its relative performance.
For each particle, one of the four operators is selected according to their selection ratios. The operator that results in a higher relative performance, which is evaluated by a combination of the offspring fitness, current success ratio, and previous selection ratio, will have its selection ratio increased. Gradually, the most suitable operator will be chosen automatically and will control the learning behavior of each particle in different evolutionary stages and local fitness landscapes. During the updating period for each particle, the progress value and the reward value of operator i are calculated as follows.
The progress value p k i (t) of operator i for particle k at iteration t is defined as in (7) shown at the bottom of the page.
The reward value r k i (t) has three components, which are the normalized progress value, the success rate, and the previous selection ratio. It is defined as
where g k i is the counter that records the number of successful learning times of particle k, in which its child is fitter than particle k by applying operator i since the last selection ratio update; G k i is the total number of iterations where operator i is selected by particle k since the last selection ratio update; g k i /G k i is the success ratio of operator i for particle k; α is a random weight between 0.0 and 1.0; R is the number of operators; c k i is a penalty factor for operator i of particle k, which is defined as
and s k i (t) is the selection ratio of operator i for particle k at the current iteration.
In (8), if none of the operators has been able to improve particle k since the last selection ratio update, then
will be zero. In this case, only the third component (c
Based on the aforementioned definitions, the selection ratio of operator i for particle k in the next iteration t + 1 is updated as follows:
where γ is the minimum selection ratio for each operator, which is set to 0.01 for all the experiments in this paper. According to the aforementioned definitions, we know that there is always one operator that has the highest selection ratio for each particle. This operator must be the most successful one compared with the other operators at the current moment. However, when a particle converges or moves to a new local subregion whose property is different from the previous one, this most successful operator no longer brings any benefit to the particle. When this case occurs, according to the punishing mechanism in (9), the selection ratio of that operator will decrease, while the selection ratios of the other operators will increase. Thus, a new most suitable operator will be adaptively selected based on its relatively better performance, and the outdated operator will lose its domination automatically. This is how the adaptive mechanism works. Based on the analysis of the adaptive working mechanism, we can see that SLPSO is able to choose the optimal strategy and is also able to adapt with the environmental change for each particle independently.
In addition, it should be noted that the selection ratios of the four operators are updated at the same time and not updated every iteration. Instead of counting the number of successive iterations for U f , called update frequency in [21] , we just record the number of successive unsuccessful learning times (m k ) for each particle k. If particle k is improved by any operator before the counter m k reaches the maximal value of U f , m k will be reset to zero. This method reduces the risk of punishing the best operator due to its temporally bad performance in a short period. After the selection ratios of the four learning operators are updated, all the information, except the selection ratio of each operator, is reset to zero.
D. Information Update for the abest Position
In most population-based algorithms, once an individual is updated or replaced, the information of all dimensions will be replaced with that of a new position. This updating mechanism has one disadvantage: Promising information may not always be preserved. For example, even though an individual has promising information in a particular dimension, that information would still be lost if it has a lower fitness due to unpromising information from other dimensions. This problem, called "two step forward, one step back" in [44] , has two opposite aspects to be considered. One is that the improvement of some dimensions at the gene level brings the improvement of the whole individual at the individual level. The other aspect is that some dimensions get worse, although the whole individual gets better.
To overcome the aforementioned two issues, we should monitor the improved particles in PSO. If a particle gets better over time, there may be the case that the particle has some useful information in some certain dimensions even though it has a relatively low fitness value. In that case, other particles should learn from that useful information. In SLPSO, the abest position learns the useful information from the dimensions of particles which show improvement over time.
However, it is difficult to effectively implement this idea. For example, in order to check the information of which dimension of an improved particle is useful for the abest position, we have to check all the dimensions of that improved particle. This is because it is very difficult to know the information of which dimension or combination of dimensions of the improved particle is useful for the abest position. Although we do not know that information, we can assign a learning probability (P l ) for each dimension to the abest position to learn from the improved particle. There are two advantages to introduce the learning probability: First, the algorithm will save a lot of computational resources, and second, the algorithm can reduce the probability of learning potentially useless information for the abest position even if it also reduces the probability of learning useful information. In fact, for most cases, the information of an improved particle may not be useful for the abest position when they distribute in different subregions. Therefore, assigning a learning probability may not affect too much the performance of SLPSO. On the contrary, if the abest position learns potentially useless or even dangerous information from improved particles, it will seriously affect SLPSO's performance. The evidence can be seen from the experimental results later in the section of parameter sensitivity analysis. Algorithm 2 describes the update framework of the abest position.
E. Controlling the Number of Particles That Learn From the abest Position
Learning from the abest position is used to accelerate the population convergence. For the particles close to the abest position, the attraction to the abest position is too strong to give any opportunity to the other three operators. In order to make full use of the adaptive learning mechanism, we need to control the number of particles that learn from the abest position. There are two reasons to do so.
First, the optimal number of particles that learn from the abest position is determined by the property of the problem to be solved. For example, to effectively solve the unimodal function, e.g., the Sphere function, we need to allow all particles to learn from the abest position so that all particles can quickly converge to the global optimum. On the contrary, for some multimodal problems, we should allow most particles to do local search rather than to learn from the abest position so that they will have a higher probability to find the global optimum. The evidence can be seen from the experimental results in the section of parameter sensitivity analysis.
Second, it is not fair for the other three operators to compete with the convergence operator because all of them contribute to the convergence operator. When a particle gets improvement through whichever of the other three operators, the convergence operator also gets benefit through either a direct or an indirect way: In the direct way, the improved particle becomes the new abest position, and in the indirect way, useful information is extracted from improved particles. Hence, if the abest position succeeds, it will also indirectly get benefit.
Based on the previous analysis, we need to control the number of particles to use the convergence operator. However, it is hard to know which particles are suitable to use the convergence operator. To solve this problem, we randomly select a certain number of particles to use the convergence operator every iteration. To implement this idea, we need to update some information of the particles that switch between using and not using the convergence operator in two successive iterations. The information that needs to be updated includes progress values, reward values, success ratios, and selection ratios.
If the switch happens, there are two cases for updating the related information. The first case is that particles use the convergence operator in the previous iteration but do not use it in the current iteration, and the second case is opposite to the first one. In the first case, we need to remove the learning source of the abest position and then renormalize the selection ratios of the other three operators according to their current values and keep other information of the three operators the same. For the second case, all the related information is reset to the initial states: The progress values, reward values, and success ratios are set to zero, and the selection ratios are set to one-fourth for the four operators. The update description can been seen in Algorithm 3. where CF k and P F k are used to record whether particle k uses the convergence operator or not at the current and previous iteration, respectively
F. Framework of SLPSO
Together with the aforementioned components, the implementation of the SLPSO algorithm is summarized in Algorithm 4. The procedure of U pdateP ar() in Algorithm 4 will be introduced later in Algorithm 5 in Section V-C.
Algorithm 4
The SLPSO Algorithm 1: Generate initial swarm and set up parameters for each particle;
2: Set fes := 0, iteration counter for initial swarm t := 0; 3: while fes < T _F es do 4: for each particle k do 5: Select one learning operator i using the roulette wheel selection rule; 6:
U pdate(i, k, f es);
Perform U pdateAbest(k, f es) for the abest position; 12: else 13:
x abest := x k ; 19:
end if 20:
Update the selection ratios according to (10); 23:
for each operator j do 24: p In SLPSO, we use the parameter V max to constrain the maximum velocity for each particle, and the value of V max is set to the half of the search domain for a general problem. We use the following operation to handle out-of-range search: For each dimension, before updating its position, we first remember the position value x d (t − 1) of the previous iteration, then calculate a temporal value x t by Algorithm 1, and, finally, update its current position x d (t) as follows:
where R(a, b) returns a uniformly distributed number within the range
is the search range in the dth dimension of a given problem.
2) Complexity of SLPSO: Compared with the basic PSO algorithm, SLPSO needs to perform some extra computation on updating the selection ratios, the abest position, and the three parameters. For the update of selection ratios and parameters, we do not need to reevaluate the fitness values of particles, and the time complexity is O(N ) (where N is the population size) for each iteration. For the abest position update, although it needs to reevaluate particle's fitness, the reevaluation happens only when particles get improvement. In addition, for each dimension of the abest position, the update is performed with a certain probability. According to the aforementioned component complexity analysis, we can see that the time complexity of SLPSO is not very high in comparison with the basic PSO algorithm.
IV. TEST FUNCTIONS AND EXPERIMENTAL SETUP
A. Test Functions
To investigate how SLPSO performs in different environments, we chose 45 functions, including the traditional functions, traditional functions with noise, shifted functions, and rotated shifted functions, which are widely used in the literature [29] , [25] , [51] , [52] , as well as the complex hybrid composition functions proposed recently in [26] and [41] . The details of these functions are given in Tables I-III 35 , and f 39 ), and hybrid composition functions (f 13 and f 14 and f 40 -f 45 ). Table IV shows the parameter settings for some particular functions. The shifting and rotating 
where o r is a vector of uniformly distributed random numbers within the range [0, 1]. It should be noted that the test functions chosen from the literature are not in favor of the tested algorithms, including SLPSO. For example, besides the solved cases in [41] in the competition of CEC 2005, we also chose some never solved problems, e.g., the composition functions f 40 -f 45 . Moreover, they have different properties to test an algorithm's performance in terms of different aspects, such as unimodal problems (e.g., f 1 , f 8 , and f 9 -f 11 ), problems of a huge number of local optima (e.g., f 2 ), noncontinuous problems (e.g., f 3 ), nondifferentiable problems (e.g., f 4 ), nonseparate problems (e.g., f 5 ), deceptive problems (e.g., f 6 ), functions with noise (e.g., f 19 ), problems with modified fitness landscape (e.g.,f 15 , f 25 , and f 28 ), and problems with very complex fitness landscapes (e.g., f 13 ).
B. Parameter Settings for the Involved PSO Algorithms
The configuration of each peer algorithm taken from the literature is given in Table V , which is exactly the same as that used in the original paper. In the following, we briefly describe the peer algorithms that are taken from the literature to compare with SLPSO in this paper.
The first algorithm is the CPSO-H (CPSO-H k ) [44] , which is a CPSO-H model combined with the original PSO. For this algorithm, we also use the same value for the "split factor" k = 6 as it was used in the original paper [44] . The second algorithm is the FIPS [29] with a U-ring topology that achieved the highest success rate. The third algorithm is the CLPSO [25] , which was proposed for solving multimodal problems and shows a good performance in comparison with eight other PSO algorithms. The fourth peer algorithm is the APSO [52] , which adaptively tunes the values of η 1 , η 2 , and ω based on the population distribution in the fitness landscape to achieve different purposes, such as exploration, exploitation, jumping out, and convergence. The fifth peer algorithm is the standard PSO (SPSO) where the implementation can be downloaded at [28] (note that this is a bit different from the one proposed in [5] and more widely used than the one in [5] ). We chose this algorithm to investigate how SLPSO performs compared to the standard version of PSO. The sixth PSO algorithm is FPSO [11] , which is a composite PSO algorithm that combines a time-varying population topology, FIPS's velocity update mechanism, and a decreasing inertial weight. Since the number of total fitness evaluations is fixed for the experimental study in this paper, we used the suggestion in [11] to set the parameters in FPSO where a slow topology change schedule and an intermediate inertia weight schedule were used in this paper. The seventh peer algorithm, the TRIBES PSO algorithm [8] , is also an adaptive PSO algorithm which can adaptively tune the number of particles needed and the population topology. The implementation of TRIBES PSO is provided at [28] . Note that the implementation of the TRIBES algorithm used in this paper is a simplified version of that in [8] .
Four non-PSO algorithms are also included in the comparison with SLPSO. They are the JADE [53] , HRCGA [13] , APrMF [30] , and G-CMA-ES [2] algorithms. JADE is an adaptive differential evolution algorithm with an optional external archive, and HRCGA is a real-coded GA based on parentcentric crossover operators. We used the JADE with an archive in this paper since it has shown promising results compared with JADE without an archive in [53] . The parameters p for the DE/current-to-pbest strategy and c for JADE were set to 0.05 and 0.1, respectively, as suggested in [53] . For the HRCGA algorithm, a combination of the global and local models was used where the numbers of female and male individuals for the two models were set to 200, 400 and 5, 100, respectively, and the hybridization factor P G was set to 25%. APrMF [30] is a probabilistic memetic algorithm, which is able to analyze the probability of evolution or individual learning. By adaptively choosing one of the two actions, the APrMF algorithm can accelerate the search of global optimum. G-CMA-ES [2] is a covariance matrix adaptation (CMA) evolution strategy (ES) algorithm with restart mechanism and increasing population size. For SLPSO, η was set to 1.496, V max was set to half of the search domain for each test function, which can be seen from Tables I and III , and the default parameter settings suggested in Section V-C (to be introduced in the following section) were used for all problems unless explicitly stated in this paper. To fairly compare SLPSO with the other 11 algorithms, all algorithms were implemented and run independently 30 times on the 45 test problems. The initial population and stop criteria were the same for all algorithms for each run. The maximal number of fitness evaluations (T _F es) was used as the stop criteria for all algorithms on each function. The pair of swarm size and T _F es was set to (10, 50 000), (20, 100 000), (30, 300 000), and (100, 500 000) for dimensions 10, 30, 50, and 100, respectively. For TRIBES-D, the adaptive swarm size model was used where it begins with a single particle and adaptively decreases or increases the number of particles that are needed. The population size for the HRCGA algorithm and the APrMF algorithm was suggested by Garcia-Martinez et al. [13] and Nguyen et al. [30] , respectively. Any other parameter settings of the 11 peer algorithms are based on their optimal configurations as suggested by the corresponding papers.
C. Performance Metrics 1) Mean Values:
We record the mean value of the difference between the best result found by the algorithms and the global optimum value over 30 runs on each problem, defined as
where x and x * represent the best solution found by an algorithm and the global optimum, respectively.
2) t-Test Comparison:
To compare the performance of two algorithms at the statistical level, a two-tailed t-test with 58 degrees of freedom at a 0.05 level of significance was conducted between SLPSO and the peer algorithms. The performance difference is significant between two algorithms if the absolute value of the t-test result is greater than 2.0.
3) Success Rate: Another performance metric is the success rate, which is the ratio of the number of successful runs over the total number of runs. A successful run means that the algorithm achieves the fixed accuracy level within the T _F es fitness evaluations for a particular problem. The accuracy level for each test problem is given in Table VI. The accuracy levels for functions f 31 -f 45 are obtained from [41] , and the accuracy levels of other functions are the same as used in [41] , which were set according to the problem difficulty for all involved algorithms.
V. EXPERIMENTAL STUDY ON SLPSO
A. Self-Learning Mechanism Test
In order to investigate the level of effectiveness that the adaptive learning mechanism can bring to SLPSO, we carried out experiments on SLPSO with the adaptive learning mechanism and SLPSO without the adaptive learning mechanism (denoted non-SLPSO) over all the test functions in 30 dimensions. For SLPSO, the default parameter settings were used. In non-SLPSO, all the four operators have the same selection ratio of 0.25 during the whole evolutionary process. Table VII presents the results of SLPSO and non-SLPSO on the 45 test functions. Table VII shows that the result of SLPSO is much better than that of non-SLPSO on 36 out of the 45 test problems. The reason to the result that SLPSO performs worse than non-SLPSO on some problems is because the parameter values used were improper for those problems. This can be seen from the comparison of SLPSO with the default configurations and the optimal configurations in the next section where the performance of SLPSO with the optimal configuration is greatly improved. The comparison results show that the adaptive mechanism works well on most problems. It is also confirmed that different problems need different strategies to solve. To achieve the best performance, it is necessary to tune the selection ratios of the four operators so that the best strategy can effectively play its role.
B. Parameter Sensitivity Analysis of SLPSO
There are three key parameters in SLPSO: the update frequency (U f ), the learning probability (P l ), and the number of particles that learn from the abest position (M ). To find out how the three key parameters affect the performance of SLPSO, an experiment on the parameter sensitivity analysis of SLPSO was also conducted on all the 45 problems in 30 dimensions. The parameter of the number of particles that learn from the abest position (M ) is replaced by the percentage of the population size in this section. The default values of the three parameters were set to 10, 1.0, and 1.0, respectively. To separately test the effect of a particular parameter, we used the default values of the other two parameters. For example, to test the effect of U f , we use a set of values for U f and the default values for P l (P l = 1.0) and M (M = 1.0), respectively.
Three groups of experiments with U f set to [1, 3, 7, 10] Table VIII , similar observation of the effect on the three parameters can be seen that the optimal value of each parameter for a specific problem does depend on the property of that problem.
Although we have an insight on how the three parameters affect the performance of SLPSO, the corresponding optimal value of each parameter above may not be the real optimal parameter settings for a particular problem. It is difficult to obtain the real optimal parameter settings for a general problem for several reasons. First, we cannot test all the possible values of the three parameters as one of them is continuous, e.g., P l . The value of M is population size dependent. Second, there may be relationships among the three parameters, i.e., they are not independent for SLPSO to achieve the best performance on a general problem.
In order to test whether the three key parameters of SLPSO are interdependent or not, further experiments were carried out 45 PROBLEMS based on the combination of the values given earlier for all the three parameters. The experimental results regarding the best results on each problem are summarized in Table IX , and the corresponding optimal combinations of the three parameters for each problem are shown in Table X . It should be noted that we take the parameters of the optimal combinations as the real optimal configurations of SLPSO for each test problem even if they may not be the real optimal configurations.
Comparing the optimal configurations for each problem obtained in this section with the results in the previous section, we can see that the three key parameters do have interrelationship. Taking the Sphere function (f 1 ) as an example, the optimal combinations of the three parameters are 3, 0.1, and 1 for U f , P l , and M , respectively, which are different from the earlier experimental results where the corresponding optimal values are 1, 0.05, and 1, respectively. Therefore, there is probably no effective general rule that can be applied to set up the three parameters in SLPSO.
C. Parameter Tuning in SLPSO
The values of these three key parameters significantly affect the performance of SLPSO on most problems tested in this paper. To achieve the best performance for SLPSO, different optimal values of U f , P l , and M are needed on different problems, which can be seen from the aforementioned experimental study on the parameter sensitivity analysis. The aim of this section is to suggest several approaches to adjusting the values of the three parameters for a general problem without manually tuning the parameters.
First, we present a general solution to set up the values of the update frequency (U f ) for SLPSO on all problems. Based on our previous work in [21] , the optimal values of U f mainly distribute from one to ten on most test problems in [21] . This information is very useful for SLPSO to set up U f for a general problem. In order to use this information, we assign each particle with a different value of U f instead of using the same value of U f for all particles. The value of U f for particle k is defined as follows:
where N is the population size and U k f is the update frequency of particle k. By this scheme, the values of U f of all particles distribute from one to ten. As a result, it is possible that some particles may be able to achieve the optimal value of U f for different problems. Similar idea was implemented in CLPSO [25] to adjust the learning probability P c for each particle on a general problem.
For the learning probability (P l ), we use the same setup method as used for the update frequency where the learning probabilities of all particles distribute between 0.05 and 1.0, which is described as follows:
In order to reduce the risk of using improper values of U f and P l for a particular particle, we generate a permutation of index numbers of particles every iteration and then update the values of U f and P l for each particle. As to how many particles should use the convergence operator, we use the following formula:
where T _F es is the total number of fitness evaluations allowed for a run. Fig. 1 shows the function relationship between M and fes. From Fig. 1 , it can be seen that all particles initially do not use the convergence operator in order to focus on local search. However, to accelerate the convergence, the number of particles that use the convergence operator will gradually increase to the maximum value of ten when the number of fitness evaluations reaches 40% of the total number of fitness evaluations. The main reason of using this particular method instead of using the selection ratio of the convergence operator to tune the value of M lies in the fact that we need to bring another new parameter of the maximum selection ratio for the convergence operator in order to achieve the objective. In addition, the optimal value of the maximum selection ratio for different problems probably is different and unknown.
In SLPSO, the inertia weight ω linearly decreases from 0.9 to 0.4 according to the following equation:
In order to show the effectiveness of these parameter tuning methods, a comparison between the optimal configurations and the default configurations suggested in this section was conducted. The results are shown in Table IX . From the results, it can be seen that the performance of SLPSO with the default configurations is comparable to that with the optimal configurations on most test problems. However, this result also shows that it is necessary to further study how to effectively set up the parameters of SLPSO for general problems.
The parameter tuning equations used in SLPSO were developed empirically from our experimental study based on the problems selected in this paper. Although these equations and the constants used in them, e.g., 1.6 in (14) and (15), may not be the optimal ones to set the values for the parameters of SLPSO, they were not randomly chosen but a result of a careful analysis. The analysis of all these equations is not discussed as it is not the main task of this paper. Here, we just provide some ideas of how to tune the parameters for SLPSO for general problems, and users can design their own methods to set the parameters for SLPSO. However, we would like to discuss some experience from our experimental study in terms of tuning the three key parameters in SLPSO. For the parameters U f and P l , we should allow enough particles to use the extreme values, e.g., 25% of total particles using the value of 0.05 or 1.0 for P l . Regarding M , it is important that no particle learns from the abest position initially and that the number of particles that learn from the abest position gradually increases until all particles learn from the abest position when the number of fitness evaluations reaches about 40% of total fitness evaluations. Although the parameter tuning methods were developed based on the problems used in this paper, they can also be used for new problems. These methods work well, and the evidence can be seen from the comparison of SLPSO that uses these methods to set the parameters with other algorithms in Section VI. The update operations of these parameters in SLPSO are summarized in Algorithm 5.
Algorithm 5 UpdatePar() 1: Create a permutation of index number; 2: Update U f for each particle by (14); 3: Update P l for each particle by (15); 4: Calculate the number of particles using the convergence operator by (16); 5: Update related information of the four operators for each particle by Algorithm 3;
6: Calculate the inertia weight ω by (17);
D. Selection Ratios of the Four Operators
So far, although we have recognized that the adaptive learning mechanism is beneficial, it is not yet clear how the four operators in SLPSO would perform on a general problem. To answer this question, we analyze the behavior of each learning operator on some selected problems of 30 dimensions over 30 runs. To clearly show the learning behavior of the four operators without impact from other factors, we allowed all particles to use the convergence learning operator through the whole run in this set of experiments. Fig. 2 only shows the results on six problems since similar observations can be obtained on other functions. From Fig. 2 , several observations can be made and are described hereinafter.
First, the operators have very different performance on each specific problem, and their performances also vary on different problems. On many problems, the best learning operator changes from the beginning to the end of evolution. For example, the best learning operator is the jumping-out operator (operator b) for the Schwefel_2_21 function (f 11 ) at the early stage. However, its selection ratio decreases after fes = 20 000 until the end. On the contrary, the selection ratio of the exploration operator (operator c) increases, and the exploration operator becomes the best learning operator after about 50 000 evaluations. There is a period from fes = 40 000 to fes = 50 000 where the convergence operator (operator d) turns out to be the best learning operator. The exploitation operator (operator a) may not be suitable for the Schwefel_2_21 function as its selection ratio decreases from the beginning and remains at a very low level until the end.
Second, for some functions, the best learning operator does not change during the whole evolution process, e.g., the convergence operator on the Sphere function (f 1 ) and the exploration operator on the R_Schwefel function (f 25 ). The corresponding selection ratios remain at the highest level during the whole evolution process on these two functions.
In addition, the convergence status appears at the population level for the S_Sphere function (f 18 ). From the graph of function f 18 , we can see that the selection ratios of the four operators return to the initial state, where they almost have the same value of 0.25. The convergence status shows only if none of the four learning operators can help particles to move to better areas. Of course, when a whole swarm converges to the global optimum, this phenomenon will show.
In general, we can get the following observations: 1) Due to the advantages of the convergence operator discussed in Section III-E, particles get the greatest benefit from the convergence operator on functions f 1 , f 2 , and f 18 ; 2) although the jumping-out operator has the lowest selection ratio on most problems, it does help the search during a certain period on some problems, e.g., f 11 ; 3) particles always get benefit from the exploration operator and even the largest benefit from it on some functions, e.g., f 25 and f 45 ; and 4) the exploitation operator may work for a short period after particles jump into a new local area as its selection ratio never reaches the highest level.
The results of this section confirm that different problems need different kinds of intelligence to solve them and that an adaptive method is needed to automatically switch to an appropriate learning operator at each evolutionary stage. We can also draw the conclusion that the individual level of intelligence works well for most problems.
VI. EXPERIMENTAL STUDY ON COMPARISON WITH OTHER ALGORITHMS
A. Comparison Regarding Mean and Variance Values
In this section, experiments were conducted to compare SLPSO with 11 peer algorithms described in Section IV-B. Each algorithm was executed 30 independent runs over the 45 test problems in 4-D cases, which are 10, 30, 50, and 100 dimensions, respectively, except the APrMF algorithm in 100 dimensions. The reason is that the program of APrMF obtained from the authors (the MAPv1-win version [30] in Windows systems, e.g., Windows XP and Windows 7) crashed on most test problems used in this paper in 100 dimensions. Therefore, we cannot provide the corresponding results on problems in 100 dimensions. However, this does not affect so much the comparison as we have the results of APrMF in 10, 30, and 50 dimensions. The corresponding results are provided in Tables XI and XII , respectively, where the best result on each problem among all algorithms is shown in bold. Although the detailed results in 10-D and 50-D cases are not provided in this paper due to the space limit, we still discuss the results in this section. The first row in Table XIII shows the number of problems where the best result was achieved by each algorithm over the 45 problems in 10, 30, 50, and 100 dimensions, respectively.
From the first row in Table XIII , it can be seen that SLPSO achieves a slightly worse result than the best performer TRIBES-D among the 12 algorithms. The numbers of the best results achieved by SLPSO for the 4-D cases are 11, 11, 12, and 14, which are slightly smaller than the figures (12, 17, 14, and 16) For the modified problems, the performance comparison of each algorithm on the original problems and corresponding modified problems is not shown due to the space limitation. We only summarize the comparison as follows: 1) Different modifications on a specific problem bring in different difficulties; 2) the same modification on different problems also brings in different difficulties; and 3) the same modification on a specific problem brings in different difficulties for different algorithms.
From the experimental results, it can be seen that modifications do raise the challenge to most algorithms and make the problems harder to solve than the original problems. One interesting thing is that, among the 12 algorithms, SLPSO is the only algorithm that is not sensitive to the modification of shifting the global optimum to a random location on the four test functions. Although TRIBES-D successfully finds the global optima for most traditional problems whose global optima have the same parameter values in all dimensions (e.g., the Rosenbrock function f 8 has a global optimum of [1, 1, . . ., 1]), it fails to find the global optima of the corresponding modified problems. Taking function f 2 in 30 dimensions as an example, TRIBES-D successfully finds the global optima of function f 2 , while for the shifted f 2 (i.e., f 17 ), it achieves the second worst results among all the tested algorithms. Similar observation can be made with APrMF on functions f 1 and f 18 .
For the composition functions f 13 and f 14 , G-CMA-ES obtains the best results in most dimensional cases among the 12 algorithms. HRCGA also achieves good performances, which are slightly worse than the performance of G-CMA-ES. Except G-CMA-ES and HRCGA, SLPSO achieves much better results than the other 12 algorithms on most dimensional cases. For the other composition functions (f 40 -f 45 ), the performance of SLPSO is not the best among the 12 algorithms. However, it does not mean that SLPSO is not suitable to solve this kind of problems. Comparing the results of SLPSO with the optimal configurations and with the default configurations in Table IX , it can be seen that the performances of SLPSO with the optimal configurations are much better than that of SLPSO with the default configurations. Generally speaking, among the 12 algorithms, HRCGA, APrMF, and SPSO have relatively better performances on the composition problems.
Based on the results in the first row of Table XIII , it can be seen that TRIBES-D, SLPSO, and G-CMA-ES obviously dominate the other algorithms in terms of the number of the best mean results. Another interesting observation is that the performance of APSO and CLPSO dramatically decreases with the increasing of the number of dimensions, but the situation of SLPSO and JADE is opposite to that of APSO and CLPSO, and their performance increases with the increasing of the number IN 30 DIMENSIONS of dimensions. For example, the number of the best mean results obtained by SLPSO on problems in 10 dimensions is 11, and the figure increases to 14 on problems in 100 dimensions.
B. Comparison Regarding the Success Rate
According to the accuracy level given for each problem in this paper, we present the comparison of the statistical results of the 12 algorithms in terms of the success rate. The second row in Table XIII shows the number of problems that are solved (#S), partially solved (#PS), and never solved (#NS) by the 12 algorithms in 10, 30, 50, and 100 dimensions. A problem is called solved, partially solved, or never solved if an algorithm reaches the corresponding given accuracy level over all 30 runs, over some of (but not all) 30 runs, or over none of 30 runs, respectively.
In the second row of Table XIII , the number of solved, partially solved, or never solved problems is calculated by the number of problems where the success rate is equal to 0, within (0, 1), or equal to 1, respectively, for each algorithm. It can be seen that SLPSO has the best performance among the 12 algorithms on problems in all the dimensional cases. TRIBES-D achieves slightly worse results than SLPSO. The number of problems solved by SLPSO is about 20 in the 4-D cases, which is about twice as the number of problems solved by the fourth best algorithm (CLPSO). The number of problems solved by G-CMA-ES is slightly smaller than that of TRIBES-D, which makes it the third best algorithm. Generally speaking, the difficulty of a problem will increase when the number of dimensions increases. Thus, an algorithm's performance will also decrease. From the results in the second row of Table XIII , we can clearly see this trend for some algorithms, e.g., APSO, CPSOH, FIPS, FPSO, and APrMF, where the number of never solved problems increases while the number of solved problems decreases when the number of dimensions increases. For algorithms SLPSO, CLPSO, SPSO, JADE, HRCGA, TRIBES-D, and G-CMA-ES, their performances remain at a certain level when the number of dimensions increases.
C. Comparison Regarding the t-Test Results
In order to investigate how much the performance of SLPSO is better or worse than the performance of other 11 algorithms at the statistical level on each problem, a two-tailed t-test operation was performed in this section. The statistical results are shown in the third row in Table XIII-the detailed results are not provided in this paper due to the space limit. Each result is shown as #+, #−, and # ∼, which means that the performance of SLPSO is significantly better than, significantly worse than, and statistically equivalent to the performance of its rival in terms of the t-test results, respectively. For example, the t-test results between SLPSO and TRIBES-D on 50 dimensions are (16, 19, 10) , which means that SLPSO achieves significantly better results than, significantly worse results than, and statistical equivalent results to TRIBES-D on 16, 19 , and 10 problems, respectively.
Compared with the other 11 algorithms, it can be seen that SLPSO outperforms the other 11 algorithms in terms of the t-test results except the TRIBES-D and G-CMA-ES algorithms in 50 and 100 dimensions. The number of problems where SLPSO achieves significantly better results than the other algorithms is much larger than the number of problems where SLPSO performs significantly worse than the other algorithms.
D. Algorithms' Ranking
In order to have an overall view of the performances of the 12 algorithms, we rank the 12 algorithms regarding three different aspects: 1) the number of problems where the best result is achieved; 2) the number of solved problems; and 3) the number of problems where the performance of an algorithm is significantly better than the performance of its peer algorithms according to the t-test values. For the second criterion, if two algorithms have the same number of solved problems, then check the number of partially solved problems. If they still have the same number, it means that they have the same ranking. Table XIV shows the ranking of each algorithm in all the 4-D cases, where the overall ranking is calculated by sorting the average of the sum of all the rankings obtained of each algorithm. For the fourth column in Table XIV , the value attached to each ranking value is the number of problems where the performance is significantly better than its peer algorithms according to the t-test values. It should be noted that we just use these methods to show the overall performance of the involved algorithms even though these ranking criteria might not be fair enough to show the performance of each algorithm.
According to the algorithms' ranking, it can be seen that SLPSO outperforms all the other algorithms in terms of different aspects except the second ranking with the best mean values in 10, 30, and 100 dimensions and the third ranking in 50 dimensions. Finally, the rankings of all the involved algorithms regarding the three different aspects are as follow: SLPSO, TRIBES-D, G-CMA-ES, HRCGA, JADE, CLPSO, APrMF, SPSO, APSO, FIPS, CPSOH, and FPSO.
E. Comparison on Two Real-World Problems
In order to test the effectiveness of SLPSO on real-world applications, we chose two problems from real life: design of a gear train [35] and parameter estimation for frequencymodulated (FM) sound waves. The first problem, which was introduced in [35] , is to optimize the gear ratio for a compound gear train that contains three gears. It is to be designed that the gear ratio is as close as possible to 1/6.931. For each gear, the number of teeth must be between 12 and 60. The mathematical model of this problem can be described as follows:
where x i ∈ [12, 60] , i = 1, 2, 3, 4. The second problem is to estimate the parameters of an FM synthesizer [10] . This problem is a highly complex multimodal problem with strong epistasis. The parameter vector has six components: X = [a 1 , ω 1 , a 2 , ω 2 , a 3 , ω 3 ] , which is given in the following equation: (19) and the expression of the target sound waves is given by y 0 (t) = sin (5 · t · θ + a1.5 · sin (4.8 · t · θ + 2 · sin(4.9 · t · θ))) (20) where θ = 2π/100 and the parameters are constrained in [−6.4, 6.35] . The fitness function is defined as follows: 
All the algorithms involved in the previous experiments were tested on these two problems. For each algorithm, the parameter settings used were the same as in the previous experiments, and the swarm size was set to ten for all algorithms except for the TRIBES-D, G-CMA-ES, and HRCGA algorithms. The total number of fitness evaluations was set to 20 000 and 30 000 for the first and second problems, respectively. The statistical results over 30 runs are shown in Table XV , where "Min," "Max," "Mean," and "Std" are the best, worst, mean, and standard deviation values, respectively.
From Table XV , it can be seen that the first problem has been solved easily by all the algorithms. However, for the second problem, none of the 12 algorithms finds the global optimum for all the 30 runs. By observing the Min values with the second problem, SLPSO, APSO, FIPS, SPSO, JADE, HRCGA, and FPSO have found the global optimum at least once in 30 runs. However, TRIBES-D, CLPSO, CPSO-H, APrMF, and G-CMA-ES have never found the global optimum. Among the seven algorithms that are able to find the global optimum at least once, SLPSO obtains the smallest mean error.
VII. CONCLUSION
This paper has investigated an SLPSO algorithm that can enable a particle to adaptively adjust its search behavior during the search process for global optimization problems. In SLPSO, each particle has four learning sources produced by four operators, which have different properties to guide particles to converge to the current global best position, exploit a local optimum, explore new promising areas, and jump out of a local optimum, respectively. An adaptive selection mechanism is introduced to enable particles to automatically choose the appropriate learning objective at the appropriate moment during the search process.
Experiments on some challenging test problems were carried out in this paper. From the comparison results on all the test problems, several conclusions can be drawn for the SLPSO algorithm. First, the adaptive learning mechanism works at the individual level where particles are independent to adapt with their local fitness landscapes in different subregions. Each particle can choose an appropriate strategy at an appropriate moment according to the property of its local search space for achieving the best performance of SLPSO. Second, SLPSO significantly enhances the performance of PSO in terms of the performance metrics used in this paper, and SLPSO performs much better than other peer algorithms. Third, SLPSO is also an effective optimization tool for the two real-world applications tested in this paper.
We cannot expect SLPSO to solve every global optimization problem. In fact, it is impossible. However, the adaptive learning framework attempts to provide a special approach where particles have more intelligence to decide their own step direction based on the knowledge learned from the local fitness landscape. It is helpful for solving different types of problems, particularly problems that have very complex fitness landscapes.
