In the present paper deals with asymptotical stability of Markov operators acting on abstract state spaces (i.e. an ordered Banach space, where the norm has an additivity property on the cone of positive elements). Basically, we are interested in the rate of convergence when a Markov operator T satisfies the uniform P -ergodicity, i.e. T n − P → 0, here P is a projection. We have showed that T is uniformly P -ergodic if and only if T n − P ≤ Cβ n , 0 < β < 1. In this paper, we prove that such a β is characterized by the spectral radius of T − P . Moreover, we give Deoblin's kind of conditions for the uniform P -ergodicity of Markov operators.
Introduction
The present work is a continuation of the paper [25] where we have introduced a generalized Dobrushin ergodicity coefficient δ P (T ) of Markov operators (acting on abstract state spaces) with respect to a projection P , and studied its properties. In [25] we have characterized the uniform P -ergodicity of a Markov operator, i.e. T n − P → 0 in terms of δ P (T ). If P is a rank one projection, then such kind of ergodicity has been intensively studied by many authors [3, 8, 19, 20, 29] . When P is not a rank one projection, then it turned out that the introduced coefficient was more effective than the usual Dobrushin's ergodicity coefficient (see [6] ). We stress that investigations on the asymptotic stability of Markov operators to projections were only considered when projections were taken compact ones. However, in the general setting, there were a few papers (see, for example [13] ). Therefore, our investigation is more general and allows to gets interesting results in both classical and non-commutative settings.
On the other hand, as soon as we have the uniform P -ergodicity, it is natural to study the rate of convergence of the quantity β in T n − P ≤ Cβ n . We point out if T represents a discrete Markov chain and P is a rank one projection, then the best possible value for β is characterized by the spectral radius of T − P [15, 27] . Main aim of this paper is to establish a similar kind of estimation for β in a general setting. Namely, we consider a much more general situation, where Markov operator T acts on some abstract state space and P is also some Markov projection acting on the same space. In what follows, by an abstract state space it is meant an ordered Banach space, where the norm has an additivity property on the cone of positive elements. Examples of these spaces include all classical L 1spaces and the space of density operators acting on some Hilbert spaces [2, 16] . Moreover, any Banach space can be embedded into some abstract spaces (see Appendix, Example A. 3) . We notice that the consideration of these types of Banach spaces is convenient and important for the study of several properties of physical and probabilistic processes in an abstract framework which covers the classical and quantum cases (see [2, 8] ). In this setting, limiting behaviors of Markov operators were investigated in [3, 9, 10, 11, 28, 33] .
The paper is organized as follows. In Section 2, we provide preliminary definitions and results on properties of the generalized Dobrushin coefficient of a Markov operator acting on abstract state spaces. Section 3 we establish that β is characterized by the spectral radius of T − P . We point out that the obtained results are even new in the classical (when the projection is not rank one) and quantum settings (comp. [31] ). Furthermore, in Section 4, we give other kind (more constructive) of necessary and sufficient conditions for the uniform P -ergodicity of Markov operators.
Preliminaries
In this section, a few necessary definitions and facts about the ordered Banach spaces are collected.
Let X be an ordered vector space over R with a cone X + = {x ∈ X : x ≥ 0}. A subset K is called a base for X, if one has K = {x ∈ X + : f (x) = 1} for some strictly positive (i.e. f (x) > 0 for x > 0) linear functional f on X. An ordered vector space X with generating cone X + (i.e. X = X + − X + ) and a fixed base K, defined by a functional f , is called an ordered vector space with a base [2] . Hereinafter, we denote it as (X, X + , K, f ). Let U be the convex hull of the set K ∪ (−K), and let
Then one can see that · K is a seminorm on X. Moreover, one has K = {x ∈ X + : x K = 1}, f (x) = x K for x ∈ X + . Assume that the seminorm becomes a norm, and X is complete with respect to this norm, and X + is closed. Then (X, X + , K, f ) is called an abstract state space. In this case, K is a closed face of the unit ball of X, and U contains the open unit ball of X. If the set U is radially compact [2] , i.e. ℓ ∩ U is a closed and bounded segment for every line ℓ through the origin of X, then · K is a norm. The radial compactness is equivalent to the coincidence of U with the closed unit ball of X. In this case, X is called a strong abstract state space. In the sequel, for the sake of simplicity, instead of · K , the standard notation · is used. To better understand the difference between a strong abstract state space and a more general class of base norm spaces, the reader is referred to [35, 36] .
Let (X, X + , K, f ) be an abstract state space. A linear operator T : X → X is called positive, if T x ≥ 0 whenever x ≥ 0. A positive linear operator T : X → X is said to be a Markov operator, if T (K) ⊂ K. From this, it is clear that T = 1, and its adjoint mapping T * : X * → X * acts in an ordered Banach space X * with unit f .
Let (X, X + , K, f ) be an abstract state space and let T : X → X be a Markov operator. Consider a projection operator P : X → X (i.e. P 2 = P ). According to [25] T is called uniformly P -ergodic if lim n→∞ T n − P = 0.
From this definition we immediately find that P must be a Markov projection.
We note that if P = T y , for some y ∈ X + , where T y (x) = f (x)y, then the uniform P -ergodicity coincides with uniform ergodicity or uniform asymptotical stability considered in [23, 24] .
Let (X, X + , K, f ) be an abstract state space, and T : X → X be a Markov operator. Then the Dobrushin's coeefficient of T is given by
It is noticed that δ(T ) has been introduced and investigated in [23, 24] . In [25] , it has been given a generalized version of the Dobrushin's ergodicity coefficient.
Let (X, X + , K, f ) be an abstract state space and let T : X → X be a linear bounded operator and P be a non-trivial projection operator on X. Then If P = I, we put δ P (T ) = 1. The quantity δ P (T ) is called the generalized Dobrushin ergodicity coefficient of T with respect to P .
We notice that if X = R n , then there are some formulas to calculate this coefficient (see [13, 14] ). Using δ P , we define weak P -ergodicity of T . Namely, a Markov operator T :
We point out that the relations between uniform and week P -ergodicities are discussed in [25, Section 6] .
By Σ(X) we denote the set of all Markov operators on X, and Σ P (X) the set of all Markov operators T on X with P T = T P .
The next result establishes several properties of the Dobrushin ergodicity coefficient.
Theorem 2.3. Let (X, X + , K, f ) be an abstract state space, P be a projection on X and let T, S ∈ Σ(X). The following statements hold:
Remark 2.4. Let X be a strong abstract state space (i.e. X + is 1-generating) and let P be a Markov projection. Then
Let X be an abstract state space. Its complexificationX is defined byX = X + iX with a reasonable norm · C (see [26] for details). In this setting, X is called the real part ofX. The positive cone ofX is defined as X + . A vector f ∈X is called positive, which we denote by f ≥ 0, if f ∈ X + . For two elements f, g ∈X we write, as usual, f ≤ g if g − f ≥ 0. In the dual spaceX * ofX, one can introduce an order as follows: a functional ϕ ∈X * fulfils ϕ ≥ 0 if and only if ϕ, x ≥ 0 for all x ∈ X + ; we denote the positive cone inX * byX * + := (X * ) + . In what follows, we assume that the norm · C is taken as
We note that all other complexification norms onX are equivalent to · ∞ , and moreover, · ∞ is the smallest one among all reasonable norms.
A linear mapping T : X → X can be uniquely extended toT :X →X bỹ T (x + iy) = T x + iT y. The operatorT is called the extension of T and it is well-known that T = T . In what follows, a mappingT :X →X is called Markov if it is the extension of a Markov operator T . LetP be the extension of a projection P : X → X, and definẽ
where NP = {x ∈X;P x = 0}.
Lemma 2.5. [25] Let X be a normed space, T : X → X be an operator and let T be its extension. ThenδP (T ) = δ P (T ). Now, let S ∈ Σ(X) and let P be a projection on X. Recall that X = P X ⊕(I − P )X and so the dual X * = (P X) * ⊕ ((I − P )X) * . Assume that λ is an eigenvalue of S, in the following we discuss the comparison between |λ| and δ P (T ).
Theorem 2.6. [25] Let P be a Markov projection on a complex space X and let S ∈ Σ P (X). If one of the following conditions is satisfied:
Remark 2.7. We notice that spectral radius of uniformly P -ergodic operators will be considered in the next section.
Remark 2.8. We stress that there are many works devoted to the spectral properties of Markov operators (see for example, [1, 12] ). One of them is its spectral gap. Namely, we say that a Markov operator T on X (here X is a complex abstract state space) has a spectral gap, if one has T (I − P ) < 1, where P is a Markov projection such that P T = T P = P . This is clearly equivalent to δ P (T ) < 1. When X is taken as a non-commutative L p -spaces, the spectral gap of Markov operator has been recently studied in [5] . In the classical setting, this gap has been extensively investigated by many authors (see for example, [17] ).
We can stress that if T has a spectral gap, then 1 has to be an isolated point of the spectrum. Indeed, choose an arbitrary ε > 0 with ε < 1 − δ P (T ). Assume that λ is an element of the spectrum of T such that |1−λ| < ε with corresponding eigenvector x. Then, it is clear that y = x − P x belongs to N P , therefore, one gets
hence, y is an eigenvector with eigenvalue of λ, and we have T y = |λ| y > δ p (T ) y , which contradicts to δ P (T ) < 1.
We just emphasize that if T has a spectral gap, then one has T n − P → 0, i.e. T is uniform P -ergodic. Next section will be devoted to this notion. (iii) the approximate spectrum of T :
The spectral radius of T is defined to be r(T ) = sup λ∈σ(T ) |λ| . Let T be a Markov operator, then by the rate of convergence, we mean (2.6) β * = sup{|λ| : λ ∈ σ(T ), λ = 1}.
Spectral condition for uniform P -ergodicity
In this section, we are going to establish spectral conditions for the uniform P -ergodicity of Markov operators. Basically, we study the best possible rate of convergence T n − P while T is uniform P -ergodic. In what follows, we always assume that abstract state X is considered over the complex field. Lemma 3.1. Let (X, X + , K, f ) be an abstract state space and let P be a Markov projection on X. If T ∈ Σ P (X) with T P = P and δ P (T n 0 ) < 1 for some n 0 ∈ N then r(T − P ) < 1.
Proof. From Theorem 2.3(i),(ii) we find Consequently, we infer that δ P (T n 0 ) < 1, for some n 0 ∈ N, if and only if
This completes the proof.
Remark 3.2. We point out that, in reality, due to T P = P T = P , to calculate the spectrum of T − P it is enough to consider T − P over (I − P )(X). Proof. Since T is uniformly P -ergodic, then T P = P T = P and there exists n 0 ∈ N such that δ P (T n 0 ) < 1 . So Lemma 3.1 implies the assertion.
Theorem 3.4. Let T ∈ Σ P (X). Then the following conditions are equivalent.
(i) T is uniformly-P-ergodic;
(ii) T P = P and there exists n 0 ∈ N such that δ P (T n 0 ) < 1;
(iii) T P = P and r(T − P ) < 1.
Proof. The implications (i)⇔ (ii) follows from [25, Corollary 4.7] . The implication (ii)⇒(iii) immediately follows from Lemma 3.1. Let us establish (iii)⇒ (ii). Due to lim n→∞ (δ P (T n )) 1/n = r(T − P ) = inf n (δ P (T n )) 1/n and r(T − P ) < 1, then there exists n 0 ∈ N such that δ P (T n 0 ) < 1.
By [25, Proposition 4.10] , we obtain the following result. Proof. Assume that λ ∈ σ app (T − P ). Then, there exists x n with x n = 1 such that (T − P − λI)x n → 0 as n → ∞. This implies P (T − P − λI)x n → 0 as n → ∞. Due to T P = P T = P , one gets λP x n → 0. Since λ = 0, we have P x n → 0 as n → ∞. From
Conversely, let us assume that λ ∈ σ app (T ), which means (T − λI)x n → 0 as n → ∞. Therefore, P (T − λI)x n = (P T − λP )x n = (P − λP )x n = (1 − λ)P x n → 0 as n → ∞. Due to λ = 1, we obtain P x n → 0. Hence (T − P − λI)x n ≤ (T − λI)x n + P x n → 0 as n → ∞.
This means λ ∈ σ app (T − P ). Theorem 3.7. Let T ∈ Σ(X) and let P be a projection. If T is uniformly P -ergodic, then β * = r(T − P ), where β * is given by (2.6).
Proof. According to Theorem 3.4, we infer r(T − P ) < 1. So, 1 / ∈ σ app (T − P ). For the bounded operator, the boundary of spectrum is a subset of approximate point spectrum. Hence, by by Lemma 3.6, we obtain
From this theorem we infer that how the spectral radius of T − P relates to the spectral radius of the operator T . Remark 3.8. We point out that when X = R n and P is a rank one projection, then it is well-known [27] that β * is the best possible rate of the convergence of T n to P . If X = ℓ 1 , then there is β > β * and C > 0 such that T n − P ≤ Cβ n [15] . Next result refitments this fact in a general setting. Corollary 3.9. Let T ∈ Σ(X) and P be a projection. If T is uniformly P-ergodic, then T n − P = (β * + α n ) n where α n → 0 as n → ∞.
Proof. Let α n = T n − P 1/n − β * then by Theorem 3.7, we get the assertion.
This result yields that if T is uniformly P -ergodic, then the best rate of convergence is given by r(T − P ) and that the other rate is [δ P (T n )] 1/n which will never smaller that r(T − P ), since r(T − P ) = inf[δ P (T n )] 1/n . We stress that if δ P (T ) < 1, then this quantity is the best rate to use since it is much easier to calculate than the spectrum of T or the spectral radius of T − P . However, there are also some cases when δ P (T ) = r(T − Q) which means that δ P (T ) is the best possible.
Theorem 3.10. Let T ∈ Σ(X) and P be a Markov projection. Assueme that T is uniformly P -ergodic. Then δ P (T ) = r(T − P ) if and only if δ P (T n ) = (δ P (T )) n for all n ∈ N.
Proof. Assume that δ P (T n ) = (δ P (T )) n for all n ∈ N. Then (δ P (T n )) 1/n = δ P (T ) for all n ∈ N and δ P (T ) = lim n→∞ (δ P (T n )) 1/n = r(T − P ).
Conversely, let us suppose that r(T − P ) = δ P (T ). The uniform P -ergodicity implies T P = P T = P , therefore, T n − P = (T − P ) n . Hence, r(T n − P ) = r((T − P ) n ) ≤ δ P (T n ) ≤ (δ P (T )) n = (r(T − P )) n .
By the Spectral Mapping Theorem, we have (r(T − P )) n = r(T n − P ), which yields δ P (T n ) = (δ P (T )) n , ∀n ∈ N.
Let us provide an application of the obtained results.
Let (E, F , µ) is an arbitrary probability space. By L 1 (E, µ) we denote the usual L 1 -space. Let (X, X + , K, f ) be an abstract state space. ConsiderX := L 1 (E, µ; X) -L 1 -space of all X-valued measurable functions on (E, F , µ). The positive cone of this space is defined usually, i.e.X + = L 1 (E, µ; X + ). The generating functional is defined as follows
The base of L 1 (E, µ; X) is given bỹ
Then one can see that (X,X + ,K,f ) is an abstract state space.
Let P (x, A) be a transition probability which defines a Markov operator S on L 1 (E, µ), whose dual S * acts on L ∞ (E, µ) as follows
We assume that S is uniformly Q-ergodic.
Now consider a Markov operator T : X → X which is uniformly P -ergodic for some Markov projection on X. Using these two S and T operators, we define a new linear operatorT :X →X whose dual acts on L ∞ (E, µ; X * ) as follows:
T * g(x) = P (x, dy)T * g(y), g ∈ L ∞ (E, µ; X * ).
We may look atT by other way. One can see that the space L 1 (E, µ; X) can be treated as L 1 (E, µ) ⊗ X, and then the operatorT is defined byT = S ⊗ T . Now, using the standard argument (see [21] ) we can establish thatT is uniformly Q ⊗ P -ergodic. Hence, by Theorem 3.4 we infer that r(T − Q ⊗ P ) < 1. This means if r(S − Q) < 1 and r(T − P ) < 1, then one gets r(T − Q ⊗ P ) < 1 which is a' priori not evident. Moreover, this gives the best rate for the convergence of T − Q ⊗ P . We point out that one has 
which yields the assertion.
Deoblin's condition for uniform P -ergodicity
Let us introduce an abstract analogue of the well-known Doeblin's Condition [27] . In this section, for the sake of convenience, we assume that (X, X + , K, f ) is a strong abstract state space.
As before, let P be a Markov projection on X, and let T ∈ Σ P (X). Let Q : X → X be a Markov projection. We write Q ≤ P , if Q = QP = P Q. We say that T satisfies condition D P : if there exists a constant τ ∈ (0, 1], an integer n 0 ∈ N and a Markov projection Q with Q ≤ P such that for every x ∈ K there exists ϕ
The next result characterize the uniformly P -ergodic Markov operators in terms of the above condition D.
Theorem 4.1. Let (X, X + , K, f ) be a strong abstract state space, and let P be a Markov projection on X. Assume that T ∈ Σ P (X) and T P = P . Then the following conditions are equivalent:
(i) T satisfies condition D P ;
(ii) T is uniformly P -ergodic.
Proof. (i) ⇒ (ii). By condition D P , there is a τ ∈ (0, 1], n 0 ∈ N and Q ≤ P such that for any two elements x, y ∈ K with x − y ∈ N P , there exist ϕ
such that By the Markovianity of T , and (4.4), (4.2), one gets
By the same argument, one finds
Due to P (x−y) = 0 and Q ≤ P , one gets Qx = Qy. Therefore, from (4.5),(4.6), we obtain
Hence, by Theorem 3.4 we arrive at (ii).
(ii) ⇒ (i). Assume that T is uniformly P -mean ergodic. Then
Therefore, one can find n 0 ∈ N such that (4.7)
, for all x ∈ K.
Then, for any x ∈ K, we decompose
It is clear that ϕ x ∈ X + , and from (4.7) one gets
Moreover, by (4.8) we obtain
which means that T satisfies the condition D P . This completes the proof.
Remark 4.2. We notice that the Deoblin's condition for T has been investigated in [7, 22, 24, 32, 33, 34] when P was taken rank one projection. We think that such type of result is even a new in the classical, i.e. X is taken as an L 1 -space.
Let us consider an other condition similar to D. Namely, let P and T be as before. We say that T satisfies condition D * P : if there exists a constant λ ∈ (0/2, 1], an integer n 0 ∈ N and a Markov projection Q with Q ≤ P such that for every x ∈ K there exists u x ∈ X + with u x ≥ λ such that (4.9)
Theorem 4.3. Let (X, X + , K, f ) be a strong abstract state space, and let P be a Markov projection on X. Assume that T ∈ Σ P (X) and T P = P . If T satisfies condition D * P , then T is uniformly P -ergodic. Proof. By condition D * P , there is a λ ∈ (1/2, 1], n 0 ∈ N and for any two elements x, y ∈ K with x − y ∈ N P , there exist u x , u y inX + , with u x | ≥ λ, u y ≥ λ such that
10)
T n 0 y ≥ u y , QP y ≥ v y . Markovianity of T with (4.10) implies
By the same argument with (4.11), one finds
Now using P x = P y and Q ≤ P , we obtain
Hence, by (2.5) we arrive at
which by Theorem 3.4 yields the assertion.
We notice that even the condition D P is sufficient, but sometimes it could be practical rather than D. Then (X , X + , K, f ) is an abstract state space [16] . Moreover, X can be isometrically embedded into X . Using this construction one can study several interesting examples of abstract state spaces.
Example A.4. Let A be the disc algebra, i.e. the sup-normed space of complexvalued functions which are continuous on the closed unit disc, and analytic on the open unit disc. Let X = {f ∈ A : f (1) ∈ R}. Then X is a real Banach space with the following positive cone X + = {f ∈ X : f (1) = f } = {f ∈ X : f (1) ≥ f }. The space X is an abstract state space, but not strong one (see [35] for details). Example B.1. Let X = L 1 (E, µ) be the classical L 1 -space. Then any transition probability P (x, A) defines a Markov operator T on X, whose dual T * acts on L ∞ (E, µ) as follows [18] (T * f )(x) = f (y)P (x, dy), f ∈ L ∞ . Then X + is a generating cone for X, and f (x) = x(1) is a strictly positive linear functional. Then K = {x ∈ X + : f (x) = 1} is a base corresponding to f . One can check that the base norm x is equivalent to the usual one x ∞ = max 0≤t≤1 |x(t)|.
Due to closedness of X + we conclude that (X, X + , K, f ) is an abstract state space. Let us define a mapping T on X as follows:
(T x)(t) = tx(t).
It is clear that T is a Markov operator on X.
Example B.4. Let X be a Banach space over R. Consider the abstract state space (X , X + ,K, f ) constructed in Example A.3. Let T : X → X be a linear bounded operator with T ≤ 1. Then the operator T : X → X defined by T (α, x) = (α, T x) is a Markov operator. More concrete examples of such type of Markov operators have been studied in [23] .
Example B.5. Let A be the disc algebra, and let X be the abstract state space as in Example A.4. A mapping T given by T f (z) = zf (z) is clearly a Markov operator on X.
