The phase and amplitude (PhA) of a wave function vary slowly and monotonically with distance, in contrast to the wave function that can be highly oscillatory. Hence an attractive feature of the PhA is that it requires far fewer meshpoints than for the wave function itself. However, Milne's PhA equations contain a nonlinear term that poses numerical difficulties for conventional finite difference methods. An iterative procedure for solving Milne's equations that is very stable and converges quickly has been given by Peach and Seaton in 1962 (Proc. Phys. Soc. 79, 1296).
I. INTRODUCTION
When the Phase-Amplitude (PhA) method was first introduced by Milne in 1930 [1] , and then taken up by many authors, see Ref. [2] , the main motivation was the paucity of numerical mesh points required, compared to the calculation of the wave function itself. This is because both phase and amplitude functions are monotonic and slowly varying, as opposed to the wave function itself that can be highly oscillatory. This point was verified by many authors, in particular by Calogero and Ravenhall [3] who state that the solution for the phase is more stable than the solution of the wave function. An additional argument in favor of the (PhA) representation is that it lends itself to analytic expressions that permit the incorporation of the effect of long range potentials [4] , [5] or the calculation of resonances [2] , the quantum defect of atomic wave functions [6] , the calculation of Gaunt Factors [7] , as well as the description of an electron with an ion embedded in a plasma [8] , among others.
The PhA description of a carrier wave in radio or television also plays a significant rôle in the compactification of the signal transmission in the field of Information Technology.
The PhA representation consists in writing a wave function ψ(r) in the form ψ(r) = y(r) sin[φ(r)],
where y is the amplitude and φ is the phase, and r the distance from the origin. Because y and φ vary slowly with distance, the solution of Milne's equation can be done on a very small number of radial mesh points (17 to 33, as shown below), particularly if both y and φ are obtained by means of a spectral representation [9] . If an overlap matrix element
between two wave functions is required, then in the finite difference method of obtaining integrals, both ψ 1 and ψ 2 have to be calculated on a sufficiently fine mesh, which can be time consuming and prone to errors. However, the PhA representation can provide an estimate of M 1,2 by decomposing the integrand of such an overlap matrix element into a slowly oscillating (S) and a fast oscillating (F) part
The decomposition makes use of a trigonometric identity for the product of two sine functions with the result
The matrix element M (S) can be calculated on the small spectral mesh since the integrand oscillates slowly, and since 
where the total potential V T is
Here V (r) is the atomic or nuclear potential (including the Coulomb potential), L is the orbital angular momentum quantum number, and the nonlinearity is given by the last term in Eq. (5). The phase φ(r) is obtained from the amplitude y(r) according to
but it can also be obtained without the knowledge of y [7] . The Eq. (5) has been solved noniteratively in the past by using some form of a finite difference computational method, such as one of Milne's predictor-corrector methods [13] , or [8] by a Bulirsch-Stoer limit method [14] . Alternatively, the iterative method of Seaton and Peach [11] consists in rewriting Eq.
(5) in the form k
where
and calculating the solution of Eq. (8) by the iteration [11] k y
Here n denotes the order of the iteration, and the initial value of y is given by the WKB approximation [15] k y
For each iteration the resulting amplitude y is normalized to unity at a suitable asymptotic distance. The advantage of formulating the iteration according to Eq. (10) is that y varies slowly and monotonically with r for large distances, and hence (1/y n )d 2 y n /dr 2 is small compared to w . Near the origin of r this term becomes large, but a numerical solution of Eq. (10) still converges very well as shown below, in agreement with the finding of Ref. [11] .
III. COMPUTATIONAL METHOD
The computational method consist in expanding the amplitude y into a series of N + 1 Chebyshev Polynomials T s (x), s = 0, 1, 2, ..N . That expansion is inserted into Eq. (10), and the corresponding coefficients a s
are obtained by solving a matrix equation [12] , [16] . at the mesh points can be obtained via the CC relations, and hence the values of y n+1 at these mesh points can be obtained by taking square roots. The corresponding expansion coefficient for y n+1 are obtained again by using the CC relations, and the iteration can proceed. However the calculation of the second order derivative in Eq. (10) introduces errors [16] , and these errors increase as N is made larger. This feature is the major source of error in the present procedure, since the Chebyshev polynomials do not lend themselves well for obtaining derivatives, as shown below. The integral in Eq. (7) required to calculate the phase φ is performed by a Gauss Chebyshev method [12] , [16] that is well suited to this type of spectral expansion. The dashed line indicates the Woods-Saxon potential to which is added a 1/r 3 "tail", as described in the text.
IV. RESULTS
The feasibility of the present approach will be demonstrated by means of an example, for which the potential V T is everywhere attractive and has a long range tail proportional to r −3 . The wave number is k = 0.01 , the radial region extends from r = 0 to r = 3000, and the orbital angular momentum is L = 0. In Eq. (5) the factor ℏ 2 /2m has already been divided into the potential and into the energy k 2 , so that both are given in units of inverse distance squared. The unit of distance can be either f m for nuclear physics applications, or the Bohr radius a 0 for atomic physics applications, but will not be explicitly indicated.
The potential is the sum of a Woods-Saxon form, Eq. (13), to which is added a r −3 tail, whose singularity at the origin is smoothly removed by an analytic mapping procedure, Eqs. 
The Woods Saxon part and the total potential V are illustrated respectively by the dashed and solid lines in Fig. 1 . The long-ranged nature of this potential is illustrated in 2. At r = 2500 the value of V is ≃ 10 −6 , and at this point the values of y n for each n are normalized to unity. The corresponding wave function is highly oscillatory at small distances, with an amplitude that varies substantially with distance, as is illustrated in Fig.   3 . The corresponding amplitude is illustrated in Fig. 4 , for various iteration orders n, and also by the dashed lines in Fig. 3 . Noteworthy is the fact that only 17 expansion terms in Eq. (12) have been used to cover the whole radial interval [0, 3000]. Unless otherwise noted, the numerical results described further below are carried out to the third iteration order
This amplitude is in good agreement with the wave function calculated by the spectral IEM method [12] , denoted as IEM, as shown in Fig. 3 . The corresponding phase φ, based on Eq. (7), is illustrated in Fig. 5 . However, the number 17 of basis functions, sufficient for the amplitude calculation, is insufficient to perform the integral in Eq. (7), as is illustrated line. An investigation not shown here confirms that the error is introduced when calculating the derivative of the function y n in Eq. (10) . In order to show that a slight phase error continues to aggregate for larger distances, the phase amplitude calculation was repeated in The general conclusion from the above results is that the main error is due to the use of Chebyshev polynomials in the expansion (12), rather than using a different set of basis functions that lend themselves to a more accurate calculation of the second order derivatives in Eq. (10) . Such an investigation will be carried out in a future study. [12] , whose accuracy has been tested previously.
Future improvements will consist in examining other sets of spectral basis functions that are more convenient for calculating the second order derivatives that occur in the iterative scheme, given by Eq. (10).
The method is expected to be very useful for a) the calculation of overlap matrix elements that involve highly oscillatory wave functions, b) to obtain the long range value of wave functions in cases where the conventional solutions of the Schrödinger equation may be inadequate, and c) also to provide a very economical method to store wave functions via the PhA representation.
The author is indebted to Dr. Ionel Simbotin for calling attention to the PhA representation, and for stimulating conversations.
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