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In  the  following,  three  test  cases  concerned  with  antenna  synthesis  and  control  are  discussed.  In 
particular, Particle‐Swarm‐Optimizer (PSO) based strategies are used for phased array control (Section 2.1) 































js   is  a  jamming  and  η   indicates  the  background  uncorrelated  noise.  Moreover,  )()()( )()( ttt htts α= , 
where   stands for the envelope and )(tα ( ) ( )[ ]TtNtt jjh )()(1)( exp,,exp ϕϕ K=  ( idrt ,,= ). By considering both near and far‐
field interferences at each snapshot tl, the phase term of the  j ‐th interferer can be expressed as follows 
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ϕ                         Nn ,,1K= ,                    (2) Jj ,,1K=
 
)(i
jd  being the distance of the  j ‐th jamming source from the antenna center,  ( )nnn zyx ,,  is the position of the 
‐th array element, and  ,  ,  . n )()()( cossin ijijiju φθ= )()()( sinsin ijijijv φθ= )()( cos ijijq θ=
Under  these  assumptions,  the maximization  of  the  signal‐to‐interference‐plus‐noise  ratio  (SINR)  at  the 
receiver is usually carried out by maximizing the following fitness function [4] 












where  )()()()( ηΘ+Θ+Θ=Θ idr   is  the  covariance matrix of  the  received  signal and  ( ){ }Nnjww nn ,...,1;exp == β   is 
the weights  vector.  Towards  this  end,  at  each  snapshot  tl,  the  optimal weights  optw   are  determined  by 
































































be  observed,  the  PSOM  overcomes  other  optimization  strategies  (i.e.,  standard  PSO  [5]  and  LRTGA  [8]) 
thanks to a more effective exploitation of the memory buffer. In order to further point out the effectiveness 
of  the proposed  approach,  Figure  2  shows  the beam pattern  at  88=φ   synthesized when  a  jammer with 







a growing  interest and  researches have been attracted  towards  the synthesis of antenna systems able  to 
contemporarily qualify different services on the wireless channel. In this framework, fractal antennas seem 
to  be  an  effective  solution  [9]  due  to  their  implicit multi‐band  behavior  and miniaturization  properties. 
However,  since  fractal  shapes  present  a  harmonic‐frequency  rather  than  a multi‐band  behavior  [10],  an 
innovative  fractal‐based  methodology  has  been  proposed  for  synthesizing  fractal‐like  antennas  with  (in 
principle)  unconstrained  multi‐band  behaviors  [11].  Towards  this  end,  reference  pre‐fractal  shapes  are 
































































where  suitable  constraints  on  dimensions  and  electrical  requirements  are  imposed  (e.g.,  gain  values  Γ  




As  a  representative  result,  the  synthesis of  a dual‐band  antenna  allowing  ‐GPS  and Wi‐Fi  services  is 
discussed. As  far as  the geometrical and electrical  requirements are  concerned,  the  following  constraints 
have  been  imposed:  (a)  ,  (b)  a  gain  greater  than    at 
1L
0.2max =≤Ψ VSWR idBG 0.3min = °= 0θ   and 
  at idBG 0.4min −=≥Γ °= 70θ   in  the  ‐GPS  band  by  taking  into  account  the  presence  of  a   
preamplifier,  (c)  an hemispherical  coverage  in  the   Wi‐Fi band,  and  (d)  a physical dimension  larger  than 
.  
1L dB20
4/4/ 11 LL λλ ×
Staring  from  a  reference  geometry  generated  by  applying  two‐times  ( )2,1=i   the  so‐called Hutchinson 
operator on a Sierpinski‐like fractal shape [12], the minimization of (6) has been carried out by  integrating 
the  PSO   with  a Method‐of‐Moments  (MoM)  electromagnetic modeling  tool  for  carefully  simulating  the 
presence of  the support dielectric slab and of a reference ground plane. Figure 3 shows the cost  function 











Another  interesting  topic  in  the  field  of  antenna  design  is  concerned with  radar  applications  and  the 
synthesis  of  monopulse  arrays.  In  particular,  the  definition  of  an  optimal  compromise  among  sum  and 
difference  patterns  through  sub‐arraying  techniques  has  been  widely  studied  and  innovative  solutions 
based on evolutionary techniques have been recently proposed [13].  
In  such a  case,  the  synthesis problem  can be  stated as  follows  “for a  fixed array geometry and a given 
optimal  sum mode,  defining  the  elements  aggregation  and  the  sub‐array weights  such  that  compromise 
excitations  afford  a  difference  pattern  as  close  as  possible  to  the  optimum  difference  in  the  Dolph‐
Chebyschev  fashion”.  Towards  this purpose,  an  effective optimal matching method has been preliminary 
presented  in  [14]. By exploiting  the  relationship between  independently optimal sum  { }NnA nopt ,...,1; == α  
and difference  { NnB nopt ,...,1; == β }  excitations, a non‐complete binary tree that identifies the whole set of 
admissible  sub‐array  aggregations  { } [ ]Qcn ;1NncC n ,...,1; == ,  ∈ ,  is defined  and  a  cost  value  is  assigned  to 
each tree branch 
















The  optimal  solution  is  then  defined  as  the minimum  of  (7)  to  be  identified  by  effectively  sampling  the 


























qcnδ  being the Kronecker delta ( 1=qcnδ   if  , qcn = 0=qcnδ  otherwise) and  Nnv nnn ,,1; K== α
β . More in detail, 
each ant  Iif i ,...,1, =  codes a vector of  integer values, namely the aggregation vector  { }NncC n ,...,1; ==  and 
the ants are moving from the root to the leafs.  




.  Furthermore,  the  optimal  difference  pattern  has  been  chosen  equal  to  the  Zolotarev  beam with 
  sidelobe  level  ( ).  For  comparison  purposes,  Figure  6  shows  the  pattern  synthesized with  the 
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