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CLUSTER DUALITY BETWEEN
CALKIN-WILF TREE AND STERN-BROCOT TREE
YASUAKI GYODA
Abstract. We find a duality between two well-known trees, the Calkin-Wilf tree and
the Stern-Brocot tree, derived from cluster algebra theory. The vertex sets of these
trees are the set of rational numbers, and they have cluster structures induced by one-
punctured torus. In particular, the Calkin-Wilf tree is an example of the structure given
by initial-seed mutations.
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1. Introduction
In this paper, we introduce two cluster structures, which are dual to each other, into
the Calkin-Wilf tree and the Stern-Brocot tree.
The Calkin-Wilf tree, whose vertex set has a bijection with the set of positive rational
numbers Q+, is introduced by Neil Calkin and Herbert S. Wilf [CW00] to count all positive
rational numbers efficiently. This is a full binary tree whose vertices are positive fractions
given by the following way: the root is
1
1
, and the generation rule is that a parent
x
y
has
the following two children:
x
y
x
x + y
x + y
y
.
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The first few terms are as follows:
1/1
1/2
2/1
1/3
3/2
2/3
1/4 · · ·
4/3 · · ·
3/5 · · ·
5/2 · · ·
2/5 · · ·
5/3 · · ·
3/4 · · ·
4/1 · · ·
3/1
.
We can easily verify that all fractions appearing in the Calkin-Wilf tree is irreducible.
On the other hand, the Stern-Brocot tree1 is named after Moritz Stern, Achille Brocot,
and their researches in 1800’s [Ste58,Bro62]. The vertex set of the Stern-Brocot tree also
has a bijection with Q+. This tree is given as follows: first, we consider the Farey triple
tree. This is a full binary tree given in the following way: the root is
(
0
1
,
1
0
,
1
1
)
, and the
generation rule is that a parent
(
a
b
,
c
d
,
e
f
)
has the following two children: if the second
largest fraction is (i)
a
b
, (ii)
c
d
, (iii)
d
e
, then
(i) (
a
b
,
c
d
,
e
f
)
(
a
b
,
a + e
b + f
,
e
f
)(
a
b
,
c
d
,
a + c
b + d
)
(ii) (
a
b
,
c
d
,
e
f
)
(
c + e
d + f
,
c
d
,
e
f
)(
a
b
,
c
d
,
a + c
b + d
)
(iii) (
a
b
,
c
d
,
e
f
)
(
c + e
d + f
,
c
d
,
e
f
)(
a
b
,
a + e
b + f
,
e
f
)
.
The Stern-Brocot tree is a full binary tree obtained from the Farey triple tree by replacing
each vertex with the second largest fraction of it. The first few terms are as follows:
1/1
1/2
2/1
1/3
2/3
3/2
1/4 · · ·
2/5 · · ·
3/5 · · ·
3/4 · · ·
4/3 · · ·
5/3 · · ·
5/2 · · ·
4/1 · · ·
3/1
.
Like the Calkin-Wilf tree, all fractions appearing this tree is irreducible.
So far, it is pointed out that there are some relations of these two trees. For example,
Backhouse and Ferreira found relation of these two and the matrix tree [BF08,BF11,Sta14].
1It is also called the Farey tree.
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In this paper, we introduce a new relation between these trees derived from cluster algebra
theory.
Now, we consider a one-punctured torus and their triangulations (See Figure 1).
Figure 1. Triangulation of one-punctured torus
We fix a triangulation L = (`1, `2, `3). For another triangulation M and an arc ` included
in M , we define the intersection vector F (L, `) =
f1f2
f3
, where fi is the intersection number
of ` and `i.
Next, we consider the operation called flip, defined in Section 2. We can apply flip to a
triangulation M and obtain a new triangulation M ′, and also, we can apply flip to an arc
l and obtain a new arc l′. See an example in Figure 2.
Figure 2. Flip of triangulation
←→
There are 3 ways to flip per triangulation. By applying flips to triangulations again and
again, we can obtain a full binary tree called the intersection vector tree:
00
1

10
2

01
2

21
4
 · · ·
20
3
 · · ·
12
4
 · · ·
02
3
 · · ·
.
The first main theorem presents a relation between the intersection vector tree and the
Stern-Brocot tree:
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Theorem 1.1 (Theorem 3.1). We consider a map
g : Z3≥0 → Q,
f1f2
f3
 7→ f1 + 1
f2 + 1
.
The Stern-Brocot tree is obtained by replacing each vertex v of the intersection vector tree
with g(v).
Next, we introduce a counterpart of the Calkin-Wilf tree. In contrast to the previous,
we fix an arc ` and consider changing triangulations from L to L′ by a flip. In parallel
with change of triangulations, we obtain another intersection vector F (L′, `). By doing it
repeatedly, we define another tree, the initial intersection vector tree:
00
1

20
1

02
1

24
1
 . . .
20
3
 . . .
42
1
 . . .
02
3
 . . .
1
2
2
3
1
3
,(1.1)
where numbers on edges are the positions of a exchanged arc in the triangulation. The
second main theorem presents a relation between the initial intersection vector tree and
the Calkin-Wilf tree:
Theorem 1.2 (Theorem 4.3). We define a correspondence h from vertices of the initial
intersection vector tree to Q inductively as follows: we assign the leftmost vertex
f1f2
f3
 =00
1
 to f1 + 1
f2 + 1
=
1
1
. Let {a, b, c} = {1, 2, 3}. When F (Lt, `) =
f1;tf2;t
f3;t
 7→ fa;t + 1
fb;t + 1
, and
F (Lt, `) F (Lt′ , `)
k
as in (1.1),
• if k = a, then we assign F (Lt′ , `) 7→ fc;t + 1
fb;t + 1
,
• if k = b, then we assign F (Lt′ , `) 7→ fa;t + 1
fc;t + 1
.
The Calkin-Wilf tree is obtained by replacing each vertex v of the initial intersection vector
tree with h(v).
In context of cluster algebra theory, we can regard the relation between Theorem 1.1
and Theorem 1.2 as a specialization of the F -matrix duality introduced by [FG19].
Organization. In Section 2, we introduce the cluster structure of one-punctured torus
and define the intersection vector and matrix. In Section 3, we prove Theorem 1.1 and
give the explicit description of the intersection matrix. In Section 4, we prove Theorem
1.2.
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2. Cluster pattern from one-punctured torus
In this section, we introduce the cluster pattern from a one-punctured torus. This
is the special case of the cluster structure from marked surfaces introduced by [FST08].
Let S be a one-punctured torus. We denote by p the puncture of S. We consider a
triangulation of S by (homotopy equivalence classes of) arcs whose both endpoints are
p. On the universal covering of S, a triangulation of S is given as in Figure 3. Clearly,
Figure 3. Triangulation of one-punctured torus (universal covering)
a triangulation of S consists of 3 arcs. Hereinafter, arcs constructing a triangulation is
referred to as a triangulation simply. In this paper, we define a triangulation as an ordered
set. Let L = (`1, `2, `3) be a triangulation. Due to symmetry, we can assume `1 is the
horizontal line, `2 is the vertical line, and `3 is the diagonal line in Figure 3 without loss
of generality. For k ∈ {1, 2, 3}, we define a flip ϕk(L) of L in direction k as the operation
that obtains another triangulation from L by exchanging `k for another arc. Figure 4
shows triangulations of S flipped from L in directions 1,2,3, respectively. Let T3 be the 3-
Figure 4. flipped Triangulation of one-punctured torus
regular tree whose edges are labeled by the numbers 1,2,3 such that the 3 edges emanating
from each vertex have different labels. We use the notation t t′
k
to indicate that
vertices t, t′ ∈ T3 are joined by an edge labeled by k. We fix an arbitrary vertex t0 ∈ Tn,
which is called the rooted vertex, and a triangulation L. A cluster pattern with the initial
triangulation L is an assignment of a triangulation Lt = (`1;t, `2;t, `3;t) to every vertex
t ∈ Tn such that L are assigned t0 and triangulations Lt and Lt′ assigned to the endpoints
of any edge t t′
k
are obtained from each other by a flip in direction k. We denote by
PL : t 7→ Lt this assigment. For a cluster pattern PL, when `i;t intersects with `1, `2 and
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`3 at least fi1, fi2 and fi3 times on S \ {p} respectively, we define the intersection vector
F (L, `i;t) associate with `i;t as
F (L, `i;t) =
fi1fi2
fi3
 .
We regard the intersection number of the same arc as 0. Furthemore, we define the
intersection matrix F (L,Lt) associate with Lt as
F (L,Lt) =
f11 f12 f13f21 f22 f23
f31 f32 f33
 .
Remark 2.1. In context of cluster algebra theory, it is known that intersection vectors
and intersection matrices correspond with f -vectors and F -matrices introduced by [FK10,
FG19]. See [Yur19].
3. Intersection vector tree and Stern-Brocot tree
Let t1 be a vertex of T3 connected with t0 by an edge labeled 3, and T′3 a full subtree
whose vertex set is the union of t0 and all vertices which are reachable to t1 without going
through t0:
t0 t1
t2
t3
t4
t5
t6
t8 · · ·
t9 · · ·
t10 · · ·
t11 · · ·
t12 · · ·
t13 · · ·
t14 · · ·
t15 · · ·
t7
1
2
2
3
1
3
3
1
3
1
2
2
3
1
2
.(3.1)
Let T′′3 be a full subtree of T′3 whose vertex set consists of all vertices of T′3 except for t0.
We correspond the intersection vectors to vertices of T′′3 as
F (L, `3;t1)
F (L, `1;t2)
F (L, `2;t3)
F (L, `2;t4)
F (L, `3;t5)
F (L, `1;t6)
F (L, `1;t8) · · ·
F (L, `3;t9) · · ·
F (L, `1;t10) · · ·
F (L, `2;t11) · · ·
F (L, `2;t12) · · ·
F (L, `3;t13) · · ·
F (L, `1;t14) · · ·
F (L, `2;t15) · · ·
F (L, `3;t7)
1
2
2
3
1
3
1
3
1
2
2
3
1
2
.(3.2)
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That is, if an edge labeled k emanates from the left side of ti in (3.1), we assign F (L, `k;ti)
to ti. The first seven vertices of it is as follows:
00
1

10
2

01
2

21
4

20
3

12
4

02
3

1
2
2
3
1
3
.
We denote by Tree(F ) this tree, and we call Tree(F ) the intersection vector tree. In this
section, we prove the following theorem:
Theorem 3.1. We consider a map
g : Z3≥0 → Q,
f1f2
f3
 7→ f1 + 1
f2 + 1
.
The Stern-Brocot tree is obtained by replacing each vertex v of Tree(F ) with g(v).
For k ∈ {1, 2, 3}, we define the intersection matrix flip Φk of F (L,Lt) in direction k as
Φk(F (L,Lt)) = F (L,ϕk(Lt)).(3.3)
By regarding punctures on the universal cover of S as lattice points on R2 with the
coordinate axis `1 = `1;t0 and `2 = `2;t0 , we consider the gradient of arcs of Lt. We denote
by gradL(`) the gradient of `. We assume gradL(`1) = 0, gradL(`2) =∞, gradL(`3) = −1.
Example 3.2. We consider an arc ` in Figure 5. Then we have
gradL(`) =
3
2
, and F (L, `) =
21
4
 .
Figure 5. Arc `
Definition 3.3. For q ∈ Q ∪ {∞}, if n(q), d(q) ∈ Z satisfy the following conditions, we
say that
n(q)
d(q)
is the reduced expression of q:
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• q = n(q)
d(q)
,
• gcd(n(q), d(q)) = 1,
• d(q) ≥ 0.
Moreover, for a fraction
a
b
, if there exists q ∈ Q∪{∞} such that a
b
is the reduced expression
of q, then we say that
a
b
is irreducible.
This expression is determined uniquely. In particular,
0
1
,
1
0
are reduced expressions of
0,∞ respectively.
Lemma 3.4. Let L = (`1, `2, `3) a triangulation and {i, j, k} = {1, 2, 3}. The following
two conditions are equivalent:
(1) Either of the following two inequalities holds:
gradL(`i) < gradL(`j) < gradL(`k) or gradL(`k) < gradL(`j) < gradL(`i).(3.4)
(2) We assume that
a
b
and
c
d
are irreducible fractions. If gradL(`i) =
a
b
and gradL(`k) =
c
d
, then gradL(`j) =
a + c
b + d
.
In particular, for any triangulation L, there exists a, c ∈ Z and b, d ∈ Z≥0 such that a
b
and
c
d
are irreducible and {gradL(`1), gradL(`2), gradL(`3)} =
{
a
b
,
c
d
,
a + c
b + d
}
.
Proof. We prove that (1) implies (2). Since L is a triangulation, `i, `j , `k is as in Figure 6
on the universal covering of S. When the coordinate of a point shared by 3 arcs is (0, 0),
then the coordinate of the other endpoint of `i is (b, a), and that of `k is (d, c). Therefore,
that of `j is (b + d, a + c) and gradL(`j) =
a + c
b + d
. It is clear that (2) implies (1). 
Figure 6. Triangulation under the assumption (3.4)
`i or `k`i or `k
`j
Remark 3.5. We note that if (2) in Lamma 3.4 holds, then gradL(`j) =
a + c
b + d
is irre-
ducible. Indeed, it is shown in the following way: we assume that
a + c
b + d
is not irreducible.
Then `j passes through a lattice point in the section between (0, 0) and (a + c, b + d).
Since all lattice points are a point on S, `i and `j form a digon. This conflicts that L is
a triangulation. Moreover, if {gradL(`1), gradL(`2), gradL(`3)} =
{
a
b
,
c
d
,
c− a
d− b
}
and
a
b
,
c
d
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are irreducible, then the reduced expression of
c− a
d− b is
c− a
d− b or
a− c
b− d . This fact is proved
in the same way as the above.
By using the above lemma, we obtain a property for magnitude relation of the gradients
of triangulation.
Lemma 3.6. Let t ∈ T3, Lt = (`1;t, `2;t, `3;t) a triangulation and {i, j, k} = {1, 2, 3}. We
assume that
gradL(`i;t) < gradL(`j;t) < gradL(`k;t).(3.5)
(1) Let Lt′ = {`i;t, `j;t′ , `k;t} be a triangulation of S obtained from Lt by a flip in
direction j. Then we have
gradL(`j;t′) < gradL(`i;t) < gradL(`k;t) or gradL(`i;t) < gradL(`k;t) < gradL(`j;t′),
(2) Let Lt′′ = {`i;t′′ , `j;t, `k;t} be a triangulation of S obtained from Lt by a flip in
direction i. Then we have
gradL(`j;t) < gradL(`i;t′′) < gradL(`k;t)
(3) Let Lt′′′ = {`i;t, `j;t, `k;t′′′} be a triangulation of S obtained from Lt by a flip in
direction k. Then we have
gradL(`i;t) < gradL(`k;t′′′) < gradL(`j;t).
Proof. We prove (1). By flipping the triangulation in Figure 6 in direction k, we have a
triangulation in Figure 7. If gradL(`i;t) =
a
b
and gradL(`k;t) =
c
d
, then gradL(`j;t) =
c− a
d− b .
Figure 7. Flipped triangulation
`i;t`k;t
`j;t′
If the reduced expression of gradL(`j;t) is
c− a
d− b , then by Lemma 3.4 and (3.5), we have
gradL(`i;t) < gradL(`k;t) < gradL(`j;t′). On the other hand, if the reduced expression
is
a− c
b− d , then we have gradL(`j;t′) < gradL(`i;t) < gradL(`k;t). The case (2),(3) is also
proved in the same way. 
We note that if t ∈ T′′3, then the gradient of arcs of Lt are 0 or more by Lemma 3.6.
Let us consider relation between the gradient and the intersection vector of an arc ` of Lt.
The following fact is useful:
Lemma 3.7. Let ` ∈ Lt be an edge satisfying t ∈ T′′3 and F (L, `) 6= 0. Then, gradL(`) =
a
b
holds and
a
b
is irreducible if and only if F (L, `) =
 a− 1b− 1
a + b− 1
 holds.
10 YASUAKI GYODA
Remark 3.8. By Lemma 3.7, for ` ∈ Lt satisfying t ∈ T′′3 and F (L, `t) =
ab
c
 6= 0, a + 1
b + 1
and
b + 1
a + 1
are irreducible.
We define the non-middle gradient flip as a flip that removes an arc whose gradient is
the smallest or the largest in the three arcs and adding another arc. We are ready to prove
the first main theorem.
Proof of Theorem 3.1. Let t ∈ T3. For Lt = (`1;t, `2;t, `3;t), we consider the triple
gradL(Lt) = (gradL(`1;t), gradL(`2;t), gradL(`3;t)),
where all entries are irreducible. According to Lemma 3.7, a restriction of g to {F (L, `i;t)}t∈T′′3 ,i∈{1,2,3}\{0} is given by F (L, `) 7→ (the reduced expression of) gradL(`). Therefore, it suffices to
show that a tree
gradL(`3;t1)
gradL(`1;t2)
gradL(`2;t3)
gradL(`2;t4)
gradL(`3;t5)
gradL(`1;t6)
gradL(`1;t8) · · ·
gradL(`3;t9) · · ·
gradL(`1;t10) · · ·
gradL(`2;t11) · · ·
gradL(`2;t12) · · ·
gradL(`3;t13) · · ·
gradL(`1;t14) · · ·
gradL(`2;t15) · · ·
gradL(`3;t7)
1
2
2
3
1
3
1
3
1
2
2
3
1
2
.(3.6)
is the Stern-Brocot tree. Flips in direction 1 and 2 at t1 are non-middle gradient flips, and
we find that flips from left to right in (3.1) are all non-middle gradient flips inductively
by Lemma 3.6. Furthermore, gradL(`k;t) lying in (3.6) is the second largest number in
gradL(Lt). Therefore, it suffice to show that a tree
gradL(Lt1)
gradL(Lt2)
gradL(Lt3)
gradL(Lt4)
gradL(Lt5)
gradL(Lt6)
gradL(Lt8) · · ·
gradL(Lt9) · · ·
gradL(Lt10) · · ·
gradL(Lt11) · · ·
gradL(Lt12) · · ·
gradL(Lt13) · · ·
gradL(Lt14) · · ·
gradL(Lt15) · · ·
gradL(Lt7)
1
2
2
3
1
3
1
3
1
2
2
3
1
2
.(3.7)
is the Farey triple tree. We have gradL(Lt1) =
(
0
1
,
1
0
,
1
1
)
. We assume gradL(Lt) =(
a
b
,
c
d
,
e
f
)
. Because of Lemma 3.6 and Lemma 3.4, if
a
b
is the smallest or largest in those
three, then there exists an edge labeled by 1 on the right of gradL(Lt) in (3.7), and we
have
(
a
b
,
c
d
,
e
f
)
7→ gradL(Lt′) =
(
c + e
d + f
,
c
d
,
e
f
)
by a flip in direction 1 (we note that all
CLUSTER DUALITY BETWEEN CALKIN-WILF TREE AND STERN-BROCOT TREE 11
of
c + e
d + f
,
c
d
,
e
f
are irreducible again by Remark 3.5). Similarly, if
c
d
or
e
f
is the smallest
or largest in those three, we have. Therefore, (3.7) corresponds with the Farey triple tree,
and this finishes the proof. 
For the sake of discussion in Section 4, we give the explicit description of intersection
matrices. First, we consider intersection matrices not containing zero vectors.
Corollary 3.9. Let t ∈ T′′3 and Lt = (`1;t, `2;t, `3;t) a triangulation. For all i ∈ {1, 2, 3},
if F (L, `i;t) 6= 0, then F (L,Lt) = (fij) satisfies just one of the followings:
(i)
 f11 f12 f11 + f12 + 1f21 f22 f21 + f22 + 1
f11 + f21 + 1 f12 + f22 + 1 f11 + f12 + f21 + f22 + 3

(ii)
 f12 + f13 + 1 f12 f13f22 + f23 + 1 f22 f23
f12 + f13 + f22 + f23 + 3 f12 + f22 + 1 f13 + f23 + 1

(iii)
 f11 f11 + f13 + 1 f13f21 f21 + f23 + 1 f23
f11 + f21 + 1 f11 + f21 + f13 + f23 + 3 f13 + f23 + 1

Proof. It follows from Lemmas 3.7 and 3.4. 
The following is the key lemma in Section 4.
Lemma 3.10. We fix t ∈ T′′3. The intersection matrix F (L,Lt) = (fij) satisfies just one
of the followings:
(i)
0 0 00 0 0
0 0 1

(ii)
0 0 00 f22 f22 + 1
0 f22 + 1 f22 + 2

(iii)
0 0 00 f23 + 1 f23
0 f23 + 2 f23 + 1

(iv)
 f11 0 f11 + 10 0 0
f11 + 1 0 f11 + 2

(v)
f13 + 1 0 f130 0 0
f13 + 2 0 f13 + 1

(vi)
 f11 f12 f11 + f12 + 1f21 f22 f21 + f22 + 1
f11 + f21 + 1 f12 + f22 + 1 f11 + f12 + f21 + f22 + 3

(vii)
 f12 + f13 + 1 f12 f13f22 + f23 + 1 f22 f23
f12 + f13 + f22 + f23 + 3 f12 + f22 + 1 f13 + f23 + 1

(viii)
 f11 f11 + f13 + 1 f13f21 f21 + f23 + 1 f23
f11 + f21 + 1 f11 + f21 + f13 + f23 + 3 f13 + f23 + 1

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Moreover, we have the following diagram:
(i)
(v) (iv)
(iii) (ii)
(viii) (vii) (vi)
1
AA
3 //
2
 3 //
1
oo
2
oo
2

2

1
AA
1
OO
1 //
2
oo
3 //
1
oo
3
))2tt
,
where (n) (m)
k // implies that F (Lt, L) satisfying (m) is obtained from (n) by Φk.
Proof. When t = t1, F (L,Lt) satisfies (i). Since each intersection matrix flip is an in-
volution, it suffices to consider flips from left to right on (3.2), that is, the diagram in
the lemma. First, we prove a part of the diagram between (vi)–(viii). We note that an
arc of S which is flipped by a flip in the above diagram between (vi)–(viii) has the sec-
ond largest gradient in the flipped triangulation because of Lemmas 3.7, 3.6. Therefore,
it follows from Corollary 3.9. Next, we prove a part of the diagram between (ii) and
(iii). We will show the following statement inductively: when F (L,Lt) satisfies (ii) or
(iii), gradL(`1;t) = 0 and (iii) (ii)
3 //
2
oo holds. If F (L,Lt) = Φ2(F (L,Lt1)), F (L,Lt)
satisfies (iii) and gradL(`1;t) = 0. Under the assumption, when F (L,Lt) satisfies (ii), we
have gradL(`1;t) < gradL(`3:t) < gradL(`2;t) by Lemma 3.7. Therefore, by Lemmas 3.6,
3.4 and 3.7, we have (ii) (iii)//
2
. We denote by F (L,Lt′) = Φ2(F (L,Lt)). Since
`1;t = `1;t′ , we have gradL(`1;t′) = 0. When F (L,Lt′) satisfies (iii), it follows from the
same argument as the above. Moreover, (iii) (iv)//
1
and (ii) (iv)//
1
follows
from the fact that gradL(`1;t) = 0 and Lemmas 3.6, 3.4, and 3.7. The diagram between
(iv),(v),(viii) is proved in the same way as the above. Finally, we have (i) (iii)//
2
and (i) (v)//
1
because F (L,Lt) satisfies (i) if and only if F (L,Lt) = F (L,Lt1). 
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4. Initial intersection vector tree and Calkin-Wilf tree
In contrast to the previous section, We correspond the intersection vectors to vertices
of a subtree T′′3 of (3.1) as
F (Lt1 , `3)
F (Lt2 , `3)
F (Lt3 , `3)
F (Lt4 , `3)
F (Lt5 , `3)
F (Lt6 , `3)
F (Lt8 , `3) · · ·
F (Lt9 , `3) · · ·
F (Lt10 , `3) · · ·
F (Lt11 , `3) · · ·
F (Lt12 , `3) · · ·
F (Lt13 , `3) · · ·
F (Lt14 , `3) · · ·
F (Lt15 , `3) · · ·
F (Lt7 , `3)
1
2
2
3
1
3
1
3
1
2
2
3
1
2
.(4.1)
That is, we assign F (Lti , `3) to ti. The first seven vertices of it is as follows:
00
1

20
1

02
1

24
1

20
3

42
1

02
3

1
2
2
3
1
3
.
We denote by Tree(F †) and we call it the initial intersection vector tree. We make a
preparation for describing the main theorem of this section. In this section, we regard Lt
as the initial triangulation. We define the initial intersection matrix flip2 Ψk of F (Lt, L)
in direction k as
Ψk(F (Lt, L)) = F (ϕk(Lt), L).(4.2)
The following proposition is clear:
Proposition 4.1. We have
F (Lt, L) = (F (L,Lt))
T ,
where T is the transposition.
By using this duality, we have the following property:
Proposition 4.2. For t t′
k ∈ T′′3, let
F (Lt, `3) =
f1f2
f3
 and F (Lt′ , `3) =
f ′1f ′2
f ′3
 .
2In context of cluster algebra theory, this operation is the special case of an initial seed mutation of an
F -matrix. See [FG19].
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(1) If i 6= k, then we have fi = f ′i .
(2) The integer fk is not maximal in {f1, f2, f3} if and only if f ′k is maximal in
{f ′1, f ′2, f ′3}.
Proof. The statement (1) follows from Proposition 4.1. We prove “only if” part of (2).
Since if f ′k = 0, then this is not the maximal in {f ′1, f ′2, f ′3} clearly, we assume that f ′k 6= 0.
If fk is the maximal in {f1, f2, f3}, the gradient of an arc corresponding to kth row of
F (L,Lt) is the second largest in three arcs because of Proposition 4.1 and Lemmas 3.7,
3.4. By Lemma 3.6, the gradient of an arc corresponding to kth row of F (L,Lt′) is not the
second largest in three arcs. By Lemma Proposition 4.1 and Lemmas 3.7, 3.4 again, f ′k is
not maximal in {f ′1, f ′2, f ′3}. We prove “if” part of (2). If fk = 0, then by Proposition 4.1,
the gradient of an arc corresponding to k th row of F (L,Lt) is 0 or ∞. Thus by Lemma
3.6, the gradient of an arc corresponding to kth row of F (L,Lt′) is the second largest in
three arcs. By Proposition 4.1 and Lemmas 3.7, 3.4, fk is the maximal in {f ′1, f ′2, f ′3}. In
the case of fk 6= 0, it is proved by considering the inverse of “only if” part with f ′k 6= 0. 
By Proposition 4.2, if F (Lt, `3) lies on the right endpoint of an edge labeled by k in the
tree of (4.1), then the kth element of F (Lt, `3) is the maximal in those three. In the rest
of this section, we prove the following theorem:
Theorem 4.3. We define a correspondence
h : {F (Lt, `3)}t∈T ′′3 → Q
inductively as follows: we assign
F (Lt1 , `3) 7→
f13;t1 + 1
f23;t1 + 1
=
1
1
.
Let {a, b, c} = {1, 2, 3}. When F (Lt, `3) 7→ fa3;t + 1
fb3;t + 1
, and F (Lt, `3) F (Lt′ , `3)
k
as in
(4.1),
• if k = a, then we assign F (Lt′ , `3) 7→ fc3;t + 1
fb3;t + 1
,
• if k = b, then we assign F (Lt′ , `3) 7→ fa3;t + 1
fc3;t + 1
.
The Calkin-Wilf tree is obtained by replacing each vertex v of Tree(F †) with h(v).
In the rest of this paper, we prove Theorem 4.3. The following lemma is duality of
Lemma 3.10:
Lemma 4.4. We fix t ∈ T′′3. The intersection matrix F (Lt, L) = (fij) satisfies just one
of the following:
(i)
0 0 00 0 0
0 0 1

(ii)
0 0 00 f22 f22 + 1
0 f22 + 1 f22 + 2

(iii)
0 0 00 f32 + 1 f32 + 2
0 f32 f32 + 1

(iv)
 f11 0 f11 + 10 0 0
f11 + 1 0 f11 + 2

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(v)
f31 + 1 0 f31 + 20 0 0
f31 0 f31 + 1

(vi)
 f11 f12 f11 + f12 + 1f21 f22 f21 + f22 + 1
f11 + f21 + 1 f12 + f22 + 1 f11 + f12 + f21 + f22 + 3

(vii)
f21 + f31 + 1 f22 + f32 + 1 f21 + f31 + f22 + f32 + 3f21 f22 f21 + f22 + 1
f31 f32 f31 + f32 + 1

(viii)
 f11 f12 f11 + f12 + 1f11 + f31 + 1 f12 + f32 + 1 f11 + f12 + f31 + f32 + 3
f31 f32 f31 + f32 + 1
.
Moreover, we have the following diagram:
(i)
(v) (iv)
(iii) (ii)
(viii) (vii) (vi)
1
AA
3 //
2
 3 //
1
oo
2
oo
2

2

1
AA
1
OO
1 //
2
oo
3 //
1
oo
3
))2tt
,
where (n) (m)
k // implies that F (Lt, L) satisfying (m) is obtained from (n) by Ψk.
Proof. It follows from Lemma 3.10 and Proposition 4.1. 
Let us prove the main theorem in this section. For a fraction q, we denote by qn, qd the
numerator and denominator of q, respectively.
Proof of Theorem 4.3. It suffice to show the following: for any (n) in (i)–(viii) in the
diagram of Lemma 4.4 and F (Lt, `3) satisfying (n), if
h(F (Lt, `3))n = x h(F (Lt, `3))d = y,
then we have
h(F (Ψa(Lt), `3))n = x + y, h(F (Ψa(Lt), `3))d = y,
h(F (Ψb(Lt), `3))n = x, h(F (Ψb(Lt), `3))d = x + y.
In the case that F (Lt, `3) satisfies (i), we can check them by direct calculation. We prove
the case that F (Lt, `3) satisfies (iii). Then we have
h(F (Lt, `3)) =
f13;t1 + 1
f33;t + 1
=
1
f33;t + 1
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by inductive argument. By Lemma 4.4 and definition of h, for t t′
3
,
h(F (Lt, `3)) =
f13;t1 + 1
f33;t + 1
=
1
f33;t + 1
=
1
f32;t + 2
,
h(F (Lt′ , `3)) =
1
f23;t + 1
=
1
f32;t + 3
=
1
(f32;t + 2) + 1
.
On the other hand, for t t′′
1
, we have
h(F (Lt′′ , `3)) =
f23;t + 1
f33;t + 1
=
f32:t + 3
f32;t + 2
=
(f32:t + 2) + 1
f32;t + 2
.
Therefore, in (iii), F (Lt, `3) satisfies the desired condition. Next, we prove the case that
F (Lt, `3) satisfies (ii). We have
h(F (Lt, `3)) =
f13;t1 + 1
f23;t + 1
=
1
f23;t + 1
by inductive argument. By Lemma 4.4 and definition of h, for t t′
2
and t t′′
1
, we
have
h(F (Lt, `3)) =
1
f23;t + 1
=
1
f22;t + 2
,
h(F (Lt′ , `3)) =
1
f33;t + 1
=
1
f22;t + 3
=
1
(f22;t + 2) + 1
,
h(F (Lt′′ , `3)) =
f33;t + 1
f23;t + 1
=
f22:t + 3
f22;t + 2
=
(f22:t + 2) + 1
f22;t + 2
.
Therefore, in (ii), F (Lt, `3) satisfies the desired condition. By symmetry, we can also prove
the case that F (Lt, `3) satisfies (iv) or (v). Next, we prove the case that F (Lt, `3) satisfies
(vi). First, we assume that
h(F (Lt, `3)) =
f13;t + 1
f23;t + 1
.
By Lemma 4.4 and definition of h, for t t′
1
and t t′′
2
, we have
h(F (Lt, `3)) =
f13;t + 1
f23;t + 1
=
f11;t + f12;t + 2
f21;t + f22;t + 2
,
h(F (Lt′ , `3)) =
f33;t + 1
f23;t + 1
=
f11;t + f12;t + f21;t + f22;t + 4
f21;t + f22;t + 2
=
(f11;t + f12;t + 2) + (f21;t + f22;t + 2)
f21;t + f22;t + 2
,
h(F (Lt′′ , `3)) =
f13;t + 1
f33;t + 1
=
f11;t + f12;t + 2
f11;t + f12;t + f21;t + f22;t + 4
=
f11;t + f12;t + 2
(f11;t + f12;t + 2) + (f21;t + f22;t + 2)
.
Second, in the case that
h(F (Lt, `3)) =
f23;t + 1
f13;t + 1
,
we can prove in the same way as the first case. Therefore, in (vi), F (Lt, `3) satisfies the
desired condition. By symmetry, we can also prove the case that F (Lt, `3) satisfies (vii)
or (viii). 
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