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a b s t r a c t
For a braided vector space (V , σ ) with braiding σ of Hecke type, we introduce three
associative algebra structures on the space ⊕Mp=0 EndSpσ (V ) of graded endomorphisms of
the quantumsymmetric algebra Sσ (V ).Weuse the secondproduct to construct a new trace.
This trace is an algebra morphism with respect to the third product. In particular, when V
is the fundamental representation ofUqslN+1 and σ is the action of the R-matrix, this trace
is a scalar multiple of the quantum trace of type A.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
More than twenty years ago, Osborn studied the space⊕i≥0End∧i(V ) of graded endomorphisms of the exterior algebra
in order to give an algebraic construction of the Chern–Weil theory [8,9]. He introduced three associative products on this
space. The first one is just the composition of endomorphisms. Since the exterior algebra is also a coalgebra, he defined the
second one to be the convolution product. And then he combined the first two to construct the third product. Assuming
that dim
∧i
(V ) = 1 for sufficiently large i, he constructed a trace function by using the second product. This trace gives the
usual one when it is restricted on End(V ). And it is an algebra morphism when one considers the third product.
On the other hand, after the creation of quantum groups by Drinfel’d [1] and Jimbo [5], mathematicians used Yang–
Baxter operators to quantize various classical objects in algebra and found many interesting phenomena. Since symmetric
algebras and exterior algebras are defined by using flips which are trivial Yang–Baxter operators, it seems quite reasonable
and possible to quantize them. In his paper [3], Gurevich studied Yang–Baxter operators of Hecke type, which he called
Hecke symmetries. And then he defined the symmetric algebra and the exterior algebra with respect to these operators.
They are analogue to the usual ones. Later, different aspects of these algebras were discussed in [4,12]. In [11], a very
remarkable property of the quantized symmetric algebra was discovered. For some special Yang–Baxter operators, the
symmetric one, as Hopf algebra, is isomorphic to the ‘‘upper triangular part’’ of the quantized enveloping algebra associated
with a symmetrizable Cartan matrix.
Naturally, it is interesting to see what will happen when one extends Osborn’s trace to the quantum case. Let (V , σ ) be
a braided vector space with braiding σ of Hecke type, and Spσ (V ) be the pth component of the quantum symmetric algebra
Sσ (V ) built on (V , σ ). We assume that dim SMσ (V ) = 1 for someM and dim Spσ (V ) = 0 for p > M . Then, on the vector space
⊕Mp=0EndSpσ (V ), the convolution product, the third product and the trace can be constructed step by step following those
in [9]. And this trace, called q-trace, is an algebra morphism with respect to the third product. In particular, let V be the
fundamental representation ofUqslN+1 and σ the braiding given by the R-matrix ofUqslN+1. Then σ is of Hecke type and
Spσ (V ) vanishes when p is sufficiently large. To our surprise, the q-trace in this case has already existed for more than one
decade.
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In the theory of quantum groups, there is an important invariant which generalizes the usual trace of endomorphisms.
It is the so-called quantum trace. Let C be a ribbon category with unit I , V be an object of C and f be an endomorphism of
V . The quantum trace trq(f ) of f is an element in the monoid End(I) (see, e.g., [6]). It coincides with the usual trace when
C = Vect(k). When we take C to be the category of finite dimensional representations of u (for the definition, one can
see [7]), the quantum trace is given by composing the usual trace with the action of the group-like elements Ki’s. This is a
functorial approach. After an easy computation, we can show that our q-trace is a scalar multiple of the quantum trace. So
we get a more elementary approach to the quantum trace of type A.
This paper is organized as follows. In Section 2 we define the three products on⊕Mp=0EndSpσ (V ) for a braided vector space
(V , σ ) with a braiding σ of Hecke type. Then we construct the q-trace of ⊕Mp=0EndSpσ (V ) and prove that it is an algebra
morphism with respect to the third product. In Section 3, we apply our constructions to the special braided vector space
(V , σ ), where V is the fundamental representation ofUqslN+1 and σ is the braiding given by the R-matrix ofUqslN+1. We
prove that the q-trace for this case is just a scalar multiple of the quantum trace ofUqslN+1.
Notation
We fix our ground field to be the complex number field C.
We denote bySp the symmetric group of {1, . . . , p}. For {i1, . . . , ik} ⊂ {1, . . . , p}, we denote l(i1, . . . , ik) = ]{(is, it)|1 ≤
s < t ≤ k, is > it}. And for anyw ∈ Sp, l(w) = l(w(1), . . . , w(p)). It is just the length ofw.
An (i, j)-shuffle is an element w ∈ Si+j such that w(1) < · · · < w(i) and w(i+ 1) < · · · < w(i+ j). We denote bySi,j
the set of all (i, j)-shuffles.
Let V be a vector space. A braiding σ on V is an invertible linear map in End(V ⊗ V ) satisfying the quantum Yang–Baxter
equation:
(σ ⊗ idV )(idV ⊗ σ)(σ ⊗ idV ) = (idV ⊗ σ)(σ ⊗ idV )(idV ⊗ σ).
A braided vector space (V , σ ) is a vector space V equipped with a braiding σ . For any p ∈ N and 1 ≤ i ≤ p− 1, we denote
by σi the operator id⊗(i−1)⊗σ ⊗ id⊗(p−i−1) ∈ End(V⊗n). For anyw ∈ Sp, we denote by Tw the corresponding lift ofw in the
braid group Bp, defined as follows: ifw = si1 · · · sil is any reduced expression ofw, where si = (i, i+1), then Tw = σi1 · · · σil .
We also use T σw to indicate the action of σ .
Let q be a nonzero number in C. For q 6= 1 and any n = 0, 1, 2, . . ., we denote (n)q = (1− qn)/(1− q), and
(n)q! =
{
1, n = 0,
(1−q)···(1−qn)
(1−q)n , n ≥ 1.
2. The q-trace
In this section, we define the q-trace and prove that it is an algebra morphismwith respect to the third product. We start
by recalling some notions and properties of braidings of Hecke type and quantum symmetric algebras for the later use. For
more details, one can see [2,3,11,12].
2.1. Braidings of Hecke type and quantum symmetric algebras
Let (V , σ ) be a braided vector space. The braidingσ is said to be ofHecke type if it satisfies the following Iwahori’s quadratic
equation:
(σ + idV⊗V )(σ − νidV⊗V ) = 0,
where ν is a nonzero scalar in C.
In the rest of this section, σ is always a braiding of Hecke type with parameter ν ∈ C∗.
For p ≥ 1, we define A(p) = ∑w∈Sp T σw . The following proposition of A(p) plays an essential role in the construction of
q-trace. It is due to Gurevich ([3], Proposition 2.4).
Proposition 2.1. For p ≥ 1 we have
(A(p))2 = (p)ν !A(p).
The image of the map ⊕p≥0A(p) has important algebraic structures on it. The first one is the quantum shuffle product
which was introduced by Rosso [10,11]. It generalizes the usual shuffle product on T (V ). For any v1, . . . , vi+j ∈ V , the
quantum shuffle product sh is defined to be
sh((v1 ⊗ · · · ⊗ vi)⊗ (vi+1 ⊗ · · · ⊗ vi+j)) =
∑
w∈Si,j
Tw(v1 ⊗ · · · ⊗ vi+j).
We denote by Tσ (V ) the quantum shuffle algebra (T (V ), sh). The subalgebra Sσ (V ) of Tσ (V ) generated by V with respect
to the quantum shuffle product is called the quantum symmetric algebra. It is easy to see that Sσ (V ) = ⊕p≥0Im(∑w∈Sp Tw).
We denote by Spσ (V ) = Im(
∑
w∈Sp Tw) the pth component of Sσ (V ).
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The algebra Tσ (V ) is a coalgebra with the deconcatenation coproduct δ:
δ(v1 ⊗ · · · ⊗ vn) =
n∑
i=0
(v1 ⊗ · · · ⊗ vi)⊗ (vi+1 ⊗ · · · ⊗ vn).
We denote by δij the composition of δ with the projection T (V )⊗ T (V )→ V⊗i ⊗ V⊗j. One can show that (Sσ (V ), δ) is also
a coalgebra [11].
2.2. Algebraic structures on⊕Mp=0EndSpσ (V )
Let σ be a braiding of Hecke type on V such that dim SMσ (V ) = 1 for some M and dim Spσ (V ) = 0 for p > M . For
A ∈ ⊕Mp=0EndSpσ (V ), we write A = (A0, A1, . . . , AM), where Ap ∈ EndSpσ (V ) is the pth component of A.
For A, B ∈ ⊕Mp=0EndSpσ (V ), we define the composition product A ◦ B ∈ ⊕Mp=0EndSpσ (V ) by (A ◦ B)p = Ap ◦ Bp with the
usual composition. Obviously,⊕Mp=0EndSpσ (V ) is an associative algebrawith the two-sided unit element I = (I0, I1, . . . IM),
where Ip is the identity map of Spσ (V ).
We can also define the convolution product A ∗ B ∈ ⊕Mp=0EndSpσ (V ) by
(A ∗ B)p =
p∑
l=0
Al ∗ Bp−l,
whereAi∗Bj = sh◦(Ai⊗Bj)◦δi,j ∈ EndS i+jσ (V ). It iswell-known that the convolutionproduct of endomorphisms is associative.
It follows immediately that (⊕Mp=0EndSpσ (V ), ∗) is an associative algebrawith the two-sided unit element I0 = (I0, 0, . . . , 0).
Proposition 2.2. For 0 ≤ p ≤ M, we have
I∗p1 = (p)ν !Ip.
Proof. We first notice that for any v1, . . . , vp ∈ V ,
sh(v1 ⊗ sh(v2 ⊗ · · · sh(vp−1 ⊗ vp) · · · )) = A(p)(v1 ⊗ · · · ⊗ vp).
Then
I∗p1 ◦ A(p) = A(p) ◦ I⊗p1 ◦ A(p)
= (A(p))2
= (p)ν !A(p). 
Corollary 2.3. For 0 ≤ i, j ≤ M with i+ j ≤ M, we have
Ii ∗ Ij =
(
i+ j
i
)
ν
Ii+j,
where
(i+j
i
)
ν
= (i+ j)ν !/((i)ν !(j)ν !).
Now we assume that the parameter ν in the Iwahori’s equation is not a root of unity. For any A ∈ EndS1σ (V ) = End(V ),
we define
e∗Aν =
(
I0,
1
(1)ν !A,
1
(2)ν !A
∗2, . . . ,
1
(M)ν !A
∗M
)
.
In particular, e∗I1ν = (I0, I1, . . . , IM).
If we write
(e∗Aν )
−1 =
(
I0,
−1
(1)ν !A,
ν
(2)ν !A
∗2, . . . ,
(−1)MνM(M−1)/2
(M)ν ! A
∗M
)
,
then
(e∗Aν )
−1 ∗ e∗Aν = e∗Aν ∗ (e∗Aν )−1 = I0.
We define
α : ⊕Mp=0EndSpσ (V ) → ⊕Mp=0EndSpσ (V ),
A 7→ A ∗ e∗I1ν .
Consequently, α has an inverse defined by α−1(A) = A ∗ (e∗I1ν )−1.
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Definition 2.4. For any A, B ∈ ⊕Mp=0EndSpσ (V ), the third product A× B of A and B is defined to be
A× B = α−1((αA) ◦ (αB)) = ((A ∗ e∗I1ν ) ◦ (B ∗ e∗I1ν )) ∗ (e∗I1ν )−1.
Proposition 2.5. The space⊕Mp=0EndSpσ (V ) equippedwith the third product is an associative algebrawith two-sided unit element
I0.
Proof. For any A, B, C ∈ ⊕Mp=0EndSpσ (V ), we have
(A× B)× C = α−1
((
α(A× B)) ◦ (αC))
= α−1
((
α ◦ α−1((αA) ◦ (αB))) ◦ (αC))
= α−1((αA) ◦ (αB) ◦ (αC))
= A× (B× C).
And
I0 × A = α−1
(
(αI0) ◦ (αA)
)
= α−1((I0 ∗ e∗I1ν ) ◦ (αA))
= α−1(e∗I1ν ◦ (αA))
= α−1(αA)
= A.
Similarly, we have that A× I0 = A. 
Proposition 2.6. For 0 ≤ r ≤ M, Ai ∈ EndS iσ (V ) and Bj ∈ EndS jσ (V ), we have
(Ai × Bj)r =
r∑
s=0
νs(s−1)/2
(s)ν !
(
(Ai ∗ Ir−s−i) ◦ (Bj ∗ Ir−s−j)
) ∗ I∗s1 ,
where It = 0 for t < 0.
Proof. The formula follows from the definition of the third product. 
Corollary 2.7. We have (Ai × Bj)r = 0 for r < max(i, j) and (Ar × Br)r = Ar ◦ Br .
2.3. The q-trace
Definition 2.8. The q-trace of any A ∈ ⊕Mp=0EndSpσ (V ) is the unique element TrqA ∈ C such that (αA)M = (TrqA)IM ∈
EndSMσ (V ).
Theorem 2.9. The q-trace is an algebra morphism with respect to the third product. Precisely, for A, B ∈ ⊕Mp=0EndSpσ (V ), we
have
1. Trq(A+ B) = TrqA+ TrqB,
2. Trq(A× B) = (TrqA)(TrqB),
3. Trq(A× B) = Trq(B× A).
Proof. 1. By the definition, we have
(α(A+ B))M =
M∑
k=0
(Ak + Bk) ∗ IM−k
= (αA)M + (αB)M .
So
Trq(A+ B)IM = (TrqA)IM + (TrqB)IM
= (TrqA+ TrqB)IM .
Therefore Trq(A+ B) = TrqA+ TrqB.
2. Since A× B = α−1((αA) ◦ (αB)), we have α(A× B) = (αA) ◦ (αB). So
(α(A× B))M = (αA)M ◦ (αB)M ,
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which implies that
Trq(A× B)IM = (TrqA)IM ◦ (TrqB)IM
= (TrqA)(TrqB)IM .
So we have Trq(A× B) = (TrqA)(TrqB).
3. It follows from the identity stated in 2 immediately. 
3. Another approach to the quantum trace
In the previous section we have defined the third product and the q-trace in a general setting. In this section, we study
a special case of braided vector spaces which provides an elementary approach to the quantum trace of type A. We first
introduce the quantum exterior algebrawhich is the quantum symmetric algebra related to the fundamental representation
of UqslN+1. And then we give a more explicit law for the second product in this case. Using the computational result, we
give the formula of the q-trace and compare it with the quantum trace of type A.
3.1. Quantum exterior algebras
In the rest of this paper, we denote V = CN+1 and by Eij the matrix with entry 1 in the position (i, j) and entries 0
elsewhere. The fundamental representation ofUqslN+1 is the algebra homomorphism
ρ : UqslN+1 → EndV ,
Ei 7→ Ei,i+1,
Fi 7→ Ei+1,i,
Ki 7→
∑
l6=i,i+1
Ell + qEii + q−1Ei+1,i+1,
where Ei’s, Fi’s and Ki’s are the standard generators ofUqslN+1.
Then the action of the R-matrix on V ⊗ V is given by
Rρ = q
N+1∑
i=1
Eii ⊗ Eii +
∑
i6=j
Eij ⊗ Eji + (q− q−1)
∑
i<j
Ejj ⊗ Eii.
Let c = q−1Rρ ∈ GL(V⊗V ). If we denote by ei = (0, . . . , 0, 1, 0, . . . , 0)t ∈ V the unit column vector whose components
are zero except the ith component is 1, then we have:
c(ei ⊗ ej) =
ei ⊗ ei, i = j,q−1ej ⊗ ei, i < j,q−1ej ⊗ ei + (1− q−2)ei ⊗ ej, i > j.
The map c is a braiding on V and satisfies the Iwahori’s quadratic equation:
(c − idV⊗V )(c + q−2idV⊗V ) = 0.
Definition 3.1. Let I be the two-sided ideal generated by Ker(idV⊗V − c) in T(V ). The quotient algebra∧c(V ) = T(V )/I is
called the quantum exterior algebra on V .
By an easy computation, we have
Ker(idV⊗V − c) = SpanC{ei ⊗ ei, q−1ei ⊗ ej + ej ⊗ ei(i < j)}.
Letpi : T(V )→∧c(V ) be the canonical projection. For any ei1⊗· · ·⊗eip ∈ Tp(V ), we denote ei1∧· · ·∧eip = pi(ei1⊗· · ·⊗eip).
It follows immediately that:
1. The algebra
∧
c(V ) is graded and generated by {e1, . . . , eN+1}with the relations:
ei ∧ ei = 0,
and
ej ∧ ei = −q−1ei ∧ ej (i < j).
2. If we denote by
∧p
c (V ) the pth component of
∧
c(V ), then dim
∧N+1
c (V ) = 1 and
∧p
c (V ) = 0 for p > N + 1.
3. The set {ei1 ∧ · · · ∧ eip |1 ≤ i1 < · · · < ip ≤ N + 1, 1 ≤ p ≤ N + 1} forms a linear basis of
∧
c(V ).
LetA(p) =∑w∈Sp T−cw . Then by the following proposition,we can view the quantumexterior algebra as a special quantum
symmetric algebra.
Proposition 3.2 ([3], Proposition 2.13). For k ≥ 1, we have the following linear isomorphism:
ImA(k) ∼= ∧kc(V ).
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We can identify
∧
c(V )with S−c(V ) as linear space. Moreover, since sh(A(i)⊗ A(j)) =
∑
w∈Si,j T
−c
w (A
(i)⊗ A(j)) = Ai+j, the
product in
∧
c(V ) is just the quantum shuffle product in S−c(V ). The space
∧
c(V ) also inherits the coproduct of S−c(V ). It
is not difficult to show the following formula for the deconcatenation coproduct on
∧
c(V ): for 1 ≤ t ≤ p ≤ N + 1 and
1 ≤ i1 < i2 < · · · < ip ≤ N + 1,
δt,p−t(ei1 ∧ · · · ∧ eip) =
∑
w∈St,p−t
(−q)−l(w)eiw(1) ∧ · · · ∧ eiw(t) ⊗ eiw(t+1) ∧ · · · ∧ eiw(p) .
3.2. Explicit law of the second product
In order to give an explicit formula of the q-trace, we describe the convolution productmore precisely in our special case.
We define c∨ = (c−1)t , where t means the transpose of the operator. Then c∨ ∈ GL(V ∗ ⊗ V ∗). Let {fi} be the dual basis
of {ei}. We have
c∨(fi ⊗ fj) =
fi ⊗ fi, i = j,qfj ⊗ fi + (1− q2)fi ⊗ fj, i < j,qfj ⊗ fi, i > j.
Obviously c∨ is a braiding on V ∗ and satisfies the Iwahori’s equation:
(c∨ − idV∗⊗V∗)(c∨ + q2idV∗⊗V∗) = 0.
It is easy to show that
∧
c∨(V
∗), as an algebra, is generated by fi’s with the relations:
fi ∧ fi = 0, fj ∧ fi = −q−1fi ∧ fj (i < j).
Therefore the map ei 7→ fi induces an isomorphism of algebras:∧c(V )→∧c∨(V ∗).
For any s < t , we have
Eij ∗ Ekl(es ∧ et) = sh ◦ (Eij ⊗ Ekl) ◦ δ1,1(es ∧ et)
= sh ◦ (Eij ⊗ Ekl)(es ⊗ et − q−1et ⊗ es)
= δjsδltei ∧ ek − q−1δjtδlsei ∧ ek
= (δjsδlt − q−1δjtδls)ei ∧ ek.
Similarly, Ekl ∗ Eij(es ∧ et) = (δlsδjt − q−1δltδjs)ek ∧ ei. So we get thatEij ∗ Eik = Eij ∗ Ekj = 0, ∀i, j, k,Ekj ∗ Eil = −q−1Eij ∗ Ekl, if i < k,∀j, l,Eil ∗ Ekj = −q−1Eij ∗ Ekl, if j < l,∀i, k. (1)
In general, for 1 ≤ i1 < · · · < ip ≤ N + 1, 1 ≤ j1 < · · · < jp ≤ N + 1 and 1 ≤ l1 < · · · < lp ≤ N + 1, we have
Ei1j1 ∗ · · · ∗ Eipjp(el1 ∧ · · · ∧ elp) =
{
ei1 ∧ · · · ∧ eip , if jk = lk,
0, otherwise.
So the set
{Ei1j1 ∗ · · · ∗ Eipjp |1 ≤ i1 < · · · < ip ≤ N + 1, 1 ≤ j1 < · · · < jp ≤ N + 1}
forms a linear basis of End
∧p
c (V ), which implies that ⊕N+1p=0 End
∧p
c (V ) is an algebra generated by {Eij}. As a consequence,
we have the following linear isomorphism:
ιp : End
p∧
c
(V ) →
p∧
c
(V )⊗
p∧
c∨
(V ∗),
Ei1j1 ∗ · · · ∗ Eipjp 7→ ei1 ∧ · · · ∧ eip ⊗ fj1 ∧ · · · ∧ fjp .
If we endow
∧
c(V )⊗
∧
c∨(V
∗)with the tensor algebra structure, then⊕N+1p=0
∧p
c (V )⊗
∧p
c∨(V
∗) is a subalgebra.
Proposition 3.3. The map
ι =
N+1⊕
p=0
ιp :
(
N+1⊕
p=0
End
p∧
c
(V ), ∗
)
→
N+1⊕
p=0
p∧
c
(V )⊗
p∧
c∨
(V ∗)
is an isomorphism of algebras.
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Proof. In⊕N+1p=0
∧p
c (V )⊗
∧p
c∨(V
∗), we have
(ei ⊗ fj)(ei ⊗ fk) = 0, ∀i, j,
(ei ⊗ fj)(ek ⊗ fj) = 0, ∀i, j,
(ek ⊗ fj)(ei ⊗ fl) = −q−1(ei ⊗ fj)(ek ⊗ fl), if i < k,∀j, l,
(ei ⊗ fl)(ek ⊗ fj) = −q−1(ei ⊗ fj)(ek ⊗ fl), if j < l,∀i, k.
It shares the same multiplication rule in (1). And⊕N+1p=0
∧p
c (V )⊗
∧p
c∨(V
∗) is generated by ei ⊗ fj’s as an algebra. So we get
the conclusion. 
3.3. More information about the q-trace
Using the formula (1), we compute the q-trace on⊕N+1p=0 End
∧p
c (V ). We also give an inductive formula of the q-trace.
Proposition 3.4. For any A ∈ End∧pc (V ) with A =∑1≤i1<···<ip≤N+1
1≤j1<···<jp≤N+1
ai1···ipj1···jpEi1j1 ∗ · · · ∗ Eipjp , we have
TrqA =
∑
w∈Sp,N+1−p
(−q)−2l(w)aw(1)···w(p)w(1)···w(p)
=
∑
1≤l1<···<lp≤N+1
q(p+1)p−2(l1+···+lp)al1···lpl1···lp .
In particular, If A ∈ End∧1c (V ) = End(V ) with A =∑ ajiEji, then
TrqA =
N+1∑
i=1
q−2(i−1)aii.
Proof. According to the definition, we have
A ∗ IN+1−p =
 ∑
1≤i1<···<ip≤N+1
1≤j1<···<jp≤N+1
ai1···ipj1···jpEi1j1 ∗ · · · ∗ Eipjp

∗
 ∑
1≤k1<···<kN+1−p≤N+1
Ek1k1 ∗ · · · ∗ EkN+1−pkN+1−p

=
∑
1≤i1<···<ip≤N+1
1≤j1<···<jp≤N+1
1≤k1<···<kN+1−p≤N+1
ai1···ipj1···jpEi1j1 ∗ · · · ∗ Eipjp ∗ Ek1k1 ∗ · · · ∗ EkN+1−pkN+1−p
=
∑
w∈Sp, N+1−p
aw(1)···w(p)w(1)···w(p)Ew(1)w(1) ∗ · · · ∗ Ew(N+1)w(N+1)
=
∑
w∈Sp, N+1−p
(−q)−2l(w)aw(1)···w(p)w(1)···w(p)E11 ∗ · · · ∗ EN+1,N+1
=
 ∑
w∈Sp, N+1−p
(−q)−2l(w)aw(1)···w(p)w(1)···w(p)
 IN+1.
From an easy observation, we know that for any w ∈ Sp,N+1−p with w(1) = l1, . . . , w(p) = lp we have l(w) =
(l1 − 1)+ · · · + (lp − p) = (l1 + · · · + lp)− (1+ p)p/2. 
Proposition 3.5. For any A ∈ End(V ) with Aei =∑N+1j=1 ajiej,and 0 ≤ p ≤ N + 1, we have
TrqAp =
n∑
i=1
q−2(i−1)
∑
j1,...,jp
aij1a
j1
j2
· · · ajpi ,
and
TrqA∗p =
∑
θ,τ∈Sp
∑
w∈Sp,N+1−p
(−q)−(2l(w)+l(θ)+l(τ ))aτw(1)θw(1) · · · aτw(p)θw(p).
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In particular,
TrqA∗N+1 =
∑
θ,τ∈SN+1
(−q)−l(θ)−l(τ )aτ(1)θ(1) · · · aτ(N+1)θ(N+1).
Proof. All identities follows from direct computation. 
For a diagonalizable A ∈ EndV with Aei = aiiei, we have
TrqA∗N+1 = (N + 1)q−2 !a11 · · · aN+1N+1,
TrqA∗p = (p)q−2 !
∑
w∈Sp,N+1−p(−q)−2l(w)aw(1)w(1) · · · aw(p)w(p),
TrqAp =∑N+1i=0 (−q)−2(i−1)(aii)p.
Let C = V (1) ⊂ V (2) ⊂ · · · ⊂ V (i) ⊂ · · · be a sequence of vector spaces with V (i) = SpanC{e1, . . . , ei}. We still use c
to denote the action of c restricted on V (i) for all i. For any 1 ≤ p ≤ N , we define
(Trq)p+1 : End∧p+1c (VN+1) → End∧pc (VN),
Ei1j1 ∗ · · · ∗ Eip+1jp+1 7→ Ei1j1 ∗ · · · ∗ EipjpTrqEip+1jp+1 ,
where 1 ≤ i1 < · · · < ip+1 ≤ N + 1 and 1 ≤ j1 < · · · < jp+1 ≤ N + 1.
Proposition 3.6. For any A ∈ End∧pc (V ), we have
TrqA = (−q)p(p−1)(Trq)1(Trq)2 · · · (Trq)pA.
Proof. We set A =∑1≤i1<···<ip≤N+1
1≤j1<···<jp≤N+1
ai1···ipj1···jpEi1j1 ∗ · · · ∗ Eipjp . Then
(Trq)1(Trq)2 · · · (Trq)pA =
∑
1≤i1<···<ip≤N+1
1≤j1<···<jp≤N+1
ai1···ipj1···jpTrqEi1j1 · · · TrqEipjp
=
∑
1≤i1<···<ip≤N+1
1≤j1<···<jp≤N+1
ai1···ipj1···jpδi1j1(−q)−2(i1−1) · · · δipjp(−q)−2(i1−1)
=
∑
1≤i1<···<ip≤N+1
ai1···ipi1···ip(−q)−2(i1+···+ip−p)
= (−q)p(1−p)TrqA. 
3.4. The relation between q-traces and quantum traces
Now we recall the definition of the quantum trace. For more information, one can see [7].
We know the positive roots of slN+1(C) are
α1, α1 + α2, α1 + α2 + α3, . . . , α1 + · · · + αN ,
α2, α2 + α3, α2 + α3 + α4, . . . , α2 + · · · + αN ,
. . . ,
αN .
The sum of all positive roots is
N∑
i=1
i(N + 1− i)αi.
Set
K = KN1 K 2(N−1)2 · · · KNN .
For any A ∈ End(V ), we call
trq(A) = Tr(ρ(K)A)
the quantum trace of A, where Tr is the usual trace of endomorphisms. By direct computation, one gets that if A ∈ End(V )
with Aei =∑N+1j=1 ajiej, then
trq(A) =
N+1∑
i=1
qN−2(i−1)aii.
Hence, we get that:
Theorem 3.7. For any A ∈ End(V ), we have
TrqA = q−N trq(A).
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In general, the quantum trace trqA for A ∈ End∧pc (V ) is defined by:
trqA = tr(ρp(K)A),
where ρp : UqslN+1 → End∧pc (V ) is the representation ofUqslN+1 on∧pc (V ) induced by the fundamental representation
ρ. For 1 ≤ j1 < · · · < jp ≤ N + 1, we have
ρp(K)A(ej1 ∧ · · · ∧ ejp) = ρp(K)
 ∑
1≤i1<···<ip≤N+1
ai1···ipj1···jpei1 ∧ · · · ∧ eip

=
∑
1≤i1<···<ip≤N+1
ai1···ipj1···jpKei1 ∧ · · · ∧ Keip
=
∑
1≤i1<···<ip≤N+1
ai1···ipj1···jpq
p(N+2)−2(i1+···+ip)ei1 ∧ · · · ∧ eip ,
where the last equality follows from K = diag(qN , qN−2, · · · , q−N).
So
trqA =
∑
1≤i1<···<ip≤N+1
qp(N+2)−2(i1+···+ip)ai1···ipi1···ip .
Therefore we have the generalization of the above theorem.
Theorem 3.8. For any A ∈ End∧pc (V ), we have
TrqA = q−p(N+1−p)trqA.
Acknowledgements
This work was partially supported by the China–France Mathematics Collaboration Grant 34000-3275100 from Sun Yat-
sen University. The author would like to thank Professor Marc Rosso sincerely from whom he got the main idea of this
paper and for useful discussions. He would like to thank le DMA de l’ENS de Paris for providing him a very excellent working
environmentwhen he prepared thiswork. Hewould like to thank the referee for careful reading and useful commentswhich
improved the clarity of this exposition.
References
[1] V.G. Drinfel’d, Quantum groups, in: Proc. Int. Cong. Math, Berkeley, 1986 pp. 798–820.
[2] D. Flores de Chela, J.A. Green, Quantum symmetric algebras II, J. Algebra 269 (2003) 610–631.
[3] D.I. Gurevich, Algebraic aspects of the quantum Yang–Baxter equation, Algeb. Anal. 2 (1990) 119–148 (in Russian). Translation in Leningrad Math. J.
2 (1991) pp. 801–828.
[4] M. Hashimoto, T. Hayashi, Quantum multilinear algebra, Tôhoku Math. J. 44 (1992) 471–521.
[5] M. Jimbo, A q-difference analogue of U(g) and the Yang–Baxter equation, Lett. Math. Phys. 10 (1985) 63–69.
[6] C. Kassel, Quantum Groups, in: Graduate Texts in Mathematics, vol. 155, Springer-Verlag, New York, 1995.
[7] C. Kassel, M. Rosso, V. Turaev, Quantum groups and knot invariants, in: Panoramas et Synthèses, numéro 5, Société Mathématique de France, 1997.
[8] H. Osborn, The Chern–Weil construction, differential geometry, in: Proc. Sympos. Pure Math., Vol. XXVII, Stanford Univ., Stanford, Calif., 1973, Part 1,
Amer. Math. Soc, 1975, pp. 383–395.
[9] H. Osborn, The trace as an algebra homomorphism, Enseign. Math. (2) 31 (1985) 213–225.
[10] M. Rosso, Groupes quantiques et algèbres de battage quantiques, C. R. Acad. Sci. Paris I 320 (1995) 145–148.
[11] M. Rosso, Quantum groups and quantum shuffles, Invent. Math. 133 (1998) 399–416.
[12] M. Wambst, Complexes de Koszul quantiques, Ann. Inst. Fourier (Grenoble) 43 (1993) 1089–1156.
