Abstract. For K ≥ 1, suppose that f is a K-quasiconformal self-mapping of the unit ball B n , which satisfies the following: (1) the polyharmonic equation
Preliminaries and statements of main results

Notations. Let R and R
n be the set of real numbers and the usual real vector space of dimension n, respectively, where n ≥ 2 is a positive integer. Sometimes it is convenient to identify each point x = (x 1 , . . . , x n ) ∈ R n with an n × 1 column matrix so that x = (x 1 , . . . , x n ) ′ , where ′ denotes the transposition of a matrix. For y = (y 1 , . . . , y n )
′ and x ∈ R n , we define the Euclidean inner product ·, · by x, y = n k=1 x k y k so that the Euclidean length of x is defined by
Denote a ball in R n with center x 0 ∈ R n and radius r by B n (x 0 , r). In particular, we use B n and S n−1 to denote the unit ball B n (0, 1) and the unit sphere in R n , respectively. For n 1 ∈ N := {1, 2, . . .} and k ∈ N 0 = N ∪ {0}, we denote by C k (Ω 1 , Ω 2 ) the set of all k-times continuously differentiable functions from Ω 1 into Ω 2 , where Ω 1 and Ω 2 are subsets of R n and R n 1 , respectively. In particular, let C(Ω 1 , Ω 2 ) := C 0 (Ω 1 , Ω 2 ), the set of all continuous functions of Ω 1 into Ω 2 . For
Sh. Chen f = (f 1 , . . . , f n 1 ) ′ ∈ C 1 (Ω 1 , Ω 2 ), we denote the derivative D f of f by
. . . · · · . . .
In particular, if n = n 1 , the Jacobian of f is defined by J f = det D f and the Laplacian of f ∈ C 2 (Ω 1 , Ω 2 ) is defined by ∆f = n k=1 D kk f.
For an n 1 × n matrix A, the operator norm of A is defined by
|Ax| |x| = max{|Aθ| : θ ∈ S n−1 } where n 1 ∈ N and n ≥ 2.
Polyharmonic equation.
For n ≥ 3 and x, y ∈ R n \{0}, we define x * = x/|x|, y * = y/|y| and let [x, y] := |y|x| − x * | = |x|y| − y * | .
Also, for x, y ∈ B n with x = y, we use G(x, y) to denote the Green function: denotes the Hausdorff measure of S n−1 . The Poisson kernel P : B n × S n−1 → R is defined by P (x, ζ) = 1 − |x| 2 |x − ζ| n . We use ∇ = ∂ ∂x 1 , . . . , ∂ ∂x n to denote the gradient.
Of particular interest for our investigation is the following polyharmonic equation:
with the following associated Dirichlet boundary value condition:
where n 1 ∈ N, m ∈ N \ {1}, ∆ 0 f := f , ∆ 1 f := ∆f , ϕ m ∈ C(B n , R n 1 ), and ϕ k ∈ C(S n−1 , R n 1 ) for k ∈ {0, 1, . . . , m − 1}. Since the case m = 1 has been studied in [21, 26, 27] , we assume here that m ∈ N \ {1}.
By [20, p. 118-120] and the iterative procedure, we see that all solutions to the equation (1.2) satisfying (1. P (x, ζ)ϕ 0 (ζ)dσ(ζ),
G(x, y 1 ) · · · G(y k−1 , y k ) (1.5)
for k ∈ {1, . . . , m − 1}, and
Here dσ denotes the normalized Lebesgue surface measure on S n−1 and dV is the Lebesgue volume measure on B n . We refer the reader to [9, 11, 16, 17, 33] etc for more discussions in this line.
1.3.
Main results. Heinz in his classical paper [18] showed that the following result which is called the Schwraz type Lemma (i.e. the Heinz type inequality) of harmonic mappings: If f is a harmonic mapping of the unit disk D := B 2 into D with f (0) = 0, then
Later, Hethcote [19] removed the assumption f (0) = 0 and obtained the following sharp form
where f is a harmonic mapping from D into itself. The inequality (1.7) also proved by Pavlović independently (see [34, Theorem 3.6 .1]). For n ≥ 3, the classical Schwarz lemma of harmonic mappings in B n infers that if f is a harmonic mapping of B n into itself satisfying f (0) = 0, then
where r = |x|, N = (0, . . . , 0, 1) ′ and U is a harmonic function of
Here X is the indicator function, S + = {x = (x 1 , . . . , x n ) ′ ∈ S n−1 : x n ≥ 0} and S − = {x = (x 1 , . . . , x n ) ′ ∈ S n−1 : x n ≤ 0} (see [6] ). In [24] , Kalaj showed that the following result for harmonic mappings f of B n into itself:
The first aim of the paper is to extend (1.8) to mappings satisfying the polyharmonic equation. More precisely, we shall prove the following.
where
, then the inequality (1.9) is sharp in S n−1 , where M > 0 is a constant.
Let f be a harmonic mapping of D onto itself with f (0) = 0. Heinz [18] proved that, for θ ∈ [0, 2π],
We refer to [24] for the extensive discussion on Heinz type inequalities for harmonic mappings in R n (n ≥ 3). On the applications of the Heinz type inequalities, see [13, 25] . In the following, by using Theorem 1.1, we establish a Heinz type inequality for mappings satisfying the polyharmonic equation.
, where Γ and F (·, ·; ·; ·) are the Gamma function and the hypergeometric function, respectively (see the Section 2.2). In particular, if ϕ k ∞ = 0 for k ∈ {1, . . . , m}, then this estimate (1.10) is sharp.
A homeomorphism f : Ω → Ω ′ between two open subsets Ω and Ω ′ of R n will be called a K-quasiconformal mapping if (1) f is an absolutely continuous function in almost every segment parallel to some of the coordinate axes, and there exist the partial derivatives which are locally L n integrable functions on Ω (briefly, f ∈ ACL n ), and (2) f satisfies the condition
n at almost every x in Ω, where
and J f (x) is the Jacobian determinant of f . We remark that, for a continuous mapping f , the condition (1) is equivalent to the condition that f belongs to the Sobolev space W 1 n,loc (Ω) (cf. [38, 39] ). Given a subset Ω of R n , a function ψ : Ω → R n is said to be bi-Lipschitz if there is a constant L such that for all x 1 , x 2 ∈ Ω,
Furthermore, ψ is called Lipschitz if the right hand of (1.12) holds, and ψ is said to be co-Lipschitz if it satisfies the left hand of (1.12). It is well known that all sense-preserving bi-Lipschitz mappings are quasiconformal mappings (cf. [4] ). But quasiconformal mappings are not necessarily bi-Lipschitz, not even Lipschitz (see [14, 22, 27] Pavlović [36] showed that harmonic quasiconformal mappings of the unit disk D onto itself are bi-Lipschitz mappings. In [35] , Partyka and Sakan improved Pavlović's corresponding result and obtained an asymptotically sharp version. By using the regularity theory of elliptic PDE's, Kalaj and Pavlović [21] generalized the Lipschitzproperty of harmonic quasiconformal mappings to the quasiconformal solutions of Poisson's equations. The same problem in the space is much more complicated because of the lack of the techniques of complex analysis. It is well known that the harmonic extension of a homeomorphism of the unit circle is always a diffeomorphism of the unit disk D. However, in higher dimensions, the situation is quite different. Namely, Melas [32] constructed a homeomorphism of S n−1 (n ≥ 3) whose harmonic extension fails to be diffeomorphic. We also refer to [7] for related results on the class of quasiconformal mappings. Astala and Manojlović [5] , and Kalaj [26] developed different approaches to investigate the Lipschitz-property of harmonic quasiconformal mappings in R n . On the discussion of the related topic, we refer to [1, 2, 3, 10, 22, 27, 28, 29, 30, 31] and the references therein. By using Theorem 1.1, Green's potential theory and partial proof methods in [26] , we will discuss the Lipschitz characteristic of quasiconformal mappings satisfying the polyharmonic equations. Our result is as follows, which implies that the Question 2.1 (a) in [29] is also positive for mappings satisfying the polyharmonic equations.
such that for all x 1 and x 2 in B n ,
Remark 1.1. For some given functions g 1 and g 2 defined in B n , let We will give some several auxiliary results in Section 2. The proofs of Theorems 1.1 and 1.2 will be presented in Section 3, and the proof of Theorem 1.3 will be given in Section 4.
Auxiliary results
Möbius Transformations of the Unit Ball. For x ∈ B
n , the Möbius transformation in B n is defined by
The set of isometries of the hyperbolic unit ball is a Kleinian subgroup of all Möbius transformations of the extended spaces R n ∪ {∞} onto itself. In the following, we make use of the automorphism group Aut(B n ) consisting of all Möbius transformations of the unit ball B n onto itself. We recall the following facts from [8] : For x ∈ B n and φ x ∈ Aut(B n ), we have φ
Gauss Hypergeometric Functions.
For a, b, c ∈ R with c = 0, −1, −2, . . . , the hypergeometric function is defined by the power series in the variable x
. ., and generally (a) k = Γ(a + k)/Γ(a) is the Pochhammer symbol, where Γ is the Gamma function. In particular, for a, b, c > 0 and a + b < c, we have (cf. [37] )
The following result is useful in showing one of our main results of the paper.
where B(., .) denotes the beta function and r ∈ [0, 1).
2.3.
The spherical coordinates. Throughout this article, by S and T we denote the spherical coordinates:
. .
where θ = (θ 1 , . . . , θ n−1 ) ′ .
The heinz type inequalities for mappings satisfying polyharmonic equations
The following result easily follows from [12, Theorem 1] .
where G(x, y) is the Green function.
Proof of Theorem 1.1. We divide the proof of this theorem into two steps.
Step 3.1. We first show that
where n ≥ 3.
For x, y ∈ B n with x = y and |x| + |y| = 0, let z = φ x (y), where φ x ∈ Aut(B n ). Then y = φ x (z) and
It follows from (2.1) that
which gives
.
which, together with (3.2), implies that
Using the spherical coordinates and Lemma A, we obtain
By (3.1), (3.2), (3.3), (3.4) and the change of variables, we obtain On Heinz type inequality and Lipschitz characteristic for mappings satisfying polyharmonic equations 9
Step 3.2. We estimate
For k ∈ {1, . . . , m − 1}, we will estimate |G k [ϕ k ]| in two cases. Case 1. m = 2 and k = 1.
By Lemma B, we have
Case 2. m ≥ 3 and 2 ≤ k ≤ m − 1. By (3.5) and (3.6), we have
Now we estimate |G m [ϕ m ]|, where m ≥ 2. Using (3.5) and (3.6), we see that
Therefore, it follows from (1.8), (3.6), (3.7) and (3.8) that
The proof of the theorem is complete.
, 1;
) .
Proof of Theorem 1.2. By (1.4), we have (1.6) . By the assumption, we see that
which, together with (3.7), (3.8) and Theorem 1.1, implies that
where r ∈ [0, 1). On the other hand, for x ∈ B n , there is a ρ ∈ (|x|, 1) such that
where r = |x|. It follows from (3.9), (3.10) and Lemma C that lim inf
Especially, if ϕ k ∞ = 0 for k ∈ {1, . . . , m}, then the sharpness part easily follows from [24, Theorem 2.5]. The proof of this theorem is complete. 
, where m ∈ N \ {1}, k ∈ {1, . . . , m − 1} and n ≥ 3. Then, for x ∈ B n ,
has a continuous extension to the boundary and, for ε ∈ S n−1 ,
Proof. We divide the proof of this lemma into two steps.
Step 4.1. We first prove (4.2). For k ∈ {2, . . . , m − 1} and m ≥ 3, let
Then, by (3.7), we have
we see that, for any fixed ξ ∈ R n , (4.5)
By calculations, we obtain
, where x ∈ B n . It follows from (4.4), (4.5), (4.6), Lemma D and the Lebesgue Dominated Convergence Theorem that, for ε ∈ S n−1 ,
Next, we estimate |D G k [ϕ k ] (ε)|. By (4.4) and (4.7), we have
|ξ|, which gives that
Case 2. m = 2 and k = 1.
Using the spherical coordinates and Proposition 1, we obtain
which yields that
Step 4.2. Next, we show that (4.1).
Case 3. m ≥ 3 and 2 ≤ k ≤ m − 1. In order to estimate
In order to prove (4.8), we let z = φ x (y 1 ), where φ x ∈ Aut(B n ). Then, by (3.1) and (3.2), we have
which, together with (2.3), gives that
S n−1 1 |xr − ζ| n+3 dσ(ζ) dr and
By computations, we obtain 1 0 (1 − r 2 )(1 − r n−2 )r 2k dr = 2(n − 2)(n + 4k + 2) (2k + 1)(2k + 3)(n + 2k − 1)(n + 2k + 1) and (k + 1)(n + 2k)(n + 2k + 2)(n + 4k + 2) (2k + 1)(2k + 3)(n + 2k − 1)(n + 2k + 1) (k + 2) ≤ n(n + 2)
which, together with (3.4), imply that
where c 0 = max
Since (k + 1)(k + 2)(n + 2k)(n + 2k + 2) (n + 2k − 1)(n + 2k + 3)(n + 2k + 1)
by (3.4), we see that
(k + 1)(k + 2)(n + 2k)(n + 2k + 2) 2n(n + 2) |x|
4(k + 1)(k + 2)(n + 2k)(n + 2k + 2) n(n + 2)(n + 2k − 1)(n + 2k + 3)(n + 2k + 1) |x|
Hence (4.8) follows from (4.9) and (4.10).
By (4.4), (4.5) and (4.8), we see that
which yields that 
which implies that
The proof of this lemma is finished.
, where m ∈ N \ {1} and n ≥ 3. Then, for x ∈ B n ,
Moreover, D Gm[ϕm] has a continuous extension to the boundary and, for ε ∈ S n−1 ,
By Lemma B and (3.5), we have
which, together with (4.6), Lemma D and the Lebesgue Dominated Convergence Theorem, implies that, for any fixed ξ ∈ R n , (4.13)
and D Gm[ϕm] has a continuous extension to the boundary. Next we estimate |D Gm[ϕm] (x)| for x ∈ B n , and |D Gm[ϕm] (η)| for η ∈ S n−1 , respectively.
It follows from (4.8), (4.12) and (4.13) that
The proof of this lemma is complete. Lemma 4.3. Suppose that n ≥ 3, m ∈ N \ {1}, ϕ m ∈ C(B n , R n ) and ϕ k ∈ C(S n−1 , R n ) for k ∈ {0, 1, . . . , m − 1}. Let f be a mapping of B n onto itself satisfying (1.2) and the boundary conditions
n . Then, for almost every t ∈ S n−1 , the following limits exist:
Further, for ϕ 0 := f | S n−1 and x(θ) = ϕ 0 (T (θ)) := ϕ 0 (t), we have
where M x (θ) and M T (θ) are the square roots of Gram determinants of D x and D T , respectively.
Before the proof of Lemma 4.3, let us recall the following result.
be a harmonic mapping of B n into R n , and assume that its derivative v = D u is bounded in B n (or equivalently, let u be Lipschitz continuous), where
and for almost every η ∈ S n−1 there holds the relation
Moveover, the function f • T is differentiable almost everywhere in Q n−1 and there holds
where θ = (θ 1 , θ 2 , . . . , θ n−1 ), Q n−1 and T are defined in the part of 2.3.
The proof of Lemma 4.3. We first prove the existence of the two limits in (4.14). By Lemmas 4.1 and 4.2, we see that for any t ∈ S n−1 ,
and G k [ϕ k ] are Lipschitz continuous in B n , where k ∈ {1, . . . , m}. Since f is Lipschitz continuous in B n , we see that
are also Lipschitz continuous in B n , where ϕ 0 = f | S n−1 . It follows from Lemma E that, for almost every t ∈ S n−1 ,
does exist, which, together with (4.17), guarantees that for almost every t ∈ S n−1 ,
also exists. By (4.18) and J f = det D f , we conclude that
exists for almost every t ∈ S n−1 . Next we estimate J f (t). It follows from (4.18) that the mapping x, x(θ) = ϕ 0 (T (θ)), defines the outer normal vector field n x almost everywhere in S n−1 at the point x(θ) = ϕ 0 (T (θ)) = (x 1 , . . . , x n ) ′ by the formula
. . .
, where e 1 = (1, 0, . . . , 0) ′ , . . ., e n = (0, 0, . . . , 1) ′ and T is defined in the part of 2.3. Let f (S(r, θ)) = y = (y 1 , . . . , y n ) ′ , where S is defined in 2.3. By (4.18), for i ∈ {1, . . . , n} and j ∈ {1, . . . , n − 1}, we have
which imply that
Since
by (4.19) , we see that
In the following, we will demonstrate the estimate of |X k | for k ∈ {1, . . . , m}. Case 1. k = 1. Then, by (4.20), we get
Case 2. k ∈ {2, . . . , m − 1} and m ≥ 3. In this case, by (4.20), we have
which, together with (4.4), gives that
where ̺ ϕ k (y 1 ) is defined in (4.3) . Case 3. k = m. Then it follows from (4.12) and (4.20) that
where ̺ ϕm (y 1 ) is defined in (4.11). Hence (4.15) and (4.16) follow from (4.21), (4.22) , (4.23) , (4.24) and
The proof of this lemma is complete.
Lemma F. ([27, Lemma 2.2])
Let u be a harmonic Lipschitz continuous mapping defined in B n . Suppose that D u exists almost everywhere in S n−1 . Then for x ∈ B n ,
..,n . If A is K-quasiconformal, then the following sharp inequalities hold:
Lemma H. ( [26, Corollary 3.7] ) Assume that u : B n → R n is a K-quasiregular, twice differentiable mapping, continuous on B n , and that u| S n−1 ∈ C 1,α . If, in addition, u satisfies the differential inequality
for some positive constants a and b, then |D u | is bounded and u is Lipschitz continuous.
The following is the so-called Mori's Theorem of quasiconformal mappings defined in B n (see [14] ).
Theorem I. If u is a K-quasiconformal self-mapping of B n with u(0) = 0, then there exists a constant q(n, K), satisfying the condition q(n, K) → 1 as K → 1, such that, for any x, y ∈ B n ,
Moreover, the mapping u(x) = |x| −1+K 1/(1−n) x shows that the exponent K 1/(1−n) is optimal in the class of arbitrary K-quasiconformal homeomorphism from B n onto itself.
The proof of Theorem 1.3. Let's begin the proof of this theorem with the following claim. 
exist almost everywhere in S n−1 .
In order to prove the existence of these two limits, we need to obtain the upper bound of |∆f (x)| in B n , and we divide it into two cases to estimate. Case 1. m = 2.
By [20, pp. 118-120 ] (see also [26, ?]), we have that for x ∈ B n ,
It follows from Lemma B that
for k ∈ {1, . . . , m − 2}, and
For x ∈ B n and k ∈ {1, . . . , m − 2}, by (3.7), we obtain
, and, by (3.8), we have
Since f is a K-quasiconformal self-mapping of B n , we see that f can be extended to the homeomorphism of B n onto itself. Hence Claim 4.1 follows from (4.26), Lemmas H and 4.3.
In the following, for convenience, let
Since for almost all x 1 and x 2 ∈ B n ,
we see that, to prove the Lipschitz continuity of f , it suffices to estimate the quantity C 2 (K, ϕ 1 , · · · , ϕ n ). To reach this goal, we first show that the quantity C 2 (K, ϕ 1 , · · · , ϕ n ) satisfies an inequality which is stated in the following claim. To prove the claim, we need the following preparation. Firstly, we prove that almost everywhere in Q n−1 , which yields that (4.28). Secondly, we show that for any ǫ > 0, there exists θ ǫ ∈ Q n−1 such that
is harmonic, by Lemma F, we see that By letting ǫ → 0 + , we get from (4.35) that
