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Abstract
This master thesis aims at the development, analysis and computer imple-
mentation of efficient numerical methods for the solution of optimal control
problems based on parametrized partial differential equations. Our goal is
to develop a new approach based on suitable model reduction paradigm –
the reduced basis method (RB) – for the rapid and reliable solution of con-
trol problems which may occur in several engineering contexts. In particular,
we develop the methodology for parametrized quadratic optimization prob-
lems with either coercive elliptic equations or Stokes equations as constraints.
Firstly, we recast the optimal control problem in the framework of mixed varia-
tional problems in order to take advantage of the already developed RB theory
for Stokes-type problems. Then the usual ingredients of the RB methodology
are provided: a Galerkin projection onto a low-dimensional space of basis
functions properly selected by an adaptive procedure; an affine parametric
dependence enabling to perform competitive Oﬄine-Online splitting in the
computational procedure; an efficient and rigorous a posteriori error estima-
tion on the state, control and adjoint variables as well as on the cost functional.
The reduction scheme is applied to several numerical tests confirming the the-
oretical results and demonstrating the efficiency of the proposed technique.
Moreover an application to an (idealized) inverse problem in haemodynamics
is discussed, showing the versatility and potentiality of the method in tackling





L’obiettivo di questa tesi e` quello di sviluppare, analizzare e implementare
metodi numerici efficienti per la risoluzione di problemi di controllo ottima-
le per equazioni differenziali alle derivate parziali parametrizzate. L’interesse
verso questo tipo di problemi nasce in diverse aree applicative, in particolar
modo in tutti i casi in cui si mira non soltanto alla simulazione numerica del
sistema considerato, ma anche all’ottimizzazione e al controllo di alcune sue
funzionalita` in corrispondenza delle possibili diverse configurazioni fisiche e/o
geometriche del sistema stesso, identificate da un insieme di parametri. Poiche´
la risoluzione numerica di un problema di controllo ottimo richiede ingenti ri-
sorse computazionali gia` nel caso non-parametrico, a maggior ragione, quando
dobbiamo ripetere il processo di ottimizzazione in corrispondenza di diverse
configurazioni del sistema, o quando, data una certa configurazione, vogliamo
ottenere la soluzione in tempi rapidi, lo sforzo computazionale richiesto puo`
risultare incredibilmente elevato, e dunque spesso insostenibile. Si e` voluto
quindi sviluppare un nuovo approccio basato su di una opportuna tecnica di
riduzione d’ordine del modello – il metodo a basi ridotte – che permetta di
risolvere in maniera rapida, accurata ed affidabile questo tipo di problemi.
Il metodo proposto permette di trattare problemi di controllo ottimale
governati da equazioni ellittiche coercive e dalle equazioni di Stokes. In en-
trambi i casi, il problema di controllo viene innanzitutto riformulato come un
opportuno problema punto-sella, in modo da poter sfruttare l’analogia con la
struttura delle equazioni di Stokes parametrizzate, per le quali il metodo a basi
ridotte e` gia` stato ampiamente sviluppato. Successivamente, viene proposto
uno schema a basi ridotte che consta dei seguenti ingredienti fondamentali:
una proiezione di Galerkin su di uno spazio di dimensione ridotta, costitui-
to da funzioni di base opportunamente selezionate attraverso una procedura
adattiva; una scomposizione oﬄine/online delle procedure computazionali, che
permette un disaccoppiamento del problema tra la fase di generazione della
base (ridotta) e la procedura di proiezione; una stima a posteriori efficiente
e rigorosa dell’errore sulle variabili di stato, controllo e stato aggiunto, cos`ı
come dell’errore sul funzionale costo. L’approccio a basi ridotte sviluppato vie-
ne poi applicato ad alcuni esempi numerici che confermano i risultati teorici
dimostrati e ne evidenziano l’efficienza computazionale. Infine viene presenta-
ta una possibile applicazione ad un problema inverso in ambito emodinamico,
mostrando la versatilita` e le potenzialita` del metodo nell’affrontare problemi di
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Introduction
This master thesis aims at the development, analysis and computer implementation of effi-
cient numerical methods for the solution of Optimal Control problems based on parametri-
zed Partial Differential Equations. Our goal is to develop a new approach based on suitable
model reduction paradigms for the rapid and reliable solution of complex problems which
may occur in several engineering contexts. In fact, often the ultimate goal is not only the
numerical simulation of the modelled system, but rather the optimization of some specific
performances related to the system (as, for example, the drag forces acting on airfoils), or
the optimal control of the underlying process in order to reach a desired state. Since the
characterization of a system in terms of physical quantities (like source terms, boundary
conditions, material properties) and/or geometrical configuration usually depends on a set
of parameters, the system response will be parameter dependent as well, and so will be the
optimal control. In all these cases, we are required to solve parametrized optimal control
problems, where the prediction of optimal control inputs and the optimization of given out-
put of interests is required for each different value of the parameters.
The numerical solution of an optimal control problem entails large computational costs and
may be very time-consuming already in the non-parametric case. Therefore, when perform-
ing the optimization process for many different parameter values (many-query context) or
when, for a given new configuration, we want to compute the solution in a rapid way (real-
time context), the computational effort may be unacceptably high and, often, unaffordable.
For this reason we aim at reducing the complexity of the original problem by means of
suitable model order reduction techniques, yet preserving its main features and the same
input-output behaviour. The ultimate goal of this thesis is to build a general framework
based on the reduced basis method for the efficient numerical solution of high dimension/-
complexity optimal control problems.
In order to identify the key features of the problem at hand and the strategy we chose
for the resolution, let us clarify what is meant by Optimal Control problem for Parametrized
PDEs. In general, an optimal control problem (OCP) consists of:
1. a controlled system, i.e. an input-output process (or relationship),
2. an observation of the output of the controlled system,
3. a control function, which can be seen as an input for the system,
4. an objective to be achieved.
The goal is to find the best input such that the observation of the output satisfies the
objective to be achieved. In our abstract framework the controlled system is indeed a physical
system modelled by PDEs, on which we have to act in some way, in order to obtain some
xvii
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desired/prescribed functionality. To be more specific, we are interested in situations where
[52, 33]:
1. the controlled system is given by a (or a system of) PDE(s), that we denote as
E(y, u) = 0, also called the state equation; y is the state variable (output) and u
is the control variable (input). The control variable may represent a forcing term, a
boundary condition, an initial condition or even a coefficient in the equation. Given
an input u, the input-output relationship u → y(u) requires the solution of the state
equation, which thus represents a constraint of the OCP;
2. the observation is typically a linear mapping of the state variable, say z(y) = Cy, being
C a suitable (linear or nonlinear) operator; z(y) could be the state variable itself,
the restriction of the state variable on a portion of the boundary, or even quantities
depending on the derivatives of the state variable;
3. the objective is given by an objective or cost functional J (y, u), expressed as a function
of the observation z(y) and possibly of some target state yd.
Then the optimal control problem can be expressed as:
find the optimal control u∗ and the state y(u∗) such that the cost functional
J (y, u) is minimized subject to E(y, u) = 0. (OCP )
The abstract formulation (OCP ) is again very general and comprehensive of many differ-
ent kinds of problems. In this work we limit to consider to the most typical linear/quadratic
case, i.e. optimal control problems where the cost functional is a quadratic functional of the
observation while the state equation is a linear (scalar or vectorial, coercive or noncoercive)
elliptic PDE.
In the parametrized case, the state equation has a more general form E(y(µ), u(µ);µ) =
0, where µ ∈ D ⊂ Rp denotes a p-vector of parameters representing physical or geometrical
parameters of interest. The parametrized optimal control problem can be expressed as
follows:
given µ ∈ D, find the optimal control u∗(µ) and the state y∗(µ) such that the
cost functional J (y(µ), u(µ);µ) is minimized subject to E(y(µ), u(µ);µ) = 0. (OCPµ)
The repeated solution of the (OCPµ) for many different parameters values is an unafford-
able task from a computational point of view. This is why a suitable model order reduction
is necessary. From an abstract point of view, the mapping µ 7→ (y(µ), u(µ)) defines a smooth
and rather low-dimensional parametrically induced manifold
M = {(y(µ), u(µ)) ∈ X : µ ∈ D},
where y(µ) and u(µ) are the state and control solutions of (OCPµ) and X is a suitable func-
tional space such that (y, u) ∈ X. Attempting to solve numerically the problem (OCPµ)
can be seen as trials to approximate the manifoldM. In a classical discretization approach,
after introducing an approximation space XN of (typically very large) dimension N – e.g.
a finite element (FE) space – for every value of the parameters µ we are supposed to solve
the whole optimal control problem in order to compute the solution (yN (µ), uN (µ)). This












Figure 1: Parametrized optimal control problem
the possibly smooth relation between parameters and solutions. In other words, this kind
of generic approximation spaces are unnecessarily rich and hence unnecessarily expensive
within the parametric framework.
A reduced (basis) approach is premised upon a classical finite element method (for ex-
ample) and consists in a low-order approximation of the truth manifold MN , based on two
stages: in the former we sample some parameters values in the space D and compute the
corresponding FE solutions, which can be seen as snapshots of the truth manifold MN ; in
the latter we build a lower-dimensional approximationMN of the truth manifold, by means
of a suitable interpolation procedure (a Galerkin projection) of the precomputed snapshots.
In particular, the main ingredients of the reduced basis (RB) methods [61, 66, 77] are the
following ones:
(i) a rapidly convergent global approximation (Galerkin projection) onto a space spanned
by solution of the original problem at some selected parameters value;
(ii) a rigorous a posteriori error estimation procedures which provides inexpensive yet sharp
bounds for the error between the RB and the truth solution. The a posteriori error
estimation is crucial for the certification of the method as well as for the design of the
sampling (Greedy) procedure used for the construction of the reduced basis;
(iii) an Oﬄine/Online computational procedures, i.e. a splitting between a time-consuming
and parameter independent Oﬄine stage and an inexpensive Online calculation for each
new input/output evaluation.
Some reduced order strategies have already been used for the efficient solution of para-
metrized optimal control problems; beyond reduced basis methods, also proper orthogonal
decomposition [41] applied to OCPs has been widely analyzed. However, several fundamental
aspects have still to be analyzed and extended to more general cases. In particular:
1. the solution of OCPs within the RB framework was faced firstly by Ito and Ravindran
[48, 50, 49]. More recently, the RB method has been applied to parametrized linear-
quadratic advection-diffusion optimal control with environmental applications in [67],
in the acoustic context [88], in the parametrized linear-quadratic parabolic optimal
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control problem, in both the unconstrained [17] and constrained case [18]. However, in
all these works the control variable is low-dimensional (e.g. a set of scalars, that could
be treated themselves as parameters). We aim at developing a reduced framework that
enables to handle with general control functions, i.e. infinite dimensional distributed
and/or boundary control functions.
2. An efficient and rigorous a posteriori error estimation, necessary both for constructing
the reduced order model and measuring its accuracy, is still missing for a large class of
optimal control problems. The main difficulty stands in the construction of rigorous
error bounds not just for the reduced state variable, but also for the reduced cost
functional and the reduced control. For example, the a posteriori estimators for the
error in the cost functional and in the control variable proposed in [17, 18] show to
be efficient in practice but unfortunately lack of rigorousness, whereas the estimator
proposed in [88] is proved to be rigorous but not efficient. Only recently in [32] an
efficient and rigorous estimator has been proposed in the case of a scalar constant
control function. In this thesis we aim at developing both efficient and rigorous a
posteriori error bounds in order to estimate, simultaneously, the errors in the optimal
control, the state variable and the cost functional and by considering a very general
control function.
3. Concerning the numerical solution of optimal control problems, all the previous works
have exploited an iterative algorithm for tackling the optimization stage. This may
often require very large computational costs as it involves the repeated evaluation of
the state solution and the gradient of the cost functional. We propose to apply an
alternative approach, based on the so-called one-shot method [7, 23, 71, 86], to pursue
a computational speedup during both the very expensive oﬄine construction of the
reduced basis and the many online evaluations of the solution of the optimal control
problem for different configurations of the system.
The goal of this thesis is to apply the RB method to the class of parametrized opti-
mal control problems featuring quadratic cost functionals and linear constraints with high-
dimensional control variable, and to develop rigorous and efficiently evaluable a posteriori
error bounds for the errors in the optimal control, the state variable and the cost functional.
In particular, with reference to the basic ingredients of the RB method previously introduced,
we point out that:
(i) in our approach, the reduced basis is made of optimal solutions of the original problem,
hence the computation of each basis function requires to solve the FE truth model,
for which we need efficient methods. Therefore a preliminary part of the thesis will
be devoted to the analysis of numerical methods for the solution of optimal control
problems, focusing on the so-called one-shot approach (in contrast to the iterative or
reduced-space approaches);
(ii) in order to provide the a posteriori error estimations for the optimal control problem,
we take advantage of the theory developed for Stokes-type problems [76, 74, 79, 75], by
recasting it in the framework of mixed variational (also called saddle-point) problems;
(iii) we rely on the the affine parameter dependence assumption, which provides the pos-
sibility to extract the parameter dependent components from our operators and thus
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exploit an Oﬄine/Online computational procedure, but results are easily extendible to
non-affine parametric dependency.
With respect to the previously introduced background, we have organized the work with the
following structure.
Chapter 1 In this first part we briefly introduce the theory of optimal control problems
governed by PDEs. We first present the Lagrangian approach for general nonlinear
problems in Banach spaces, focusing on the case of linear-quadratic problems in Hilbert
spaces. Then we study linear-quadratic problems in the framework of mixed variational
problems, proving some results on the well-posedness of the problem, as well as for
its Galerkin approximation, in the case of elliptic equations and Stokes system as
constraints.
Chapter 2 In this chapter we discuss some (finite element) numerical methods to solve
linear-quadratic optimal control problems. In particular we introduce the two most
popular strategies to solve numerically this kind of problems: iterative (or reduced
Hessian) methods and one-shot (or full-system) methods.
Chapter 3 In this chapter we provide an overview of reduced basis approximation and a
posteriori error estimation methods for parametrized elliptic coercive equations and
Stokes system. In particular we describe the main ingredients of the method that will
be extended to parametrized optimal control problems in the following chapters.
Chapter 4 We provide here a reduced basis framework for the efficient solution of para-
metrized linear-quadratic optimal control problems governed by coercive second-order
elliptic PDEs. We prove the well-posedness of the RB approximation and we develop
an efficient and rigorous a posteriori error estimation. The reduction scheme is applied
to some numerical examples that confirm the theoretical results and demonstrate the
efficiency of the method.
Chapter 5 We extend the methodology developed in Chapter 4 to the case of Stokes con-
straints, providing some numerical tests and an application to an inverse problem in
haemodynamics.
The simulations reported in this work have been carried out by means of Matlab R©[57]
software using the MLife (finite element) library [82] and an enhanced version (co-developed
at CMCS, EPFL) of the rbMIT c© (reduced basis) library [44, 61]. A considerable part of
the work has been devoted to extend these two libraries in order to handle optimal control
problems.
This work has been carried out in the Chair of Modeling and Scientific Computing
(CMCS) of the E´cole Polytechnique Fe´de´rale de Lausanne (CH), in the framework of the
international exchange European Union program Erasmus.
Milano and Lausanne, December 2011.

Chapter 1
An introduction to Optimal
Control Problems governed by
PDEs
The classical approach to optimal control for PDEs is based on the theory developed by J.L.
Lions [52, 53], which provides existence and uniqueness results for optimal control problems
described by elliptic, parabolic, hyperbolic and mixed PDEs. An alternative, more general
approach, is based on the Lagrangian formalism (see for instance [40, 89, 33, 47]): the control
problem is recast in a constrained minimization problem, for which a Lagrangian functional
is defined. The optimum, if it does exist, is a stationary ‘point’ of the Lagrangian functional.
The Lagrangian also allows to easily provide a posteriori error estimates for approximated
optimal control problems as, e.g., discussed in [5]. The solution of the Optimal Control
Problem can be characterized by the Karush-Kuhn-Tucker conditions, which in our case yield
a system of PDEs – state equation, adjoint equation and optimality condition. In the case
of optimal control problems here considered, featuring quadratic cost functionals and linear
constraints, this coupled system, also called optimality conditions system, features a saddle-
point structure. In view of the application of the reduced basis method, we are interested in
highlighting this structure, hence we study linear-quadratic optimal control problems in the
framework of mixed variational problems [14], as already done in [84, 38, 63, 34, 35].
In Section 1.1 we introduce the Lagrangian formalism, we first present existence results
and optimality conditions for general nonlinear problems in Banach spaces, then we focus on
the case of linear-quadratic problems in Hilbert spaces, with applications to the optimal con-
trol of coercive elliptic equations and Stokes system. In Section 1.2 we study linear-quadratic
problems in Hilbert spaces in the framework of mixed variational problems, proving some
results on the well-posedness of the problem, as well as for its Galerkin approximation, in
the case of elliptic equations and Stokes system as constraints.
To avoid misunderstandings we clarify that analysing linear-quadratic optimal control
problems using either the Lagrangian or the mixed variational framework leads exactly to
the same results. In fact, being the two methods equivalent and representing simply different
formalisms, usually the choice of the one to use is simply a question of taste. However, in
some contexts, using the saddle-point formalism can be more convenient since it permits to
highlight some analogies with different problems sharing the same abstract structure. In our
case we are interested in highlighting the saddle-point structure and its properties in view of
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the application of the reduced-basis method, other contexts in which the mixed variational
framework is used are the design of efficient preconditioner for the discrete problem, as we
will discuss in Chapter 2, and the development of a particular class of numerical methods
known as penalty methods (see [34, 35]).
1.1 The Lagrangian formalism
The following issues must be addressed when we study an optimal control problem: (i) exis-
tence and uniqueness of a solution, (ii) optimality conditions, (iii) numerical approximation
and optimization algorithms. While the last step will be addressed in the next Chapter,
here we discuss the first two points. In particular we first present existence results and op-
timality conditions for general nonlinear problems in Banach spaces, then we focus on the
case of linear-quadratic problems in Hilbert spaces, with applications to the optimal control
of elliptic equations and Stokes system. For the main results and theorems we refer to the
monographs [40, 33], while the basics on Banach and Hilbert spaces can be found in any
book on linear functional analysis, e.g. [91, 80].
As regards the notation, given a Banach space X, X∗ will denote its dual, i.e. the space
of linear functionals on X, while 〈·, ·〉X,X∗ will denote the duality pairing of X∗ and X.
1.1.1 Abstract formulation in Banach spaces
Let U, Y be reflexive Banach spaces and Z be a Banach space, Uad ⊂ U and Yad ⊂ Y ,
consider the following nonlinear optimization problem
min
(y,u)∈Y×U
J(y, u) subject to E(y, u) = 0, u ∈ Uad, y ∈ Yad, (1.1.1)
where the functional J : Y ×U → R and the state equation E : Y ×U → Z. Note that when
Uad ( U the problem is said to be control-constrained, similarly when Yad ( Y the problem
is said to be state-constrained. Denote the feasible set by
Fad = {(y, u) ∈ Y × U : (y, u) ∈ Yad × Uad, E(y, u) = 0}.
The following assumptions are required to prove existence results:
1. Uad is convex, bounded and closed;
2. Yad is convex and closed, such that (1.1.1) has a feasible point;
3. the state equation E(y, u) = 0 has a bounded solution operator u ∈ Uad 7→ y(u) ∈ Y ;
4. (y, u) ∈ Y × U 7→ E(y, u) ∈ Z is continuous under weak convergence;
5. J is weakly lower semicontinuous.
We can state the following existence theorem (see [40, Sec. 1.5.2] for the proof)
Theorem 1.1. Let assumptions (1)-(5) hold. Then problem (1.1.1) has an optimal solution
(y¯, u¯).
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J(y, u) subject to E(y, u) = 0, u ∈ Uad. (1.1.2)
We make the following assumptions
(i) Uad ⊆ U is nonempty, convex and closed;
(ii) J : Y ×U → R and E : Y ×U → Z are continuously Fre´chet differentiable and U, Y, Z
are Banach spaces;
(iii) for all u ∈ V in a neighborhood V ⊂ U of Uad, the state equation E(y, u) = 0 has a
unique solution y = y(u) ∈ Y ;
(iv) Ey(y(u), u) ∈ L(Y, Z) has a bounded inverse for all u ∈ V ⊃ Uad.
Remark 1.1. Assumption (iv) and the implicit function theorem ensure that the solution
operator of the state equation, i.e. V 3 u 7→ y(u) ∈ Y , is continuously differentiable. We
denote with y′(u) the corresponding derivative.
Now let us introduce the reduced problem
min
u∈U
Jˆ(u) subject to u ∈ Uad, (1.1.3)
with the reduced objective functional Jˆ(u) = J(y(u), u). Holding the assumptions (i)-(iv)
the formulations (1.1.2) and (1.1.3) are equivalent. We have the following result [40, Th.
1.48]
Theorem 1.2. Let assumptions (i)-(iv) hold. If u¯ is a local solution of the reduced prob-
lem (1.1.3) then u¯ ∈ Uad satisfies the variational inequality (called optimality condition or
minimum principle)
〈Jˆ ′(u¯), v − u¯〉U∗,U ≥ 0, ∀v ∈ Uad. (1.1.4)
Note that to make operative the optimality condition (1.1.4) we need an explicit expres-
sion for the derivative of the reduced cost functional Jˆ(u). There are at least two ways: the
sensitivity approach and the adjoint approach. We discuss here the adjoint approach with
Lagrangian functional. Let us define the Lagrangian functional L : Y × U × Z∗ → R,
L(y, u, p) = J(y, u) + 〈p, E(y, u)〉Z∗,Z , (1.1.5)
where the variable p is called Lagrange multiplier or adjoint variable. We want to express
the reduced cost functional in terms of L: for arbitrary p ∈ Z∗
Jˆ(u) = J(y(u), u) = J(y(u), u) + 〈p, E(y(u), u)〉Z∗,Z = L(y(u), u, p). (1.1.6)
Differentiating we obtain
〈Jˆ ′(u), v〉U∗,U = 〈Ly(y(u), u, p), y′(u)v〉Y ∗,Y + 〈Lu(y(u), u, p), v〉U∗,U ,
and, to get an explicit expression for the derivative of Jˆ ′(u), we choose p = p(u) such that
Ly(y(u), u, p) = 0, this way
Jˆ ′(u) = Lu(y(u), u, p(u)) = Ju(y(u), u) + Eu(y(u), u)∗p(u). (1.1.7)
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Of course p(u) is still unknown, however from (1.1.6) we see that the condition Ly(y(u), u, p) =
0 implies that p(u) is the solution of
〈Ly(y, u, p), z〉Y ∗,Y = 〈Jy(y, u), z〉Y ∗,Y + 〈p, Ey(y, u)z〉Z∗,Z
= 〈Jy(y, u) + Ey(y, u)∗p, z〉Y ∗,Y = 0, ∀z ∈ Y.
Therefore p ∈ Z∗ is the solution of
Ey(y(u), u)∗p = −Jy(y(u), u), (1.1.8)
the so-called adjoint equation. Having an explicit representation of Jˆ ′(u¯) we can state the
following corollary to Theorem 1.2, which provides necessary first order optimality conditions.
Corollary 1.1. Let (y¯, u¯) be an optimal solution of the problem (1.1.2) and let assumptions
(i)-(iv) hold. Then there exists an adjoint state (or Lagrange multiplier) p¯ ∈ Z∗ such that
the following optimality conditions hold
E(y¯, u¯) = 0,
Ey(y¯, u¯)∗p¯ = −Jy(y¯, u¯),
〈Ju(y¯, u¯) + Eu(y¯, u¯)∗p¯, v − u¯〉U∗,U ≥ 0, ∀v ∈ Uad.
(1.1.9)
Equivalently using the Lagrangian functional
〈Lp(y¯, u¯, p¯), q〉Z,Z∗ = 0 ∀q ∈ Z∗
〈Ly(y¯, u¯, p¯), z〉Y ∗,Y = 0 ∀z ∈ Y
〈Lu(y¯, u¯, p¯), v − u¯〉U∗,U ≥ 0 ∀v ∈ Uad.
(1.1.10)
With respect to the functional J and the state equation E the variational formulation (1.1.10)
becomes 
〈E(y¯, u¯), q〉Z,Z∗ = 0 ∀q ∈ Z∗
〈Ey(y¯, u¯)∗p¯+ Jy(y¯, u¯), z〉Y ∗,Y = 0 ∀z ∈ Y
〈Ju(y¯, u¯) + Eu(y¯, u¯)∗p¯, v − u¯〉U∗,U ≥ 0 ∀v ∈ Uad.
(1.1.11)
Note that when Uad ≡ U the variational inequality reduces to an equation,
〈Ju(y¯, u¯) + Eu(y¯, u¯)∗p¯, v〉U∗,U = 0, ∀v ∈ U.
In this case the system of equations (1.1.9) can be viewed as the Euler-Lagrange system
of the Lagrangian functional. In fact the solutions of equations (1.1.10) are the stationary
points of L(·, ·, ·), i.e.
∇L(y¯, u¯, p¯)[z, v, q] = 0 ∀(z, v, q) ∈ Y × U × Z∗.
1.1.2 Application to linear quadratic optimal control problems










subject to Ay = Cu+ f
(1.1.12)
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where Y, U,Z are Hilbert spaces, Z = Y ∗, yd ∈ Z, f ∈ Y ∗, we assume that A ∈ L(Y, Y ∗)
has a bounded inverse (i.e. A−1 ∈ L(Y ∗, Y )), C ∈ L(U, Y ∗) and Q ∈ L(Y,Z). The problem
is quadratic in the functional, linear in the state equation and unconstrained because both
Uad ≡ U and Yad ≡ Y . With these assumptions Theorem 1.1 holds, moreover if α > 0 the
solution is unique [40]. Since Hilbert spaces are reflexive we have the identification Y = Y ∗∗,
whence Z∗ = Y , also U = U∗ and Z∗ = Z. Then
E(y, u) = Ay − Cu− f, Ey(y, u) = A, Eu(y, u) = C,
the Lagrangian functional reads
L(y, u, p) = 1
2
(Qy − yd,Qy − yd)Z + α
2
(u, u)U + 〈p,Ay − Cu− f〉Y,Y ∗
and assumptions (i)-(iv) hold, in particular the hypothesis that A ∈ L(Y, Y ∗) has a bounded
inverse ensures the fulfilment of assumptions (iii)-(iv). To derive the optimality system we
have to compute the derivative of L(·, ·, ·) with respect to (y, u, p):
〈Ly(y, u, p), z〉Y ∗,Y = (Qy − yd,Qz)Z + 〈p,Az〉Y,Y ∗
= 〈Q∗(Qy − yd) +A∗p, z〉Y ∗,Y ∀z ∈ Y,
〈Lu(y, u, p), v〉U∗,U = (Lu(y, u, p), v)U = α(u, v)U − 〈p, Cv〉Y,Y ∗
= (αu− C∗p, v)U ∀v ∈ U,
〈Lp(y, u, p), q〉Y ∗,Y = 〈Ay − Cu− f, q〉Y ∗,Y ∀q ∈ Y,
where A∗ ∈ L(Y ∗, Y ) is the adjoint operator of A, C∗ ∈ L(Y, U) is the adjoint operator of C
and Q∗ ∈ L(Z, Y ∗) is the adjoint operator of Q. Thus the optimality system takes the form
(omitting the bar over the optimal variable)
A∗p = −Q∗(Qy − yd)
αu− C∗p = 0
Ay = Cu+ f,
(1.1.13)
or, equivalently, using the variational formulation
〈Q∗(Qy − yd) +A∗p, z〉Y ∗,Y = 0 ∀z ∈ Y,
(αu− C∗p, v)U = 0 ∀v ∈ U,
〈Ay − Cu− f, q〉Y ∗,Y = 0 ∀q ∈ Y.
(1.1.14)
Thanks to the Riesz representation theorem we can also obtain an explicit expression for the
derivative of the cost functional: by imposing
(∇J(u), v)U = 〈Jˆ ′(u), v〉U∗,U = 〈Lu(y, u, p), v〉U∗,U , ∀v ∈ U,
we get∇J(u) = −C∗p+αu, denoting with∇J(u) ∈ U the Riesz representation of J ′(u) ∈ U∗.
We now provide some concrete examples of linear quadratic optimal control problems,
specifying for each case the operator A,C and Q introduced in the general formulation
(1.1.12). In order to prove the well-posedness of these problems, the crucial point is to check
the fulfilment of the hypotheses made above, in particular to check that A ∈ L(Y, Y ∗) has a
bounded inverse (i.e. A−1 ∈ L(Y ∗, Y )), C ∈ L(U, Y ∗) and Q ∈ L(Y,Z).
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Example 1.1 (Distributed control of the Laplace equation). We consider the distributed
optimal control of the Laplace equation












−∆y = u+ f in Ω,
y = 0 on ∂Ω.
(1.1.15)
Let Ω ⊂ Rd (d = 1, 2, 3) be an open bounded domain with Lipschitz boundary ∂Ω, yd ∈
L2(Ω) and f ∈ L2(Ω) given, Y = H10 (Ω), U = L2(Ω), Z = L2(Ω), the dual space of Y is
Y ∗ = H−1(Ω). The weak formulation of the state equation reads:
find y ∈ Y s.t. a(y, q) = c(u, q) + (f, q)L2 , ∀q ∈ Y,








Fixed u ∈ U , applying Lax-Milgram lemma (Lemma A.1) follows the well-posedness of
the state equation. We can identify the operators introduced in the formulation (1.1.12):
A ∈ L(Y, Y ∗) is the operator induced by the bilinear form a, i.e. 〈Ay, q〉Y ∗,Y = a(y, q),
C ∈ L(U, Y ∗) is the operator induced by the bilinear form c, i.e. 〈Cu, q〉Y ∗,Y = c(u, q), the
observation operator Q ∈ L(Y,Z) is the identity operator, i.e. Qy = y. Then, instead of
computing the adjoint operators and substituting in the optimality conditions (1.1.13), we
express the Lagrangian functional using the bilinear form defined above:
L(y, u, p) = 1
2
(Qy − yd,Qy − yd)Z + α
2




(y − yd, y − yd)L2 +
α
2
(u, u)L2 + a(y, p)− c(u, p)− (f, q)L2 .
Setting equal to zero the derivatives of L with respect to (y, u, p) we obtain the optimality
conditions system 
a(z, p) = −(y − yd, z)L2 ∀z ∈ Y,
(αu, v)L2 = c(v, p) ∀v ∈ U,
a(y, q) = c(u, q) + (f, q)L2 ∀q ∈ Y.
(1.1.16)
To recover the formulations (1.1.13) or (1.1.14) it is sufficient to compute the adjoint oper-
ators; for A∗, noting that the bilinear form a is symmetric, we obtain
〈A∗p, z〉Y ∗,Y = 〈Az, p〉Y ∗,Y = a(z, p) = a(p, z) = 〈Ap, z〉Y ∗,Y , ∀p, z ∈ Y,
which implies A∗ = A. With the same argument we obtain also C∗ = C and Q∗ = Q.
Moreover the adjoint equation in (1.1.16) is just the weak formulation of{
−∆p = yd − y in Ω,
p = 0 on ∂Ω,
while the gradient of the cost functional is given by ∇J(u) = −p+ αu.
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Remark 1.2. Rewriting the optimality system (1.1.16) in the following form
(y, z)L2 + a(z, p) = (yd, z)L2 ∀z ∈ Y,
α(u, v)L2 − c(v, p) = 0 ∀v ∈ U,
a(y, q) − c(u, q) = (f, q)L2 ∀q ∈ Y.
(1.1.17)
the saddle-point structure of this coupled system of PDEs becomes quite evident.
Example 1.2 (Boundary control of an advection-diffusion-reaction equation). Let us now
consider a more involved elliptic optimal control with boundary control and observation on
a portion of the domain,












−div(ε∇y) + β · ∇y + σy = f in Ω,
y = 0 on Γd,
−ε∇y · n = u on Γn.
(1.1.18)
Let Ω be a bounded Lipschitz domain with boundary ∂Ω such that Γd∩Γn = ∅ and Γd∪Γn =
∂Ω, while the source term f ∈ L2(Ω), the diffusivity ε(x) ∈ L∞(Ω) with ε(x) ≥ ε0 > 0 a.e.
in Ω, the reaction σ ∈ L∞(Ω) and the advective field β ∈ [L∞(Ω)]2 with divβ ∈ L∞(Ω)
are assigned functions. Moreover let us assume that −12divβ + σ ≥ r0 ≥ 0 a.e. in Ω for a
suitable r0 and Γn ⊂ {x ∈ ∂Ω : β(x) · n(x) ≥ 0}, being n the unit outward normal vector on
∂Ω. The observation domain Ωo is an open subset of Ω, yd ∈ L2(Ω) is given, Y = H1Γd(Ω),
U = L2(Γn) and Z = L2(Ω), the dual space of Y is Y ∗ = H−1(Ω). The weak formulation of
the state equation reads
find y ∈ Y s.t. a(y, q) = c(u, q) + (f, q)L2 , ∀q ∈ Y,





ε∇y · ∇q + β · ∇yq + σyq} dΩ, c(u, q) = ∫
Γn
uq dΓ.
Fixed u ∈ U , applying Lax-Milgram Lemma follows the well-posedness of the state equation
(e.g [65]). The Lagrangian functional reads
L(y, u, p) = 1
2
(y − yd, y − yd)L2(Ωo) +
α
2
(u, u)Γn + a(y, p)− c(u, p)− (f, p)L2 .
Setting equal to zero the derivatives of L with respect to (y, u, p) we obtain the optimality
conditions system 
a(z, p) = −(χΩoy − yd, z)L2 ∀z ∈ Y,
(αu, v)Γn = c(v, p) ∀v ∈ U,
a(y, q) = c(u, q) + (f, q)L2 ∀q ∈ Y.
(1.1.19)
Note that this time the bilinear form a(·, ·) is not symmetric, hence A∗ 6= A, and the strong
formulation of the adjoint equation reads
−div(ε∇p)− div(βp) + σp = χΩo(yd − y) in Ω,
p = 0 on Γd,
ε∇p · n + β · np = 0 on Γn.
(1.1.20)
The derivative of the cost functional is given by ∇J(u) = −p|Γn + αu.
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Example 1.3 (Distributed control of the Stokes equations). Let us now consider a dis-













−ν∆v +∇p = u in Ω,
divv = 0 in Ω,
v = 0 on ∂Ω,
(1.1.21)
where Ω ⊂ R2 is an open bounded domain, ν is the kinematic viscosity (a given constant),
v ∈ [H10 (Ω)]2 is the velocity and p ∈ L20(Ω) = {r ∈ L2(Ω) :
∫
Ω r = 0} the pressure. The
functional settings is as follows: Y = [H10 (Ω)]
2 × L20(Ω) is the space of the state variables
(v, p), while U = [L2(Ω)]2 is the space of the control variable u; the dual space of Y is given
by Y ∗ = [H−1(Ω)]2 ×L2(Ω). In order to give the weak formulation of the state equation let
us define the following bilinear forms:
a(v, ξ) = ν
∫
Ω
∇v · ∇ξ dΩ, b(v, p) = −
∫
Ω
p∇ · v dΩ, c(u, ξ) =
∫
Ω
u · ξ dΩ.
The weak formulation reads: find (v, p) ∈ Y such that{
a(v, ξ) + b(ξ, p) = c(u, ξ) ∀ξ ∈ [H10 (Ω)]2,
b(v, τ) = 0 ∀τ ∈ L2(Ω). (1.1.22)
Given u ∈ U , it is well known that the saddle-point problem (1.1.22) satisfies the assumptions
of (Brezzi) Theorem A.2 (see, e.g., [14, 69]) and hence admits a unique solution that depends
continuosly with respect to the data. This means that the state operator is continuous from
Y to Y ∗ and has a bounded inverse. We can proceed formally writing the Lagrangian
functional
L(v, p,u,w, q) = 1
2
(v − vd,v − vd)L2 +
α
2
(u,u)L2 + a(v,w) + b(w, p) + b(v, q)− c(u,w),
requiring the derivatives of L to vanish we obtain the optimality conditions system
a(v, ξ) + b(ξ, p) = c(u, ξ) ∀ξ ∈ [H10 (Ω)]2,
b(v, τ) = 0 ∀τ ∈ L20(Ω),
a(ϕ,w) + b(ϕ, q) = (v − vd,ϕ)L2 ∀ϕ ∈ [H10 (Ω)]2,
b(w, pi) = 0 ∀pi ∈ L20(Ω),
α(u,λ)L2 = c(λ,w) ∀λ ∈ [L2(Ω)]2.
(1.1.23)
By counter-integrating by parts the third and fourth equations in (1.1.23) we obtain the
strong formulation of the adjoint problem
−ν∆w +∇q = vd − v in Ω,
divw = 0 in Ω,
w = 0 on ∂Ω,
while the derivative of the cost functional is given by ∇J(u) = −w + αu.
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Remark 1.3. As in Example 1.1 let us highlight the saddle-point structure of the coupled
system (1.1.23)
(v,ϕ)L2 +a(ϕ,w) + b(ϕ, q) = (vd,ϕ)L2 ∀ϕ ∈ [H10 (Ω)]2,
b(w, pi) = 0 ∀pi ∈ L20(Ω),
α(u,λ)L2 −c(λ,w) = 0 ∀λ ∈ [H10 (Ω)]2,
a(v, ξ) + b(ξ, p) −c(u, ξ) = 0 ∀ξ ∈ [H10 (Ω)]2,
b(v, τ) = 0 ∀τ ∈ L20(Ω).
1.2 Saddle-point formulation
In the previous section, discussing some examples, we noted that, at least for the problems
considered, the optimality conditions system features a saddle-point structure. Here, we
want to investigate more in-depth this property, in particular we want to show that this
structure is not a particular feature of the examples considered, but it is common to every
linear-quadratic optimal control problem. The idea is to formulate in a slightly different way
the problem, more precisely in the form min J (x) =
1
2
A(x, x)− 〈F , x〉, subject to
Bx = G in Q∗,
where we denote x = (y, u), being y the state variable and u the control variable. Then, using
the theory of saddle-point problems, we shall show the equivalence between the minimization
problem stated above and the following: find (x, p) ∈ X ×Q such that{
A(x,w) + B(w, p) = 〈F ,w〉 ∀w ∈ X,
B(x, q) = 〈G, q〉 ∀q ∈ Q,
the last one being simply the optimality conditions system (1.1.13), with p the Lagrange
multiplier associated to the constraint Bx = G. To prove the equivalence between the two
problems we will have to guarantee the fulfilment of the well known hypotheses of Brezzi
theorem [14], hypotheses that could be reinterpreted in terms of the assumptions made in
the previous section.
This formulation has been already used with different objectives in [84, 38, 63, 93, 83],
a unified presentation can be found in [34, 35], where it has been developed in view of the
application of penalty methods.
1.2.1 Formulation and existence of solutions
Let X and Q be Hilbert spaces and X∗, Q∗ their dual spaces respectively, we consider the
continuous bilinear form A(·, ·) on X × X, the continuous bilinear form B(·, ·) on X × Q,
the functional F ∈ X∗ and G ∈ Q∗. Note that the bilinear form A(·, ·) defines a linear
continuous operator A : X → X∗ by
〈Ax,w〉X∗,X = A(x,w), ∀x,w ∈ X,
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while the bilinear form B(·, ·) defines a linear continuous operator B : X → Q∗ and its
transpose Bt : Q→ X∗ by
〈Bw, q〉Q∗,Q = 〈w,Btq〉X,X∗ = B(w, q), ∀w ∈ X, q ∈ Q.
We consider the following saddle-point problem (also called mixed variational problem): find
(x, p) ∈ X ×Q such that{
A(x,w) + B(w, p) = 〈F ,w〉 ∀w ∈ X,
B(x, q) = 〈G, q〉 ∀q ∈ Q. (1.2.1)
The problem (1.2.1) can also be written as{
Ax+Btp = F in X∗,
Bx = G in Q∗.
Let us define the subspace of X
X0 = {w ∈ X : B(w, q) = 0 ∀q ∈ Q} ⊂ X, (1.2.2)
consisting of those elements w ∈ X that belong to the null space of the operator induced
by the bilinear form B(·, ·). The existence, uniqueness and stability of a solution to this
saddle-point problem is well-established by the well known Brezzi theorem, see Theorem A.2
in Appendix A. We recall here the two main assumptions of the theorem: we require the







‖x‖X‖w‖X ≥ α0 and infw∈X0 supx∈X0
A(x,w)
‖x‖X‖w‖X > 0,
and the bilinear form B(·, ·) to satisfy the inf-sup condition, i.e. there exists a constant






‖w‖X‖q‖Q ≥ β0. (1.2.3)
Holding these assumptions the solution to problem (1.2.1) is unique, moreover there exists
a constant C > 0 such that the solution satisfies the following a priori estimate:
‖x‖X + ‖p‖Q ≤ C
(‖F‖X∗ + ‖G‖Q∗). (1.2.4)
The following proposition (see [14, Remark 1.3] and [35, Prop. 1.7]) clarifies the relation
between mixed variational principles and constrained optimization problems.
Proposition 1.1. Assume that the hypotheses of Theorem A.2 hold. Assume further that
the bilinear form A(·, ·) is symmetric, nonnegative, and strongly coercive on X0, i.e., that
A(x,w) = A(w, x), A(x, x) ≥ 0 ∀x,w ∈ X (1.2.5)
and
A(x, x) ≥ α0‖x‖X ∀x ∈ X0, (1.2.6)
for a suitable α0 > 0. Then, the problem (1.2.1) is equivalent to the constrained optimization
problem  min J (x) =
1
2
A(x, x)− 〈F , x〉, subject to
Bx = G in Q∗.
(1.2.7)
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Remark 1.1. If we introduce the Lagrangian functional
L(w, q) = J (w) + B(w, q)− 〈F,w〉X∗,X ,
then the constrained minimization problem (1.2.7) is equivalent to the unconstrained op-
timization problem of finding saddle points (x, p) in X × Q of the Lagrangian functional.
These saddle points may be found by solving the optimality system (1.2.1).
Remark 1.2. As we aim to exploit the saddle-point structure of quadratic optimization
problems with linear constraints, our plan for the next sections will be: (i) formulate the
problem in the form (1.2.7) and (ii) prove that the assumptions of Proposition 1.1 hold in
order to (iii) gain the well-posedness of the saddle-point system (1.2.1), i.e. the optimality
conditions sistem.
However, before applying these results to concrete optimization problems, let us introduce
the Galerkin approximation of (1.2.1) and discuss its analysis.
1.2.2 Galerkin approximation, stability and convergence
To introduce the Galerkin approximation of the saddle-point problem (1.2.1), we consider
two families of finite dimensional subspaces XN and QN of the space X and Q. In this
work these discrete spaces will be finite element piecewise polynomial spaces, however they
could be either polynomial spaces (in spectral methods) or spectral element spaces, see [65].
The Galerkin-FE approximation of problem (1.2.1) has the following form: find (xN , pN ) ∈
XN ×QN such that{
A(xN , w) + B(w, pN ) = 〈F ,w〉 ∀w ∈ XN ,
B(xN , q) = 〈G, q〉 ∀q ∈ QN . (1.2.8)
Note that this is equivalent to the optimality system for the minimization of the functional
J (·) over XN subject to B(xN , q) = 〈G, q〉, ∀q ∈ QN . Let
XN0 = {w ∈ XN : B(w, q) = 0 ∀q ∈ QN } ⊂ XN , (1.2.9)
in general XN0 6⊂ X0 even though XN ⊂ and QN ⊂ Q so that the assumption of strong
coercivity of A(·, ·) and the inf-sup condition on B(·, ·) may not be satisfied. If XN and QN
are such that the latter conditions hold, then Theorem A.4 provides the discrete counterpart
of Theorem A.2, ensuring existence, uniqueness and stability for problem (1.2.8). In partic-
ular, in the case considered in Proposition 1.1, we assume that the bilinear form A(·, ·) be
strongly coercive on XN0 , i.e. there exists a constant αN > 0 such that
A(w,w) ≥ αN ‖w‖2X ∀w ∈ XN0 . (1.2.10)
Moreover, we suppose that the bilinear form B(·, ·) satisfies the following inf-sup condition:









Holding these assumptions the solution to problem (1.2.8) is unique and there exists a con-
stant C > 0 such that the solution satisfies the following a priori estimate:
‖xN ‖X + ‖pN ‖Q ≤ C
(‖F‖X∗ + ‖G‖Q∗). (1.2.12)
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If we can prove that the discrete counterparts of the assumptions of Proposition 1.1 are
verified, we obtain the well-posedness of the discrete problem (1.2.8). Moreover, holding
these assumptions, if (x, p) ∈ X × Q denotes the unique solution of (1.2.1), the following
optimal error estimate hold









where C is independent of N .
Let us now investigate the structure of the algebraic system associated to the Galerkin











the basis functions of the spaces XN , QN , respectively. Let us expand the discrete solutions























where Aij = A(ϕi, ϕj), Bkm = B(ϕm, φk), (F)i = 〈F,ϕi〉, (G)k = 〈G,φk〉, (x)i = xi and
(p)k = pk. The (NX + NQ) × (NX + NQ) matrix in (1.2.14) is symmetric, indefinite and
uniformly invertible with respect to N thanks to the assumptions (1.2.10) and (1.2.11).
Note that, since this linear system arise from the discretization of the optimization problem
(1.2.7), the block B contains the PDE operator acting as constraint, while the block A comes
from the discretization of the functional J (·).





xTAx− F Tx subject to Bx = G. (1.2.15)
1.2.3 Quadratic optimization with elliptic coercive equations constraints
We now apply the results of Section 1.2 to quadratic optimization problems constrained by
elliptic coercive PDEs. We identify (y, u) with the variable x of Section 1.2, where y denote
the state variable and u the control variable.
Let Ω ⊂ Rd (d = 1, 2, 3) be an open bounded domain with boundary ∂Ω such that
ΓD ∩ ΓN = ∅ and ΓD ∪ ΓN = ∂Ω. We define the functional spaces Y (state space) and Q
(adjoint space) such that H10 (Ω) ⊂ Y ⊂ H1(Ω) and Q = Y , respectively; the control space
is U = L2(ω), where ω can be the whole domain, a subdomain or a boundary. Moreover let
Z be the observation space: typically if we observe on a portion of the domain, say Ωˆ, then
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Z = L2(Ωˆ), while if the observation is on a portion of the boundary Γˆ, then Z = L2(Γˆ). We
consider the following optimal control problem minu∈U J(y, u) =
1
2
‖Qy − yd‖2Z +
α
2
n(u, u), subject to
a(y, q) = c(u, q) + 〈G, q〉Q∗,Q ∀q ∈ Q,
(1.2.16)
where α > 0 is a given constant, Q ∈ L(Y,Z) and yd ∈ Z a given function. Expressing
the constraint equation in weak form permits us to consider different kinds of problems, e.g.
distributed or boundary control
A˜y = f + u in Ω,
y = gD on ΓD,
∂A˜y = gN on ΓN ,

A˜y = f in Ω,
y = gD on ΓD,
∂A˜y = u on ΓN ,
where A˜ ∈ L(Y, Y ∗) is the elliptic operator associated with the bilinear form a(·, ·), i.e.








Note that the source term G(q) in the weak form of the state equation takes in account also




fq dΩ− a(Rg, q),
being Rg ∈ H1(Ω) a lift function such that Rg|ΓD = gD.
In order to formulate problem (1.2.16) in the form (1.2.7) and to prove the fulfilment
of the hypotheses of Proposition 1.1, let us assume that ‖ · ‖U = n(u, u) and require the
following assumptions (recalling that Y ≡ Q):
(i) the bilinear form a : Y ×Q→ R is bounded and strongly coercive, i.e. there exist two
positive constants γ˜1 and α˜ such that
a(z, q) ≤ γ˜1‖z‖Y ‖q‖Q ∀z,∈ Y, q ∈ Q and a(z, z) ≥ α˜‖z‖2Y ∀z ∈ Y ≡ Q,
(ii) the bilinear form c : U ×Q→ R is symmetric and bounded, i.e. there exists a positive
constant γ˜2 such that
c(u, q) ≤ γ˜2‖u‖U‖q‖Y ∀u ∈ U, q ∈ Q
(iii) the bilinear form n : U × U → R is symmetric, bounded and coercive, i.e. there exist
two positive constants γ˜n and α˜n such that
n(u, v) ≤ γ˜n‖u‖U‖v‖U ∀u, v ∈ U and n(u, u) ≥ α˜n‖u‖2U ∀u ∈ U.
Let us denote withX = Y×U the product space between the state space Y and the control
space U , equipped with the scalar product (x,w)X = (y, z)Y + (u, v)U , being x = (y, u) ∈ X
and w = (z, v) ∈ X. We now define the aggregated bilinear forms A(·, ·) and B(·, ·)
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Definition 1.1. Let x = (y, u) ∈ X, w = (z, v) ∈ X, the bilinear form A(·, ·) : X ×X → R
is defined as follows
A(x,w) := (Qy,Qz)Z + αn(u, v). (1.2.17)
Definition 1.2. Let w = (z, v) ∈ X, q ∈ Q, the bilinear form B(·, ·) : X ×Q→ R is defined
as follows
B(w, q) := a(z, q)− c(v, q). (1.2.18)
Moreover we define the functional F = (Q∗ΛZyd, 0) ∈ X∗, where ΛZ : Z → Z∗ is the Riesz
isomorphism and Q∗ ∈ L(Z∗, Y ∗) is the adjoint of the operator Q. We can now re-formulate
the optimal control problem (1.2.16) asmin J (x) =
1
2
A(x, x)− 〈F , x〉X∗,X , subject to
B(x, q) = 〈G, q〉Q∗,Q ∀q ∈ Q.
(1.2.19)
If we can prove that the assumptions of Proposition 1.1 hold, then we obtain the equivalence
between the control problem (1.2.16) and the following saddle-point problem: find (x, p) ∈
X ×Q such that {
A(x,w) + B(w, p) = 〈F ,w〉 ∀w ∈ X,
B(x, q) = 〈G, q〉 ∀q ∈ Q. (1.2.20)
Moreover, holding those assumptions, the problem stated above is well posed.
Lemma 1.1. The bilinear forms A(·, ·) and B(·, ·) satisfy the assumptions of Proposition
1.1.
Proof. We denote with ‖Q‖ = ‖Q‖L(Y,Z), the norm of the observation operator. We will
mostly make use of the hypotheses (i)-(iii) on the bilinear forms a(·, ·), c(·, ·) and n(·, ·).
1. Continuity of the bilinear form A(·, ·) on X ×X:
|A(x,w)| ≤ ‖Qy‖Z‖Qz‖Z + α‖u‖U‖v‖U ≤ ‖Q‖2‖y‖Y ‖z‖Y + α‖u‖U‖v‖U
≤ (‖Q‖2 + α)‖x‖X‖w‖X .
2. Strong coercivity of the bilinear form A(·, ·) on X0: let w = (z, v) ∈ X0, i.e.
B(w, q) = 0 ∀q ∈ Q ⇐⇒ a(z, q) = c(v, q) ∀q ∈ Q,
thanks to hypothesis (i), using Lax-Milgram lemma we have ‖v‖U ≥ α˜γ˜2 ‖z‖Y , thus





















}(‖z‖2Y + ‖v‖2U) = α0 ‖w‖2X .
3. Continuity of the bilinear form B(·, ·) on X ×Q:
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a(z, q)− c(v, q)




‖q‖Y ≥ α˜‖q‖Y = α˜‖q‖Q.
The symmetry and non-negativity of A(·, ·) are trivial.
Proposition 1.2. Let the assumptions (i)-(iii) hold, then the optimal control problem (1.2.19)
has a unique solution (x, p) ∈ X ×Q given by the saddle-point problem (1.2.20).
Proof. The result follows from Theorem A.2, Proposition 1.1 and Lemma 1.1.
Remark 1.4. Using the definitions of the bilinear forms A(·, ·) and B(·, ·) it is easy to
obtain the state-adjoint-optimality conditions formulation from the saddle-point formulation
(1.2.20):
state equation: a(y, q) = c(u, q) ∀q ∈ Q,
adjoint equation: a(z, p) = (yd −Qy,Qz)Z ∀z ∈ Y,
optimality condition: c(v, p) = αn(u, v) ∀v ∈ U.
Let us now introduce the Galerkin approximation of the saddle-point problem (1.2.20).
We consider two families of finite dimensional subspaces XN and QN of the space X and
Q, note that we are implicitly considering two spaces Y N ⊂ Y and UN ⊂ U such that
XN = Y N × UN , with Y N ≡ QN . The Galerkin-FE approximation of problem (1.2.1) has
the following form: find (xN , pN ) ∈ XN ×QN such that{
A(xN , w) + B(w, pN ) = 〈F ,w〉 ∀w ∈ XN ,
B(xN , q) = 0 ∀q ∈ QN . (1.2.22)
To guarantee the well-posedness of problem (1.2.22) we have to check the fulfilment of the
assumptions (1.2.10) and (1.2.11), i.e. the strong coercivity of A(·, ·) on XN0 and the discrete
inf-sup condition on B(·, ·).
Lemma 1.2. Assume that Y N ≡ QN . Then the bilinear forms A(·, ·) and B(·, ·) satisfy the
assumptions of Theorem A.4.
Proof. The crucial point is to check that assumptions (i)-(iii) continue to hold in the discrete
case. In particular it is sufficient to note that the continuity property of the bilinear form
a(·, ·) with respect to the discrete subspaces Y N ×QN is inherited from the continuity prop-
erty that holds on the parents spaces. Likewise, provided Y N ≡ QN , the strong coercivity
property on Y N ⊂ Y automatically follows from the strong coercivity property with respect
to Y . The same arguments apply to the bilinear forms c(·, ·) and n(·, ·). Now we can repeat
exactly the same arguments as in the proof of Lemma 1.1.
Proposition 1.3. Let the assumptions (i)-(iii) hold and assume that Y N ≡ QN . Then the
saddle-point problem (1.2.22) has a unique solution (xN , pN ) ∈ XN ×QN .
Proof. The result follows from Theorem A.4 and Lemma 1.2.
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Example 1.4. Let us reconsider the problem proposed in Example 1.1, a distributed control
problem for the Laplace equation












−∆y = u+ f in Ω,
y = 0 on ∂Ω.
(1.2.23)
We set Y = Q = H10 (Ω), U = L
2(Ω) and define the bilinear forms
a(y, q) = (∇y,∇q)L2 , n(u, v) = α(u, v)L2 , c(u, q) = (u, q)L2 ,
which satisfies the hypotheses (i)-(iii), moreover the observation operator is given by Qy = y,
hence ‖Q‖ = 1. Then we can reformulate problem (1.2.23) in the form (1.2.7), provided
A(x,w) = (y, z)L2 + α(u, v)L2 , B(x, q) = (∇y,∇q)L2 − (u, q)L2 ,
and G = f ∈ Q∗, F = (yd, 0) ∈ X∗.
1.2.4 Quadratic optimization with Stokes equations constraints
We apply the results of Section 1.2.1 to quadratic optimization problems now constrained
by the Stokes system as in Example 1.3 of Section 1.1.2. Here v denotes the velocity,
p the pressure (note that till now p was used to denote the adjoint variable), and u the
control variable acting as a body force. We consider the following distributed optimal control
problem









|u|2 dΩ, subject to
−ν∆v +∇p = u in Ω,
divv = 0 in Ω,
v = 0 on ∂Ω.
(1.2.24)
We introduce the following functional spaces: Y = [H10 (Ω)]
2 × L2(Ω) for the state variables
(v, p), U = [L2(Ω)]2 for the control variable, Q = [H10 (Ω)]
2 ×L2(Ω) for the adjoint variables
(w, q) and the product space X = Y × U . Using the same notations as in Example 1.3, the
weak formulation of the state equation reads: find (v, p) ∈ Y such that{
a(v, ξ) + b(ξ, p) = c(u, ξ) ∀ξ ∈ [H10 (Ω)]2,
b(v, τ) = 0 ∀τ ∈ L2(Ω). (1.2.25)
Remark 1.5. The Stokes system (1.2.25) is an example of saddle-point problem, hence its
analysis could be carried out in the framework of Section A.1.3 (as already discussed in







≥ β˜b > 0.
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Note however that, as every mixed variational problem, the system (1.2.25) provides an
example of weakly coercive problem, hence it could be also analysed using Necˇas-Babusˇka
theorems, see Section A.1. It is sufficient to define the bilinear form A : Y × Y → R as
A({v, p}, {ξ, τ}) = a(v, ξ) + b(ξ, p) + b(v, τ), (1.2.26)
and to prove that it is continuous and weakly coercive on Y ×Y , i.e. there exists a constant





A({v, p}, {ξ, τ})






A({v, p}, {ξ, τ})
‖{v, p}‖Y ‖{ξ, τ}‖Y > 0. (1.2.28)
Actually, since a(·, ·) and b(·, ·) satisfy the hypotheses of Theorem A.2, it can be shown (see
e.g. [21, 90, 35]) that the the compound form A(·, ·) is continuous and weakly coercive. We
will use this fact in the proof of Lemma 1.3.
Let us define the bilinear form A(·, ·) and B(·, ·)
Definition 1.3. Let x = ({v, p},u) ∈ X, ζ = ({ϕ, pi},λ) ∈ X, the bilinear form A(·, ·) : X×




v ·ϕ dx+ α
∫
Ω
u · λ dx. (1.2.29)
Definition 1.4. Let x = ({v, p},u) ∈ X, {ξ, τ} ∈ Q, the bilinear form B(·, ·) : X ×Q→ R
is defined as follows
B(x, {ξ, τ}) := a(v, ξ) + b(ξ, p) + b(v, τ)− c(u, ξ). (1.2.30)
Then
B(x, {ξ, τ}) = A({v, p}, {ξ, τ})− c(u, ξ).
Given F = ({vd, 0},0) we can reformulate the optimal control problem (1.2.24) asmin J (x) =
1
2
A(x,x)− 〈F ,x〉, subject to
B(x, {w, q}) = 0 ∀{w, q} ∈ Q,
(1.2.31)
If we can prove that the assumptions of Proposition 1.1 hold, then we obtain the equiv-
alence between the control problem (1.2.24) and the following saddle-point problem: find
(x, {w, q}) ∈ X ×Q such that{
A(x, ζ) + B(ζ, {w, q}) = 〈F , ζ〉 ∀ζ ∈ X,
B(x, {ξ, τ}) = 0 ∀{ξ, τ} ∈ Q. (1.2.32)
Lemma 1.3. The bilinear forms A(·, ·) and B(·, ·) satisfy the assumptions of Proposition
1.1.
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Proof. Let x = ({v, p},u) ∈ X, ζ = ({ϕ, pi},λ) ∈ X, we use the following scalar products:
({v, p}, {ϕ, pi})Y = (v,ϕ)H1 + (p, pi)L2 , (u,λ)U = (u,λ)L2 ,
(x, ζ)X = ({v, p}, {ϕ, pi})Y + (u,λ)U .
The symmetry and non-negativity of A(·, ·) are trivial, while the continuity of A(·, ·) and
B(·, ·) follows immediately from the continuity of the scalar products and the continuity of the
bilinear forms a(·, ·) and b(·, ·). To prove the coercivity of A(·, ·) on X0 let x = ({v, p},u) ∈
X0, note that x ∈ X0 if and only if {v, p} solves the Stokes system (1.2.25), i.e.
a(v, ξ) + b(ξ, p) + b(v, τ) = (u, ξ) ∀{ξ, τ} ∈ Q,
let ξ = v and τ = p, by Cauchy-Schwarz and Poincare´ inequalities









We want to prove that
A(x,x) ≡ ‖v‖2L2 + α‖u‖2L2 ≥ α0
[‖v‖2H1 + ‖p‖2L2 + ‖u‖2L2] = α0‖x‖2X ∀x ∈ X0,
by (1.2.33)





















































}[‖v‖2H1 + ‖p‖2L2 + ‖u‖2L2]
= α0‖x‖2X ∀x ∈ X0.
To prove the last assumption, i.e. the fulfilment of the inf-sup condition for the bilinear form





A({v, p}, {w, q})− c(u,w)





A({v, p}, {w, q})
‖{v, p}‖Y ≥ β˜A‖{w, q}‖Y = β˜A‖{w, q}‖Q.
Proposition 1.4. The optimal control problem (1.2.24) has a unique solution (x, {w, q}) ∈
X ×Q given by the solution to the saddle-point problem (1.2.32).
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Proof. The result follows from Theorem A.2, Proposition 1.1 and Lemma 1.3.
Let us now introduce the Galerkin approximation of the saddle-point problem (1.2.32).
We consider two families of finite dimensional subspaces XN and QN of the space X and
Q, note that we are implicitly considering two spaces Y N ⊂ Y and UN ⊂ U such that
XN = Y N × UN , with Y N ≡ QN . The Galerkin-FE approximation of problem (1.2.1) has
the following form: find (xN , {wN , qN }) ∈ XN ×QN such that{
A(xN , ζ) + B(ζ, {wN , qN }) = 〈F , ζ〉, ∀ζ ∈ XN ,
B(xN , {ξ, τ}) = 0 ∀{ξ, τ} ∈ QN . (1.2.34)
To guarantee the well-posedness of problem (1.2.22) we have to check the fulfilment of the
assumptions (1.2.10) and (1.2.11), i.e. the strong coercivity of A(·, ·) on XN0 and the discrete
inf-sup condition on B(·, ·). In particular a necessary condition is that Y ⊂ Y N be an inf-sup
stable subspace of Y for the Stokes system (1.2.25), i.e. denoting with V N ⊂ [H10 (Ω)]2 and
MN ⊂ L20(Ω) the approximation spaces for the velocity and the pressure respectively, with







≥ β˜Nb > 0, (1.2.35)
for a suitable constant β˜Nb (possibly dependent on N ).
Lemma 1.4. Assume that Y N ⊂ Y = [H10 (Ω)]2 × L20(Ω) be an inf-sup stable subspace of
Y for the Stokes system (1.2.25) and that QN ≡ Y N . Then the bilinear forms A(·, ·) and
B(·, ·) satisfy the assumptions of Theorem A.4.
Proof. The continuity property of the bilinear forms a(·, ·) and b(·, ·), as well as the coercivity
property of a(·, ·) are inherited from the continuity and coercivity properties that holds on
the parents spaces. Since Y N is assumed to be inf-sup stable the condition (1.2.35) hold.
Moreover condition (1.2.35) plus the hypothesis Y N ≡ QN implies that the bilinear form





A({v, p}, {ξ, τ})
‖{v, p}‖Y ‖{v, p}‖Q ≥ β˜
N
A > 0.
Now we can repeat exactly the same arguments as in the proof of Lemma 1.3.
Proposition 1.5. Assume that the hypotheses of Lemma 1.4 hold. Then, the saddle-point
problem (1.2.34) has a unique solution (xN , {wN , qN }) ∈ XN ×QN .
Proof. The result follows from Theorem A.4 and Lemma 1.4.

Chapter 2
Numerical methods: iterative and
one-shot approach
In this Chapter we discuss some numerical methods to solve PDE-constrained optimization
problems with quadratic functional and linear state equation. Before tackling this class of
problems it is useful to consider optimal control problems of the abstract form
min
(y,u)
J(y, u) subject to E(y, u) = 0, (2.0.1)
where u is the control variable and y the state variable, related to the control through the
(possibly) non linear state equation E(y, u) = 0. The two most popular strategies to solve
numerically this kind of problems are described below.
(i) Eliminate the PDE constraint by means of the solution operator u 7→ y(u) which solves
E(y(u), u) = 0; then one can replace y by y(u) and keep only the control variable as
optimization variable. In this way the PDE-constrained optimization problem is recast
into an unconstrained optimization problem, consisting in the minimization of the
reduced cost functional Jˆ(u) = J(y(u), u). The idea is to use in a suitable way the
standard algorithms of non-linear optimization such as gradient, conjugate gradient,
Newton and quasi-Newton methods (see e.g. [60, 27]). This approach is called iterative
or reduced space method (see for instance the monographs [40, 89, 47]).
(ii) Treat both the control and the state variables x = (y, u) as independent optimization
variables, coupled through the PDE constraint. In this case the problem is naturally
analyzed in the framework of equality constrained non-linear optimization; in fact the
Lagrangian formalism leads to a (possibly) non-linear optimality system, which has to
be solved through appropriate linearization procedures (like Sequential Quadratic Pro-
gramming methods) or modern penalty methods (like Augmented Lagrangian meth-
ods), see e.g. [40, 47]. This is the so called one-shot or all-at-once approach.
As in Chapter 1, we limit ourselves to consider the simple (yet significant and non-trivial)
case of optimal control problems with quadratic functional and linear state equation. In
Section 2.1 we introduce the iterative approach and its application to this class of problems,
in particular we discuss the steepest descent, conjugate gradient, Newton and quasi-Newton
methods. We underline the equivalence between applying these iterative optimization meth-
ods to the reduced cost functional or using iterative linear schemes to solve the Schur comple-
ment system obtained by block elimination of the state and adjoint variables in the optimality
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conditions system. Hence the iterative approach leads to the solution of a a symmetric pos-
itive definite system for determining the control variables, the matrix of this linear system
is referred to as reduced Hessian. We perform some numerical tests using different linear
solvers like Richardson, conjugate gradient and GMRES methods, and we briefly discuss the
issue of preconditioning.
In Section 2.2 we focus on the one-shot approach that in the case of linear-quadratic
problem yields to solve a quadratic programming problem. In fact, as already mentioned in




xTAx− fTx subject to Bx = g, (2.0.2)
i.e. as a quadratic programming problem with equality constraint (see [60, 27]), whose













being p the adjoint variable (Lagrange multiplier). The matrix of this linear system in saddle-
point form is symmetric, indefinite, usually ill-conditioned and often very large and sparse,
so for the resolution of (2.0.3) we have to use some efficient preconditioned iterative linear
system solvers such as Krylov subspace methods. The two main strategies for preconditioning
are domain decomposition (DD, see references cited in [1]) and multigrid techniques (MG, see
[9, 10]), which have been proven to be among the fastest methods for solving large-scale PDE
problems. Here we will concentrate on the second one. Multigrid techniques can be applied
to system (2.0.3) in two ways: either directly on the whole matrix or as approximate solvers
in block preconditioning schemes. In particular while the first approach [9, 83] requires a
careful design of ad hoc multigrid algorithms for the system (2.0.3), the second one allows to
use as building blocks of the preconditioner existing and well-evaluated multigrid algorithms
for the matrices A and B, in particular optimal multigrid preconditioners for the matrix B,
i.e. the discretized PDE operator. In this work we will focus on the last approach referring
principally to the ideas proposed in [70, 71, 72, 93]. In particular we introduce some block
diagonal MG preconditioners for the optimal control of both the Laplace equation and the
Stokes system.
We want to clarify that the purpose of the chapter is neither to be rigorous (we avoid to
discuss the spectral properties and the theoretical convergence behaviour of the numerical
schemes we are going to introduce) nor to propose original results. Rather, we aim to in-
troduce the main ideas behind the two most popular strategies employed to tackle this kind
of problems, and consequently to discuss, through some simple numerical experiments, their
main differences, properties and limits.
As a final remark let us underline that even if the problems considered here are the
most simple in the wider class of problems described by (2.0.1), they nonetheless represent
a first step towards the resolution of more general and involved problems. In fact, as men-
tioned above, when tackling non-linear PDE-constrained optimization problems, even with
additional inequality constraints on the control and/or state, various techniques like SQP,
Penalty methods and Active Set strategies have to be adopted. These methods often require
solving a sequence of simpler problems with the same structure of (2.0.3). So developing
efficient methods for solving these simple problems is crucial to design efficient methods for
solving even more challenging problems.
2.1. Iterative methods for optimal control problems 23
Initialize control variable
(Non)linear solver
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Linear solver for
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Gradient of the func-



















Figure 2.1: Schemes of the two approaches for generic optimal control problems, either linear or
nonlinear.
2.1 Iterative methods for optimal control problems
As noticed above, in the iterative approach the starting idea is to consider the state variable
as a function of u and then to recast the problem into an unconstrained optimization problem
with respect only to the control variable u, i.e.
min
u
Jˆ(u) = J(y(u), u)
where, given the control u, the state variable y(u) is computable solving the state equation.
In other words, an existing algorithm for the solution of the state equation is embedded into
an optimization loop. Since efficient optimization requires gradients, the solver for the state
equation has to be augmented with a routine which provides the gradient of the state with
respect to the optimization variables. Employing a finite difference approximation of the
gradient may seem attractive due to its ease of implementation, but it has limited accuracy
and it is costly in the presence of many design variables; thus it is usually preferable to
calculate the gradient using a sensitivity or adjoint approach (e.g [33]). As mentioned above,
just limiting to consider unconstrained finite-optimization, several classes of algorithms can
be adopted in PDE-constrained optimization, see for instance the monographs [40, 89, 47]
and the numerous references therein.
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In Section 2.1.1 we introduce the basics on nonlinear unconstrained optimization, in
particular we discuss the steepest descent, conjugate gradient, Newton and quasi-Newton
methods, referring principally to [27, 60]. Then in Section 2.1.2 we apply the algorithms
of unconstrained optimization to PDE-constrained optimization problems. As it will be
shown in Section 2.1.3, it turns out that applying these iterative optimization methods to
the reduced cost functional is equivalent to use an iterative linear schemes to solve the Schur
complement system, obtained by block elimination of the state and adjoint variables in
the optimality conditions system. In Section 2.1.4 we perform some numerical experiments
comparing different solvers.
2.1.1 Iterative methods for unconstrained optimization




where Uad ⊆ U := Rn and J : U → R is a smooth function (at least twice differentiable).
Note that if Uad ≡ U the optimization problem is said to be unconstrained, while if Uad ⊂ U
is said to be constrained. We will consider only the unconstrained case. Also we denote with
g(u) ∈ Rn and H(u) ∈ Rn×n respectively the gradient and the Hessian of the cost functional.
The basic idea for solving this minimization problem is to build an iterative algorithm that,
given a starting point u0 supplied by the user, generates a sequence of iterates {uk} typically
such that J(uk+1) < J(uk); the algorithm ends when a suitable stopping criterium is fulfilled.
There are several possibilities to move from the current iterate uk to the new iterate uk+1,
each of them falling into one of these two fundamental strategy:
• the line search type methods, where the algorithm chooses a direction dk and searches
along this direction from the current iterate uk for a new iterate with J(uk+1) < J(uk);
• the trust region type methods, where the information gathered about J is used to
construct a model function whose behaviour in a given region (the trust region) near
the current point uk is similar to that of the actual objective function J . The size of
the region is modified during the iteration process.
Here we consider only line search type methods, for which the minimization problem can be
stated as follows: given an initial guess u0 ∈ U , the method consists in finding iteratively a
sequence {uk} such that
uk+1 = uk + τkdk k = 1, 2, . . .
where dk represents a descent direction, that is a vector that satisfies d
T
k · ∇J(uk) < 0, and
τk is the step length that can be chosen in a variety of ways, as we discuss later. The general
scheme of a line search type method can be summarized as in Algorithm 2.1. Typically the
search direction dk could depend on the gradient and the Hessian of the objective function
J(·); several algorithms are available with different choices of dk, each of them with some
advantages and disadvantages as regards computational and storage costs. In this section
we briefly introduce some of these algorithms: the steepest descent method, the conjugate
gradient method, and finally Newton and quasi-Newton methods (in particular the limited-
Memory BFGS). Let us observe that for each of them we can choose different strategies for
the computation of the step length τk, we only mention that one of the most popular choice
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Input: Given a tolerance ε > 0 and an initial guess u0,
1: set k = 0
2: repeat
3: compute the search direction dk
4: compute the step length τk
5: set uk+1 = uk + τkdk
6: set k = k + 1
7: until ‖∇J(uk)‖ < ε or |J(uk+1)− J(uk)| < ε or ‖uk+1 − uk‖ < ε.
Algorithm 2.1: Line search methods
consist in performing an inexact line search with the Armijo rule, see [27, 60]. However,
when the functional is quadratic, i.e. of the form J(u) = 1/2uTHu − bTu, one can easily
perform an exact line search: minimizing J(uk + τkdk) with respect to τk we obtain






The steepest descent method (also called gradient method) is a line search method that
moves along the direction
dk = −∇J(uk)
at every step. Some advantages of this method are that it only requires calculation of the
gradient ∇J(uk) but not of the Hessian, so it needs a low amount of memory and is globally
convergent; the main disadvantage is that it converges only linearly, hence the computational
cost could be relevant.
Conjugate gradient method
The conjugate gradient (CG) method improves the idea of gradient method moving along
directions given by
dk = −∇J(uk) + βkdk−1,
where the scalar βk is to be determined by the requirement that dk−1 and dk must be
conjugate with respect to H(uk), i.e. d
T
kH(uk)dk−1 = 0. When the functional J is quadratic





When J(u) is a general nonlinear function, different nonlinear CG methods, which corre-
sponds to different choices of βk, are used; possible choice of βk are given by the Fletcher-
Reeves and the Polak-Ribie`re formulae, see [27, 60] fo further details.
Newton and quasi-Newton methods
Newton and quasi-Newton methods are probably, among line search type algorithms, the
most used. The idea of Newton method is to minimize the quadratic model m(dk) of J(uk)
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in a suitable neighbourhood of uk. If the Hessian matrix is positive definite, the vector dk
that minimize m(dk) is given by
dk = −(H(uk))−1∇J(uk),
i.e. in Newton methods the descent direction is the solution of the linear system
H(uk)dk = −∇J(uk). (2.1.2)
Newton methods converge quadratically (only locally) but require at each iteration to com-
pute the Hessian Hk = H(uk) and to solve the linear system (2.1.2). Quasi-Newton methods
allow us to avoid the calculation of the Hessian, replacing it with a suitable approximation,
i.e. an approximated inverse of the Hessian matrix, say B−1k , is used to replace H
−1
k in
equation (2.1.2). One of the most popular formula for updating the Hessian approximation
Bk is the so called BFGS (from Broyden-Fletcher-Goldfarb-Shanno) update:











sk = uk+1 − uk, yk = ∇J(uk+1)−∇J(uk).
In practical implementations we avoid to factorize Bk at each iteration by updating directly
the inverse of Bk instead of Bk itself, using the following formula




where Ck := B
−1
k and usually B0 = I. While the BFGS method permits us to avoid the
calculation and inversion of the Hessian matrix, we still have to store at each iteration
the full matrices Ck and Ck+1, storage that could be troublesome in case of large scale
optimization problems, as optimal control of PDEs could be. The limited-memory BFGS
method circumvent this difficulty, storing, instead of a fully dense n × n approximation
matrix, only a few vectors of length n.
2.1.2 Iterative optimization methods for optimal control of PDEs
We now want to introduce an iterative algorithm well suited for solving an optimal control
problem governed by a PDE. Let us consider the abstract problem
min
(y,u)
J(y, u) subject to E(y, u) = 0, (2.1.4)
and assume that we have at our disposal the state operator (also called control-to-state map)
u 7→ y(u) which solves E(y(u), u) = 0, so that we can eliminate the PDE constraint E(·, ·) in




Jˆ(u) = J(y(u), u). (2.1.5)
To apply the algorithms introduced in the previous section we only need an explicit expression
for the gradient of J ′(u), that is computable using the adjoint technique, as we have already
seen in Section 1.1.1. More precisely we have
Jˆ ′(u) = ∇J(u) = Ju + E∗u p,
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where p solves the adjoint problem and Eu is the Fre´chet derivative of the state equation
with respect to u.
We now apply these ideas to the case of linear-quadratic problems, in particular, to make
things more clear, we consider a simple example, the optimal control problem for the Laplace
equation already discussed in Example 1.1 (Section 1.1.2). We recall here the problem at
hand with the state equation in weak form










s.t. a(y, q) = (u, q)L2 + (f, q)L2 ∀q ∈ Y,
(2.1.6)
where Y = H10 (Ω) and a(y, q) = (∇y,∇q)L2 . In this example the adjoint state is defined as
the solution of
a(z, p) = (yd − y, z)L2 ∀z ∈ Y,
while the gradient of the cost functional is given by ∇J(u) = −p + αu. Obviously all
the optimization procedures described in the previous section can only be carried out in
connection with a suitable discretization, hence let us now introduce the finite element (FE)
discretization of the optimization problem. Let {TN } be a triangulation of the domain Ω, we
denote V rN the Pr-conforming finite element space associated with the triangulation {TN }.
Moreover we define Y N = Y ∩ V rN and UN = U ∩ V rN in such a way that Y N ⊂ Y , UN ⊂ U
are sequences of FE approximation spaces. The FE discretization of (2.1.6) reads:
min J(yN , uN ) subject to a(yN , q) = (uN , q)L2 + (f, q)L2 ∀q ∈ Y N .
Denoting with u and y the coefficients vectors in the expansion of uN and yN in terms of











s.t. Ky = Mu + f ,
(2.1.7)
where K is the stiffness matrix arising from the discretization of the bilinear form a(·, ·) and
M is the mass matrix on Ω. As well as the discretized state equation is given by
Ky = Mu + f ,
we can easily obtain the discretized adjoint equation
KTp = −My +Myd,
and the gradient of the discrete cost functional ∇J(u) = −p + αu. Now it should be
more clear how to adapt the iterative algorithms of unconstrained optimization to PDE-
constrained minimization: given an initial guess u = u0 we compute y by solving the state
equation and p by solving the adjoint equation; then we compute the cost functional gradient
∇J and the value of J , and apply a suitable convergence criterium. If this criterium is not
fulfilled we update the control u according to one of the optimization methods introduced in
the previuos section and repeat all the steps. The iterative process ends when the convergence
criterium is fulfilled. In Algorithm 2.2 we summarized this process with more details.
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Input: Given an initial guess u0 , compute y0 by solving state equation with u = u0, and
p0 by solving adjoint equation with y = y0, compute J0 and ∇J0. Set k = 0.
1: while ‖∇J(uk)‖/‖∇J(u0)‖ > tol or |J(uk)− J(uk−1)| > tol do
2: compute search direction dk according with one of the optimization methods (SD,
CG, BFGS, ...)
3: compute step length τk with a line search routine
4: set uk+1 = uk + τkdk
5: compute yk+1 by solving state equation with u = uk+1
6: compute pk+1 by solving adjoint equation with y = yk+1
7: compute Jk+1 and ∇Jk+1
8: k = k + 1
9: end while
Algorithm 2.2: Iterative algorithm for optimal control problem
Remark 2.1. While in classical unconstrained optimization the evaluation of the cost func-
tional J in an arbitrary point u¯ has a low computational cost, in the context of PDE-
constrained optimization, since the cost functional depends on both u and y, the evaluation
of J(u¯) is an expensive operation, because it requires to solve the state equation in order to
compute y¯ = y(u¯) and then compute J(y¯, u¯).
Remark 2.2. As remarked in [89, Sec. 2.12.1], for linear-quadratic problems the compu-
tation of the optimal step size τk can be made analytically, thanks to the fact that J is
quadratic. In fact (subscript 2 denote the discrete L2(Ω) norms and scalar product)
φ(τk) : = J(uk + τkdk) =
1
2












(yk − yd,y(dk))2 + α(uk,dk)2
)
+ t
where the constant t does not depend on dk and τk, and y(dk) denote the solution of the
state equation when u = dk. Being a parabola, the problem of minimizing φ(τ) can be
solved by hand:
τk = arg min
τ>0
φ(τ) =
−α(uk,dk)2 − (yk − yd,y(dk))2
‖y(dk)‖22 + α‖dk‖22
. (2.1.8)
Hence, in step 3 of Algorithm 2.2 we can avoid the use of a line search routine, we just
compute the optimal step size (2.1.8).
2.1.3 Iterative optimization methods as linear solvers for the reduced Hes-
sian
We want to investigate the relation between the iterative approach discussed above and the
structure of the discrete optimality conditions system. To simplify the discussion we refer
again to the example (2.1.6), the optimality system reads:
adjoint: KTp +My = Myd (2.1.9a)
optimality: αMu−Mp = 0 (2.1.9b)
state: Ky −Mu = f , (2.1.9c)
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We want to eliminate the state and adjoint equations and variables, and then analyze the
system in the remaining control space (the so called reduced system), i.e. we compute
the Schur complement of the linear system (2.1.10) with respect to the control variable.
We substitute in the optimality equation the adjoint variable p derived from the adjoint
equation, then we do the same for the state variable y, rearranging we obtain the reduced
system for the control variable:
Hu = b, (2.1.11)
where
H = αM +MK−TMK−1M, b = −MK−TMK−1f +MK−TMyd,
and H is referred to as the reduced Hessian matrix. It can be shown that applying the
iterative algorithms of Section 2.1.1 to the reduced cost functional Jˆ(u) is equivalent to
solve with an iterative method the linear system (2.1.11). For example the steepest descent
algorithm for the minimization of the cost functional is equivalent to the following non-
stationary preconditioned Richardson scheme for the solution of the reduced system: given
u0, for k > 0
uk+1 = uk + τkM
−1rk, (2.1.12)
where rk is the residual defined as rk = b−Huk. In fact, let us consider the steepest descent
update
uk+1 = uk + τkdk,
where dk = −∇J(uk) = pk − αuk, using the adjoint equation we get pk = K−T (−Myk +
Myd), thus
uk+1 = uk + τk
(
K−TMyd − αuk −K−TMyk
)
,
by the state equation yk = K
−1(Muk + f), substituting and rearranging we obtain
uk+1 = uk + τk
(
K−TMyd −K−TMK−1f − αuk −K−TMK−1Muk
)
= uk + τkM
−1(−MK−TMK−1f +MK−TMyd − αMuk −MK−TMK−1Muk)
= uk + τkM
−1(b−Huk).
Actually, this result is not surprising if we write the algebraic counterpart of the reduced
cost functional Jˆ(u): substituting y(u) = K−1(Mu + f) in J(y,u) we obtain
Jˆ(u) = J(y(u),u) =
1
2



















−TMK−1f − fTK−TMyd does not affect the
minimizer of Jˆ(·). Therefore, being H a symmetric positive definite matrix, the minimization
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of the quadratic functional Jˆ(u) is equivalent to the solution of the linear system ∇Jˆ(u) =
Hu− b = 0 (e.g. [68, 81]), i.e.
minimize Jˆ(u) ⇐⇒ solve Hu = b.
Being H the Hessian of the reduced cost functional it is evident why it is referred to as the
reduced Hessian matrix. Moreover, it is clear that for the solution of this linear system we are
no more limited to consider the optimization algorithms introduced above, but we can also
use other iterative methods, for example those based on Krylov subspaces. We remark that,
independently from the choice of the solver, at each iteration, to compute the matrix-vector





and the evaluation of the expression
Hr = αMr −Mpr.
Moreover, once the solver converges and we get the optimal control u, we still have to perform
a state solution and an adjoint solution to get the optimal y and p.
Note also that, due to the difficulty in forming explicitly the matrix H, one can not try
to solve the linear system Hu = b with a direct method.
2.1.4 A numerical example: test and comparison
We test the algorithms introduced above on the simple problem (2.1.6), i.e.












−∆y = u+ f in Ω,
y = 0 on ∂Ω.
(2.1.13)
where Ω = (0, 1)2, U = L2(Ω), f = 0 and the desired state is given by yd = 10x1(1−x1)x2(1−
x2) (this is a test case proposed in [16]). For the discretization we use P1 continuous finite
element for the state, adjoint and control variables. A plot of the desired state yd is given
in Figure 2.2a, as well as plots of the optimal state y and control u are given in Figure 2.2b
and 2.3 for different values of the regularization parameter α.
In the following we will compare the performance of some linear solvers, in particular
the preconditioned non-stationary Richardson method, the conjugate gradient (CG) method
and the GMRES. We compare the performance of each method for different values of the
regularization parameter α and on different unstructured meshes (the size of the reduced
system related to each level of refinement is given in Table 2.1); the tolerance for the stopping
criterion in the linear solvers have been set to 10−7. The main optimal control solver has
been implemented in Matlab using the Mlife library [82], for the GMRES and CG methods
we rely on the native Matlab implementations while the Richardson scheme has been
implemented. We also remark that all the state and adjoint problem solves required to
compute (at each iteration) the matrix-vector multiplication Hr, are performed using the
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(a) Desired state yd.







































(b) Optimal state (left) and control (right) solutions for α = 10−2,
mesh size h = 0.03; the value of the cost functional is J = 4.41 · 10−4.
Figure 2.2











































Figure 2.3: Optimal state (left) and control (right) solutions for α = 10−5, mesh size h = 0.03; the
value of the cost functional is J = 2.32 · 10−4.
direct method embedded in Matlab’s backslash ‘\’. An alternative could be to use for
example a Cholesky decomposition, or, in view of more challenging problems, to use some
suitable inner preconditioned iterative method, for further details see [1].
As a first test we compare the number of iterations and CPU-time using the precondi-
tioned Richardson method (i.e. the steepest descent method), the conjugate gradient and
the GMRES, the last two non preconditioned. The results for α = 10−1 and α = 10−3, given
in Table 2.2, suggest some comments:
• for α = 10−1 the preconditioned Richardson method outperform the CG and GMRES
solver, both in terms of number of iterations and CPU-time;
• for α = 10−3 (hence smaller than before) the performance of the CG and GMRES meth-
ods remains stable, while the Richardson method shows poor convergence; in general,
as α becomes smaller, the three methods requires an higher number of iterations to
reach convergence (see for example Table 2.4);
• the mesh size (at least in the range tested here) does not affect considerably the per-
formances of the solvers.
From these observations, inspired by the Richardson method, we decided to test the precon-
ditioned CG and GMRES solver using as preconditioner the mass matrix M . The results
given in Table 2.3 show the benefits given by the preconditioner, both for the number of
iterations required to reach the convergence and the computational time. In Figure 2.4 we
report two plots comparing the convergence behaviour of the solvers for different values of
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h 0.08 0.04 0.02 0.01
N 452 1998 8364 33922
Table 2.1: Size of the reduced system related to each level of refinement considered.
h
CG GMRES Richardson
s iter s iter s iter
0.08 0.085 21 0.073 21 0.039 5
0.04 0.315 23 0.324 23 0.171 5
0.02 2.35 19 2.33 19 1.15 5
0.01 11.25 24 11.28 23 5.64 5
(a) α = 10−1, J = 5.4 · 10−2.
h
CG GMRES Richardson
s iter s iter s iter
0.08 0.073 21 0.088 20 0.104 16
0.04 0.315 23 0.306 22 0.44 16
0.02 1.856 19 1.817 18 3.452 18
0.01 11.28 23 10.81 22 19.74 20
(b) α = 10−3, J = 1.5 · 10−2.
Table 2.2: Comparison of CPU time and number of iterations using the CG and GMRES method
non preconditioned, and the preconditioned Richardson method.
α; we can conclude that CG and GMRES solvers have the same performances, always better
than the Richardson method when opportunely preconditioned.

























(a) Comparison of residual norms using CG,
PCG (preconditioned with the mass matrix)
and Richardson methods with α = 10−3 and



















(b) Comparison of CPU-times for α = 10−1 (P-GMRES
indicates GMRES preconditioned with the mass matrix).
Figure 2.4
Then we have repeated the same test with α = 10−5 (see Table 2.4): the use of the
preconditioner still helps in having a faster convergence, but we notice an increasing number
of iterations. Once again, as showed in Table 2.5, as α becomes smaller the number of
iterations increases. To understand the reason for which decreasing α the preconditioner
looses its effectiveness, we need to analyse deeply the structure of the reduced Hessian matrix
H = αM +MK−TMK−1M.
As noted in [30], when α is sufficiently large then H is spectrally equivalent to M and
therefore M will be an effective preconditioner for H, while when α is sufficiently small
then the matrix MK−TMK−1M will be an effective preconditioner for H. For intermediate
values of α, however, neither M nor MK−TMK−1M may be effective preconditioners.
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h
PCG P-GMRES
s iter s iter
0.08 0.025 2 0.02 2
0.04 0.084 2 0.09 2
0.02 0.76 2 0.68 2
0.01 2.79 2 2.87 2
Table 2.3: Comparison of CPU time and number of iterations with α = 10−1 using CG and GMRES
solvers preconditioned with the mass matrix M .
h
CG PCG GMRES P-GMRES
s iter s iter s iter s iter
0.08 0.13 35 0.06 14 0.09 27 0.06 13
0.04 0.57 41 0.29 14 0.45 30 0.26 13
0.02 3.24 36 1.66 13 2.53 27 1.46 12
0.01 18.1 41 8.29 13 13.7 29 8.7 12
Table 2.4: Comparison of CPU-time and number of iterations with α = 10−5 using CG and GMRES
solvers non-preconditioned and preconditioned with the mass matrix.
Though we are not interested here in going more deeply in the details of the design of
robust preconditioner for the Hessian matrix, we want to highlight one of the most typical
features that one can encounter in solving numerically this kind of problems: the different
behaviour showed by the solution algorithms with respect to the value of the regularization
parameter. Nevertheless this singular behaviour should not be surprising if we recall the role
of the regularization term in the functional, i.e. it ensures the well-posedness of the problem,
hence as α becomes smaller we can expect a deterioration in the convergence behaviour of
the solvers. These observations will be confirmed and discussed further in the next section
in the context of one-shot methods.
2.2 One-shot approach: multigrid preconditioning
As already mentioned in the introduction of the Chapter, linear-quadratic optimization prob-




xTAx− fTx subject to Bx = g, (2.2.1)
i.e. as a quadratic programming problem with equality constraint, whose optimality condi-
















The matrix of this linear system in saddle-point form is symmetric, indefinite, usually ill-
conditioned and often very large and sparse, so for the resolution of (2.2.2) we have to use
some efficient preconditioned iterative linear system solver such as Krylov subspace methods.
The discussion of efficient preconditioning will be the topic of the next sections, in particular
the problem will be to find a matrix P such that
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α 102 100 10−2 10−4 10−6 10−8
s 0.55 0.56 0.64 1.1 2.75 10.01
iter 2 2 3 7 23 95
Table 2.5: Computational time and number of iterations for different values of α using PCG solver
with the mass matrix as preconditioner, mesh size h = 0.02.
(i) P−1K has better spectral properties than K (i.e. lowest conditioning number and/or
clustered eigenvalues),
(ii) P−1v is cheap to evaluate for any given vector v.
The preconditioner solver will then solve the equivalent system
P−1Kv = P−1b,
clearly the construction of an efficient preconditioner will be a compromise between the in-
stances (i) and (ii). For a general introduction to numerical solution and preconditioning for
saddle-point system see [8], while for an introduction to preconditioning topics and multi-
grid techniques see [25] and [13, 37] respectively. Various preconditioned Krylov methods
have been proposed for the solution of optimality systems in PDE-constrained optimiza-
tion, we only mention some recent contributions, for further details see the references cited
therein. The two main strategies for the preconditioning of the KKT matrix are domain
decompositions and multigrid techniques. Here we focus on the second one, some useful
references for the first approach could be found in [1]. From the point of view of the multi-
grid preconditioning, we can roughly distinguish between two different alternatives: either
the direct multigrid method, where the multigrid algorithm is implemented directly on the
whole KKT system (see for instance [9, 10, 83]) or the use of multigrid schemes as inner
solvers (or preconditioners) for some blocks of the KKT matrix within an outer iterative
solver. We followed this strategy, making a comparison between some preconditioners re-
cently proposed in literature. In [70, 71, 72] the authors proposed to use MINRES method
with a block diagonal preconditioner with multigrid cycles (both geometrical and algebraic)
applied to scalar Poisson equation and to the Stokes system, both in the stationary case;
also in [70] a constraint preconditioner for PPCG (preconditioned projected conjugate gra-
dient) method with multigrid iterations is proposed; for the time-dependent case see [86],
with application to heat equation, and [87] for Stokes flows. Another different approach is to
consider a non-standard inner product preconditioned conjugate gradient method, see [84]
for the unconstrained case, [38] for the constrained one, also [93] for a wider perspective,
and [23] where other existing approaches are interpreted in this framework. See also [39] for
a space-time multigrid preconditioning method for the optimal control of the Navier-Stokes
equations.
In Sections 2.2.1, 2.2.2 and 2.2.3 we introduce the one-shot approach for elliptic problems,
in particular considering the example of control problem for the Laplace equation already
faced using the iterative approach; we present two different block diagonal preconditioners
following the work in [70, 93], then we provide some numerical experiments. Similarly, in
Sections 2.2.4 and 2.2.5 we discuss the one-shot approach for the optimal control of the
Stokes equations referring principally to [72].
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2.2.1 Problems governed by elliptic equations
We start considering the optimal control problem (2.1.6). As showed in Example 1.4 (Sec-
tion 1.2.3), setting Y = Q = H10 (Ω), U = L
2(Ω), x = (y, u) and defining the appropriate
bilinear and linear forms, problem (2.1.6) can be formulated in the formmin J (x) =
1
2
A(x, x)− 〈F , x〉X∗,X , subject to
B(x, q) = 〈G, q〉Q∗,Q ∀q ∈ Q,
(2.2.3)




xTAx− F Tx subject to Bx = G. (2.2.4)
























K −M) , x = (y p)T , G = f , F = (Myd 0)T ,
being, as usual, K the stiffness matrix resulting from the finite element discretization of the
differential operator, M the mass matrix and (y, u, p) the discretization of the state, control
and adjoint variables. Exploiting the blocks structure in (2.2.5) we (obviously) obtain the








There are a number of classes of preconditioners available in the literature explicitly designed
to solve different saddle-point problems arising in many areas of engineering (for an overview
see [8]). However, quoting from [8, Sec. 10], “for saddle point problems, the construction
of high-quality preconditioners necessitates exploiting the block structure of the problem,
together with detailed knowledge about the origin and structure of the various blocks. Be-
cause the latter varies greatly from application to application, there is no such thing as the
‘best’ preconditioner for saddle point problems”. Among the different alternatives we chose
the class of block diagonal preconditioners.
2.2.2 Block diagonal preconditioners
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where S = −BA−1BT is the Schur complement; note that assuming that both A and K are







M 0 00 αM 0
0 0 1αM +KM
−1KT
 .





















; this means that GMRES or MINRES algorithm applied to the precondi-
tioned system with matrix T will terminate after at most 3 iterations. At this point it seems
that we have satisfied the first request (i), i.e. the preconditioned system has better spectral
properties than the original one. But what about the second request (ii)? Unfortunately
forming the preconditioned system is essentially as expensive as computing the inverse of
K using an appropriate factorization. Therefore the exact preconditioner Pd needs to be







being Aˆ and Sˆ approximations of A and S. We first note that our attention should be focused
on the Schur block S = − 1αM −KM−1KT ; this is the only block of Pd that contains the
PDE matrix, since the blocks (1,1) and (2,2) are simple mass matrices that we can invert
without difficulties. We follow the work in [70] observing that for 10−1 . α . 10−7 the
term 1αM is smaller
1 than KM−1KT , hence we can consider the following approximated
preconditioner
Pˆd =
M 0 00 αM 0
0 0 KM−1KT
 .
Solving the preconditioned system Pˆ−1d Kv = Pˆ−1d b, requires, at each iteration of the Krylov
subspace method, to compute the preconditioned residual z by solving
Pdz = r,
denoting with r = (ry, ru, rp)
T the residual, we obtain explicitly
z =





still requiring to solve for K and KT , which is equivalent to solving exactly the state and the
adjoint problem. Being the preconditioner just an approximate solver, the idea is to replace
the exact matrices M and K with suitable approximations. Thus we define the following
preconditioner
1The relation could be verified comparing the order of magnitude of the entries in the two matrices in
terms of the mesh size h.
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Pˆd =
Mˆ 0 00 αMˆ 0
0 0 KˆM−1KˆT
 , (2.2.9)
where Kˆ e Mˆ are suitable approximations of K and M , respectively. Due to its mesh inde-
pendent condition number, it is not difficult to find a good approximation Mˆ for the mass
matrix M , for example we could simply use the lumped mass matrix or even the diago-
nal of the mass matrix, or more involved approximation, like performing some symmetric
Gauss-Seidel iterations or some iterations of a simple iterative method accelerated by the
Chebyschev semi-iteration (see [70, 84] for further details). As regards Kˆ, i.e the approxi-
mation of the PDE operator, the idea is to use some well-known and effective preconditioner
for the matrix K. A fixed number of multigrid iterations is known to be an optimal precon-
ditioner for the Laplace equation (e.g. [25, 13, 37]), hence, following [70], we can choose Kˆ
and Mˆ such that:
• Kˆ denotes k Algebraic Multigrid (AMG) V-cycles (alternatively k Geometric Multigrid
V-cycles, not considered here),
• Mˆ denotes m steps of the symmetric Gauss-Seidel method (in short SGS(m)).
In particular for the algebraic multigrid we use the HSL MI20 package [11] applied via a
Matlab interface, while the symmetric Gauss-Seidel have been implemented as reported in
Algorithm 2.3.
Input: A, b, x0, m
1: set D = diag(A), E = −tril(A), F = −triu(A), k = 0
2: while k < m do
3: x(k+1/2) = (D − E)\(Fx(k)) + (D − E)\b
4: x(k+1) = (D − F )\(Ex(k+1/2)) + (D − F )\b
5: k = k + 1
6: end while
Algorithm 2.3: Symmetric Gauss-Seidel (SGS)
Remark 2.1. As already mentioned, for the approximation of the mass matrix M there are
other available alternatives, like using simply the lumped mass matrix, which is less costly
and time-consuming than applying a fixed number of symmetric Gauss-Seidel iterations.
However, using a poor approximation for the mass matrix often results in a higher number
of iterations of the outer solver, i.e. the Krylov subspace solver. Hence using a more accurate
approximation for the the mass matrix seems to be a good compromise to bring down the
number of iterations of the outer solver, as well as the overall CPU-time.
Note that both Kˆ and Mˆ are not formed explicitly but are defined implicitly, i.e. are
defined through the action of their inverse; in fact when we have to solve the system Kˆw = z
instead of forming the matrix Kˆ we apply a routine, say w = amg-precon(K, z), that
implement the multigrid method. In Algorithm 2.4 we summarize the main steps required
by the application of the preconditioner Pˆd at each iteration of the Krylov subspace method.
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Input: r= (ru ry rp)
T
1: zy = SGS(M, ry,m)
2: zu = α
−1SGS(M, ru,m)
3: w1 = amg-precon(K
T , rp)
4: w2 = Mw1
5: zp = amg-precon(K,w2)
Algorithm 2.4: Application of the block preconditioner Pˆd: Pˆdz = r
The block diagonal preconditioner Pˆd is proved to be an optimal preconditioner [70], in
the sense that its performances are independent of the mesh size h, property that often is
referred to as robustness with respect to h. However, as we are going to verify with some
numerical tests in the next section, the preconditioner Pˆd is not robust with respect to the
regularization parameter α, in particular as α becomes smaller the number of iterations
of the outer solver increases. Since in many applications, for instance in the context of
data assimilation, the regularization parameter α could be very small, we wish to have
a preconditioner robust with respect to both h and α. Among the different alternatives,
we mention the preconditioners proposed in [84] and [93]. In the first work the authors,
exploiting the saddle-point structure (also at the continuous level) of the problem, developed
a robust preconditioner to be used within a non-standard inner product conjugate gradient
method; in the successive work [93] the author, applying similar ideas (i.e. finding suitable
norms that give robust stability estimates in Theorem A.4), proposed a robust block diagonal
preconditioner.
Here we only introduce the last one without going in the details of its derivation, for
which we refer to the original work. The main difference with the previous approach is that
















obtained substituting u = α−1p in the original optimality system (2.2.6). Then the block




0 α−1M + α−1/2KT
)
,
and it is shown to be a robust preconditioner with respect to both h and α for the matrix K2.
Clearly the application of Pdr still requires the exact inversion of the two blocks; in order
to ensure an efficient evaluation of P−1dr r, the two diagonal blocks are replaced by suitable
multigrid iterations (the approximation of Pdr will be denoted with Pˆdr).
To make a correct comparison between the two preconditioner Pˆd and Pˆdr we consider
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In the next section we propose some numerical comparisons between the two preconditioners.
2.2.3 Comparison and numerical results
We test the performances of the preconditioners on the example (2.1.13). As in Section 2.1.4
for the discretization we use P1 continuous finite element both for the state, the adjoint and
the control variables. Firstly we make some tests to set up the multigrid routine, then we
h
Smooth. iter = 2 Smooth. iter = 6 Smooth. iter = 10
s iter s iter s iter
0.08 0.085 22 0.054 12 0.051 12
0.04 0.398 28 0.262 14 0.31 14
0.02 2.57 48 1.15 20 1.19 18
0.01 14.1 64 4.8 22 4.3 20
(a) 1 V-cycle
h
Smooth. iter = 2 Smooth. iter = 6 Smooth. iter = 10
s iter s iter s iter
0.08 0.05 12 0.046 10 0.051 10
0.04 0.27 14 0.24 10 0.28 10
0.02 1.24 22 1.04 12 0.88 10
0.01 5.91 28 3.13 14 3.34 12
(b) 2 V-cycle
Table 2.6: Comparison of CPU time and iterations with α = 10−2 using GMRES with Pˆd as
preconditioner on the full (3x3) system. In table (a) we fix the number of V-Cycles equal to 1 and
change the number of smoothing iterations. In table (b) we use 2 V-cycles and change the number of
smoothing iterations. In both the tables we use 8 Symmetric Gauss-Seidel iterations to approximate
the mass matrix and the damped Jacobi as smoother for the AMG routine.
run some tests with different values of the regularization parameter α and of the mesh size
h (the size of the saddle-point system related to each level of refinement is given in Table
2.7b); the tolerance in the stopping criterion of the iterative solver is fixed to 10−7. The
benchmark will be the sparse direct solver provided by Matlab, we anticipate that for 2D
problems of moderate size sparse direct solvers demonstrate to be very competitive, while
for 3D problems they lose their effectiveness due to the intrinsic storage and computational
limitations, thus in this case it is necessary to turn to iterative methods (see e.g. [38, 70] for
significant numerical examples).
First of all we made some tests using the GMRES solver preconditioned with Pˆd with
different settings for the AMG (Algebraic MultiGrid) routine provided by the HSL MI20
library, which allows to change the most significant parameters like the number of V-cycle,
the number of smoothing iterations, the coarse solver and the smoother. In particular we
made a comparison varying the number of V-cycles and the number of smoothing iterations,
the results given in Table 2.6 show that a good compromise is to take 2 V-cycles with 6
smoothing iterations. For the approximation of the mass matrix we find that 8 iterations
of Symmetric Gauss-Seidel (SGS) guarantees a sufficient accuracy. The final setup for the
preconditioner Pˆd is shown in Table 2.7a. Note that with these settings, in the preliminary
test with α = 10−2 reported in Table 2.6 we obtain a number of iterations approximately
independent of the mesh size.
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# V-cycle iterations 2
smoother damped Jacobi
# pre-smoothing iterations 6
# post-smoothing iterations 6
coarse solver Gauss-Seidel
# SGS iterations 8
(a) Setup of multigrid and SGS routines for the
preconditioner Pˆd.
h 0.08 0.04 0.02 0.01
N 1356 5994 25092 101766
(b) Size of the full (3x3) saddle-point
system in correspondence of different
levels of refinement.
Table 2.7
Afterwards we made a test comparing the number of iterations and the computational
times for different values of α using the preconditioned GMRES solver and the sparse direct
solver on the full system. Some comments about the results given in Table 2.8:
• the number of iterations for both the values of α is independent of the mesh size h,
confirming the robustness of the preconditioner with respect to h;
• as α becomes smaller the number of iterations increases and the overall performance
of the preconditioner deteriorate, confirming that the preconditioner Pˆd is not robust
with respect to α;
• the comparison with the direct solver is quite embarrassing, fixing h = 0.01 for α =
10−3 the direct solver is three times faster than the preconditioned GMRES, for α =
10−5 eleven times faster. Not only, the performances of the direct solver seems not to
be affected by the value of α.
h
backslash 3x3 Pˆd
s iter s iter
0.08 0.005 - 0.06 14
0.04 0.038 - 0.32 14
0.02 0.18 - 1.22 14
0.01 1.06 - 3.74 16
(a) α = 10−3.
h
backslash 3x3 Pˆd
s iter s iter
0.08 0.0062 - 0.16 40
0.04 0.041 - 0.98 40
0.02 0.227 - 3.56 42
0.01 0.99 - 11.5 42
(b) α = 10−5.
Table 2.8: Comparison of computational time and number of iterations using GMRES precondi-
tioned with Pˆd and the sparse direct solver (needless to say, there is no number of iterations for the
last one).
Then we consider the reduced optimality system, i.e. the optimality system without the
optimality equation (in some tables will be referred to as ‘2x2 system’). We compare the
performances of the preconditioner Pˆd2 and Pˆdr, having as benchmark the computational
time of the direct solver (now on the 2x2 system, not on the full system). Some results are
given in Table 2.9 and in Figure 2.5. In particular, as expected, while the preconditioner
Pˆd2 has the same limits of Pˆd, the preconditioner Pˆdr shows to be robust with respect to
both α and h. Also the computational times are more competitive and, most important,
independent of the regularization parameter α.
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h
backslash 2x2 Pˆd2 Pˆdr
s iter s iter s iter
0.08 0.0035 - 0.037 11 0.019 12
0.04 0.015 - 0.10 11 0.065 13
0.02 0.12 - 0.82 12 0.34 13
0.01 0.55 - 2.55 12 1.33 14
(a) α = 10−3.
backslash 2x2 Pˆd2 Pˆdr
s iter s iter s iter
0.0037 - 0.094 28 0.023 11
0.019 - 0.25 27 0.05 11
0.095 - 1.55 30 0.28 11
0.51 - 5.28 30 1.21 13
(b) α = 10−5.
Table 2.9: Comparison of CPU-time and number of iterations using GMRES preconditioned with




























(a) Comparison of number of iterations for dif-



















(b) Comparison of CPU-times for α = 10−6 using
GMRES preconditioned with Pˆd2, Pˆdr and the direct
solver on the 2x2 system.
Figure 2.5
In Figure 2.6 we compare the computational times for different solvers, using both the
one-shot and the reduced Hessian approach. In particular, with a fixed α = 10−3, we have
tested the following solvers: the Richardson method and the CG method for the reduced
Hessian system both preconditioned with the mass matrix (see Section 2.1.4), the GMRES
solver on the full KKT system (‘3x3’ system) preconditioned with Pˆd, the GMRES solver on
the reduced ‘2x2’ system preconditioned with Pˆdr, and finally the direct solver on the ‘2x2’
and ‘3x3’ systems.
2.2.4 Problems governed by the Stokes system: a block diagonal precon-
ditioner
We now extend the ideas introduced in the previous section to an optimal control problem
for the Stokes equations, in particular we follow the recent work [72]. Let us consider the
following optimal control problem for the Stokes equations, for the sake of simplicity with
control and observation on the whole domain Ω,
minimize J(v, p,u) =
1
2









− ν∆v +∇p = u in Ω,
divv = 0 in Ω,
v = gD on ∂Ω.
(2.2.11)














GMRES with Pd (3x3)





Figure 2.6: Comparison between some solvers discussed in the context of reduced Hessian methods
and the one-shot approach. The regularization parameter is fixed to α = 10−3. The results confirm
the initial observation that for 2D problems of moderate size direct solvers outperform the iterative
ones.
Note that we are considering a three terms functional where, in addition to the usual two
terms for the state velocity and the control velocity, we are considering a new term depending
on the state pressure, in particular the constant δ > 0 enable us to penalize the pressure.
The importance of this new terms will become clear in the following.
After the discretization with a stable pair of finite element spaces for the velocity and
the pressure (a detailed description can be found in [69]) the discretized state equation in

























where (v,p,u) are the discrete velocity, pressure and control variables, respectively, Mv is
the velocity mass matrix, As denotes the stiffness matrix representing the vector Laplace
operator, Bs denotes the matrix representation of the divergence operator, and f and g
take in account for the non-homogeneous Dirichlet boundary condition for the velocity. The

















s p = Mvu + f
Bsv = g,
(2.2.12)
being Mp the pressure mass matrix. Introducing the discrete adjoint velocity w and pressure
q we obtain the optimality system

Mv 0 0 As B
T
s
0 δMp 0 Bs 0
0 0 αMv −Mv 0
As B
T
s −Mv 0 0
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i.e. V is the state variable (velocity and pressure), U is the control variable and W is
the adjoint variable (velocity and pressure). Obviously the optimality system could have





























and X denotes the state and control variables. Noting the analogies between system (2.2.13)
and the optimality system of the control problem for the Laplace equation discussed in the







being S = −BA−1BT the Schur complement.
Remark 2.2. The matrix S is nonsingular thanks to the non-singularity of the matrix K
and A, in particular while the matrix K is invertible thanks to the well-posedness of the
discrete problem, the matrix A has full rank thanks to the the fact that we are observing on
the whole domain Ω and the presence of the pressure term in the functional. If we consider
problems with observation only on a portion of the domain or without the pressure term in
the functional, the diagonal preconditioner we are going to discuss can not be used as it is,
since it requires the Schur complement to be nonsingular.













As in the elliptic case, the exact preconditioner Pd, in order to be efficiently evaluable, needs
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being Aˆ and Sˆ approximations of A and S. Once again, we focus our attention on the
Schur block S, i.e. α−1EMvET +KM−1KT , since this is the only block of Pd that contains
the PDE operator. Observing that for all but the smallest values of α the term KM−1KT
is dominant respect to α−1EMvET (see [72]), we can consider the following approximated
preconditioner
Pˆd =
M 0 00 αMv 0
0 0 KM−1KT
 .
The last step consist in substituting the matrix M and K with suitable approximations Mˆ
and Kˆ, resulting in the preconditioner
Pˆd =
Mˆ 0 00 αMˆ 0
0 0 KˆM−1KˆT
 . (2.2.16)
What still remains to be discussed is the choice of the approximations Mˆ and Kˆ. As usual
the idea is to use some effective existing preconditioners, in the case of the mass matrix M , as
already discussed in Section 2.2.2, we could simply use the lumped mass matrix or even the
diagonal of the mass matrix, or more involved approximation like performing some symmetric
Gauss-Seidel iterations. As regards Kˆ, we recall that K represents the full Stokes operator,
i.e. a saddle-point matrix for which the task of preconditioning is not straightforward.
Moreover, we have to guarantee that not only Kˆ be an effective preconditioner for K, but also
that KˆM−1KˆT be a good approximation of KM−1KT . Using some results proved in [12], the
authors in [72] shows that a good choice is to take Kˆ implicitly defined by the application
of a preconditioned iterative method. For example one can use a preconditioned Krylov
subspace method, for which several effective preconditioners are available. However using
a Krylov subspace method as inner solver for the Stokes operator leads to a nonstationary
preconditioner for the whole system, that is permissible as long as we use a flexible outer
method, i.e. for example flexible GMRES. A valid alternative is to use as inner solver a
stationary iterative method, like the Uzawa method (see e.g. [8]). In this case to solve the
system Kw = d the action of the approximation Kˆ is implicitly defined by the following
iterative scheme:
w(m+1) = w(m) +M−1r(m),







and the residual is defined as rm = d −Kwm. Once again Aˆs and Mˆp are approximation
of As and Mp (being Mp itself an approximation of the Schur complement for the Stoke
system, Ss = −BsA−1s BTs ). In particular for Mˆp we can use one of the several alternatives
already mentioned, while for Aˆs an effective choice is to use a fixed number of multigrid
iterations. The preconditioner Pˆd is proved [72] to be robust with respect to the mesh size
h but not to the regularization parameter α and the parameter δ. In Algorithms 2.5 and 2.6
we summarize the main steps required by the application of the preconditioner Pd, for the
sake of simplicity we do not include the approximations of the mass matrices, using instead
the exact ones.
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Input: r= (rv rp ru rw rq)
T
1 zv = Mv\rv
2 zp = δ
−1Mp\rp
3 zu = α
−1Mv\ru
4 set rwq = (rw rq)
T
5 wwq = uzawa(K, rwq,mmax)
6 wwq = M\wwq
7 zwq = uzawa(K,wwq,mmax)
Algorithm 2.5: Application of the block preconditioner Pˆd: Pˆdz = r
Input: bwq = (bw bq)
T
1 set x(0) = 0, r(0) = b−Kx(0), m = 1
2 while m < mmax do
3 solve the linear system Mz(m) = r(m), i.e.
z(m)w = amg-precon(As, r
(m)
w )
z(m)q = Mp\(Bsz(m)w − r(m)q )
4 update the solution x(m+1) = x(m) + z(m)
5 update the residual r(m+1) = r(m) −Kz(m)
6 set m = m+ 1
7 end while
Algorithm 2.6: Uzawa method: xwq = uzawa(K,bwq,mmax)
Remark 2.3. As in the case of control problems governed by elliptic equations, one can
also consider preconditioners for the reduced system obtained eliminating the optimality
equation in the full KKT system. Note also that using this formulation it is also possible to
avoid to add the pressure term in the functional and is possible to consider observation of
the velocity on a portion of the domain (instead of the whole domain), see for instance [93].
2.2.5 Comparision and numerical tests
Let Ω = (0, 1)2, we consider the following problem (a slightly modified numerical example
proposed in [93])
minimize J(v, p,u) =
1
2









− ν∆v +∇p = u in Ω
divv = 0 in Ω
v = 0 on ∂Ω,
(2.2.17)




(ϕ(x1)ϕ(x2)), vd2 = −10 ∂
∂x1
(ϕ(x1)ϕ(x2)),
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and ϕ(z) = (1− cos(0.8piz))(1− z2). The discretized KKT system reads
Mv 0 0 As B
T
s
0 δMp 0 Bs 0
0 0 αMv −Mv 0
As B
T
s −Mv 0 0








































(a) Desired velocity vd.































































(b) Optimal velocity (left), pressure (middle) and control (right) solutions for
α = 10−4 and δ = 0, mesh size h = 0.05; the value of the cost functional is
J = 2.01 · 10−2.
Figure 2.7
For the discretization we use the Taylor-Hood pair of finite element spaces consisting of
continuous piecewise quadratic polynomials for the velocity and continuous piecewise linear
polynomials for the pressure (see [65]). A plot of the modulus of the desired velocity vd is
given in Figure 2.7a, as well as plots of the optimal velocity v, pressure p and control u are
given in Figure 2.7b.
We have implemented the preconditioner Pˆd using mmax = 6 iterations of inexact Uzawa
method and k = 3 V-cycles in the AMG routine. The numerical experiments show (as
expected) a considerable variability in the performance of the preconditioner depending on
the value of the regularization parameters α and δ. We report some results in Table 2.10.
N backslash Pˆd
s iter s iter
7308 0.25 - 0.87 22
16780 0.85 - 1.71 23
37404 3.17 - 4.44 22
86040 7.30 - 10.50 26
(a) α = 10−2, δ = 10−3.
N backslash Pˆd
s iter s iter
7308 0.25 - 1.22 37
16780 0.56 - 2.42 37
37404 2.48 - 6.34 39
86040 6.20 - 19.56 44
(b) α = 10−2, δ = 10−1.
Table 2.10: Comparison of CPU-time and number of iterations using GMRES preconditioned with
Pˆd and the direct solver.
Chapter 3
Reduced Basis Method for
Parametrized Elliptic PDEs
In this Chapter we introduce the reduced basis (RB) approximation and a posteriori error
estimation methods for the rapid and reliable solutions of parametrized partial differential
equations (PPDEs). The interest in developing efficient numerical methods for the solution
of this kind of problems arise in many engineering contexts. In fact, a large part of engi-
neering problems involve the solution of partial differential equations possibly depending on
a set of input parameters which identify a given configuration of the system, representing
physical properties or geometrical variables. Since the repeated solution of this kind prob-
lems for many different parameters values can be computationally prohibitive using classical
discretization techniques (like finite element method), we have to develop suitable reduced
order methods to reduce the computational effort. The reduced basis method is one of them,
particularly well-suited in real-time and many-query contexts.
Though the RB method has been applied to several classes of equations, here we shall
focus on affinely parametrized linear elliptic PDEs, either coercive or noncoercive. Denoting
with µ a p-vector of parameters belonging to the parameters space D ⊂ Rp, we consider an
abstract parametrized variational problem of the form: given µ ∈ D, find u(µ) ∈ V such
that
a(u(µ), v;µ) = f(v;µ), ∀v ∈ V, (Pµ)
being V a suitable Hilber space, and a(·, ·;µ) and f(·;µ) the bilinear and linear forms
associated to the PDE. As already mentioned, the repeated solution of problem (Pµ) for
many different parameters values is computationally prohibitive, thus requiring a suitable
model order reduction strategy. From an abstract point of view, the starting assumptions of
the RB method is that the mapping µ 7→ u(µ) defines a smooth and rather low-dimensional
parametrically induced manifold
M = {u(µ) ∈ V : µ ∈ D},
where u(µ) is the solution of (Pµ). Attempting to solve numerically the problem (Pµ) can
be seen as trials to approximate the manifold M. In a classical discretization approach,
after introducing an approximation space XN of (typically very large) dimension N – e.g.
a finite element (FE) space – for every value of the parameters µ we are supposed to solve
the whole problem in order to compute the solution uN (µ). This amounts to constructing a
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pointwise approximationMN of the manifoldM, thus ignoring the possibly smooth relation
between parameters and solutions. In other words, this kind of generic approximation spaces
are unnecessarily rich and hence unnecessarily expensive within the parametric framework.
A reduced (basis) approach is premised upon a classical finite element method (for ex-
ample) and consists in a low-order approximation of the truth manifold MN , based on two
stages: in the former we sample some parameters values in the space D and compute the
corresponding FE solutions, which can be seen as snapshots of the truth manifold MN ; in
the latter we build a lower-dimensional approximationMN of the truth manifold, by means
of a suitable interpolation procedure (a Galerkin projection) of the precomputed snapshots.
In particular, the main ingredients of the reduced basis (RB) methods [61, 66, 77] are the
following ones:
(i) a rapidly convergent global approximation (Galerkin projection) onto a space spanned
by solution of the original problem at some selected parameters value;
(ii) a rigorous a posteriori error estimation procedures which provides inexpensive yet sharp
bounds for the error between the RB and the truth solution. The a posteriori error
estimation is crucial for the certification of the method as well as for the design of the
sampling (Greedy) procedure used for the construction of the reduced basis;
(iii) an Oﬄine/Online computational procedures, i.e. a splitting between a time-consuming
and parameter independent Oﬄine stage and an inexpensive Online calculation for each
new input parameter µ.
In the following we introduce the main aspects of the methodology, without going deeply
in the details, but rather trying to highlight and summarize the main features of the method
that we aim to extend to parametrized optimal control problems in Chapter 4. In particu-
lar, the typical problem addressed in the RB context (see [77, 66]) is the rapid and reliable
evaluation of an input-output relationship requiring the solution of a parametrized PDE.
However, in view of the application to optimal control problems, we are only interested in
considering a simpler problem: the rapid and reliable solution of a parametrized PDE. Hence
in our presentation of the RB method we limit to treat this aspect of the problem, avoiding
to discuss all the additional issues related to the efficient and reliable outputs computation
(we refer e.g. to [77, 61, 66, 76]).
In the first part of the chapter we deal with affine linear elliptic coercive PDEs. In
Section 3.1 we introduce the parametrized variational formulation of the problem as well as
its truth finite element approximation. In Section 3.2 we discuss the RB approximation and
the main features of the method: the Galerkin projection, the greedy sampling procedure
and the Oﬄine-Online computational stratagem. Then in Section 3.3 we deal with the a
posteriori error estimation for the RB solution. Since the abstract problem introduced in
Section 3.1 is still very general, in Section 3.4 we focus on the parametrized formulation
of scalar advection-diffusion-reaction equations on parametrized domains, providing a heat
convection-conduction numerical example to practically illustrate the RB formulation and
performances.
In the second part of the chapter (i.e. Section 3.5) we apply the RB method to the
parametrized Stokes equations, a particular case of noncoercive problem. After having in-
troduced the formulation of the problem, we discuss the RB approximation and its main
features. Particular attention is devoted to the a posteriori error estimation. Finally some
numerical examples will be discussed.
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3.1 Problem formulation
Let Ω ⊂ Rd (d = 1, 2, 3) be a spatial domain with Lipschitz boundary ∂Ω, V = V (Ω) a
suitable Hilbert space. Let a(·, ·;µ) : V × V → R be a bilinear form, f(·;µ) : V → R and
l(·;µ) : V → R continuous functionals. The typical problem considered in the RB context is
the following [77, 66]: given µ ∈ D ⊂ Rp, evaluate the output of interest
s(µ) = l(u(µ);µ) (3.1.1)
where u(µ) ∈ V (Ω) satisfies
a(u(µ), v;µ) = f(v;µ), ∀v ∈ V.
However, as already mentioned, in view of the application of the RB method to optimal
control problems, we shall focus only on the simpler problem: given µ ∈ D, find u(µ) ∈ V (Ω)
such that
a(u(µ), v;µ) = f(v;µ), ∀v ∈ V. (3.1.2)
Let us define a convenient inner product and norm on the space V ,
(w, v)V = aS(w, v; µ¯) + τ(w, v)L2(Ω), ‖w‖2V = (w,w)V , ∀w, v ∈ V
where µ¯ ∈ D, τ > 0 large enough such that the resulting norm is well-defined, and aS(·, ·;µ)
denotes the symmetric part of the bilinear form a. We assume that the bilinear form a(·, ·;µ) :






‖w‖V ‖v‖V < +∞, ∀µ ∈ D, (3.1.3)





≥ α0, ∀µ ∈ D. (3.1.4)
Moreover we assume that f(·;µ) is continuous over V for all µ ∈ D. Holding these assump-
tions, problem (3.1.2) admits a unique solution, thanks to Lax-Milgram lemma (see Lemma
A.1). We shall make an additional assumption, crucial to Oﬄine-Online procedures, by as-
suming the bilinear and linear forms to be affine in the parameter µ, i.e. for some finite Qa










q(v), ∀v ∈ V, ∀µ ∈ D, (3.1.6)
for given smooth µ-dependent functions Θqa,Θ
q
f , and continuous µ-independent bilinear and
linear forms aq(·, ·), f q(·).
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3.1.1 Truth approximation
We now introduce the truth approximation, on which we will construct our reduced basis
approximation, and with respect to which we will measure the corresponding error. The
problem (3.1.2) can be approximated by any kind of Galerkin method, here we consider the
finite element (FE) method. Let V N ⊂ V a sequence of FE approximation subspaces of V ,
i.e. such that dim(V N ) = N < +∞. The truth FE-Galerkin approximation of (3.1.2) reads:
find uN (µ) ∈ V N such that
a(uN (µ), v;µ) = f(v;µ), ∀v ∈ V N . (3.1.7)
Let us define precisely the FE continuity and coercivity constants respectively as





‖w‖V ‖v‖V ,∀µ ∈ D, (3.1.8)
and




,∀µ ∈ D, (3.1.9)
note that, as remarked in Section A.2, we have αN (µ) ≥ α(µ) > 0 and γN (µ) ≤ γ(µ),
∀µ ∈ D, and the problem (3.1.7) is well posed.
3.2 Reduced basis approximation
The RB method efficiently computes an approximation of uN (µ) by using approximation
spaces made up of well-chosen solutions of (3.1.7), i.e. corresponding to specific choices of
the parameter values. As already mentioned in the introduction to the chapter, the main
assumption is that the solution of (3.1.7) depends smoothly on the parameters, thus implying
the parametric manifold MN to be smooth and approximable by selecting some snapshot
FE solutions.
3.2.1 Formulation and main features
Assuming that we are given a FE approximation space V N of dimension N , we introduce,
given a positive integer Nmax, an associated sequence of approximation spaces: for N =
1, . . . , Nmax, V
N
N is a N -dimensional subspace of V
N . We assume that these spaces are
hierarchical, i.e.
V N1 ⊂ V N2 ⊂ · · · ⊂ V NNmax ⊂ V N , (3.2.1)
a crucial property to ensure efficiency of the resulting RB approximation. Several alternatives
have been proposed to define suitable RB approximating spaces satisfying property (3.2.1),
in particular Lagrange, Taylor [64] and Hermite [48] spaces. While the Lagrange spaces
are based only on snapshot FE solutions, Taylor and Hermite spaces take into account also
partial derivatives of these basis solutions. In this work we focus on Lagrange spaces.
In order to define a sequence of Lagrange RB spaces V NN , we first define a set of properly
selected parameter points µn ∈ D, 1 ≤ n ≤ Nmax and the corresponding Lagrange parameter
samples
SN = {µ1, . . . ,µN}, (3.2.2)
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for given N ∈ {1, . . . , Nmax}. Then we define the associated Lagrange RB spaces as
V NN = span{uN (µn), 1 ≤ n ≤ N}, (3.2.3)
where the uN (µ) are the so called snapshots of the manifoldMN , i.e. FE solutions computed
for selected parameters values µn. Note that by construction the Lagrange spaces V NN are
hierarchical. The sampling strategy used to build the set SN will be discussed in Section 3.2.3.
We now introduce the reduced basis approximation of problem (3.1.2): given µ ∈ D, find
uNN (µ) ∈ VN such that
a(uNN (µ), v;µ) = f(v;µ), ∀v ∈ V NN . (3.2.4)
In the following we omit the superscript N to denote the RB space and the RB approximation
of the solution, i.e. VN = V
N
N and uN (µ) = u
N
N (µ), thus omitting explicitly the fact that
the reduced space is built upon the truth approximation.
We now consider the discrete equation associated with the Galerkin approximation
(3.2.4). In order to recover an orthonormal well-conditioned set of basis functions and to
guarantee a good algebraic stability, we apply the Gram-Schmidt process [29] in the (·, ·)V
inner product to the snapshots uN (µn), 1 ≤ n ≤ Nmax. As a result we obtain the orthonor-
malized set of basis functions {ζNn } satisfying the orthogonality condition
(ζNi , ζ
N
j )X = δij , 1 ≤ i, j ≤ Nmax,







inserting the expansion in the problem (3.2.4) and choosing v = ζNi , 1 ≤ i ≤ N , we obtain





i ;µ)uNj(µ) = f(ζ
N
i ;µ), 1 ≤ i ≤ N (3.2.6)
for the reduced basis coefficients uNj , 1 ≤ j ≤ N . The linear system (3.2.6) can be expressed
in matrix form as
AN (µ)uN (µ) = fN (µ), (3.2.7)
where (uN (µ))j = uNj(µ) and the matrix AN and the vector fN are given respectively by




i ;µ), (fN (µ))i = f(ζ
N
i ;µ).
In the next section we describe the Oﬄine-Online procedure that permits to solve efficiently,
i.e. independently of N , the linear system (3.2.7).
3.2.2 Oﬄine-Online procedure
Although the linear system (3.2.7) is a low-dimensional system of size N×N , the formation of
the matrix AN (µ) still involves the basis functions ζ
N
i associated to the FE high-dimensional
approximation. Thanks to the assumption of affine parameter dependence, we can decouple
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the formation of the matrix AN (µ) in two stages, the Oﬄine and Online stages, that enable
the efficient resolution of the system (3.2.7) for each new parameter µ. In particular, thanks


































N )i = f
q(ζNi ).
The Oﬄine-Online procedure is now clear:
1. in the Oﬄine stage, performed only once, we first compute and store the basis function
ζNi , 1 ≤ i ≤ N , and form the matrices AqN , 1 ≤ q ≤ Qa, and the vectors f qN , 1 ≤ q ≤ Qf .
The operation count depends on N,Qa, Qf and N ;
2. in the Online stage, performed for each new value µ, we use the precomputed matrices
AqN and vectors f
q












we then solve the resulting system to obtain uN . The Online operation count depends
on N,Qa, Qf but is independent of N . In particular we need O(QaN2) and O(QfN)
operations to assemble matrices and vectors, and O(N3) operations to solve the RB
linear system (3.2.7).
Let us now specify how the the RB matrices and vectors AqN and f
q
N are related to the
corresponding FE quantities. We denote {φr}Nr=1 a basis of the FE space V N ; since each
basis functions ζNi belongs to V





ζNir φr, 1 ≤ i ≤ Nmax.




















T f qN ,
being (AqN )rs = a
q(φs, φr), (f
q
N )r = f
q(φr) and Z =
[
ζ1 · · · ζN
] ∈ RN×N , 1 ≤ N ≤ Nmax.
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3.2.3 Sampling strategy: the greedy algorithm
In this section we discuss how to choose the sample points µn, 1 ≤ n ≤ N for a given N
in an optimal way, i.e. such that the accuracy of the corresponding RB approximation is
maximized. Let Ξtrain ⊂ D be a finite dimensional sample set, called the set of train samples.
The cardinality of Ξtrain will be denoted with ntrain, that we assume to be sufficiently large
such that Ξtrain be a good approximation of the set D (a finite dimensional surrogate for D).
The idea of the greedy procedure is that, starting with a train sample Ξtrain, we adaptively
select (in the sense of minimizing a suitable error indicator) N parameters µ1, . . . ,µN and
we form the hierarchical sequence of reduced basis space VN as
VN = span{ζn = uN (µn) 1 ≤ n ≤ N}.
The crucial question is how, given the first µ1, . . . ,µN−1 parameters, we choose the next
one, µN . The greedy algorithm, in each iteration N , appends to the previously retained
snapshots {uN (µn)}N−1n=1 that particular candidate – over all candidate snapshots uN (µ),
µ ∈ Ξtrain– which is least well approximated by VN−1. In theory, to find the least well
approximated uN (µ) we should compute for each parameter in Ξtrain the norm of the error
‖uN (µ) − uN−1(µ)‖V , being uN−1(µ) ∈ VN−1. Clearly this approach is computationally
unaffordable, hence we need a sharp, rigorous and efficient estimator ∆N (µ) for the reduced
basis error ‖uN (µ) − uN (µ)‖V , where uN (µ) is the RB approximated solution associated
with the generic RB space VN . The a posteriori error estimator ∆N will be described in
detail in Section 3.3.
Supposing now to have at our disposal such an estimator, we can state precisely the steps
required by the greedy algorithm. Let us denote by εtol a chosen tolerance for the stopping
criterium, the greedy sampling strategy can be implemented as reported in Algorithm 3.1.
S1 = {µ1}, compute uN (µ1)
for N = 2 : Nmax do
µN = arg maxµ∈Ξtrain ∆N−1(µ)
εN−1 = ∆N−1(µ)
if εN−1 ≤ εtol
Nmax = N − 1
end if
compute uN (µN )
SN = SN−1 ∪ {µN}
VN = VN−1 ∪ span{uN (µN )}
end for
Algorithm 3.1: Greedy algorithm
We underline again that the key point in the algorithm is to exploit an a posteriori er-
ror bound ∆N (µ) efficiently computable, since at each iteration the algorithm requires to
evaluate the error for all µ ∈ Ξtrain.
3.3 A posteriori error estimation
Effective a posteriori estimator for the error on the RB approximation of the field variable
are crucial for both the efficiency and the reliability of the method. As regards efficiency, the
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error bound plays a central role in the sampling procedure: the application of the error bound
permits an exhaustive exploration of the parameters domain in order to select properly the
basis functions, i.e. in such a way to achieve the better accuracy with the smaller number of
basis functions. Many recent works address improvements and new ideas for efficient greedy
parametric exploration, see for instance [24]. As regards reliability, at the Online stage for
each new value of parameter µ ∈ D, the a posteriori estimator permits to bound the error
of the RB approximation with respect to the underlying truth approximation.
In order to ensure efficiency and reliability we require the error bound to be: rigorous, i.e.
valid for all N ∈ {1, · · ·Nmax} and for all µ ∈ D; sharp, to avoid inefficient approximations by
taking N too large; efficient, i.e. the Online operation count to compute the RB error bound
must be independent of N . The two main ingredients on which is based the construction
of such an estimator are [61, 77]: the calculation of the dual norm of the residual and an
effective calculation of a lower bound for the αN (µ) coercivity constant.
3.3.1 Basic ingredients
The first ingredient we need is a suitable equation for the reduced basis approximation error
(relative to the truth approximation). Let us define the error between the truth and the RB
approximations e(µ) := uN (µ)− uN (µ) ∈ V N and the residual
r(v;µ) = f(v;µ)− a(uN , v;µ), ∀v ∈ V N ,
note that r(·;µ) ∈ (V N )′, i.e. the residual is a bounded linear functional on V N . The
problem statements for uN (µ) (3.1.7) and uN (µ) (3.2.4) and the bilinearity of a(·, ·;µ)
imply that the error satisfies the following equation
a(e(µ), v;µ) = r(v;µ), ∀v ∈ V N . (3.3.1)
Let us write the error residual equation (3.3.1) as
a(e(µ), v) = (eˆ(µ), v)V , ∀v ∈ V N , (3.3.2)
where eˆ(µ) ∈ V N is the Riesz representation of r(·;µ), that is
(eˆ(µ), v)V = r(v;µ), ∀v ∈ V N . (3.3.3)
Note that the dual norm of the residual can be evaluated through its Riesz representation:
‖r(·;µ)‖V ′ = sup
v∈V
r(v;µ)
‖v‖V = ‖eˆ(µ)‖V , (3.3.4)
this will be crucial for the Oﬄine-Online stratagem, see Section 3.3.2. Then from the coer-








Therefore a rigorous estimator for the error e(µ) is given by the ratio between the norm
of the residual and the coercivity constant. However, both the norm of the residual and
the coercivity constant depends on the parameters µ, hence we should provide a procedure
ensuring an efficient (i.e. independent of N ) Online computation of these two quantities for
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each value of µ. As already mentioned, the Oﬄine-Online stratagem for the computation of
the norm of the residual will be discussed in Section 3.3.2. As regards the efficient evaluation
of the stability factor αN (µ), we have to introduce the second ingredient: a (positive) lower
bound for the coercivity constant. In particular we require a lower bound αNLB(µ) : D → R
such that
0 < αNLB(µ) ≤ αN (µ), ∀µ ∈ D,
and the Online computational time to evaluate µ → αNLB(µ) is independent of N . In
Section 3.3.3 we provide a methodology (the so-called Successive Constraint Method [46, 77])
to construct the requested lower bound. Supposing for the moment to have at our disposal





from the inequality (3.3.5) we obtain immediately
‖uN (µ)− uN (µ)‖V ≤ ∆N (µ). (3.3.7)
Let us define the effectivity associated to the error estimator ∆N (µ),
ηN (µ) =
∆N (µ)
‖uN (µ)− uN (µ)‖V , (3.3.8)
for rigour, we shall insist upon effectivity ≥ 1, for sharpness we desire the effectivity as close
to unity as possible. We can prove the following [61]
Proposition 3.1. For any N = 1, . . . , Nmax, the effectivity ηN (µ) satisfies
1 ≤ ηN (µ) ≤ γ(µ)
αNLB(µ)
. (3.3.9)
Proof. The left inequality of (3.3.9) follows directly from (3.3.7). To prove the right inequality
it suffices to choose v = eˆ(µ) ∈ V N in (3.3.2), the continuity of the bilinear form a(·, ·;µ)








The main component of the error bound is the computation of the dual norm of the residual
‖eˆ(µ)‖V . To develop the Oﬄine-Online procedure we introduce the residual expansion
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obtained exploiting the affine assumption (3.1.5) and (3.1.6) and the RB representation
























where ∀v ∈ V N
(Fq, v)V = f q(v), 1 ≤ q ≤ Qf , (3.3.12)
(Lqn, v)V = −aq(ζNn , v), 1 ≤ q ≤ Qa, 1 ≤ n ≤ N. (3.3.13)
Note that Fq is the Riesz representation of f q(·) and Lqn is the Riesz representation of




































from which we can calculate the dual norm of the residual through (3.3.4). Let us summarize
the Oﬄine-Online decomposition:
1. in the Oﬄine stage we first compute the Qf terms Fq and the NQa terms Lqn solv-
ing problems (3.3.12) and (3.3.13) respectively; then we store the scalar products
(Fq,Fq′)V , (Fq′ ,Lqn)V and (Lqn,Lqn)V . The Oﬄine operation count depends then on
N,Qa, Qf and N .
2. in the Online stage, for each new value of µ, we simply evaluate the sum (3.3.14) in
terms of the Θq(µ), uNn and the precomputed scalar products. The Online operation
count is O(N2Q2a + 2NQaQf +NQ
2
f ), independent of N .
3.3.3 SCM coercivity constant lower bounds
As introduced in Section 3.3.1, the evaluation the a posteriori error estimator ∆N (µ) in-
volves the computation of lower bounds for the coercivity constant αN (µ) whose discrete
version is a generalized eigenvalue problem (see Section A.3). We introduce here the Succes-
sive Constraint Method (SCM), an approach to the construction of such lower bounds that
provide an efficient Oﬄine-Online strategy which makes the Online complexity independent
of N [46, 61, 77].
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As anticipated, we want to compute αNLB(µ) such that 0 < α
N
LB(µ) < α
N (µ), ∀µ ∈ D and
the evaluation µ→ αNLB(µ) be N -independent. Let us first introduce an objective function
J obj : D × RQa → R given by




where y = (y1, . . . , yQa). Thanks to the affine dependence assumption, the coercivity con-
stant may be expressed as
αN (µ) = inf
y∈Y
J obj(µ; y), (3.3.16)
where the set Y ⊂ RQa is defined by
Y =
{
y ∈ RQa∣∣∃wy ∈ V N s.t. yq = aq(wy, wy)‖wy‖2V , 1 ≤ q ≤ Qa
}
.























We denote by CM,µJ the set of M (≥ 1) points in CJ closest to a given µ (if M > J , then
CM,µJ = CJ).
We can now construct the lower bound. For given CJ , M ∈ N, and any µ ∈ D, we define
the lower bound set YLB(µ; CJ ,M) as
YLB(µ; CJ ,M) =
{
y ∈ RQa∣∣y ∈ B, Qa∑
q=1
Θqa(µ
′)yq ≥ αN (µ′), ∀µ′ ∈ CM,µJ
}
. (3.3.17)
Since it can be proved [77] that Y ⊂ YLB(µ; CJ ,M), we can define our lower bound as
αNLB(µ; CJ ,M) = inf
y∈YLB(µ;CJ ,M)
J obj(µ; y). (3.3.18)
Hence, for given CJ ⊂ D, M ∈ N, it readily follows that
αNLB(µ) ≤ αN (µ), ∀µ ∈ D.
It is important to note that the lower bound (3.3.18) is in fact a Linear-Program (LP) with
Qa design variables and 2Qa + M inequality constraints. Moreover, given B and the set
{αN (µ′)|µ′ ∈ Cj}, the operation count to evaluate µ→ αNLB(µ) is N -independent.
In order to construct a suitable coercivity constraint sample CJ , we also require an upper
bound for the coercivity constant. For given CJ , M ∈ N, and any µ ∈ D, we introduce the
upper bound set YUB(µ; CJ ,M) ⊂ RQa as
YUB(µ; CJ ,M) =
{
y∗(µ′)
∣∣µ′ ∈ CM,µJ }, (3.3.19)
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where
y∗(µ) = arg inf
y∈Y
J obj(µ; y).
We define the upper bound as
αNUB(µ; CJ ,M) = min
y∈YUB(µ;CJ ,M)
J obj(µ; y). (3.3.20)
Since YUB(µ; CJ ,M) ⊂ Y, for given CJ ⊂ D, M ∈ N, we have that αNUB(µ) ≥ αN (µ), ∀µ ∈
D. Note that, given the set {y∗(µ′) |µ′ ∈ CJ}, the operation count for the Online stage to
evaluate µ→ αNUB(µ) is independent of N .
We now present a greedy algorithm (to be performed Oﬄine) for the construction of the
set CJ . We require a train sample
Ξtrain,SCM =
{




of ntrain,SCM parameters point, and a tolerance εSCM which shall control the error in the
lower bound prediction. The greedy procedure is given in Algorithm 3.2.
Input: Ξtrain,SCM ⊂ D, tolerance εSCM ∈ (0, 1)
set J = 1 and choose C1 = {µ1SCM} arbitrarily
compute ηM,J(µ) =
αNUB(µ; CJ ,M)− αNLB(µ; CJ ,M)
αNUB(µ; CJ ,M)
while maxµ∈Ξtrain,SCM ηM,J(µ) > εSCM do
µJ+1SCM = arg maxµ∈Ξtrain,SCM
ηM,J(µ)
CJ+1 = C ∪ µJ+1SCM
J ← J + 1
ηM,J(µ) =
αNUB(µ; CJ ,M)− αNLB(µ; CJ ,M)
αNUB(µ; CJ ,M)
end while
set Jmax = J .
Algorithm 3.2: SCM algorithm.
As already mentioned, the choice of the stopping criterion εSCM permits to bound the ratio




1− εSCM , ∀µ ∈ Ξtrain,SCM.
We briefly summarize the Oﬄine and Online computational costs:
1. in the Oﬄine stage we have to solve 2Qa eigenproblems over V
N to form B and Jmax
eigenproblems over V N to form {αN (µ′) |µ′ ∈ CJmax}, to compute JmaxQa inner prod-
ucts over V N to form {y∗(µ′) |µ′ ∈ CJmax} and finally to solve ntrain,SCMJmax linear
programs of size Qa +M ;
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2. in the Online stage, given a new value of µ, we have to solve a linear program of size
Qa +M to evaluate αLB(µ). The Online operation count is thus N -independent.
3.4 Diffusion-advection-reaction equations in parametrized do-
mains
The class of problems described by the variational problem (3.1.2) is clearly very general,
therefore in the following we restrict ourself to consider the relatively simple (yet relevant to
many applications) class of second order scalar PDEs in two spatial dimensions. In particular
we consider diffusion-convection-reaction type equations. We want to show how, for this class
of problems, starting from a parametrized PDE defined on a parametrized geometry, one can
obtain a problem in the form (3.1.2) satisfying the affinity assumption.
We first define an original problem (subscript o), posed over a parameter-dependent do-
main; let D ⊂ Rp be the parameters space, Ωo = Ωo(µ) be, for each µ ∈ D, a regular bounded
spatial domain in R2, ΓoD = ∂Ωo its boundary. We introduce a domain decomposition (called





where the Ωro(µ), 1 ≤ r ≤ R, are mutually nonoverlapping subdomains, i.e. for all µ ∈ D
Ωro(µ) ∩ Ωr
′
o = ∅, 1 ≤ r, r′ ≤ R, r 6= r′.
Then we consider the following equation, for the sake of simplicity with non-homogeneous

















+ co,r(µ)uo(µ) = fo,r,
in Ωo(µ),
uo(µ) = gD, on Γ
o
D(µ),
where xo = (xo1, xo2) denotes a point in Ωo(µ) and summation over indices 1 ≤ i, j ≤ 2
is understood. We now consider the weak formulation of the PDE. Let us introduce a lift
function RD ∈ H1(Ωo) for the non-homogeneous Dirichlet boundary condition and denote
uˆo = uo − RD, so that uˆo|ΓoD = 0; for the sake of simplicity we still denote uˆo with uo. Let
Vo = V (Ωo) = H
1
0 (Ωo), ao(·, ·;µ) : V × V → R a bilinear form and fo(·;µ) ∈ V ′ a linear
functional. The weak formulation reads: given µ ∈ D ⊂ Rp, find uo(µ) ∈ Vo such that
ao(uo, v;µ) = fo(v;µ), ∀v ∈ Vo, (3.4.1)
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where Ko,r : D → R3x3 is, for each subdomain r, the positive definite matrix given by
Ko,r =




 , 1 ≤ r ≤ R.
The upper 2 × 2 principal submatrix is the usual diffusivity/conductivity tensor, the (3, 3)
element represents the identity operator (a reaction term resulting in a mass matrix), and
the (3, 1), (3, 2), (1, 3), (2, 3) elements represent first derivatives operators (convection terms).
Hence, we have simply expressed in a compact and subdomain-dependent way a standard






fo,r(µ)v dΩo − ao(RD, v;µ). (3.4.3)
It should be clear that the RB method requires a parameter independent domain Ω in order
to compute and combine FE solutions that will be used as bases of the RB approximation
space. For this reason, we need to map the original domain Ωo(µ) to a reference domain
Ω = Ω(µref) in order to recast the problem (3.4.1) in the form (3.1.2).
3.4.1 Affine geometrical parametrization
We denote with Ω = Ωo(µref), µref ∈ D, the reference domain and we identify Ωr = Ωro(µref).
We want to build a mapping T (·,µ) : Ωr → Ωro(µ), 1 ≤ r ≤ R, such that
Ωro(µ) = T
r(Ωr;µ);
these maps must be individually bijective and collectively continuous, i.e. they have to fulfill
the following interface condition:
T r(x;µ) = T r
′
(x;µ), ∀x ∈ Ωr ∩ Ωr′ , 1 ≤ r < r′ ≤ R.
In the affine case considered here these mappings have the general form





Grij(µ)xj , 1 ≤ j ≤ 2, (3.4.4)
for given translation vectors Cr : D → R2 and linear transformations matrices Gr : D →
R2×2. The linear transformation matrices allow rotations, scaling and shear and have to be
invertible, that means that the associated Jacobians Jr(µ) = |det(Gr(µ))| should be strictly
positive. For the details about the construction of such mappings and the implementation
in the rbMIT software package we use in this work see [77, 44, 61].
In the (more realistic) case of non-affinely parametrized transformations of the domain,
the mappings need to be approximated by affinely parametrized tensors through the em-
pirical interpolation method [4, 31], in order to ensure the feasibility of the Oﬄine/Online
computational strategy. Since shape representation is highly problem-dependent, various
methods have been proposed; common strategies for shape deformation involve the use of
(i) the coordinates of the boundary points as design variables (local boundary variation) or
(ii) some families of basis shapes combined by means of a set of control point (polynomial
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boundary parametrizations). These techniques are not well suited within the RB framework,
since a global mapping T (·;µ) is needed, rather than a boundary representation. A more
versatile parametrization can be introduced by exploiting the free-form deformation (FFD)
techniques, in which the deformations of an initial design, rather than the geometry itself,
are parametrized [51]. Other different techniques based on interpolation properties may be
introduced, in particular we mention the radial basis functions (RBF) techniques [55].
3.4.2 Parametrized formulation on a reference domain
By identifying u(µ) = uo(µ) ◦ T (·;µ) and tracing (3.4.1) back on the reference domain Ω,
the problem can be written as: find u(µ) ∈ V such that

























Fr(µ)v dΩ− a(RD, w;µ). (3.4.6)
The transformation coefficients for the linear and bilinear forms Kr(µ) : D → R3x3 and
Fr(µ) : D → R are defined as follows:
Kr(µ) = J
r(µ)G˜r(µ)Ko,l(µ)(G˜








, 1 ≤ r ≤ R.
The affine decomposition (3.1.5) for the bilinear form a(·, ·;µ) can be derived by expanding
the expression (3.4.5) in terms of the subdomains Ωr and the entries Kijr , i.e.



















v + . . .
Then for each term in the expression above, the pre-factor Kijr represents Θq(µ), while the
µ-independent integral represents the bilinear forms aq(w, v). Needless to say, f(·;µ) admits
a similar treatment.
Note that the procedure described can be easily extended in order to consider different
boundary conditions, for instance Robin conditions or Neumann conditions. Not only, we





aio,r(xo;µ), co,r(xo;µ) and fo,r(xo;µ) and still ensure the affine development. In the following
numerical example we show some of these extensions.
3.4.3 A Graetz conduction-convection problem
This example deals with steady forced heat convection combined with heat conduction in a
straight duct, whose walls can be kept at fixed temperature or insulated or characterized by




(1 + µ2, 0)









Figure 3.1: Original domain Ωo(µ).
heat exchange [2]. The flow has an imposed temperature at the inlet and a known convection
field (a Poiseuille flow, i.e. a given parabolic velocity profile). Variants of the problem have
been already treated with the RB method, see e.g. [66]. Here, we consider the original
domain shown in Figure 3.1, where µ2 is a geometrical parameter, i.e. the length of the
second portion of the channel; moreover let us denote D˜ the thermal diffusion coefficient
of the air flowing in the duct, h˜ the channel width and U˜ the reference velocity for the
convection field. The Pe´clet number is given by the ratio Pe = U˜ h˜/D˜. The temperature
field uo(µ) satisfies the following steady convection-diffusion equation:
− 1
µ1
∆uo(µ) + xo2(1− xo2)∂uo(µ)
∂xo1
= 0 in Ωo(µ)





∇uo(µ) · n = µ3 on ΓoN1(µ)
1
µ1
∇uo(µ) · n = 0 on ΓoN2(µ),
(3.4.8)
where µ1 = Pe. Hence we are imposing the temperature on Γ
o
D1, while we consider an
insulated wall at the outflow (zero heat flux on ΓoN2) and heat exchange at the rate µ3 on
the boundaries ΓoN1. The parameter domain is given by D = [0.1, 50]× [1, 5]× [0.2, 1]. The
weak formulation of (3.4.8) can be easily stated as in (3.4.2) by defining
Ko,r =
− 1µ1 0 xo2(1− xo2)0 − 1µ1 0
0 0 0
 , 1 ≤ r ≤ 2.
The problem is then mapped to a fixed reference domain Ω = Ω(µref) with µref = [1, 1, 0.5]
and discretized by piecewise linear finite elements. Being the first subdomain parameter











, Jr = 1,











, Jr = µ2.
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(a) µ = (20, 3, 0.5) (b) µ = (2, 2.5, 0.25)
(c) µ = (50, 4.5, 0.8)
Figure 3.2: Temperature field u(µ) for different values of the parameters.


























































The dimension of the FE space used is N = 4153. In Figure 3.2 we report some plots
of the solution for different values of the parameters. Depending on the value of the Pe´clet
number the solution shows thermal boundary layers near the walls with heat exchange (at the
rate µ3). With a fixed tolerance εtol = 10
−3 N = 23 basis have been selected by the Greedy
algorithm. In Figure 3.3a we show the upper and lower bound for the coercivity constant
αN (µ) obtained using the SCM algorithm; in Figure 3.3b we compare the a posteriori error
bound ∆N (µ) with the true error ‖uN (µ)− uN (µ)‖V , in particular we show the average of
these two quantities over a sample of 250 parameters.
The Oﬄine computational time is equal to tofflineRB = 510s, the (average) Online solution
time is tonlineRB = 0.035s comprehensive of the evaluation of the a posteriori error estimation;
the computational time needed to build and solve the RB linear system alone is very small,
less than 10−3s (in fact we are solving a system of size 23 × 23). The evaluation time
for the FE approximation is equal to tFE = 6.3s taking into account the time needed for
assembling the FE matrices and vectors; exploiting the affine decompositions also for the FE
approximation, the computational time decrease to about tFE = 1.1s, i.e. the time needed
to sum the matrices and vectors in the affine decomposition and solve the linear system of
size N ×N . The computational speedup defined as S = tFE/tonlineRB is about 182 while the
break-even point defined as QBE = tofflineRB /tFE is about 75 (in a many-query context, it
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(a) Upper (red) and lower (blue) bound for the
coercivity constant αN (µ) (green) as a function
of µ1 with µ2 and µ3 fixed. Computed by the
SCM algorithm using a tolerance εSCM = 0.75.











(b) A posteriori error bound. Comparison of the
average computed error (between the truth FE solu-
tion and the RB approximation ‖uN (µ)−uN (µ)‖V )
and the estimator ∆(µ), forN = 1, · · · , Nmax = 23.
Figure 3.3
represents the number of online queries to justify the use of reduced basis instead of FE
approximation for the online calculations).
3.5 Non-coercive problems: the Stokes equations
The reduced basis framework can be effectively applied also to non-coercive problems (also
called weakly coercive problems, see A.1), i.e. problems which do not satisfy the coercivity
assumption. In these cases the stability is in fact fulfilled in the more general sense of the inf-
sup constant. An example of such problems of particular interest is provided by the Stokes
equations [69]. In this section we introduce the reduced basis method for Stokes equations
in domains with affine parametric dependence, referring principally to [73, 79, 76, 28]. For
extensions to non-affine problems see [75, 56].
3.5.1 Problem formulation
We consider the following steady Stokes problem [69, 65] in the original domain Ωo =
Ωo(µ) ⊂ R2 
− ν∆vo +∇po = fo in Ωo,
divvo = 0 in Ωo,
− pon+ ν ∂vo
∂n
= gN on Γ
o
N ,
vo = 0 on Γ
o
D0 ,




where v is the velocity, p the pressure, f a force field, n the normal unit vector, and the
three components of the boundary ΓoN ,Γ
o
D0
,ΓoDg are such that Γ
o
N ∩ ΓoD0 ∩ ΓoDg = ∅ and
ΓoN ∪ ΓoD0 ∪ ΓoDg = ∂Ωo. We introduce a lift function Rg ∈ [H1(Ωo)]2 such that Rg|ΓoD = gD
and vo = v˜o + Rg; we still denote v˜o with vo in the sequel. We define the appropriate




2 and Mo =
L2(Ωo). The weak formulation of the state equation reads [69]: find (v, p) ∈ Vo ×Mo such





∇vo · ∇ξ dΩ−
∫
Ωo




fo · ξ dΩ +
∫
ΓoN




τ∇ · vo dΩ = 〈Go0, τ〉, ∀τ ∈Mo,
(3.5.2)
where F o0 , G
o
0 take in account for the non homogeneous Dirichlet boundary condition. Sim-
ilarly to what we have already done in Section 3.4, we assume that the original domain is





















τ∇ · ξ dΩo,
where 1 ≤ i, j ≤ 2, νoij = νδij and summation over i and j is understood, and 〈F o, ξ〉 =
〈F os , ξ〉+ 〈F o0 , ξ〉, with










gN · ξ dΓo, 〈F o0 , ξ〉 = −ao(Rg, ξ),
and 〈Go, τ〉 = −bo(Rg, τ). We can write equivalently the weak formulation (3.5.2) as: find
(v, p) ∈ Vo ×Mo such that{
ao(vo, ξ) + bo(ξ, po) = 〈F o, ξ〉 ∀ξ ∈ Vo,
bo(vo, τ) = 〈Go, τ〉 ∀τ ∈Mo.
(3.5.3)
Parametrized formulation
Denoting with Ω = Ωo(µref) the reference domain, we can trace (3.5.3) back to this reference
domain by the affine mapping T (·;µ) already described in Section 3.4. Denoting V =
[H1ΓoD
(Ω)]2 and M = L2(Ω), we have the following parametrized formulation: given µ ∈ D,
find (v(µ), p(µ)) ∈ V ×M such that{
a(v(µ), ξ;µ) + b(ξ, p(µ);µ) = 〈F (µ), ξ〉 ∀ξ ∈ V,
b(v(µ), τ ;µ) = 〈G(µ), τ〉 ∀τ ∈M, (3.5.4)
where the following affine decomposition for the linear and bilinear forms hold (for the details










〈G(µ), τ〉 = −b(Rg, τ ;µ), 〈F (µ), ξ〉 =
Qf∑
q=1
Θqf (µ) 〈F q, ξ〉, (3.5.6)
























r(µ), 1 ≤ i, i′, j, j′ ≤ 2,
Θ
q(i,j,r)




r(µ), 1 ≤ i, j ≤ 2.
The well-posedness of (3.5.4) is ensured by (Brezzi) Theorem A.2 (see, e.g., [14, 69]), we
recall here the definition of the required continuity, coercivity and inf-sup constants in the







‖v‖V ‖ξ‖V < +∞, ∀µ ∈ D,






‖v‖V ‖ξ‖V > α0, ∀µ ∈ D;






‖τ‖M‖ξ‖V < +∞, ∀µ ∈ D,






‖τ‖M‖ξ‖V ≥ β0, ∀µ ∈ D,
where β0 > 0.
Truth approximation
We consider the Galerkin-FE approximation of (3.5.4). We denote with V N -MN a stable
pair of finite element spaces, i.e. ensuring the fulfilment of the discrete inf-sup condition (see
Section A.1 and [69] for examples of such spaces). In particular V N ⊂ V and MN ⊂M are
two sequences of FE approximating spaces of global dimension N = NV +NM . The truth
FE approximation reads: find (vN (µ), pN (µ)) ∈ V N ×MN such that{
a(vN (µ), ξ;µ) + b(ξ, pN (µ);µ) = 〈F (µ), ξ〉 ∀ξ ∈ V N ,
b(vN (µ), τ ;µ) = 〈G(µ), τ〉, ∀τ ∈MN , (3.5.7)
The bilinear form a(·, ·;µ) remains continuous over V N × V N





‖v‖V ‖ξ‖V ≤ γa(µ), ∀µ ∈ D,
and coercive over V N





‖v‖V ‖ξ‖V ≥ α(µ) > α0, ∀µ ∈ D.
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The bilinear form b(·, ·;µ) remains continuous over V N ×MN





‖τ‖M‖ξ‖V ≤ γb(µ), ∀µ ∈ D,
moreover, thanks to the choice of the approximation spaces, there exists a constant βN0 > 0
[69] such that





‖τ‖M‖ξ‖V ≥ β0 > 0, ∀µ ∈ D.
3.5.2 Reduced basis approximation
Let us take, for given N ∈ {1, . . . , Nmax}, a set of parameter values SN = {µ1, . . . ,µN} and
consider the corresponding FE solutions {(vN (µn), pN (µn)), n = 1, . . . , N}. We define the
reduced basis pressure spaces as
MN = span{ϕn := pN (µn), n = 1, . . . , N}. (3.5.8)
As regards the reduced basis velocity space, in order to verify an equivalent Brezzi reduced
basis inf-sup condition, it is necessary to introduce a particular recipe [79, 76]. Let us firstly
introduce the following (pressure) supremizer operator Tµp : MN → V N defined as follows:
(Tµp τ, ξ)V = b(ξ, τ ;µ), ∀ξ ∈ V N . (3.5.9)
Then we build the reduced basis velocity space enriching the velocity space with the suprem-
izer solutions, i.e. we define
V µN = span{ζn := vN (µn), Tµp ϕn, n = 1, . . . , N}. (3.5.10)
By using Galerkin projection onto V µN ×MN , we obtain the following reduced basis approx-
imation: find (vN (µ), pN (µ)) ∈ V µN ×MN such that{
a(vN (µ), ξ;µ) + b(ξ, pN (µ);µ) = 〈F (µ), ξ〉 ∀ξ ∈ V µN ,
b(vN (µ), τ ;µ) = 〈G(µ), τ〉, ∀τ ∈MN ,
(3.5.11)
Since V µN ⊂ V N and MN ⊂MN , the bilinear form a(·, ·;µ) remains continuous over V µN ×V µN
and coercive over V µN , and the bilinear form b(·, ·;µ) remains continuous over V µN ×MN .
Moreover, thanks to the definition (3.5.10), the bilinear form b(·, ·;µ) fulfils an equivalent
RB inf-sup condition; in fact, by defining





‖τ‖M‖ξ‖V , ∀µ ∈ D,
it can be proved [79] that the following inequality holds:
βN (µ) ≥ βN (µ) ≥ β0 > 0, ∀µ ∈ D. (3.5.12)
Hence the RB approximation (3.5.11) is well-posed thanks to (Brezzi) Theorem A.4.
It is important to note that, because of the definition of the supremizer operator Tµp , the
RB velocity space V µN still depends on the parameters µ, thus affecting a bit the efficient
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decoupling of the Oﬄine and Online stages. In order to express in a µ-independent way the
RB velocity space, several alternative constructions have been proposed [76], related also to
different orthonormalization procedures. In the next section we limit ourselves to introduce
one of the possible alternatives, in particular the one that seems to represent the better
compromise between rigour and computational efficiency. For a detailed discussion we refer
to [76].
3.5.3 Algebraic formulation
Let us firstly note that from the affine assumption (3.5.5) it follows that the supremizer






p τ, ∀τ ∈MN , (3.5.13)
where (T qp τ, ξ)V = b
q(ξ, τ), ∀ξ ∈ V N , 1 ≤ q ≤ Qb. In order to define a µ-independent RB
velocity space, the crucial idea is to enrich the velocity space with supremizers built upon
summation using the same µn values used to store velocity ζn(µ
n) and pressure solutions
ϕn(µ







j)σkn, n = 1, . . . , 2N
}
, (3.5.14)
where Q¯b = Qb + 1, Θ
Q¯b
b = 1 and, for n = 1, . . . , N
σkn =
{
0, for k = 1, . . . , Qb
ζn, for k = Q¯b
while for n = N + 1, . . . , 2N
σkn =
{
T kp ϕn−N , for k = 1, . . . , Qb
0, for k = Q¯b.














Hence, for a new parameter µ, the RB solution of the problem (3.5.11) can be written as
































l , 1 ≤ l ≤ N,
(3.5.15)
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q(σi, ϕl), 1 ≤ i, j ≤ 2N, 1 ≤ l ≤ N,
and the vectors F q, Gq by
F qi = 〈F q,σi〉, Gql = 〈Gq, ϕl〉, 1 ≤ i ≤ 2N, 1 ≤ l ≤ N.
Finally, denoting with AN (µ) =
∑
ΘqaAq, BN (µ) =
∑
ΘqbB



















where vN and pN are the column vectors of the linear combination coefficient {vNj}2Nj=1 and
{pNl}Nl=1 respectively. In order to analyze more deeply the structure of the linear system
with saddle-point structure (3.5.16) let us define the basis matrices
Zv =
(
σ1 · · · σ2N






∈ R(2NV +NM )×3N ,
where σn and ϕn now denote the FE expansions of the RB basis functions. Then KN =

















3.5.4 Oﬄine-Online computational procedure and sampling strategies
Thanks to the assumption of affine parameter dependence, we can decouple the formation
of the matrix KN (µ) in two stages, the Oﬄine and Online stages, that enable the efficient
resolution of the system (3.5.16) for each new parameter µ. In particular:
1. in the Oﬄine stage, performed only once, we first compute and store the basis function
{σi}2Ni=1 and {ϕj}Nj=1, and form the µ-independent matrices AqN , 1 ≤ q ≤ Qa, BqN ,
1 ≤ q ≤ Qb and the vectors F qN , 1 ≤ q ≤ Qf , GqN , 1 ≤ q ≤ Qg. The operation count
depends on N , Qa, Qb, Qf , Qg and N ;
2. in the Online stage, performed for each new value µ, we use the precomputed matrices
AqN , B
q




N to assemble the (full) matrix KN and the vectors FN ,























we then solve the resulting system to obtain (vN ,pN ). The Online operation count
depends on N , Qa, Qb, Qf , Qg but is independent of N . In particular we need
O((Qa+Qb)N
2) and O((Qf +Qg)N) operations to assemble matrices and vectors, and
O((3N)3) operations to solve the RB linear system (3.5.16).
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For the construction of the hierarchical Lagrange RB approximation spaces we rely again on
the sampling strategy based on the greedy algorithm described in Section 3.2.3. In particular,
in each iteration, given the parameter samples SN = {µ1, . . . ,µN}, the new sample point
µN+1 to be added is such that
µN+1 = arg max
µ∈Ξtrain
∆N (µ),
where ∆N (µ) is a rigorous, sharp and inexpensive a posteriori error bound for the error on
the velocity and pressure variables, i.e.(‖vN (µ)− vN (µ)‖2H1 + ‖pN (µ)− pN (µ)‖2L2)1/2 ≤ ∆N (µ). (3.5.18)
The next section is devoted to the construction of such an error estimator.
3.5.5 A posteriori error estimation
The construction of the estimator ∆N (µ) will be carried out in the Babusˇka framework, as
proposed in [76]. In fact, as observed in Section A.1, saddle-points problems are a particular
case of weakly coercive problem, for which the stability analysis can be carried out by
using the Necˇas-Babusˇka theorem. Therefore, to construct the error estimator ∆N (µ) it
is sufficient to exploit this alternative point of view and rewrite the problem as a weakly
coercive problem, for which RB a posteriori error estimates techniques are already available.
In order to formulate the problem (3.5.4) in the standard form of weakly coercive problems
(see Section A.1.2), it suffices to denote Y = V ×M and define the bilinear form A(·, ·;µ) : Y ×
Y → R given by
A(v,w;µ) := a(v, ξ;µ) + b(ξ, p;µ) + b(v, τ ;µ), (3.5.19)
and the linear continuous functional F : Y → R
F(w;µ) = 〈F (µ), ξ〉+ 〈G(µ), τ〉. (3.5.20)
where v = (v, p) ∈ Y and w = (ξ, τ) ∈ Y . Then, we can formulate equivalently the problem
(3.5.4) as:
find v ∈ Y s.t: A(v,w;µ) = F(w;µ) ∀w ∈ Y. (3.5.21)
The problem (3.5.21) is well posed if and only if the following conditions hold (see Sec-
tion A.1):
1. the bilinear form A(·, ·;µ) is continous, i.e. there exists a constant γ(µ) > 0 such that
A(v,w;µ) ≤ γ(µ)‖v‖Y ‖w‖Y , ∀µ ∈ D;






‖v‖Y ‖w‖Y ≥ β˜0, ∀µ ∈ D;
moreover, for each µ ∈ D, the unique solution satisfies
‖v(µ)‖Y ≤ 1
β˜(µ)
‖F(·;µ)‖Y ′ , ∀µ ∈ D. (3.5.22)
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Actually, since the bilinear forms a(·, ·;µ) and b(·, ·;µ) satisfy the hypotheses of (Brezzi)
Theorem A.2, it can be shown (see e.g. [21, 90, 35]) that the the compound form A(·, ·;µ) is
continuous and weakly coercive. Similarly, the FE and RB approximations satisfy the same
inf-sup condition,





‖v‖Y ‖w‖Y > 0, ∀µ ∈ D,





‖v‖Y ‖w‖Y > 0, ∀µ ∈ D,
where Y N = V N ×MN and YN = V µN ×MN . Moreover the stability estimate (3.5.22) holds
also for the FE and RB approximations, in particular
‖vN (µ)‖Y ≤ 1
β˜N (µ)
‖F(·;µ)‖Y ′ , ∀µ ∈ D. (3.5.23)
In the following we will refer to the inf-sup constant β˜(µ) as the Babusˇka inf-sup constant
(in contrast to the Brezzi inf-sup constant β(µ)).
Once we have guaranteed the well-posedness of the problem (3.5.21) and its FE and RB
approximations, for the construction of the a posteriori error estimator we need the usual two
main ingredients: an effective calculation of a lower bound for the Babusˇka inf-sup constant
β˜N (µ) and the (standard) calculation of the dual norm of the residual. For the first one we
assume that we can calculate a µ-dependent lower bound β˜LB(µ) for the inf-sup constant
β˜N (µ), i.e. β˜N (µ) ≥ β˜LB(µ) ≥ β˜0 > 0, ∀µ ∈ D. The calculation of β˜LB(µ) will be carried
out using the Natural Norm Successive Constraint Method, an improvement of the already
discussed SCM algorithm specifically tailored for noncoercive problems, see [43, 76].
Let us firstly define the errors between the FE and the RB approximations:
ev(µ) = v
N (µ)− vN (µ), ep(µ) = pN (µ)− pN (µ),
and
e(µ) = (ev(µ), ep(µ)) = v
N (µ)− vN (µ). (3.5.24)
Then we define the residuals
rv(ξ;µ) = 〈F (µ), ξ〉 − a(vN , ξ;µ)− b(ξ, pN ;µ) ∀ξ ∈ V N ,
rp(τ ;µ) = 〈G(µ), τ〉 − b(vN , τ ;µ) ∀τ ∈MN ,
and the global residual
r(w;µ) = F(w;µ)− A(vN ,w;µ) ≡ rv(ξ;µ) + rp(τ ;µ) ∀w ∈ Y N ;
note that r(·;µ) ∈ (Y N )′. The problem statement for (vN , pN ) (3.5.7) and (vN , pN ) (3.5.11)
and the bilinearity of a(·, ·;µ) and b(·, ·;µ) imply that the errors satisfy the following equa-
tions {
a(ev(µ), ξ;µ) + b(ξ, ep(µ);µ) = rv(ξ,µ) ∀ξ ∈ V N ,
b(ev(µ), τ ;µ) = rp(τ ;µ) ∀τ ∈ QN ,
(3.5.25)
or equivalently
A(e,w;µ) = r(w;µ) ∀w ∈ Y N .
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By using the stability estimate (3.5.23) we obtain the following residual-based estimation
‖e(µ)‖Y ≤ 1
β˜N (µ)
‖r(·;µ)‖Y ′ , ∀µ ∈ D, (3.5.26)
exploiting the lower bound for the inf-sup constant
‖e(µ)‖Y ≤ 1
β˜LB(µ)
‖r(·;µ)‖Y ′ := ∆N (µ). (3.5.27)
We can rewrite (3.5.27) equivalently as








We introduce the Riesz representation of r(·;µ): eˆ(µ) ∈ Y N satisfies
(eˆ(µ),w)Y = r(w;µ), ∀w ∈ Y N . (3.5.28)
The dual norm of the residuals can be evaluated through its Riesz representation:
‖r(·;µ)‖Y ′ = sup
w∈Y N
r(w;µ)
‖w‖Y = ‖eˆ(µ)‖Y ,


















q(v,w) = bq(v, τ), Qa +Qb + 1 ≤ q ≤ Qa + 2Qb.







ΘqF (µ) = Θ
q
f (µ), F
q(w) = 〈F q, ξ〉, 1 ≤ q ≤ Qf ,
ΘqF (µ) = Θ
q
g(µ), F
q(w) = 〈Gq, τ〉, Qf + 1 ≤ q ≤ Qf +Qg.
In this way, recalling that vN (µ) = (vN (µ), pN (µ)) ∈ R3N denotes the global vector of the
RB components, the residual can be expressed as
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where QA = Qa + 2Qb, QF = Qf +Qg and
Φn = (σn, 0), 1 ≤ n ≤ 2N, Φn = (0, ϕn), 2N + 1 ≤ n ≤ 3N.











where ∀w ∈ Y N
(Fq,w)Y = Fq(w), 1 ≤ q ≤ QF , (3.5.32)
(Lqn, v)Y = −Aq(Φn,w), 1 ≤ q ≤ QA, 1 ≤ n ≤ 3N. (3.5.33)
Note that Fq is the Riesz representation of Fq(·) and Lqn is the Riesz representation of




































from which we can calculate the dual norm of the residual. Let us summarize the Oﬄine-
Online decomposition:
1. in the Oﬄine stage we first compute the QF terms Fq and the 3NQA terms Lqn
solving problems (3.5.32) and (3.5.33) respectively; then we store the scalar prod-
ucts (Fq,Fq′)Y , (Fq′ ,Lqn)Y and (Lqn,Lqn)Y . The Oﬄine operation count depends then
on N,QA, QF and N .
2. in the Online stage, for each new value of µ, we simply evaluate the sum (3.5.34) in
terms of the Θq(µ), vNn and the precomputed scalar products. The Online operation
count is O(9N2Q2A + 6NQAQf + 3NQ
2
F ), independent of N .
3.5.6 Numerical example: Couette flow
This example deals with a Couette flow in a pipe of uniform cross-section. Namely, we refer
to a slightly different version of one of the test cases proposed in [76]. We consider the
physical domain shown in Figure 3.4 and the following problem:
− µ3∆vo +∇po = fo(µ) in Ωo(µ)
divvo = 0 in Ωo(µ)
vo1 = xo2, vo2 = 0 on Γ
o
D(µ)
vo2 = 0, −pon1 + µ3 ∂vo1
∂xo1




where the forcing term is fo(µ) = (0,−µ2), µ3 = ν is the kinematic viscosity and µ1 is the
height of the channel (and thus also the value of the horizontal velocity vo1 imposed on the
upper boundary). The parameter domain is given by D = [0.5, 2]× [0.5, 1.5]× [0.1, 1].









Figure 3.4: Original domain Ωo(µ) for the Couette flow.
The problem is then mapped to a fixed reference domain Ω = Ω(µref) with µref = [1, 1, 0.5]
and discretized by P2 − P1 Taylor-Hood finite elements [69]. We have only one subdomain,











, Jr = µ1.
As regards the affine decomposition we have Qa = 2, Qb = 2, Qf = 1, Qg = 4 and, for
instance,




















Θ1b(µ) = µ1, b







Θ2b(µ) = 1, b







The dimension of the FE space Y N is N = 7416. In Figure 3.5 and 3.6 we report
some plots of the solution for different values of the parameters. With a fixed tolerance
εtol = 5 · 10−4, Nmax = 9 basis functions have been selected by the Greedy algorithm. In
Figure 3.7 we show the lower bound for the Babusˇka inf-sup constant β˜N (µ) obtained using
the SCM algorithm; in Figure 3.8 we compare the a posteriori error bound ∆N (µ) with the
true error ‖vN (µ)−vN (µ)‖Y , in particular we show the average of these two quantities over
a sample of 250 parameters.
Figure 3.5: Couette flow: representative solution for µ = (2, 1.5, 0.3). Velocity on the left, pressure
on the right.
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Figure 3.6: Couette flow: representative solution for µ = (0.6, 1, 0.7). Velocity on the left, pressure
on the right.










(a) β˜(µ) as a function of the viscosity µ3, (µ1, µ2) =
(1, 1.4) fixed.













(b) β˜(µ) as a function of channel height µ1,
(µ2, µ3) = (1, 1) fixed.
Figure 3.7: Couette flow: lower bound for the Babusˇka inf-sup constant β˜(µ).
The Oﬄine computational time is equal to tofflineRB = 1900s, in particular we underline
that the SCM algorithm takes about the 70% of the overall Oﬄine computational time
(requiring to solve in this case 43 eigenproblems). The Online solution time is of order 10−2
seconds, comprehensive of the time needed to evaluate the a posteriori error estimator; the
computational time needed to build and solve the RB linear system alone is very small, less
than 10−3s (in fact we are solving a system of size 27× 27).












Figure 3.8: Couette flow: a posteriori error bound. Comparison of the average computed error
(between the truth FE solution and the RB approximation ‖vN (µ) − vN (µ)‖Y ) and the estimator
∆(µ), for N = 1, · · · , Nmax = 9.

Chapter 4
Reduced Basis Method for
Parametrized Elliptic Optimal
Control Problems
We provide here a reduced basis framework for the efficient solution of parametrized lin-
ear/quadratic optimal control problems governed by coercive second-order elliptic PDEs.
We thus consider the abstract problem (OCPµ) stated in the Introduction under the form
discussed in Chapter 1:min J (x;µ) =
1
2
A(x, x;µ)− 〈F (µ), x〉, subject to
B(x, q;µ) = 0 ∀q ∈ Q.
(4.0.1)
being B(·, ·;µ) the bilinear form associated to the PDE (i.e. the state equation). In analogy
to the results given in Chapter 1, the parametrized optimality conditions system in saddle-
point form reads: find (x(µ), p(µ)) ∈ X ×Q such that{
A(x,w;µ) + B(w, p;µ) = 〈F (µ), w〉 ∀w ∈ X,
B(x, q;µ) = 0 ∀q ∈ Q. (4.0.2)
In this case the goal of a reduced basis (RB) method is the computation of parameter-
dependent solutions of the optimal control problem by solving a saddle-point problem of low
dimension. The main features of our RB approach will be the following.
1. A reduced basis made by the FE solutions (xN (µi), pN (µi)) of (4.0.2) for some selected
parameter values S = {µ1, . . . ,µN} (by a proper greedy procedure), giving the spaces
XN = span{xN (µi)}i for the state and control variables and QN = span{pN (µi)}i for
the adjoint.
2. A reduced approximation of the saddle-point problem obtained as a Galerkin projection
onto the reduced spaces: find (xN (µ), pN (µ)) ∈ XN ×QN such that{
A(xN (µ), w;µ) + B(w, pN (µ);µ) = 〈F (µ), w〉, ∀w ∈ XN
B(xN (µ), q;µ) = 0, ∀q ∈ QN .
In particular we prove existence, uniqueness and stability of the RB approximation by
means of Brezzi theorem, in particular in order to fulfill an appropriate inf-sup condition
we investigate various enrichment strategy for the RB spaces.
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3. A rigorous, sharp and inexpensive a posteriori error estimator ∆N (µ) for both the control,
state and adjoint variables, i.e. such that(‖xN (µ)− xN (µ)‖2X + ‖pN (µ)− pN (µ)‖2Q)1/2 ≤ ∆N (µ).
In particular for the a posteriori error analysis we follow the guidelines of Stokes problems
(see Section 3.5), i.e. we develop the analysis in the framework of noncoercive problems.
Moreover, following the approach proposed in [17], we obtain a rigorous estimator for the
cost functional
|J (xN (µ);µ)− J (xN (µ);µ)| ≤ ∆JN (µ).
4. The standard Oﬄine/Online decomposition stratagem [77], that enables to decouple the
generation and projection stages of the RB approximation. In particular we rely on the
affine parameter dependence assumption on the operator defining the cost functional and
the state equation.
The chapter is structured as follows. In Section 4.1 we introduce the formulation of pa-
rametrized linear/quadratic optimal control problems (governed by elliptic coercive PDEs)
with affine parameter dependence; we briefly discuss also the FE approximation, recalling
the necessary assumptions to ensure the well-posedness. In Section 4.2 we discuss the RB
approximation and the main features of the method, focusing on the corresponding stability
condition for the RB approximation. Then in Section 4.3 we deal with the a posteriori error
estimation for the RB solution and functional based on the Babusˇka stability theory. Finally,
in Section 4.4 some numerical examples are presented.
4.1 Problem formulation
We consider the parametrized version of the optimal control problems introduced in Sec-
tion 1.2.3. Let Ω ⊂ Rd (d = 1, 2, 3) be a spatial domain with Lipschitz boundary ∂Ω, we
define the functional spaces Y (state space) and Q (adjoint space) such that H10 (Ω) ⊂ Y ⊂
H1(Ω) and Q ≡ Y , respectively. The control space is U = L2(ω), where ω can be the whole
domain Ω, a subdomain or a boundary. Moreover Z shall denote the observation space. We
consider the following parametrized optimal control problem:
minimize J(y, u) =
1
2
m(y − yd(µ), y − yd(µ);µ) + α
2
n(u, u;µ),
s.t. a(y, q;µ) = c(u, q;µ) + 〈G(µ), q〉 ∀q ∈ Q.
(4.1.1)
Let us precise the hypotheses on the linear and bilinear forms (see also Section 1.2.3). We






‖z‖Y ‖q‖Q < +∞, ∀µ ∈ D, (4.1.2)









≥ α˜0, ∀µ ∈ D. (4.1.3)
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‖u‖U‖q‖Q < +∞, ∀µ ∈ D






‖u‖U‖v‖U < +∞, ∀µ ∈ D





≥ α˜n0, ∀µ ∈ D.
Moreover we assume the bilinear form m(·, ·;µ) to be symmetric, continuous and positive in
the norm induced on the space Z, yd(µ) ∈ Z and G(µ) ∈ Q′,∀µ ∈ D. We shall make an
additional assumptions, crucial to Oﬄine-Online procedures, by assuming the bilinear and
linear forms to be affine in the parameter µ, i.e. for some finite Q˜∗, ∗ ∈ {a, c, n,m, g}, they























for given smooth µ-dependent function Θ˜q∗(µ) and continuous µ-independent bilinear and
linear forms aq(·, ·), cq(·, ·), etc. In order to formulate the optimal control problem (4.1.1)
as a saddle-point problem, we denote X = Y × U , x = (y, u) ∈ X, w = (z, v) ∈ X, p, q ∈ Q
and define the bilinear form A(·, ·;µ) : X ×X → R as
A(x,w;µ) = m(y, z;µ) + αn(u, v;µ), ∀x,w ∈ X,
and the bilinear form B(·, ·;µ) : X ×Q→ R as
B(w, q;µ) = a(z, q;µ)− c(v, q;µ), ∀w ∈ X, q ∈ Q.
Defining F (µ) = m(yd(µ), ·) ∈ X ′, we can reformulate the problem (4.1.1) as (for the details
see Section 1.2.3): given µ ∈ D,min J (x;µ) =
1
2
A(x, x;µ)− 〈F (µ), x〉, subject to
B(x, q;µ) = 〈G(µ), q〉 ∀q ∈ Q.
(4.1.5)
Recalling the results proved in Section 1.2.3, we know that the assumptions made on the
linear and bilinear forms in (4.1.1) guarantees the fulfilment of the hypotheses of Brezzi
theorem (see Theorem A.2 and Proposition 1.1), which implies the equivalence between
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(4.1.5) and the following saddle-point problem: given µ ∈ D, find (x(µ), p(µ)) ∈ X×Q such
that {
A(x(µ), w;µ) + B(w, p(µ);µ) = 〈F (µ), w〉 ∀w ∈ X,
B(x(µ), q;µ) = 〈G(µ), q〉 ∀q ∈ Q. (4.1.6)
In particular the bilinear forms A(·, ·;µ) and B(·, ·;µ) satisfy the following assumptions:






‖w‖X‖x‖X < +∞, ∀µ ∈ D;
2. the bilinear form A(·, ·;µ) is coercive over X0 = {w ∈ X : B(w, q;µ) = 0 ∀q ∈ Q} ⊂





≥ α0, ∀µ ∈ D;






‖w‖X‖q‖Q < +∞, ∀µ ∈ D;
4. the bilinear form B(·, ·) satisfies the inf-sup condition over X × Q, i.e. there exists a






‖w‖X‖q‖Q ≥ β0, ∀µ ∈ D, (4.1.7)
5. the bilinear form A(·, ·;µ) is symmetric and non-negative over X.
Moreover, thanks to the affine parameter dependence assumption (4.1.4), an affine decompo-
sition holds also for the bilinear and linear forms in (4.1.6), i.e. for some finite Qa, Qb, Qf , Qg,











Θqg(µ) 〈Gq, q〉, 〈F (µ), w〉 =
Qf∑
q=1
Θqf (µ) 〈F q, w〉, (4.1.9)
where the coefficients Θq(µ) and the µ-independent linear and bilinear forms are related to




m(µ) and Aq(x,w) =
mq(y, z) for 1 ≤ q ≤ Q˜m, while Θq+Q˜ma (µ) = Θ˜qn(µ) and Aq+Q˜m(x,w) = nq(u, v) for 1 ≤ q ≤
Q˜n.
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4.1.1 Truth approximation
Let {TN } be a triangulation of the domain Ω, we denote
V rN =
{
ψN ∈ C0(Ω) : ψN |K ∈ Pr, ∀K ∈ TN
}
the space of globally continuous function that are polynomials of degree r on the single
elements of the triangulation. Moreover we define Y N = Y ∩V rN , QN = Y N and UN = U∩V rN
in such a way that Y N ⊂ Y , UN ⊂ U , XN = Y N × UN ⊂ X, QN ⊂ Q are sequences of
FE approximation spaces; we indicate with N the global dimension of the product space
XN ×QN , i.e. N = NX +NQ where NX = NY +NU and NY = NQ. The truth Galerkin-FE
approximation reads: given µ ∈ D, find (xN (µ), pN (µ)) ∈ XN ×QN such that{
A(xN (µ), w;µ) + B(w, pN (µ);µ) = 〈F (µ), w〉 ∀w ∈ XN ,
B(xN (µ), q;µ) = 〈G(µ), q〉 ∀q ∈ QN . (4.1.10)
As already proved in Lemma 1.2, provided Y N ≡ QN , the bilinear form A(·, ·;µ) remains
continuous over XN ×XN and coercive over XN0 = {w ∈ XN : B(w, q;µ) = 0 ∀q ∈ QN },
i.e.





‖x‖X‖w‖X ≤ γa(µ) < +∞, ∀µ ∈ D,




≥ α(µ) ≥ α0, ∀µ ∈ D.
Similarly, the bilinear form B(·, ·;µ) remains continuous





‖w‖X‖q‖Q ≤ γb(µ) < +∞, ∀µ ∈ D,
and inf-sup stable over XN ×QN , i.e. there exists a constant β0 > 0 such that





‖w‖X‖q‖Q ≥ β0, ∀µ ∈ D. (4.1.11)
In particular we recall that we proved in Lemma 1.2 the estimate βN (µ) ≥ α˜N (µ), being
α˜N (µ) the coercivity constant of the bilinear form a(·, ·;µ). Therefore the FE approximation
(4.1.10) is well-posed, see Proposition 1.3.
At the algebraic level we obtain the linear system already introduced in Chapter 1 and
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where the matrices and vectors Aq, Bq, Fq, Gq represent the discrete counterparts of the
corresponding bilinear and linear forms.
4.2 The reduced basis approximation
As in the case of parametrized elliptic equations discussed in Chapter 3, the idea of the RB
method is to efficiently compute an approximation of (xN (µ), pN (µ) by using approximation
spaces made up of well-chosen solutions of (4.1.10), i.e. corresponding to specific choices of
the parameter values. As already mentioned in the introduction to the chapter, the main
assumption is that the solution of (4.1.10) depends smoothly on the parameters, thus implying
the parametric manifold MN to be smooth and approximable by selecting some snapshot
FE solutions.
4.2.1 Formulation
Let us take, for given N ∈ {1, . . . , Nmax}, a set of parameter values SN = {µ1, . . . ,µN} and
consider the corresponding FE solutions {(xN (µn), pN (µn)), n = 1, . . . , N}. We (naively)
define the reduced basis spaces for the state, control and adjoint variables respectively as
YN = span{ζn := yN (µn), n = 1, . . . , N},
UN = span{λn := uN (µn), n = 1, . . . , N},
QN = span{ξn := pN (µn), n = 1, . . . , N},
and denote XN = YN × UN . By using Galerkin projection onto XN × QN , we obtain the
following reduced basis approximation: find (xN (µ), pN (µ)) ∈ XN ×QN such that{
A(xN (µ), w;µ) + B(w, pN (µ);µ) = 〈F (µ), w〉 ∀w ∈ XN ,
B(xN (µ), q;µ) = 〈G(µ), q〉 ∀q ∈ QN .
(4.2.1)
Let us discuss the well-posedness of the RB approximation. While the continuity property
of the bilinear forms over the RB spaces are automatically inherited from the parents spaces
(i.e. the FE spaces), the coercivity property of the bilinear form A(·, ·;µ) over
XN0 = {w ∈ XN : B(w, q;µ) = 0 ∀q ∈ QN}
and the fulfillment of the inf-sup condition of B(·, ·;µ) should be proved. In particular, the
problem (4.2.1) should satisfy the following reduced basis inf-sup condition: there exists
β0 > 0 such that





‖w‖X‖q‖Q ≥ β0, ∀µ ∈ D. (4.2.2)
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The first idea in order to prove the fulfillment of (4.2.2) is to mimic the proof already used
for the continuous problem and its FE approximation, see Lemma 1.1 and 1.2. We try to





a(z, q;µ)− c(v, q;µ)
(‖z‖2Y + ‖v‖2U )1/2
now we would like to choose (z, v) = (q, 0) to obtain
sup
0 6=(z,v)∈YN×UN
a(z, q;µ)− c(v, q;µ)





and exploit the coercivity of the bilinear form a(·, ·;µ). However, since z ∈ YN , q ∈ QN and
YN 6= QN , we cannot use this trick. Hence, while in the continuous case (respectively for
the FE approximation) the state and adjoint spaces Y and Q (respectively Y N and QN ) are
equivalent, with the choice made above we lose this property on the corresponding RB spaces.
Note that this is a particular feature of RB the approximation, since it uses basis functions
specific for the problem instead of generic basis functions like the FE approximation.
It is clear that to recover the stability of the RB approximation we need to enrich in some
way at least one of the RB spaces involved. This is not surprising when dealing with the
RB approximation of a saddle-point problem, in fact there are at least other two examples
where a similar treatment demonstrates to be mandatory: the application of the RB method
to the Stokes problem (as already discussed in Section 3.5, see also [73, 79, 76, 75]) and to
parametrized variational inequalities [36]. The two main strategies that we have analysed to
reach the stability of the approximation are either the use of a suitable supremizer operator
or the use of the same (properly defined) space for the state and adjoint variables. While
the first option can be seen as a trial to mimic what has been done in the case of the
Stokes problem, the second option follows naturally from the discussion above. We have
made some preliminary investigations (both from the theoretical and the numerical point of
view) comparing the two strategies, and we choose to pursue the second one, in this way we
can avoid to introduce (less standard) supremizer operators. Moreover this choice has some
advantages in the context of a posteriori error estimation for the cost functional, as already
pointed out in [17]. In any case we are aware that these issues deserve further investigations
in order to explore also other strategies, maybe even more convenient on the computational
point of view.
However, before discussing the enrichment strategy, it is useful to analyze the algebraic
structure of the RB approximation.
4.2.2 Algebraic formulation
Let us investigate the structure of the algebraic system associated with the RB approximation




yNj(µ)ζj , uN (µ) =
N∑
j=1




we also define a reduced basis for the product space XN = span{σj , j = 1, . . . , 2N} where
σj =
{
(ζj , 0), j = 1, . . . , N
(0, λj), j = N + 1, . . . , 2N,
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note that












Hence, for a new parameter µ, the RB solution of the problem (4.2.1) can be written as
































l , 1 ≤ l ≤ N,
(4.2.3)
where the submatrices Aq and Bq are given by
Aqij = Aq(σj , σi), Bqli = Bq(σi, ξl), 1 ≤ i, j ≤ 2N, 1 ≤ l ≤ N,
and the vectors F q, Gq by
F qi = 〈F q, σi〉, Gql = 〈Gq, ξl〉 1 ≤ i ≤ 2N, 1 ≤ l ≤ N.
Finally, denoting with AN (µ) =
∑
ΘqaAq, BN (µ) =
∑
ΘqbB



















where xN and pN are the column vectors of the linear combination coefficient {xNj}2Nj=1 and
{pNl}Nl=1 respectively. In order to analyze more in-depth the structure of the linear system
with saddle-point structure (4.2.4) let us define the basis matrices
Zy =
(

















Zy 0 00 Zu 0
0 0 Zp
 ,

















highlighting the structure of each block
KN =
MN 0 KTN0 αNN −CN
KN −CN 0
 =
ZTy MZy 0 ZTy KTZp0 αZTuNZu −ZTu CZp
ZTp KZy −ZTp CZu 0
 , (4.2.6)
where the matrices K, C, M , N are those induced by the corresponding bilinear forms a(·, ·),
c(·, ·), m(·, ·) and n(·, ·) respectively.
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Remark 4.1. The RB matrix KN features the same symmetry and saddle-point structure
of the matrix arising from the finite element approximation.
Remark 4.2. Let us write separately the state, adjoint and optimality equations




y MZy)yN = Z
T
y Fa,
optimality: α(ZTuNZu)uN − (ZTu CZp)pN = 0.
(4.2.7)
Looking at the state equation it is clear that with this choice of the RB spaces we are using
different trial and test spaces: in particular we are testing the state equation using the adjoint
basis. The same arguments hold for the adjoint equation, where the test functions belong to
the state space. Different spaces for trial and test functions means that we are approximating
the state and adjoint equations with a Petrov-Galerkin scheme, obviously this property can
be seen directly on the formulation (4.2.1) exploiting the definition of the bilinear forms.
4.2.3 Approximation stability: enriched spaces
To ensure the stability of the RB approximation we define the following aggregated space for
the state and adjoint variables
ZN = span{ζn := yN (µn), ξn := pN (µ), n = 1, . . . , N}.
Now let YN = ZN , XN = ZN × UN and QN = ZN , the RB approximation reads: find
(xN (µ), pN (µ)) ∈ XN ×QN such that{
A(xN (µ), w;µ) + B(w, pN (µ);µ) = 〈F (µ), w〉 ∀w ∈ XN ,
B(xN (µ), q;µ) = 〈G(µ), q〉 ∀q ∈ QN .
(4.2.8)
We can now easily prove the fulfillment of the required inf-sup condition.
Lemma 4.1. The bilinear form B(·, ·;µ) satisfies the inf-sup condition (4.2.2). Moreover
we have the estimate
βN (µ) ≥ α˜N (µ), ∀µ ∈ D,
where α˜N (µ) is the coercivity constant associated to the FE approximation of the bilinear
form a(·, ·;µ).
Proof. It suffices to mimic the proof of Lemma 1.2. In fact,





‖w‖X‖q‖Q = infq∈ZN sup(z,v)∈ZN×UN







‖q‖Q = α˜N (µ) ≥ α˜
N (µ) > 0.
Note that now the choice z = q is allowed because both z and q belong to the space ZN .
Proposition 4.1. The RB saddle-point problem (4.2.8) has a unique solution (xN (µ), pN (µ)) ∈
XN ×QN for all µ ∈ D.
Proof. It suffices to check that the assumptions of Theorem A.4 hold. As already mentioned,
the continuity properties of the bilinear and linear forms over the RB space are automatically
inherited from the parents spaces (i.e. the FE spaces). The fulfillment of the inf-sup condition
of the bilinear form B(·, ·;µ) has been proved in Lemma 4.1, while the fulfillment of the
coercivity condition of the bilinear form A(·, ·;µ) can be proved using the same arguments
as in Lemma 1.1 and Lemma 1.2.
86 Chapter 4. Reduced Basis Method for Parametrized Elliptic Optimal Control Problems
4.2.4 Algebraic formulation with enriched spaces
Let us now investigate the algebraic formulation associated to the enriched spaces introduced
in the previous section. Let {τj}2Nj=1 = {ζj}Nj=1 ∪ {ξj}Nj=1 such that ZN = span{τj , j =




yNj(µ)τj , uN (µ) =
N∑
j=1




we define in the usual way a reduced basis for the product space XN = span{σj , j =
1, . . . , 3N} where
σj =
{
(τj , 0), j = 1, . . . , 2N
(0, λj), j = 2N + 1, . . . , 3N,
note that












Hence, for a new parameter µ, the RB solution of the problem (4.2.8) can be written as
































l , 1 ≤ l ≤ 2N,
(4.2.9)
where the submatrices AqN and B
q








i = 〈F q, σi〉, (GN )ql = 〈Gq, τl〉 1 ≤ i ≤ 3N, 1 ≤ l ≤ 2N.








N , we can rewrite prob-


















Let us define the basis matrices Zz =
(
τ1 · · · τN







∈ R2N×3N , Z =
Zz 0 00 Zu 0
0 0 Zz
 ∈ R3N×5N ,
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highlighting the structure of each block
KN =
MN 0 KTN0 αNN −CN
KN −CN 0
 =
ZTz MZz 0 ZTz KTZz0 αZTuNZu −ZTu CZz
ZTz KZz −ZTz CZu 0
 . (4.2.12)
Thus the matrix KN is still symmetric, with saddle-point structure and has dimension 5N ×
5N . To keep under control the condition number of the matrix KN we have adopted the
Gram-Schmidt (GS) orthonormalization procedure already introduced in Chapter 3. In
particular we apply the GS procedure separately on the basis functions of the space ZN and
on the basis functions of the space UN .
4.2.5 Oﬄine-Online procedure and sampling strategy
Thanks to the assumption of affine parameter dependence, we can decouple the formation
of the matrix KN (µ) in two stages, the Oﬄine and Online stages, that enable the efficient
resolution of the system (4.2.10) for each new parameter µ. In particular:
1. in the Oﬄine stage, performed only once, we first compute and store the basis function
{τi}2Ni=1 and {λj}Nj=1, and form the µ-independent matrices AqN , 1 ≤ q ≤ Qa, BqN ,
1 ≤ q ≤ Qb and the vectors F qN , 1 ≤ q ≤ Qf , GqN , 1 ≤ q ≤ Qg. The operation count
depends on N , Qa, Qb, Qf , Qg and N ;
2. in the Online stage, performed for each new value µ, we use the precomputed matrices
AqN , B
q




N to assemble the (full) matrix KN and the vectors FN ,























we then solve the resulting system to obtain (xN ,pN ). The Online operation count
depends on N , Qa, Qb, Qf , Qg but is independent of N . In particular we need
O((Qa+Qb)N
2) and O((Qf +Qg)N) operations to assemble matrices and vectors, and
O((5N)3) operations to solve the RB linear system (4.2.10).
For the construction of the hierarchical Lagrange RB approximation spaces we rely again on
the sampling strategy based on the greedy algorithm described in Chapter 3. In particular,
in each iteration, given the parameter samples SN = {µ1, . . . ,µN}, the new sample point
µN+1 to be added is such that
µN+1 = arg max
µ∈Ξtrain
∆N (µ),
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where ∆N (µ) is a rigorous, sharp and inexpensive a posteriori error bound for the error on
the state, control and adjoint variables, i.e.(‖xN (µ)− xN (µ)‖2X + ‖pN (µ)− pN (µ)‖2Q)1/2 ≤ ∆N (µ), (4.2.13)
where ‖xN (µ)− xN (µ)‖2X = ‖yN (µ)− yN (µ)‖2Y + ‖uN (µ)− uN (µ)‖2U . The next section is
devoted to the construction of such an error estimator.
4.3 A posteriori error estimation
In Section 4.3.1 we construct a rigorous, sharp and inexpensive (i.e. N -independent) a
posteriori error bound ∆N (µ) such that(‖xN (µ)− xN (µ)‖2X + ‖pN (µ)− pN (µ)‖2Q)1/2 ≤ ∆N (µ). (4.3.1)
In Section 4.3.2 we describe the Oﬄine-Online strategy that permits the efficient evaluation
of the proposed estimator. Then in Section 4.3.3, using the same ingredients, we construct
a rigorous, sharp and inexpensive a posteriori error bound ∆JN (µ) for the error on the cost
functional, i.e.
|J(yN (µ), uN (µ);µ)− J(yN (µ), uN (µ);µ)| ≤ ∆JN (µ). (4.3.2)
4.3.1 Bound for the solution: Babusˇka framework
The construction of the estimator ∆N (µ) will be carried out in the Babusˇka framework, as
already done for the Stokes equations in Section 3.5.5. In fact, as observed in Section A.1,
saddle-points problems are a particular case of weakly coercive problem, for which the stabil-
ity analysis can be carried out by using the Necˇas-Babusˇka theorem. Therefore, to construct
the error estimator ∆N (µ) it is sufficient to exploit this alternative point of view and rewrite
the problem as a weakly coercive problem, for which RB a posteriori error estimates tech-
niques are already available.
In order to formulate the problem (4.1.6) in the standard form (P2) on page 134, it
suffices to denote X = X ×Q and define the bilinear form B(·, ·;µ) : X × X → R given by
B(x,w;µ) := A(x,w;µ) + B(w, p;µ) + B(x, q;µ), (4.3.3)
and the linear continuous functional F : X → R
F(w;µ) = 〈F (µ), w〉+ 〈G(µ), q〉, (4.3.4)
where x = (x, p) ∈ X and w = (w, q) ∈ X . Then, we can formulate equivalently the problem
(4.1.6) as: given µ ∈ D,
find x ∈ X s.t: B(x,w;µ) = F(w;µ) ∀w ∈ X . (4.3.5)
The problem (4.3.5) is well posed if and only if the following conditions hold (see Section A.1):
1. the bilinear form B(·, ·;µ) is continous, i.e. there exists a constant γ(µ) > 0 such that
B(x,w;µ) ≤ γ(µ)‖x‖X ‖w‖X , ∀µ ∈ D;
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‖x‖X ‖w‖X ≥ βˆ0, ∀µ ∈ D.
Moreover, for each µ ∈ D, the unique solution satisfies
‖x(µ)‖X ≤ 1
βˆ(µ)
‖F(·;µ)‖X ′ . (4.3.6)
Actually, since the bilinear forms A(·, ·;µ) and B(·, ·;µ) satisfy the hypotheses of (Brezzi)
Theorem A.2, it can be shown (see e.g. [21, 90, 35]) that the the compound form B(·, ·;µ) is
continuous and weakly coercive. Similarly, the FE and RB approximations satisfy the same
inf-sup condition,





‖x‖X ‖w‖X > 0, ∀µ ∈ D,





‖x‖X ‖w‖X > 0, ∀µ ∈ D,
where XN = XN ×QN and XN = XN ×QN . Moreover the stability estimate (4.3.6) holds
also for the FE and RB approximations, in particular
‖xN (µ)‖X ≤ 1
βˆN (µ)
‖F(·;µ)‖X ′ , ∀µ ∈ D. (4.3.7)
In the following we will refer to the inf-sup constant βˆ(µ) as the Babusˇka inf-sup constant
(in contrast to the Brezzi inf-sup constant β(µ)).
Once we have guaranteed the well-posedness of the optimal control problem in the form
(4.3.5), for the construction of the a posteriori error estimator we need the usual two main
ingredients: an effective calculation of a lower bound for the Babusˇka inf-sup constant βˆN (µ)
and the (standard) calculation of the dual norm of the residual. For the first one we assume
that we can calculate a µ-dependent lower bound βˆLB(µ) for the inf-sup constant βˆ
N (µ),
i.e. βˆN (µ) ≥ βˆLB(µ) ≥ βˆ0 > 0, ∀µ ∈ D. The calculation of βˆLB(µ) will be carried out
using the Natural Norm Successive Constraint Method, as in the case of Stokes problem (see
Section 3.5.5).
Let us firstly define the errors between the FE and the RB approximations:
ey(µ) = y
N (µ)− yN (µ), eu(µ) = uN (µ)− uN (µ),
ep(µ) = p
N (µ)− pN (µ), ex(µ) = (ey(µ), eu(µ)) = xN (µ)− xN (µ)
and the global error
e(µ) = (ex(µ), ep(µ)) = x
N (µ)− xN (µ). (4.3.8)
Then we define the residuals
rx(w;µ) = 〈F (µ), w〉 − A(xN , w;µ)− B(w, pN ;µ) ∀w ∈ XN
rp(q;µ) = 〈G(µ), q〉 − B(xN , q;µ) ∀q ∈ QN ,
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and the global residual
r(w;µ) = F(w;µ)− B(xN ,w;µ) ≡ rx(w;µ) + rp(q;µ) ∀w ∈ XN ;
note that r(·;µ) ∈ (XN )′. The problem statements for (xN , pN ) (4.1.10) and (xN , pN )
(4.2.8) and the bilinearity of A(·, ·;µ) and B(·, ·;µ) imply that the errors satisfy the following
equations {
A(ex(µ), w;µ) + B(w, ep(µ);µ) = rx(w,µ), ∀w ∈ XN ,
B(ex(µ), q;µ) = rp(q;µ), ∀q ∈ QN .
(4.3.9)
Equivalently the global error e(µ) satisfies
B(e,w;µ) = r(w;µ) ∀w ∈ XN .
By using the stability estimate (4.3.6) we obtain the following residual-based estimation
‖e(µ)‖X ≤ 1
βˆN (µ)
‖r(·;µ)‖X ′ , ∀µ ∈ D, (4.3.10)
exploiting the lower bound for the inf-sup constant
‖e(µ)‖X ≤ 1
βˆLB(µ)
‖r(·;µ)‖X ′ := ∆N (µ), ∀µ ∈ D. (4.3.11)
Note that we can rewrite (4.3.11) equivalently as












We introduce the Riesz representation of r(·;µ): eˆ(µ) ∈ XN satisfies
(eˆ(µ),w)X = r(w;µ), ∀w ∈ XN . (4.3.12)
The dual norm of the residuals can be evaluated through its Riesz representation:
‖r(·;µ)‖X ′ = sup
w∈XN
r(w;µ)
‖w‖X = ‖eˆ(µ)‖X .


















q(x,w) = Bq(x, q), Qa +Qb + 1 ≤ q ≤ Qa + 2Qb.
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ΘqF (µ) = Θ
q
f (µ), F
q(w) = 〈F q, w〉, 1 ≤ q ≤ Qf ,
ΘqF (µ) = Θ
q
g(µ), F
q(w) = 〈Gq, q〉, Qf + 1 ≤ q ≤ Qf +Qg.
In this way, recalling that xN (µ) = (xN (µ), pN (µ)) ∈ R5N denotes the global vector of the
RB components, the residual can be expressed as


















where QB = Qa + 2Qb, QF = Qf +Qg and
Φn = (σn, 0), 1 ≤ n ≤ 3N, Φn = (0, τn), 3N + 1 ≤ n ≤ 5N.











where ∀w ∈ XN
(Fq,w)X = Fq(w), 1 ≤ q ≤ QF , (4.3.16)
(Lqn, v)X = −Bq(Φn,w), 1 ≤ q ≤ QB, 1 ≤ n ≤ 5N. (4.3.17)
Note that Fq is the Riesz representation of Fq(·) and Lqn is the Riesz representation of




































from which we can calculate the dual norm of the residual. Let us summarize the Oﬄine-
Online decomposition:
1. in the Oﬄine stage we first compute the QF terms Fq and the 5NQB terms Lqn
solving problems (4.3.16) and (4.3.17) respectively; then we store the scalar prod-
ucts (Fq,Fq′)X , (Fq′ ,Lqn)X and (Lqn,Lqn)X . The Oﬄine operation count depends then
on N,QB, QF and N .
2. in the Online stage, for each new value of µ, we simply evaluate the sum (4.3.18) in
terms of the Θq(µ), xNn and the precomputed scalar products. The Online operation
count is O(25N2Q2B + 10NQBQf + 5NQ
2
F ), independent of N .
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4.3.3 A posteriori error bound for the cost functional
We aim to develop an a posteriori error bound on the cost functional J(y, u;µ). We firstly
observe that this is equivalent to provide an estimator for the error on J (x;µ), since J (·;µ)
and J(·, ·;µ) differ only in a constant term. Although the cost functional J (·;µ) is a quadratic
functional, thanks to the structure of the optimal control problem we can avoid to use the
techniques of error estimation for quadratic outputs already proposed in the RB context,
see for instance [45, 85, 42]. Rather, following the work in [17] we may use the recipes of
goal-oriented analysis, a standard tool for the development of a posteriori error estimates for
optimal control problems (see for example [5] in the context of mesh adaptivity).
Let us recall the notation introduced above: we denote with x = (x, p) = (y, u, p) ∈ X
the solution of the optimal control problem (i.e. state, adjoint and control variables), with
w = (w, q) = (z, v, q) the generic test function in the space X . The error on the cost
functional evaluated with respect to the FE and RB approximations will be denoted with
JN (µ)− JN (µ) = J(yN (µ), uN (µ);µ)− J(yN (µ), uN (µ);µ),
while the Lagrangian functional associated with the optimal control problem reads
L(x;µ) = J (x;µ) + B(x, p;µ)− 〈G(µ), p〉. (4.3.19)
Note that the first order optimality conditions system given by ∇L(x;µ)[w] = 0 coincides
with the saddle-point problem (just different formalism), i.e.
∇L(x;µ)[w] = B(x,w;µ)− F(w;µ), ∀w ∈ X . (4.3.20)
The crucial result is given by the following Proposition, the proof follows standard arguments,
see e.g. [6, 5, 19, 17].
Proposition 4.2. The RB error on the cost functional is equal to
JN (µ)− JN (µ) = 1
2
∇L(xN (µ);µ)[xN (µ)− xN (µ)]. (4.3.21)
Proof. The problem statements for (xN , pN ) (4.1.10) and (xN , pN ) (4.2.8) imply that JN (µ) =
L(xN ;µ) and JN (µ) = L(xN ;µ). By applying the fundamental theorem of calculus and
thanks to the linearity of the Lagrangian functional, we have that




∇L(x;µ) · dx =
∫ 1
0




∇L(xN ;µ)[xN − xN ] + 1
2
∇L(xN ;µ)[xN − xN ].
Since XN ⊂ XN we obtain that ∇L(xN ;µ)[xN − xN ] = 0, the result (4.3.21) follows.
Thanks to (4.3.20) we have that
∇L(xN ;µ)[xN − xN ] = B(xN , xN − xN ;µ)− F(xN − xN ;µ) = r(xN − xN ;µ),
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exploiting the estimate (4.3.11) we finally obtain the following bound for the error on the
cost functional:
|JN (µ)− JN (µ)| = 1
2
∇L(xN (µ);µ)[xN (µ)− xN (µ)] = 1
2
r(xN (µ)− xN (µ);µ)
≤ 1
2






Note that the error estimator ∆JN (µ) does not need any additional ingredients than those
already discussed: the efficient computation of the dual norm of the residual and the calcu-
lation of a lower bound for the Babusˇka inf-sup constant.
4.4 Numerical examples
In this section we present three numerical examples to test the performances of the RB
method for optimal control problems. In the cases in which we consider a parametrized
geometry we proceed as in Chapter 3: we firstly define an original problem posed over
a parameters dependent domain, then we trace back the problem to a reference domain
through the affine mappings (see Section 3.4.1) in order to recover the formulation (4.1.6).
The implementation of the method has been carried out in the Matlab environment
using an enhanced version1 of the rbMIT library [44, 61], for the FE assembling stage we
have exploited the MLife library [82]. Since the problems we deal with are of moderate size,
all the required linear system solves will be done using the sparse direct solver provided by
Matlab. In particular, in the Oﬄine stage, the direct solver will be used to solve in one-
shot the required Nmax finite element saddle-point problems. Note that, as the dimensions
of the optimal control problems increase, one should rely on suitably preconditioned iterative
solvers (like the preconditioned Krylov subspace methods discussed in Section 2.2).
4.4.1 Test 1: distributed optimal control for the Laplace equation with
geometrical parametrization
The original domain Ωo(µ) = Ω
1
o∪Ω2o(µ) is a rectangle separated in two subdomains (R = 2),
with the first one parameter independent while the second parameter dependent, as shown
in Figure 4.1. We consider two parameters µ = (µ1, µ2), being µ1 the geometrical parameter
and µ2 such that
yd(µ) =
{
1, x ∈ Ω1o,
µ2, x ∈ Ω2o(µ),
i.e. the desired function is parameter dependent (constant on each subdomain). The param-













−∆yo(µ) = uo(µ) in Ωo(µ),




1Co-developed at CMCS (Chair of Modelling and Scientific Computing), EPFL, based on the official
released version of rbMIT.




(1 + µ1, 0)
(1 + µ1, 1)(1, 1)(0, 1)
(0, 0) (1, 0)
Figure 4.1: Test 1: original domain Ωo(µ).
where yo and uo are the state and control functions defined on the original domain, the
Dirichlet boundary condition is given by gD = 1. We denote with Yo and Uo the spaces
H10 (Ωo) and L
2(Ωo) respectively, moreover Qo ≡ Yo. We also introduce a lift function
Rg ∈ H1(Ωo) such that Rg|ΓoD = gD and yo = y˜o + Rg; for the sake of simplicity, we still
denote y˜o with yo in the sequel. Hence, the weak formulation of the state equation reads:
find yo ∈ Yo such that
ao(yo, q;µ) = co(uo, q;µ) + 〈Go, q〉 ∀q ∈ Qo,












and the term Go(µ) is due to non-homogeneous Dirichlet boundary condition on Γ
o
D, i.e.
〈Go(µ), q〉 = −a(Rg, q;µ).













In order to formulate the optimal control problem as a saddle-point problem, letXo = Yo×Uo,
xo = (yo, uo) ∈ Xo, w = (z, v) ∈ Xo, po, q ∈ Qo and define the bilinear forms
Ao(xo, w;µ) = mo(yo, z;µ) + no(uo, v;µ),
Bo(w, q;µ) = ao(z, q;µ)− co(v, q;µ),
and the linear functional






We denote with Ω = Ωo(µref) the reference domain, with the choice µref = (1, 1). Being












, Jr = 1,
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, Jr = µ1.
By tracing the problem back to the reference domain we obtain the parametrized formulation
(4.1.6) where the affine decompositions (4.1.8) (4.1.9) of the bilinear forms are given by:
Qa = 2, Qb = 3, Qf = 2, Qg = 3 and






















































Θ1f (µ) = 1, 〈F 1, w〉 =
∫
Ω1




and 〈G(µ), q〉 = −B({Rg, 0}, q;µ).
We fixed α = 0.01 and we used piecewise linear finite elements for the FE approximation,
the dimension of the global FE space XN used is N = 4857. The computational (reference)
domain as well as plots of the solution for different values of the parameters are given in
Figure 4.2 and 4.3.












(a) Computational reference do-
main.
(b) state y(µ) (c) control u(µ)
Figure 4.2: Test 1: on the left the computational domain, on the right representative solution for
µ = (0.6, 3) (the value of the cost functional is J = 0.054).
With a fixed tolerance εtol = 5 · 10−4, Nmax = 9 basis functions have been selected, thus
resulting in a RB linear system of dimension 45×45. In Figure 4.4 we show the lower bound
for the Babusˇka inf-sup constant βˆN (µ) obtained using the natural norm SCM algorithm with
a tolerance εSCM = 0.85 and a uniform train sample of size ntrain,SCM = 1000; SCM requires
in this case the solution of 10 + 2(Qa + 2Qb) eigenproblems. In Figure 4.4 is reported also
the RB Babusˇka inf-sup constant βˆN (µ), in particular we can observe that βˆN (µ) ≥ βˆN (µ),
thus indicating the good stability property of the RB approximation.
Furthermore, as regards the stability properties, in Figure 4.5 we give some numerical results
on the Brezzi inf-sup constants βN (µ) and βN (µ), also compared with the coercivity constant
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(a) state y(µ) (b) control u(µ)
Figure 4.3: Test 1: representative solutions for µ = (1.5, 2). The value of the cost functional is
J = 0.086.














Figure 4.4: Test1: lower bound for the Babusˇka inf-sup constant βˆ(µ) as a function of the geomet-
rical parameter µ1 (βˆLB(µ) in blue, βˆ
N (µ) in magenta, βˆN (µ) in black).
α˜(µ) of the bilinear form a(·, ·;µ) in the state equation. Let us explain and comment the
two figures:
• in Figure 4.5a we report some results obtained in a preliminary numerical investigation
without any enrichment option, i.e. using different RB spaces YN and QN (see Sec-
tion 4.2.1). We compare the Brezzi inf-sup condition β(µ) and the coercivity constant
α˜(µ) for the FE and RB approximation. We can confirm that, as proved in Lemma
1.2, βN (µ) ≥ α˜N (µ). Moreover we observe that
α˜N (µ) ≤ βN (µ) ≤ α˜N (µ) ≤ βN (µ),
hence (as expected) we cannot bound from below the RB inf-sup constant βN (µ) with
similar quantities related to the FE approximations. We note also that in this case, as
already mentioned in Remark 4.2, the coercivity constant α˜N (µ) is in fact an inf-sup
constant since we are approximating the state equation with a Petrov-Galerkin scheme,
i.e.





‖q‖Q‖y‖Y , ∀µ ∈ D.
• in Figure 4.5b we compare the RB stability factors obtained using the aggregated space
ZN for the state and adjoint variables. In this case we have confirmed numerically that
βN (µ) ≥ α˜N (µ) ≥ α˜N (µ), ∀µ ∈ D,
as proved in Lemma 4.1.
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Finally in Figure 4.6 we compare the a posteriori error bound ∆N (µ) with the true error
‖xN (µ)− xN (µ)‖X and the a posteriori error bound ∆JN (µ) with the true error on the cost
functional |JN (µ)− JN (µ)|.
As regards the computational performances, the Oﬄine computational time is equal
to tofflineRB = 1620s, the (average) Online solution time is t
online
RB = 0.08s comprehensive
of the evaluation of the a posteriori error estimation. As already noted in Section 3.5.6
for the Stokes problem, most of the Oﬄine time is spent performing the SCM algorithm,
since it requires about the 70% of the overall Oﬄine computational time. The evaluation
time for the FE approximation is equal to about tFE = 13s taking into account the time
needed for assembling the FE matrices and vectors. The computational speedup defined as
S = tFE/tonlineRB is about 160 while the break-even point defined as QBE = tofflineRB /tFE is
about 120.













(a) No enrichment: YN 6= QN













(b) Aggregated space: ZN = YN ∪QN
Figure 4.5: Test 1: comparison of Brezzi inf-sup constant β(µ) and coercivity constant of the state
equation α˜(µ) for the FE and RB approximations. The two quantities are given as function only of
µ1, since µ2 does not appear in the affine expansion of B(·, ·;µ).











(a) Average and max computed errors and
bounds between the truth FE solution and the
RB approximation, for N = 1, · · · , Nmax.









(b) Average computed errors and bounds
∆JN (µ) between J
N (µ) and JN (µ), for N =
1, · · · , Nmax.
Figure 4.6: Test 1: a posteriori error bounds. Here Ξtrain is a sample of size ntrain = 1000 and
Nmax = 9.
4.4.2 Test 2: distributed optimal control for a Graetz convection-diffusion
problem with physical parametrization
As a second example we consider a distributed optimal control problem for the Graetz
conduction-convection equation introduced in Section 3.4.3. With respect to the previous
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test we consider a simple physical parametrization instead of a geometrical one, in particular
µ1 will be the Pe´clet number, while µ2, µ3 similarly to the previous example are such that
µ1 = Pe, yd(µ) =
{
µ2, x ∈ Ωˆ1
µ3, x ∈ Ωˆ2,
where the domain (shown in Figure 4.7) is the rectangle Ω = [0, 2.5] × [0, 1] and the obser-
vation subdomains are given by Ωˆ1 = [0.2, 0.8] × [0.3, 0.7], Ωˆ2 = [1.2, 2.5] × [0.3, 0.7]. The
parameter domain is D = [3, 20]× [0.5, 1.5]× [1.5, 2.5].
Ωˆ1 Ωˆ2
(2.5, 0)
(2.5, 1)(1, 1)(0, 1)






Figure 4.7: Test 2: domain Ω. Ωˆ1 and Ωˆ2 are the observation domains.












∆y(µ) + x2(1− x2)∂y(µ)
∂x1
= u(µ) in Ω
y(µ) = 1 on ΓD1
y(µ) = 2 on ΓD2
1
µ1
∇y(µ) · n = 0 on ΓN .
(4.4.2)
where y(µ) is the temperature field, the control u(µ) acts as a heat source and Ωˆ = Ωˆ1 ∪ Ωˆ2
is the observation domain. We have the usual affine decompositions with Qa = 1, Qb =
2, Qf = 2, Qg = 2 and


































Θ1f (µ) = µ2, 〈F 1, w〉 =
∫
Ωˆ1




and 〈G(µ), q〉 = −B({Rg, 0}, q;µ).
For the computation we fixed α = 0.01 and used piecewise linear finite elements for the
FE approximation The computational domain as well as plots of the solution for different
values of the parameters are given in Figure 4.8 and 4.9.
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(b) state y(µ) (c) control u(µ)
Figure 4.8: Test 2: on the left the computational domain, on the right representative solution for
µ = (5, 1, 2.5) (the value of the cost functional is J = 1.57 · 10−2).
(a) state y(µ) (b) control u(µ)
Figure 4.9: Test 2: representative solutions for µ = (15, 0.6, 18). The value of the cost functional is
J = 2.7 · 10−3.
With a fixed tolerance εtol = 5 · 10−4, Nmax = 17 basis functions have been selected, thus
resulting in a RB linear system of dimension 85×85. In Figure 4.10a we show the lower bound
for the Babusˇka inf-sup constant βˆN (µ) obtained using the natural norm SCM algorithm with
a tolerance εSCM = 0.85 and a uniform train sample of size ntrain,SCM = 1000; SCM requires
in this case the solution of 28 + 2(Qa + 2Qb) eigenproblems. Once again we can observe that
βˆN (µ) ≥ βˆN (µ), thus indicating the good stability property of the RB approximation.














(a) Lower bound for the Babusˇka inf-sup constant βˆ(µ) as
a function of the physical parameter µ1 (βˆLB(µ) in blue,
βˆN (µ) in magenta, βN (µ) in black).












(b) Comparison of Brezzi inf-sup constant
β(µ) and coercivity constant of the state equa-
tion α˜(µ) for the FE and RB approximations
as functions of µ1.
Figure 4.10: Test 2: stability properties.
In Figure 4.10b we compare the Brezzi inf-sup constants βN (µ) and βN (µ) and the coercivity
constants α˜N (µ) and α˜N (µ) of the bilinear form a(·, ·;µ). As in the previous example we
have confirmed numerically that βN (µ) ≥ α˜N (µ) ≥ α˜N (µ). Finally in Figure 4.11 we
compare the a posteriori error bound ∆N (µ) with the true error ‖xN (µ)− xN (µ)‖X and the
a posteriori error bound ∆JN (µ) with the true error on the cost functional |JN (µ)−JN (µ)|.
With regard to the computational performances, the Oﬄine computational time is equal
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(a) Average computed errors and bounds be-
tween the truth FE solution and the RB approx-
imation, for N = 1, · · · , Nmax.










(b) Average computed errors and bounds
∆JN (µ) between J
N (µ) and JN (µ), for N =
1, · · · , Nmax.
Figure 4.11: Test 2: a posteriori error bounds. Here Ξtrain is a sample of size ntrain = 1000 and
Nmax = 17.
to tofflineRB = 2420s, the (average) Online solution time is about t
online
RB = 0.085s comprehen-
sive of the evaluation of the a posteriori error estimation while the evaluation time for the
FE approximation is equal to about tFE = 12.3s, thus resulting again in a speedup of two
orders of magnitude. In Figure 4.12 we show the graphs of the cost functional J(µ) as a
function of one parameter at a time, keeping the others fixed.

















(b) J(µ) function of µ2;










(c) J(µ) function of µ3;
µ1 = 7, µ2 = 0.8.
Figure 4.12: Test 2: value of the cost functional J(µ) as a function of the parameters.
4.4.3 Test 3: boundary optimal control for a Graetz flow with physical
and geometrical parametrization
This third example deals again with a control problem for the Graetz equation, however
this time we consider a boundary control instead of a distributed one and we consider both
a geometrical and physical parametrization. The original domain is shown in Figure 4.13,
we consider 3 parameters: µ1 is the Pe´clet number, µ2 is the geometrical parameter (the
length of second portion of the channel) and µ3 is such that yd(µ) = µ3χΩˆo , being Ωˆo(µ) the
observation domain Ωˆo(µ) ⊂ Ω2o(µ). The parameter domain is D = [6, 20]× [1, 3]× [0.5, 3].




(1 + µ2, 0)











Figure 4.13: Original domain for Test 3.









‖uo(µ)‖2Uo , subject to
− 1
µ1
∆yo(µ) + xo2(1− xo2)∂yo(µ)
∂xo1
= 0 in Ωo(µ)





∇yo(µ) · n = uo(µ) on ΓoC(µ)
1
µ1
∇yo(µ) · n = 0 on ΓoN (µ),
(4.4.3)
where yo and uo are state and control functions defined on the original domain; we impose
constant Dirichlet conditions on the inlet boundary of the channel, homogeneous Neumann
condition on the outlet boundary and finally Neumann condition equal to the control function
uo on Γ
o
C . We set the regularization parameter α = 0.07. We denote with Yo and Uo the
spaces H10 (Ωo) and L
2(ΓoC) respectively, moreover Qo = Yo. We also introduce a lift function
Rg ∈ H1(Ωo) such that Rg|ΓoD = gD and yo = y˜o + Rg; for the sake of simplicity, we still
denote y˜o with yo in the sequel. Hence, the weak formulation of the state equation reads:
find yo ∈ Yo such that
ao(yo, q;µ) = co(uo, q;µ) + 〈Go(µ), q〉 ∀q ∈ Qo
















and the term Go is due to non-homogeneous Dirichlet boundary condition on Γ
o
D, i.e.
〈Go(µ), q〉 = −ao(Rg, q;µ).
We denote with Ω = Ωo(µref) the reference domain, with the choice µref = (·, 1, ·). The












, Jr = µ2.
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By tracing the problem back to the reference domain we obtain the parametrized formulation
(4.1.6) where the affine decompositions (4.1.8) (4.1.9) of the linear and bilinear forms are
given by: Qa = 1, Qb = 5, Qf = 1, Qg = 4 and


































































(a) State solution yN (b) Adjoint solution pN





(c) Optimal controls uN on Γ
o
C
Figure 4.14: Test 3: representative solution for µ = (12, 2, 2.5).
For the computation we fixed α = 0.07 and used piecewise linear finite elements for the FE
approximation The computational domain as well as plots of the solution for different values
of the parameters are given in Figure 4.14.
With a fixed tolerance εtol = 5 · 10−4, Nmax = 39 basis functions have been selected. In
Figure 4.15 we show the lower bound for the Babusˇka inf-sup constant βˆN (µ) obtained
using the natural norm SCM algorithm with a tolerance εSCM = 0.85 and a uniform train
sample of size ntrain,SCM = 2000; SCM requires in this case the solution of 143 + 2(Qa+ 2Qb)
eigenproblems.
In Figure 4.16 we compare the Brezzi inf-sup constants βN (µ) and βN (µ) and the coercivity
constants α˜N (µ) and α˜N (µ)of the bilinear form a(·, ·;µ). As in the previous example we
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(a) βˆ(µ) as a function of µ2, (µ1, µ3) = (7, 1.8) fixed.











(b) βˆ(µ) as a function of µ1, (µ2, µ3) = (2, 1.8) fixed.
Figure 4.15: Test 3: lower bound for Babusˇka inf-sup constant βˆ(µ) (βˆLB(µ) in blue, βˆ
N (µ) in
magenta, βN (µ) in black).
have confirmed numerically that βN (µ) ≥ α˜N (µ) ≥ α˜N (µ). Finally in Figure 4.11 we
compare the a posteriori error bound ∆N (µ) with the true error ‖xN (µ)− xN (µ)‖X and the
a posteriori error bound ∆JN (µ) with the true error on the cost functional |JN (µ)−JN (µ)|.














(a) β(µ) as a function of µ2,
(µ1, µ3) = (12, 1.8) fixed.












(b) β(µ) as a function of µ1,
(µ2, µ3) = (1, 2.2) fixed.















(c) β(µ) as a function of µ1,
(µ2, µ3) = (2.5, 2.2) fixed.
Figure 4.16: Test 3: comparison of Brezzi inf-sup constant β(µ) and coercivity constant of the state
equation α˜(µ) for the FE and RB approximations. In (b) the β(µ) inf-sup constant of the FE and
RB approximations coincide.














(a) Average and max computed error and bound be-
tween the truth FE solution and the RB approxima-
tion, for N = 1, · · · , Nmax.











(b) Average computed error and bound ∆JN (µ) be-
tween JN (µ) and JN (µ), for N = 1, · · · , Nmax.




Reduced Basis Method for
Parametrized Stokes Optimal
Control problems
We provide here a reduced basis framework for the efficient solution of parametrized lin-
ear/quadratic optimal control problems governed by Stokes equations. We shall adapt the
methodology developed in Chapter 5 to the case with Stokes system as constraint. The main
features of our RB approach will be the same: (i) a reduced basis made by the FE solutions
for some selected (by a proper greedy procedure) parameter values S = {µ1, . . . ,µN}; (ii) a
reduced approximation of the saddle-point problem obtained as a Galerkin projection onto
the reduced spaces (iii) a rigorous, sharp and inexpensive a posteriori error estimator ∆N (µ)
for the control, state and adjoint variables; (iv) the standard Oﬄine/Online decomposition
stratagem [77], that enables to decouple the generation and projection stages of the RB
approximation.
After having tested the properties of the method on two simple numerical examples, we ap-
ply it to an inverse problem in haemodynamics: a data assimilation problem for an arterial
bifurcation.
The chapter is structured as follows. In Section 5.1 we introduce the formulation of pa-
rametrized linear/quadratic optimal control problems governed by Stokes system with affine
parameter dependence; we briefly discuss also the FE approximation, recalling the necessary
assumptions to ensure the well-posedness. In Section 5.2 we discuss the RB approximation
and the main features of the method, focusing on the corresponding stability condition for
the RB approximation. Then in Section 5.3 we deal with the a posteriori error estimation
for the RB solution and functional based on the Babusˇka stability theory. In Section 5.4
two numerical examples are presented, and finally in Section 5.5 we show the potentialities
of the method with the application to a data assimilation problem.
5.1 Problem formulation
We consider the parametrized version of the optimal control problems for the Stokes equa-
tions introduced in Section 1.2.4. Let Ω ⊂ R2 be a spatial domain with Lipschitz boundary
∂Ω, we introduce the functional spaces for the velocity and pressure variables, [H10 (Ω)]
2 ⊂
V ⊂ [H1(Ω)]2 and M = L2(Ω) respectively. Then we define the spaces Y = V ×M for the
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state variables {v, p}, Q ≡ Y for the adjoint variables {w, q}, U = [L2(ω)]2 for the control
variable u, where ω can be the whole domain Ω, a subdomain or a boundary. Moreover Z
shall denote the observation space, typically Z = [L2(ωˆ)]2, being ωˆ either the whole domain
Ω, a subdomain or a boundary. We consider the following parametrized optimal control
problem:
minimize J(v, p,u;µ) =
1
2
m(v − vd(µ),v − vd(µ);µ) + α
2
n(u,u;µ) subject to{
a(v, ξ;µ) + b(ξ, p;µ) = 〈F (µ), ξ〉+ c(u, ξ;µ) ∀ξ ∈ V,
b(v, τ ;µ) = 〈G(µ), τ〉 ∀τ ∈M,
(5.1.1)
where vd ∈ Z and the linear and bilinear forms F (µ) ∈ V ′, G(µ) ∈M ′, a(·, ·;µ) and b(·, ·;µ)
are those defined in Section 3.5.1. We assume the bilinear form c(·, ·;µ) : U × Q → R to
be symmetric and bounded over U × V , and the bilinear form n(·, ·;µ) : U × U → R to be
symmetric, bounded over U ×U and coercive over U . Moreover we assume the bilinear form
m(·, ·;µ) to be symmetric, continuous and positive in the norm induced on the space Z.
Let us rewrite problem (5.1.1) in the form
minimize J(v, p,u;µ) =
1
2
m(v − vd(µ),v − vd(µ);µ) + α
2
n(u,u;µ)
s.t. A({v, p}, {ξ, τ};µ) = 〈G(µ), {ξ, τ}〉+ C(u, ξ;µ) ∀{ξ, τ} ∈ Q, .
(5.1.2)
where the bilinear form A(·, ·;µ) : Y ×Q→ R is given by
A({v, p}, {ξ, τ};µ) = a(v, ξ;µ) + b(ξ, p;µ) + b(v, τ ;µ), (5.1.3)
the linear continuous functional G(µ) ∈ Q′ is given by
〈G(µ), {ξ, τ}〉 = 〈F (µ), ξ〉+ 〈G(µ), τ〉, (5.1.4)
while the bilinear form C(·, ·;µ) : U ×Q→ R is simply defined as
C(u, {ξ, τ};µ) = c(u, ξ;µ). (5.1.5)
Note that the bilinear form C(·, ·;µ) is bounded over U × Q. We shall make an additional
assumption, crucial to Oﬄine-Online procedures, by assuming the bilinear forms m(·, ·;µ),
n(·, ·,µ) and C(·, ·,µ) to be affine in the parameter µ, i.e. for some finite Q˜∗, ∗ ∈ {c,m, n},
















for given smooth µ-dependent function Θ˜q∗(µ) and continuous µ-independent bilinear and
linear forms mq(·, ·), Cq(·, ·), nq(·, ·). As regards the bilinear and linear forms A(·, ·;µ) and
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G(·;µ) we rely on the affine decompositions given in Section 3.5.1 and Section 3.5.5, i.e. we
assume that




q({v, p}, {ξ, τ}),





In order to formulate the optimal control problem (5.1.2) as a saddle-point problem, we
denote X = Y × U , x = ({v, p},u) ∈ X, ζ = ({ϕ, pi},λ) ∈ X, {ξ, τ} ∈ Q and define the
bilinear form A(·, ·;µ) : X ×X → R as
A(x, ζ;µ) = m(v,ϕ;µ) + αn(u,λ;µ), ∀x, ζ ∈ X,
and the bilinear form B(·, ·;µ) : X ×Q→ R as
B(x, {ξ, τ};µ) = A({v, p}, {ξ, τ};µ)− C(u, {ξ, τ};µ), ∀x ∈ X, {ξ, τ} ∈ Q.
Defining F (µ) = m(vd(µ), ·) ∈ X ′, we can reformulate the problem (5.1.2) as (for the details
see Section 1.2.4): given µ ∈ D,min J (x;µ) =
1
2
A(x,x;µ)− 〈F (µ),x〉, subject to
B(x, {ξ, τ};µ) = 〈G(µ), {ξ, τ}〉 ∀{ξ, τ} ∈ Q.
(5.1.8)
Recalling the results proved in Section 1.2.4, we know that the assumptions made on the
linear and bilinear forms in (5.1.2) guarantees the fulfillment of the hypotheses of Brezzi
theorem (see Theorem A.2 and Proposition 1.1), which implies the equivalence between
(5.1.8) and the following saddle-point problem: given µ ∈ D, find (x(µ), {w(µ), q(µ)}) ∈
X ×Q such that{
A(x, ζ;µ) + B(ζ, {w, q};µ) = 〈F (µ), ζ〉 ∀ζ ∈ X,
B(x, {ξ, τ};µ) = 〈G(µ), {ξ, τ}〉 ∀{ξ, τ} ∈ Q. (5.1.9)
In particular the bilinear forms A(·, ·;µ) and B(·, ·;µ) satisfy the following assumptions:






‖ζ‖X‖x‖X < +∞, ∀µ ∈ D;
2. the bilinear formA(·, ·;µ) is coercive overX0 = {ζ ∈ X : B(ζ, {ξ, τ};µ) = 0 ∀{ξ, τ} ∈





≥ α0, ∀µ ∈ D;






‖ζ‖X‖{ξ, τ}‖Q < +∞, ∀µ ∈ D;
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4. the bilinear form B(·, ·) satisfies the inf-sup condition over X × Q, i.e. there exists a






‖ζ‖X‖{ξ, τ}‖Q ≥ β0, ∀µ ∈ D, (5.1.10)
5. the bilinear form A(·, ·;µ) is symmetric and non-negative over X.
Moreover, thanks to the affine parameter dependence assumption (5.1.6) and (5.1.7), an
affine decomposition holds also for the bilinear and linear forms in (5.1.9), i.e. for some




Θqa(µ)Aq(x, ζ), B(x, {ξ, τ};µ) =
Qb∑
q=1
Θqb(µ)Bq(x, {ξ, τ}), (5.1.11)
〈G(µ), {ξ, τ}〉 =
Qg∑
q=1
Θqg(µ) 〈Gq, {ξ, τ}〉, 〈F (µ), ζ〉 =
Qf∑
q=1
Θqf (µ) 〈F q, ζ〉, (5.1.12)
where the coefficients Θq(µ) and the µ-independent linear and bilinear forms are related to
those appearing in (5.1.6) and (5.1.7).
5.1.1 Truth approximation
Let us now introduce the FE-Galerkin approximation of the saddle-point problem (5.1.9).
We assume that Y N ⊂ Y be an inf-sup stable family of FE subspaces of Y for the Stokes
system; moreover we assume that UN be a family of FE subspaces of U and that QN ≡ Y N .
Note that these assumptions imply that XN ≡ Y N × UN ⊂ Y × U ≡ X. We indicate
with N the global dimension of the product space XN × QN , i.e. N = NX + NQ where
NX = NY +NU and NY = NQ.
The truth Galerkin-FE approximation reads: given µ ∈ D, find (xN (µ), {wN (µ), qN (µ)}) ∈
XN ×QN such that{
A(xN , ζ;µ) + B(ζ, {wN , qN };µ) = 〈F (µ), ζ〉 ∀ζ ∈ XN ,
B(xN , {ξ, τ};µ) = 〈G(µ), {ξ, τ}〉 ∀{ξ, τ} ∈ QN . (5.1.13)
As already proved in Lemma 1.4, provided Y N ≡ QN , the bilinear form A(·, ·;µ) remains
continuous over XN×XN and coercive over XN0 = {ζ ∈ XN : B(ζ, {ξ, τ};µ) = 0 ∀{ξ, τ} ∈
QN }, i.e.




≥ α(µ) ≥ α0, ∀µ ∈ D.
Similarly, the bilinear form B(·, ·;µ) remains continuous and inf-sup stable over XN ×QN ,
i.e. there exists a constant β0 > 0 such that





‖ζ‖X‖{ξ, τ}‖Q ≥ β0, ∀µ ∈ D. (5.1.14)
In particular we recall that we proved in Lemma 1.4 the estimate βN (µ) ≥ β˜N (µ), be-
ing β˜N (µ) the Babusˇka inf-sup constant of the bilinear form A(·, ·;µ). Therefore the FE
approximation (5.1.13) is well-posed, see Proposition 1.5.
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At the algebraic level we obtain the linear system already introduced in Chapter 1 and
















where V is the state variable (velocity and pressure), U is the control variable, W is the




denotes the state and control





















where the matrices and vectors Aq, Bq, Fq, Gq represent the discrete counterparts of the
corresponding bilinear and linear forms.
5.2 The reduced basis approximation
Once again, the aim of the RB method is to efficiently compute an approximation of
(x(µ), {w(µ), q(µ)}) ∈ X ×Q by using approximation spaces made up of well-chosen solu-
tions of (5.1.13), i.e. corresponding to specific choices of the parameter values.
5.2.1 Formulation
Let us take, for given N ∈ {1, . . . , Nmax}, a set of parameter values SN = {µ1, . . . ,µN} and
consider the corresponding FE solutions {(xN (µn), {w(µn), pN (µn)}), n = 1, . . . , N}. In
order to define suitable (i.e. stable) RB spaces YN , UN and QN for the state, control and
adjoint variables, respectively, we recall that:
1. as discussed in Section 3.5.2, the well-posedness of the RB approximation of the Stokes
system is ensured by enrichnment of the velocity space with suitably defined supremizer
solutions (3.5.10);
2. as discussed in Section 4.2 in the context of parametrized optimal control for coercive
elliptic problems, in order to fulfill an equivalent RB inf-sup condition on the bilinear
form B(·, ·;µ) an effective recipe is the use of the same RB spaces for the state and
adjoint variables, i.e. YN ≡ QN .
Therefore to ensure the stability of the RB approximation we define the following aggregated
spaces for the pressure variables
MN = span{pN (µn), qN (µ), n = 1, . . . , N}, (5.2.1)
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and for the velocity variables
V µN = V
µ,state
N ∪ V µ,adjN , (5.2.2)
where
V µ,stateN = span
{
vN (µn), TµpN (µn)
}N
n=1
, V µ,adjN = span
{




Then we define the space for the control variable
UN = span{uN (µn), n = 1, . . . , N}, (5.2.3)




Now let YN = ZN , XN = ZN × UN and QN = ZN , the RB approximation reads: given
µ ∈ D, find (xN (µ), {wN (µ), qN (µ)}) ∈ XN ×QN such that{
A(xN , ζ;µ) + B(ζ, {wN , qN};µ) = 〈F (µ), ζ〉 ∀ζ ∈ XN ,
B(xN , {ξ, τ};µ) = 〈G(µ), {ξ, τ}〉 ∀{ξ, τ} ∈ QN .
(5.2.4)
Let us discuss the well-posedness of the RB approximation. While the continuity property
of the bilinear forms over the RB spaces are automatically inherited from the parents spaces
(i.e. the FE spaces), the coercivity property of the bilinear form A(·, ·;µ) over
XN0 = {ζ ∈ XN : B(ζ, {ξ, τ};µ) = 0 ∀{ξ, τ} ∈ QN},
and the fulfillment of the inf-sup condition of B(·, ·;µ) should be proved. In particular, the
problem (5.2.4) should satisfy the following reduced basis inf-sup condition: there exists
β0 > 0 such that




‖x‖X‖{ξ, τ}‖Q ≥ β0, ∀µ ∈ D. (5.2.5)
Lemma 5.1. The bilinear form B(·, ·;µ) satisfies the inf-sup condition (5.2.5).
Proof. Let us firstly note that, thanks to the enrichment by supremizer solutions in the RB
velocity space VN and to the fact that YN ≡ QN , there exists a positive constant β˜0N such
that
β˜N (µ) = inf{v,p}∈YN
sup
{ξ,τ}∈QN
A({v, p}, {ξ, τ};µ)
‖{v, p}‖Y ‖{ξ, τ}‖Q = inf{ξ,τ}∈Q sup{v,p}∈YN
A({v, p}, {ξ, τ};µ)
‖{v, p}‖Y ‖{ξ, τ}‖Y ≥ β˜
0
N .
Now, as in Lemma 1.4, we make use of the weakly coercivity of the bilinear form A(·, ·;µ).





A({v, p}, {ξ, τ};µ)− c(u, ξ;µ)





A({v, p}, {ξ, τ};µ)
‖{v, p}‖Y ≥ β˜
0
N‖{ξ, τ}‖Y = β˜0N‖{ξ, τ}‖Q.
Proposition 5.1. The RB saddle-point problem (5.2.4) has a unique solution for all µ ∈ D.
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Proof. It suffices to check that the assumptions of Theorem A.4 hold. As already mentioned,
the continuity properties of the bilinear and linear forms over the RB space are automatically
inherited from the parents spaces (i.e. the FE spaces). The fulfillment of the inf-sup condition
of the bilinear form B(·, ·;µ) has been proved in Lemma 5.1, while the fulfillment of the
coercivity condition of the bilinear A(·, ·;µ) can be proved using the same arguments as in
Lemma 1.3 and Lemma 1.4 (note however that those arguments apply correctly thanks to
the supremizer enrichment and the choice YN ≡ QN ).
5.2.2 Algebraic formulation
Let us now briefly discuss the algebraic formulation associated to the enriched spaces intro-
duced above; we simply merge the constructions made in Section 3.5.3 and Section 4.2.3. We
build the aggregated pressure space MN as given by (5.2.1), while for the velocity space V
µ
N ,
in order to build a µ-independent space, we rely on the construction given in Section 3.5.3.
In particular we first construct a µ-independent state velocity space V stateN using the recipe
given in (3.5.10) and similarly a µ-independent adjoint velocity space V adjN , then we define
the aggregated RB velocity space as
VN = V
state
N ∪ V adjN .
Note that VN is made of 4N basis functions. Now we define the aggregated spaces for the
state and adjoint variables
ZN = VN ×MN , YN ≡ QN ≡ ZN ,
and we denote with {zj}6Nj=1 the corresponding basis functions. Finally we construct the
control space UN as in (5.2.3) and the product space XN = YN × UN = span{σj , j =
1, . . . , 7N} with suitably defined basis functions σn (see Section 4.2.3).








Hence, for a new parameter µ, the RB solution of the problem (5.2.4) can be written as
































l , 1 ≤ l ≤ 6N,
(5.2.6)
where the submatrices AqN and B
q








i = 〈F q,σi〉, (GN )ql = 〈Gq, zl〉 1 ≤ i ≤ 7N, 1 ≤ l ≤ 6N.
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N , we can rewrite prob-


















The matrix KN is still symmetric, with saddle-point structure and has dimension 13N×13N .
To keep under control the condition number of the matrix KN we have adopted a suitable
Gram-Schmidt (GS) orthonormalization procedure already introduced in Chapter 3.
5.2.3 Oﬄine-Online procedure and sampling strategy
Thanks to the assumption of affine parameter dependence, we can decouple the formation
of the matrix KN (µ) in two stages, the Oﬄine and Online stages, that enable the efficient
resolution of the system (5.2.7) for each new parameter µ. In particular:
1. in the Oﬄine stage, performed only once, we first compute and store the basis function,
and form the µ-independent matrices AqN , 1 ≤ q ≤ Qa, BqN , 1 ≤ q ≤ Qb and the vectors
F qN , 1 ≤ q ≤ Qf , GqN , 1 ≤ q ≤ Qg. The operation count depends on N , Qa, Qb, Qf ,
Qg and N ;
2. in the Online stage, performed for each new value µ, we use the precomputed matrices
AqN , B
q




N to assemble the (full) matrix KN and the vectors FN ,























we then solve the resulting system to obtain (XN ,WN ). The Online operation count
depends on N , Qa, Qb, Qf , Qg but is independent of N . In particular we need
O((Qa+Qb)(7N)
2) and O((Qf +Qg)7N) operations to assemble matrices and vectors,
and O((13N)3) operations to solve the RB linear system (5.2.7).
For the construction of the hierarchical Lagrange RB approximation spaces we rely again on
the sampling strategy based on the greedy algorithm described in Chapter 3. In particular,
in each iteration, given the parameter samples SN = {µ1, . . . ,µN}, the new sample point
µN+1 to be added is such that
µN+1 = arg max
µ∈Ξtrain
∆N (µ),
where ∆N (µ) is a rigorous, sharp and inexpensive a posteriori error bound for the error on
the state, control and adjoint variables. The next section is devoted to the construction of
such an error estimator.
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5.3 A posteriori error estimation
We can straightforwardly generalize the a posteriori error analysis of Section 4.3.1 to the
case considered here. In particular we can easily construct a rigorous, sharp and inexpensive
(i.e. N -independent) a posteriori error bound ∆N (µ) such that(‖vN (µ)− vN (µ)‖2V + ‖pN (µ)− pN (µ)‖2M)+ ‖uN (µ)− uN (µ)‖2U
+
(‖wN (µ)−wN (µ)‖2V + ‖qN (µ)− qN (µ)‖2M) ≤ ∆2N (µ).
Using the same ingredients, we can also construct a rigorous, sharp and inexpensive a pos-
teriori error bound ∆JN (µ) for the error on the cost functional, such that
|J(vN (µ), pN (µ),uN (µ);µ)− J(vN (µ), pN (µ),uN (µ);µ)| ≤ ∆JN (µ). (5.3.1)
Needless to say, we can also provide the usual Oﬄine-Online strategy that permits the
efficient evaluation of the proposed estimators.
Bound for the solution: Babusˇka framework
The construction of the estimator ∆N (µ) will be carried out in the Babusˇka framework, as
already done in Section 3.5.5 and in Section 4.3.1. In order to formulate the problem (5.1.9)
in the standard form of weakly coercive problems (see Section A.1.2), it suffices to denote
X = X ×Q and define the bilinear form B(·, ·;µ) : X × X → R given by
B(x,w;µ) := A(x, ζ;µ) + B(ζ, {w, q};µ) + B(x, {ξ, τ};µ), (5.3.2)
and the linear continuous functional F : X → R
F(w;µ) = 〈F (µ), ζ〉+ 〈G(µ), {ξ, τ}〉, (5.3.3)
where
x = (x, {w, p}) = ({v, p},u, {w, q}) ∈ X , w = (ζ, {ξ, τ}) = ({ϕ, pi},λ, {ξ, τ}) ∈ X .
Then we can formulate equivalently the problem (5.1.9) as: given µ ∈ D,
find x ∈ X s.t: B(x,w;µ) = F(w;µ) ∀w ∈ X . (5.3.4)
Since the bilinear forms A(·, ·;µ) and B(·, ·;µ) satisfy the hypotheses of (Brezzi) Theorem
A.2, it can be shown (see e.g. [21, 90, 35]) that the the compound form B(·, ·;µ) is continuous
and weakly coercive. Similarly, the FE and RB approximations are well-posed, in particular
we have the following estimate for the FE approximation xN (µ) ∈ XN :
‖xN (µ)‖X ≤ 1
βˆN (µ)
‖F(·;µ)‖X ′ , ∀µ ∈ D, (5.3.5)
where XN = XN ×QN and





‖x‖X ‖w‖X > 0, ∀µ ∈ D.
For the construction of the a posteriori error estimator we exploit the stability estimate
(5.3.5) using the usual two ingredients: an effective calculation of a lower bound for the
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Babusˇka inf-sup constant βˆN (µ) and the (standard) calculation of the dual norm of the
residual. Once again the calculation of βˆLB(µ) will be carried out using the Natural Norm
Successive Constraint Method (see Section 3.5.5).
It suffices to define the global error between the FE and the RB approximations
e(µ) = xN (µ)− xN (µ),
and the global residual
r(w;µ) = F(w;µ)− B(xN ,w;µ) ∀w ∈ XN .
Then, as in Section 4.3.1, by using the stability estimate (5.3.5) and exploiting the lower
bound for the inf-sup constant we obtain the following residual-based estimation
‖e(µ)‖X ≤ 1
βˆLB(µ)
‖r(·;µ)‖X ′ := ∆N (µ), ∀µ ∈ D. (5.3.6)
Oﬄine-Online procedure
The dual norm of the residuals can be evaluated through its Riesz representation eˆ(µ) ∈ XN :
‖r(·;µ)‖X ′ = sup
w∈XN
r(w;µ)
‖w‖X = ‖eˆ(µ)‖X ,
where eˆ(µ) satisfies (eˆ(µ),w)X = r(w;µ), ∀w ∈ XN . From the affine decompositions of the










where QB = Qa + 2Qb and QF = Qf +Qg. In this way, recalling that
xN (µ) =
(
xN (µ), {wN (µ), qN (µ)}
) ∈ R13N
denotes the global vector of the RB components, the residual can be expressed as



















Φn = (σn, 0), 1 ≤ n ≤ 7N, Φn = (0, zn), 7N + 1 ≤ n ≤ 13N.



































from which we can calculate the dual norm of the residual. We can thus exploit the
usual Oﬄine-Online decomposition, we limit to note that the Online operation count is
O((13N)2Q2B + 26NQBQf + 13NQ
2
F ), independent of N .
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A posteriori error bound for the cost functional
The error on cost functional evaluated with respect to the FE and RB approximations will
be denoted with
JN (µ)− JN (µ) = J(vN (µ), pN (µ),uN (µ);µ)− J(vN (µ), pN (µ),uN (µ);µ).
Proceeding exactly as in Section 4.3.3 we obtain the following bound:
|JN (µ)− JN (µ)| ≤ 1
2




:= ∆JN (µ). (5.3.10)
Note that the error estimator ∆JN (µ) does not need any additional ingredients than those
already discussed: the efficient computation of the dual norm of the residual and the calcu-
lation of a lower bound for the Babusˇka inf-sup constant.
5.4 Preliminary numerical tests
In this section we present two (very simple) numerical examples to test the stability and
convergence properties, as well as the computational load of the proposed methodology. In
particular we consider as state problem the Couette flow introduced in Section 3.5.6. Since
the geometry is parametrized we proceed as in Chapter 3: we firstly define an original
problem posed over a parameters dependent domain, then we trace back the problem to
a reference domain through the affine mappings (see Section 3.4.1) in order to recover the
formulation (5.1.9).
As in Section 4.4, the implementation of the method has been carried out in the Matlab
environment using an enhanced version1 of the rbMIT library [44, 61], for the FE assembling
stage we have exploited the MLife library [82].
5.4.1 Test 1: distributed optimal control for a Couette flow
The original domain is the pipe Ωo(µ) = [0, 1] × [0, µ1] shown in Figure 5.1. We consider
two parameters µ = (µ1, µ2), being µ1 a geometrical parameter (the channel length) and
µ2 a physical parameter in the forcing term of the state equation. The parameter domain is









Figure 5.1: Original domain for Test 1.
1Co-developed at CMCS (Chair of Modelling and Scientific Computing), EPFL, based on the official
released version of rbMIT.
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− ν∆vo +∇po = fo(µ) + uo in Ωo(µ)
divvo = 0 in Ωo(µ)
vo1 = xo2, vo2 = 0 on Γ
o
D(µ)
− pono1 + ν ∂vo1
∂no1




where the forcing term is given by fo(µ) = (0,−µ2) and we observe only the first component
of the velocity with observation function (desired state) equal to xo2. We define the velocity




2 and Mo = L
2(Ωo); moreover we define
the state space Yo = Vo×Mo, the adjoint space Qo ≡ Yo and the control space Uo = [L2(Ωo)]2.
We also introduce a lift function Rg ∈ [H1(Ωo)]2 such that v˜o = vo − Rg ∈ Vo; for the
sake of simplicity, we still denote v˜o with vo in the sequel. The weak formulation of the state
equation is given by{
ao(vo, ξ) + bo(ξ, po) = 〈Fo(µ), ξ〉+ co(uo, ξ), ∀ξ ∈ Vo,
bo(vo, τ) = 〈Go, τ〉, ∀τ ∈Mo,
(5.4.2)
where the bilinear form ao : Vo×Vo → R and bo : Vo×Mo → R are defined as in Section 3.5.6,




uo · ξ dΩo.
Now we define the compound bilinear forms Ao(·, ·;µ) : Yo×Yo → R and Co(·, ·;µ) : Uo×Qo →
R respectively as
Ao({vo, po}, {ξ, τ}) = ao(vo, ξ) + bo(ξ, po) + bo(vo, τ), Co(uo, {ξ, τ}) = co(uo, ξ),
while the linear functional Go(µ) ∈ Q′o is given by 〈Go(µ), {ξ, τ}〉 = 〈Fo(µ), ξ〉 + 〈Go, τ〉.




vo1ϕ1 dΩo, no(uo,λ) =
∫
Ωo
αuo · λ dΩo.
In order to formulate the optimal control problem in the form (5.1.8), let Xo = Yo × Uo,
xo = ({vo, po},uo) ∈ Xo, ζ = ({ϕ, pi},λ) ∈ Xo, {ξ, τ} ∈ Qo and define the bilinear forms
Ao(xo, ζ) = mo(vo,ϕ) + no(uo,λ),
Bo(xo, {ξ, τ}) = Ao({vo, po}, {ξ, τ})− Co(uo, {ξ, τ}),
and the linear functional




We denote with Ω = Ωo(µref) the reference domain, with the choice µref = (1, 1); the
affine geometrical mapping is trivial (see Section 3.5.6). By tracing the problem back to the
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reference domain we obtain the parametrized formulation (5.1.8) and the equivalent saddle-
point problem (5.1.9), where the affine decompositions (5.1.11) (5.1.12) holds with Qa = 1,
Qb = 4, Qf = 1, Qg = 5.
We fixed α = 0.008, ν = 0.1 and we used P2−P1 Taylor-Hood finite elements for the FE
approximation of the velocity and pressure variables, the dimension of the global FE space
XN used is N = 17439. In Figure 5.2 we report a representative solution, the action of the
control becomes quite evident comparing the velocity field to the uncontrolled one given in
Figure 3.5.
Figure 5.2: Test 1: representative solutions for µ = (1.7, 1.5); pressure on the left, velocity in the
middle, control on the right.
With a fixed tolerance εtol = 10
−3, Nmax = 15 basis functions have been selected, thus
resulting in a RB linear system of dimension 225 × 225. In Figure 5.3a we show the lower
bound for the Babusˇka inf-sup constant βˆN (µ) obtained using the natural norm SCM algo-
rithm with a tolerance εSCM = 0.85 and a uniform train sample of size ntrain,SCM = 1000; in
the Oﬄine stage SCM requires in this case the solution of 68 + 2(Qa + 2Qb) eigenproblems
of size N .













(a) Lower bound for the Babusˇka inf-sup constant βˆ(µ) as
a function of the geometrical parameter µ1 (βˆLB(µ) in blue,
βˆN (µ) in magenta).















(b) Comparison of Brezzi inf-sup constant
β(µ) and Babusˇka in-sup constant of the
state (Stokes) equation β˜(µ) for the FE and
RB approximations as functions of µ1 (in the
legend β˜ is denoted with α).
Figure 5.3: Test 1: stability properties (note that µ2 does not affect the value of the stability factors
since it appears only in the right hand side of the saddle-point problem).
In Figure 5.3b we compare the Brezzi inf-sup constants βN (µ) and βN (µ) and the Babusˇka
inf-sup constants β˜N (µ) and β˜N (µ) of the bilinear form A(·, ·;µ). Finally in Figure 5.4 we
compare the a posteriori error bound ∆N (µ) with the true error ‖xN (µ)− xN (µ)‖X and the
a posteriori error bound ∆JN (µ) with the true error on the cost functional |JN (µ)−JN (µ)|.
As regards the computational performances, the Oﬄine computational time is equal to
tofflineRB = 7820s (mostly spent performing the SCM algorithm for the computation of the
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(a) Average computed error and bound between
the truth FE solution and the RB approxima-
tion, for N = 1, · · · , Nmax.










(b) Average computed errors and bounds
∆JN (µ) between J
N (µ) and JN (µ), for N =
1, · · · , Nmax.
Figure 5.4: Test 1: a posteriori error bounds. Here Ξtrain is a sample of size ntrain = 1000 and
Nmax = 15.
lower bound of the inf-sup constant βˆN (µ)), the (average) Online solution time for the
control problem is about tonlineRB = 0.1s comprehensive of the evaluation of the a posteriori
error estimation while the evaluation time for the FE solution of the control problem is equal
to about tFE = 16.1s, thus resulting in a speedup of two orders of magnitude.
5.4.2 Test 2: boundary optimal control for a Couette flow
We deal again with the same problem as before, but instead of a distributed control we now
consider a boundary control acting on the Neumann (outflow) boundary. The spatial domain
as well as the parameter domain are the same as in the previous example. We thus consider
the following boundary optimal control problem
min
uo∈Uo









− ν∆vo +∇po = fo(µ) in Ωo(µ)
divvo = 0 in Ωo(µ)
vo1 = xo2, vo2 = 0 on Γ
o
D(µ)
− pono1 + ν ∂vo1
∂no1




where the forcing term is given by fo(µ) = (0,−µ2) and we observe only the first component
of the velocity with observation function (desired state) equal to xo2.
We can now proceed exactly as in the previous example, the only differences are the definition
of the control space Uo = L
2(ΓoN ) and the expressions of the bilinear forms co(·, ·) : Uo×Vo →








The performances and properties of the RB procedure are very similar to those of the previous
example; with a fixed tolerance εtol = 10
−3, Nmax = 12 basis functions have been selected,
thus resulting in a RB linear system of dimension 156× 156. In Figure 5.5 we compare the
a posteriori error bound ∆N (µ) with the true error ‖xN (µ)− xN (µ)‖X and the a posteriori
error bound ∆JN (µ) with the true error on the cost functional |JN (µ)− JN (µ)|.
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(a) Average and max computed errors and
bounds between the truth FE solution and the
RB approximation, for N = 1, · · · , Nmax.















(b) Average computed errors and bounds
∆JN (µ) between J
N (µ) and JN (µ), for N =
1, · · · , Nmax.
Figure 5.5: Test 2: a posteriori error bounds. Here Ξtrain is a sample of size ntrain = 1000 and
Nmax = 12.
5.5 Application to an inverse problem in haemodynamics:
data assimilation for an arterial bifurcation
As a conclusive application we consider an inverse boundary problem in hemodynamics,
inspired by the recent works [20, 62]. We consider a simplified model of an arterial bifurca-
tion, the parametrized computational domain (see Figure 5.6 on the left) features an inflow
boundary Γin, two outflow boundaries ΓC and the physical wall of the vessel ΓD. The vari-
ables of interest are the velocity v and the pressure p, supposed to obey the steady Stokes
equations (as an approximation of the incompressible Navier-Stokes equations). We suppose
to have a measured velocity profile on the red section in Figure 5.6, but not the Neumann
flux on ΓC that will be our control variable. Starting from the velocity measures we want
to find the control variable in order to retrieve the velocity and pressure fields in the whole
domain. We consider several possible parameters: geometrical parameters µgeom (e.g. the
length of each of the two branches, the angle of the bifurcation etc.), a parametrized (µmeas)
measured velocity profile and a parametrized inflow velocity profile g(µin). Figure 5.6 shows
the (idealized) real-time data assimilation procedure obtainable via the RB method.
The problem we are going to describe represents an extremely simplification of a realistic
problem: we consider a 2D trivial geometry, we deal with a steady problem also introducing
several simplifications on the constitutive laws of the modelled system; moreover we suppose
to have at our disposal a measured velocity profile approximable with a simple parame-
trized analytical profile. Note however that some of the simplifications introduced can be
relaxed using more advanced existing techniques, for example we could consider more realis-
tic geometry relying on non-affine geometrical mappings and empirical interpolation method
[55, 56].
5.5.1 Mathematical modeling
The parametrized original domain Ω(µ) is shown in Figure 5.7, in particular after having
fixed the length (4 cm) and the diameter (2 cm) of the large vessel (quite unrealistic but
it allows to simplify the parametrization), we have considered six geometrical parameters
µgeom: µ1 (resp. 2− µ1) represents the height of the upper (resp. lower) branch, µ2 and µ3
are the angles of the branches with respect to the horizontal line, µ5 and µ6 are the length of
the two branches while µ4 is the distance of the observation line Γ
o
obs from the bifurcation.
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given new geometrical configuration (µgeom)
and parametrized measurements µmeas
on the red section









































find the unknown Neumann boundary
condition on ΓC and retrieve
the whole velocity and pressure fields
pressure
velocity
Figure 5.6: An (idealized) example of inverse boundary problem in haemodynamics. Given a
geometrical configuration and some velocity measurements on some sections of the domain (both
obtainable via medical image and data assimilation devices, e.g. MRI), we want to retrieve the whole
pressure and velocity fields in order to detect possible pathologies, e.g. occlusions or flow disturbance
in arterial bifurcations.
The state velocity and pressure variables {vo, po} satisfy the following Stokes problem in the
original domain Ωo(µ):
−ν∆vo +∇po = 0 in Ωo(µ),
divvo = 0 in Ωo(µ),
v = 0 on ΓoD(µ),
vo = g(µin) on Γ
o
in(µ),
−pono + ν ∂vo
∂no




where uo is the control variable; the inlet velocity profile g(µin) is given by the following


















(a) Boundary conditions: no-slip conditions on
ΓD(µ), Poiseuille velocity profile g(µin) on Γin,
unknown Neumann flux on the outflow sections.












(b) Parametrization of the original do-
main.
Figure 5.7: Original domain Ωo(µ) of the arterial bifurcation.








with a (parametrized) peak velocity equal to v˜ = 10µ8 cm s
−1. The kinematic viscosity is
ν = 0.04 cm2s−1 [55], thus resulting in a Reynolds number Re= v˜l/ν of about 500 (taking l
as the diameter of the large vessel and fixing µ8 = 1).
































being to the tangential unit vector to the boundary Γ
o
C and γo the curvilinear abscissa of the
boundary ΓoC . Note that the functional (5.5.2) contains two penalization terms, the fist one
penalizing rapid variations of the control variable along the control boundary, the second one
penalizing high values of the control variable; in the following we shall take α2 = 0.1α1, (i.e.
we prefer to penalize rapid variations rather than high values, see also [20]) with α1 = 10
−3.










where the functions η1(z) = 10(z
3 − z2 − z + 1) and η2(z) = 10(−z3 − z2 + z + 1) are shown
in Figure 5.8. We are thus considering a parametrized positive horizontal velocity profile
(which guarantees mass conservation for all values of µ7 and µ8) and a null vertical velocity
profile. The latter condition is quite unphysical, since when µ7 6= 0.5 we reasonably expect
a non-null vertical velocity profile on Γobs, however this condition permits us to avoid flow
inversions that could arise in one of the two branches if we do not observe at all the vertical
component of the velocity.
Finally, the parameter domain is given by









1.3 pi/3 pi/3 1.2 2.5 2.5 1 1.5
)
.
The optimal control problem can thus be stated as
given µ ∈ D, minimize J(·;µ) subject to (5.5.1).
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Figure 5.8: Parametrized observation vd(µmeas). On the left the functions η1(xo2) (in blue) and
η2(xo2) (in green). On the right: horizontal component of the observation function vd(µ) for different
values of the parameter µ7 (with µ8=1 fixed): µ7 = 0.5 in black, µ7 = 0.1 in red, µ7 = 0.95 in violet.
5.5.2 Original formulation of the optimal control problem
Let us now define the appropriate functional spaces for the pressure and velocity variables:
Mo = L





H1ΓD(Ωo) = {v ∈ H1(Ωo) : v|ΓoD = 0, v|Γoin = 0}.
Then we define the state space Yo = Vo ×Mo, the adjoint space Qo ≡ Yo and the control
space Uo = [H
1(ΓoC)]
2. The weak formulation of the state equation is given by{
ao(vo, ξ) + bo(ξ, po) = 〈Fo(µ), ξ〉+ co(uo, ξ), ∀ξ ∈ Vo,
bo(vo, τ) = 〈Go(µ), τ〉, ∀τ ∈Mo,
(5.5.4)
where the bilinear form ao : Vo×Vo → R and bo : Vo×Mo → R are defined as in Section 3.5.1,




uo · ξ dΓo.
Moreover the terms Go(µ) and Fo(µ) are due to the non-homogeneous Dirichlet boundary
condition on Γoin. Now we define the compound bilinear forms Ao(·, ·) : Yo × Yo → R and
Co(·, ·) : Uo ×Qo → R respectively as
Ao({vo, po}, {ξ, τ}) = ao(vo, ξ) + bo(ξ, po) + bo(vo, τ),
Co(uo, {ξ, τ}) = co(uo, ξ),
while the linear functional Go(µ) ∈ Q′o is given by 〈Go(µ), {ξ, τ}〉 = 〈Fo(µ), ξ〉+ 〈Go(µ), τ〉.
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In order to formulate the optimal control problem as a saddle-point problem, let Xo =
Yo × Uo, xo = ({vo, po},uo) ∈ Xo, ζ = ({ϕ, pi},λ) ∈ Xo, {ξ, τ} ∈ Qo and define the bilinear
forms
Ao(xo, ζ) = mo(vo,ϕ) + no(uo,λ),
Bo(xo, {ξ, τ}) = Ao({vo, po}, {ξ, τ})− Co(uo, {ξ, τ}),
and the linear functional




The original optimal control problem reads: given µ ∈ D,min J (xo;µ) =
1
2
Ao(xo,xo)− 〈F o(µ),xo〉, subject to
Bo(xo, {ξ, τ}) = 〈Go(µ), {ξ, τ}〉 ∀{ξ, τ} ∈ Qo.
(5.5.5)
5.5.3 Parametrized formulation in the reference domain
We denote with Ω = Ωo(µref) the reference domain, with the choice (recall that µ7 and µ8
are not geometrical parameters)
µref = (1, pi/5, pi/5, 1, 2, 2, ·, ·).
The reference domain with the subdomains numbering is shown in Figure 5.9. The linear




















Figure 5.9: Reference domain with rbMIT triangulation.
transformations matrices of the affine geometrical mappings are computed automatically by
































2 tan(pi/5)− µ6 tan(µ3)2 − µ1 tan(pi/5) 2− µ1
)
.
By tracing problem (5.5.5) back to the reference domain we obtain the parametrized formula-
tion (5.1.8) and the equivalent saddle-point problem (5.1.9), where the affine decompositions
(5.1.11) (5.1.12) holds with Qa = 1 + 4, Qb = 8 · 8 + 2, Qf = 4, Qg = 8 · 2.
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5.5.4 Numerical results
Since using a moderately refined mesh the dimension of the global FE space XN = XN ×QN
is equal to N = 39656, quite larger than in all the previously discussed examples, we encoun-
tered some software and hardware limitations. In particular, the current implementation of
the SCM algorithm when dealing with such a number of parameters requires the solution of
an incredible number of (numerically challenging) eigenproblems, an unaffordable task for
a desktop computer. Furthermore, performing the greedy algorithm for the bases selection
guided by the a posteriori error estimator also require a huge amount of memory, resulting
in a limitation of the maximum number of basis functions computable2. To overcome these
difficulties we have firstly verified the reliability of the methodology performing some tests
on a coarsest mesh varying only some parameters at a time and keeping the others fixed;
in these cases we have also the advantage given by the lower number of terms in the affine
decomposition (i.e. Qa and Qb are lower than in the complete problem), thus resulting in
a lower computational effort (both Oﬄine and Online). Then the full problem has been
solved without providing the a posteriori error estimate (hence the online evaluation is not
certified).










(a) First test: varying µ2, µ7, µ8; Nmax = 10.











(b) Second test: varying µ1, µ4, µ7, µ8;
Nmax = 14.
Figure 5.10: Average computed error and bound between the truth FE solution and the RB ap-
proximation, for N = 1, · · · , Nmax.
As a first test we allow the parameters µ2, µ7, µ8 to vary while the others are kept fixed
equal to their reference values. With a fixed tolerance εtol = 5 · 10−3, Nmax = 10 basis
functions have been selected; in Figure 5.10a we compare the average a posteriori error
bound ∆N (µ) with the average true error ‖xN (µ)− xN (µ)‖X .
Similarly, as a second test we allow the parameters µ1, µ4, µ7, µ8 to vary while the others are
kept fixed equal to their reference values. With a fixed tolerance εtol = 5 · 10−3, Nmax = 14
basis functions have been selected; in Figure 5.10b we compare the average a posteriori error
bound ∆N (µ) with the average true error ‖xN (µ)−xN (µ)‖X . Similar results can be obtained
with other combinations of the parameters.
As regards the computational costs, we underline that, as already noted in the numerical
tests discussed in Chapter 4, most of the Oﬄine time is spent providing the ingredients for
the a posteriori error estimation. In fact, as the complexity of the problem increases (both in
terms of size N , number of parameters and number of terms in the affine decompositions),
2An implementation of this problem on a cluster made up of several computing processors was beyond the
purposes of this work.
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the time spent computing the basis functions becomes more and more marginal with respect
to the time spent performing the SCM algorithm and computing the scalar products needed
for the calculation of the dual norm of the residual (5.3.9). Therefore, providing the a
posteriori error estimation can also require about the 90% of the overall Oﬄine time.
Finally, once we have (partially) tested the correctness of the model and the good approx-
imation properties of the RB method, we have considered the complete problem, allowing
variations in all the eight parameters. As already mentioned, we avoided to perform the a
posteriori error estimation: the basis functions have been computed in correspondence of a
random set of 43 parameter samples. To check the convergence of the RB approximation we
have computed the average error between the truth FE solution and the RB approximation,
as shown in Figure 5.11.









Figure 5.11: Average computed error between the truth FE solution and the RB approximation.
In Figure 5.12, 5.13, 5.14 we report some representative solutions. For each case we show
the geometrical configuration identified by the chosen geometrical parameters as well as the
inflow velocity profile and the desired velocity profile on Γobs depending on the values of µ7
and µ8; then we show the retrieved velocity and pressure fields. The Online RB evaluation
requires less than 0.1s, since we have only to solve the low-dimensional RB linear system
(however providing also the a posteriori bound should not require more than a couple of
seconds).
Figure 5.12: Representative solution for µ = (0.7, pi/6, pi/5, 0.73, 2.1, 2.4, 0.25, 1.2). On the left the
input geometrical configuration with plots of the inflow velocity profile and desired velocity profile
on Γobs; on the right velocity (up, [ms
−1]) and pressure (bottom, [Pa]) fields.
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Figure 5.13: Representative solution for µ = (1, pi/5, pi/6, 1, 1.7, 2.2, 0.8, 1). On the left the input
geometrical configuration with plots of the inflow velocity profile and desired velocity profile on Γobs;
on the right velocity (up, [ms−1]) and pressure (bottom, [Pa]) fields.
Figure 5.14: Representative solution for µ = (1.2, pi/6, pi/6, 0.8, 2.5, 2.1, 0.3, 1). On the left the input
geometrical configuration with plots of the inflow velocity profile and desired velocity profile on Γobs;
on the right velocity (up, [ms−1]) and pressure (bottom, [Pa]) fields.
Conclusions
In this thesis we have developed a reduced basis framework for the efficient solution of
parametrized linear-quadratic optimal control problems. As already pointed out in the In-
troduction, some reduced order strategies have already been used for the efficient solution
of parametrized optimal control problems; however most of the previous works deal with
low-dimensional control variables, e.g. a set of scalars, that could be treated themselves as
parameters, thus not requiring a reduction to low dimensionality of the whole optimal control
problem, but only of the state equation. In this work we considered high-dimensional control
variables, in particular we dealt with both distributed and boundary control problems, the
control variable belonging to an infinite-dimensional functional space. Moreover, an efficient
and rigorous a posteriori error estimation, necessary both for constructing the reduced order
model and measuring its accuracy, was still missing for the general class of optimal control
problems here considered. For example, the a posteriori estimators for the error in the cost
functional and in the control variable proposed in [17, 18] show to be efficient in practice but
unfortunately lack of rigorousness, whereas the estimator proposed in [88] is proved to be
rigorous but not efficient. Only recently in [32] an efficient and rigorous estimator has been
proposed, yet again in the simpler case of scalar constant control function.
In particular, we have proposed a RB method for reducing the complexity of the whole opti-
mal control problem and not just for reducing the complexity of the state equation in order
to speed up an optimization process in the Online stage. In fact, while the latter approach
is undoubtedly convenient when the control variable is low-dimensional and coincide with a
set of parameters (as in the case of shape optimization problems [56, 51, 78]), in the case
here considered of high-dimensional control variables, it is no more viable.
The first part of the thesis, comprehensive of the first three chapters, have been in some
way preparatory for the development of the reduce basis scheme. We briefly summarize here
the main concepts introduced, highlighting their role in the construction of the proposed RB
methodology.
The first chapter have been devoted to the introduction of the theory of optimal control
problems. We have seen that using the Lagrangian formalism, the solution of the optimal
control problem can be characterized by the optimality conditions system, which in our case
yield a system of PDEs – state equation, adjoint equation and optimality condition. In the
case of optimal linear-quadratic control problems here considered, this coupled system fea-
tures a saddle-point structure. Exploiting this structure has been the starting point in order
to develop our reduction scheme, since it has permitted us to suitably adapt the already
well-developed theory of RB method for Stoke-type problems. To highlight this structure,
we have thus recast the problem in the framework of mixed variational problems, discussing
its well-posedness as well as the stability of its Galerkin approximation. This well-posedness
analysis has been useful also in Chapters 4 and 5 to guide the construction of stable RB
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spaces.
In the second chapter we have presented the most popular numerical methods employed
to solve the Galerkin-finite element approximation of the control problem. Once again, we
were interested in discussing these issues in view of the RB paradigm: firstly because in
our approach the RB spaces are made of FE solutions of the whole control problem com-
puted in correspondence of several (fixed) values of the parameters; hence in order to provide
an efficient Oﬄine stage, we have analysed the more convenient strategies to solve the FE
approximation of the problem. Secondly, because at the Online stage our reduced scheme
requires the solution of a RB optimality conditions system featuring the same structure of
the FE one. In both the cases we have employed a one-shot approach.
In the third chapter we have briefly introduced the main ingredients of the RB method for
parametrized PDEs. The main role of this chapter has been to highlight the basic features
that an efficient and reliable RB scheme should provide and to introduce the computational
strategies (such as the greedy algorithm for the bases selection and the SCM algorithm for
the computation of a lower bound for the stability factor) that we have successively adopted
also in our RB scheme.
After these preliminary chapters we had at our disposal all the basic ingredients needed to
construct an efficient and reliable RB scheme for the solution of parametrized optimal control
problems. In particular we developed the method for problems governed by scalar elliptic
coercive equations and Stokes system. From the theoretical point of view, the well-posedness
analysis has been carried out exploiting the saddle-point formulation of the problem. In fact,
we have ensured the stability of the RB approximation through the definition of suitable RB
spaces fulfilling an equivalent Brezzi inf-sup condition. On the other hand, the certified error
bounds on the state, adjoint and control variables as well as on the cost functional have been
obtained by recasting the problem in the form of weakly coercive problems and then applying
standard arguments based on Necˇas-Babusˇka stability theory. We also provided a full Oﬄine-
Online decomposition strategy ensuring the Online efficiency of the method. We have then
performed several numerical tests confirming the theoretical results and showing the good
reliability and efficiency properties of the proposed RB paradigm. The performances, both
in terms of computational costs and accuracy, largely justify the adoption of the RB method
for the solution of parametrized optimal control problems in the many-query and real-time
contexts. As an example of application of the developed technique we have considered an
inverse problem in haemodynamics. Beyond some implementation limitations, the method
have shown its great versatility and potentiality in tackling parametrized optimal control
problems that could arise in a a broad variety of application contexts, like environmental
and bio-engineering/life sciences, to provide just a few examples of possible applications of
recent growing interest.
We now mention some possible further developments that could be included in the pro-
posed framework. In the context of linear-quadratic problems, possible developments guide-
lines are related to:
• the study of the time-dependent case, with a suitable POD approach, extending the work
in [17, 18]. While from the theoretical point of view the non-stationary case does not
represent a challenging task, from the computational point of view it requires very efficient
numerical methods;
• to add control and/or state constrains, the first case could be treated straightforwardly
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while the second would require a more involved analysis both from the theoretical and
algorithmic point of view;
• to consider non-affinely parametrized transformations of the domain, that need to be
approximated by affinely parametrized tensors through the empirical interpolation method
[4, 31], in order to ensure the feasibility of the Oﬄine/Online computational strategy. With
this extension it would be possible to consider more realistic geometries.
Another challenging task could be to consider non-linear state equation, for which developing
rigorous error estimation is not straightforward. Of particular interest the development of
reduced order strategies for the optimal control of Navier-Stokes equations: we only mention
the first works by Ito and Ravindran [48, 49, 50] and the recent works [22, 55] on the







In this appendix we introduce the most common abstract variational problems and analyse
their well-posedness. We briefly review strongly coercive problems, weakly coercive problems
(also called non-coercive problem) and saddle-point problems (also called mixed variational
problems). Then we consider their Galerkin approximation, i.e. their restriction to finite-
dimensional subspaces, focusing on the discrete counterparts of the conditions ensuring the
well-posedness of each problem. Finally, in the third Section, we discuss how to compute
numerically the stability factors in the discretized case, i.e. discrete coercivity and inf-sup
constants.
A.1 Abstract variational problems
We briefly review strongly coercive problems, weakly coercive problems and saddle-point
problems. For each of them, after having defined the functional settings and the precise
statement, we present the main results ensuring the well-posedness: Lax-Milgram lemma,
Necˇas theorem and Brezzi theorem, respectively. We refer principally to [65, 15, 35].
A.1.1 Strongly coercive problems
Given an Hilbert space V along with its dual V ∗, the bilinear form a : V × V → R and the
linear functional F ∈ V ∗, we consider the following abstract variational problem: find u ∈ V
such that
a(u, v) = F (v), ∀v ∈ V. (P1)
The bilinear form a(·, ·) is called continuous on V × V if
|a(u, v)| ≤M‖u‖V ‖v‖V ∀u, v ∈ V,
where M <∞, and is called strongly coercive (or simply coercive) if there exists a constant
α > 0 such that
a(v, v) ≥ α‖v‖2V ∀v ∈ V.
The Lax-Milgram lemma shows that strongly coercive problems are well posed (see for in-
stance [26, 69]).
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Lemma A.1 (Lax-Milgram). Let V be an Hilbert space, a(·, ·) a continuous, strongly coercive
bilinear form on V × V , and F (·) a bounded linear functional on V . Then, the abstract
variational problem (P1) has a unique solution and we have the estimate:
‖u‖V ≤ 1
α
‖F‖V ∗ . (A.1.1)
A.1.2 Weakly coercive problems
Given two Hilbert space V and W along with their dual V ∗ and W ∗, respectively, the bilinear
form A : V ×W → R and the linear functional F ∈ W ∗, we consider the following abstract
variational problem: find u ∈ V such that
A(u,w) = F(w), ∀w ∈W. (P2)
The bilinear form A(·, ·) is called continuous on V ×W if
|A(u, v)| ≤M‖u‖V ‖v‖W ∀u ∈ V,w ∈W,













‖v‖V ‖w‖W > 0.
The Necˇas theorem shows that weakly coercive problems are well posed [59].
Theorem A.1 (Necˇas). Let V and W be two Hilbert space, A(·, ·) a continuous, weakly
coercive bilinear form on V ×W , and F (·) a bounded linear functional on W . Then, the
abstract variational problem (P2) has a unique solution and we have the estimate:
‖u‖V ≤ 1
β
‖F‖W ∗ . (A.1.3)
Remark A.1. Since strong coercivity implies weakly coercivity, Lax-Milgram lemma is a
special case of Necˇas theorem.
A.1.3 Saddle-point problems
Given two Hilbert space X and Q along with their dual X∗ and Q∗, respectively, the bilinear
forms a : X × X → R, b : X × Q → R and the linear functionals f ∈ X∗ and g ∈ Q∗, we
consider the following abstract saddle-point problem (also called mixed variational problem):
find (x, p) ∈ X ×Q such that{
a(x,w) + b(w, p) = f(w) ∀w ∈ X,
b(x, q) = g(q) ∀q ∈ Q. (P3)
Let us define the subspace of X
X0 = {w ∈ X : b(w, q) = 0 ∀q ∈ Q} ⊂ X.
The Brezzi theorem [14] establishes conditions for which the saddle-point problem (P3) is
well posed.
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Theorem A.2 (Brezzi). Given the Hilbert spaces X and Q, the functionals f ∈ X∗ and
g ∈ Q∗, and the bilinear forms a(·, ·) and b(·, ·) on X ×X and X ×Q, respectively. Assume
that the bilinear forms a(·, ·) and b(·, ·) satisfy the following assumptions:
1. continuity of the bilinear form a(·, ·), i.e. there exists a constant γa > 0 such that
|a(x,w)| ≤ γa‖w‖X‖x‖X ∀x,w ∈ X;







‖x‖X‖w‖X ≥ α0 and infw∈X0 supx∈X0
a(x,w)
‖x‖X‖w‖X > 0;
3. continuity of the bilinear form b(·, ·), i.e. there exists a constant γb > 0 such that
|b(w, q)| ≤ γb‖w‖X‖q‖Q, ∀w ∈ X, q ∈ Q;






‖w‖X‖q‖Q ≥ β0, (A.1.4)
where β0 > 0.
Then there exists a unique solution (x, p) ∈ X ×Q to problem (P3) for any f ∈ X∗ and for





















Remark A.2. Note that mixed variational problems are a special case of weakly coercive
problem. In fact by setting V = W = X ×Q, defining the bilinear form A : V × V → R
A({x, p}, {w, q}) = a(x,w) + b(w, p) + b(x, q), (A.1.6)
and the functional F({w, q}) = f(w) + g(q), we can rewrite (P3) in the form of (P2): find
{x, p} ∈ X such that
A({x, p}, {w, q}) = F({w, q}), ∀{w, q} ∈ X,
which could be analysed using Necˇas theorem. For further details on the relations between
the two theories see [21, 90].
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A.2 Approximation of solutions of variational problems
A.2.1 Strongly coercive problems
Let Vh ⊂ V be a nontrivial subspace of V , usually in applications Vh is finite dimensional and
the subscript h is related to certain discretizations parameters. We consider the following
variational problem: find uh ∈ Vh such that
a(uh, vh) = F (vh), ∀vh ∈ Vh. (P h1 )
The solution uh of this problem is often known as the Galerkin approximation of u. The
well-posedness of the discretized variational problem is given by the Ce´a lemma [15, 69, 35].
Lemma A.2 (Ce´a). Let the space V , the bilinear form a(·, ·) and the linear functional f(·)
satisfy the hypotheses of Lemma A.1. Let Vh ⊂ V be a closed subspace. Then a(·, ·) is
continuous on Vh × Vh and satisfies
a(vh, vh) ≥ α‖vh‖2V , ∀vh ∈ Vh,
and, for every h > 0, the discretized problem (P h1 ) has a unique solution uh ∈ Vh. Moreover,




and, if u ∈ V denotes the unique solution of (P1), the optimal error estimate





A.2.2 Weakly coercive problems
Let Vh ⊂ V and Wh ⊂W be two nontrivial subspaces of V and W , respectively. We consider
the following variational problem: find uh ∈ Vh such that
A(uh, wh) = F(wh), ∀wh ∈Wh. (P h2 )
The solution uh of this problem is often known as the Petrov-Galerkin (often simply Galerkin)
approximation of u. The well-posedness of the discretized variational problem is given by
the Babusˇka theorem [3].
Theorem A.3 (Babusˇka). Let the space V and W , the bilinear form A(·, ·) and the functional
F(·) satisfy the hypotheses of Theorem A.1. Let Vh ⊂ V and Wh ⊂W be two closed subspaces.
Then A(·, ·) is continuous on Vh ×Wh. Assume also that the bilinear form A(·, ·) satisfies













‖vh‖V ‖wh‖W > 0.
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where βh ≥ βˆ > 0. Then, for every h > 0, the discretized problem (P h2 ) has a unique solution















Let Xh ⊂ X and Qh ⊂ Q be two subspaces of X and Q, respectively. We consider the
following variational problem: find (xh, ph) ∈ Xh ×Qh such that{
a(xh, wh) + b(wh, ph) = f(wh) ∀wh ∈ Xh,
b(xh, qh) = g(qh) ∀qh ∈ Qh.
(P3)
The solution (xh, ph) of this problem is the Galerkin approximation of (x, p). Let
Xh0 = {wh ∈ Xh : b(wh, qh) = 0 ∀qh ∈ Qh} ⊂ Xh.
The well-posedness of the discretized variational problem (P3) is given by the discrete coun-
terpart of Brezzi theorem [14, 69].
Theorem A.4 (Brezzi). Let the space X and Q, the bilinear forms a(·, ·), b(·, ·) and the
functionals f(·) and g(·) satisfy the hypotheses of Theorem A.2. Let Xh ⊂ X and Qh ⊂ Q
be two finite dimensional subspaces. Then a(·, ·) and b(·, ·) are continuous on Xh ×Xh and





















where βh ≥ βˆ > 0. Then, for every h > 0, the discretized problem (P3) has a unique solution





















and, if (x, p) ∈ X ×Q denotes the unique solution of (P3), the optimal error estimate









where C = C(αˆ, βˆ, γa, γb) is independent of h.
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A.3 On the computation of discrete stability factors
We are interested in deriving algebraic formulas to compute the discrete stability factors
introduced in the Section above, i.e. discrete coercivity and inf-sup constants appearing in
Ce´a lemma, Babusˇka theorem and Brezzi theorem. We refer principally to [54, 69, 92, 90].
A.3.1 Computation of discrete coercivity constant
Let V be an Hilbert spaces, Vh ⊂ V a finite dimensional subspaces of V and consider the
continuous bilinear form a(·, ·) : V × V → R. The goal is to find an algebraic formula to






Let {ϕk}Nvk=1, where Nv = dim Vh, be a basis for Vh and denote with V the norm matrix
associated with the scalar product in V , i.e.
Vij = (ϕi, ϕj)V ,
and with A ∈ RNv×Nv the matrix given by
Aij = a(ϕj , ϕi), i, j = 1, . . . , Nv.
A given function vh ∈ Vh can be expressed through a linear combination of the basis functions





let v = (v1, . . . , vNv)
T denote the coefficients in the expansion of vh in terms of the basis,






we have thus expressed the coercivity constant αh as a Rayleigh quotient and we can now
compute it solving the following generalized eigenvalue problem: find (λ,v) such that
Av = λVv,
then the coercivity constant is given by αh = λmin.
A.3.2 Computation of discrete inf-sup constant
Let V and W be two Hilbert spaces, Vh ⊂ V and Wh ⊂W two finite dimensional subspaces
of V and W respectively, and consider the continuous bilinear form A(·, ·) : V ×W → R.






‖vh‖V ‖wh‖W > 0. (A.3.2)
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Let us introduce the supremizer operator T : V →W defined as follows
(Tv,w)W = A(v, w) ∀w ∈W,
it is easy to prove that















‖Tv‖W = ‖Tv‖W .






‖v‖V ‖w‖W = infv∈V
A(v, Tv)
‖Tv‖W ‖v‖V = infv∈V
(Tv, Tv)W
‖Tv‖W ‖v‖V = infv∈V
‖Tv‖W
‖v‖V ,
or equivalently β2 = infv∈V
‖Tv‖2W
‖v‖2V
. Since the same arguments apply exactly also in the






Now let {ϕk}Nvk=1, {ψk}Nwk=1, where Nv = dim Vh, Nw = dim Wh, be bases for Vh and Wh,
respectively, and denote with V andW the norm matrices associated with the scalar products
in V and W , i.e.
Vrs = (ϕr, ϕs)V , Wmn = (ψm, ψn)W ,
and with A ∈ RNw×Nv the matrix given by
Aij = A(ϕj , ψi), i = 1, . . . , Nw, j = 1, . . . , Nv.
Every functions vh ∈ Vh and wh ∈Wh can be expressed through a linear combination of the








let v = (v1, . . . , vNv)
T and w = (w1, . . . , wNw)
T denote the coefficients in the expansion of
vh and wh in terms of the bases. Note that
‖vh‖2V = vTVv, ‖wh‖W = wTWw, ∀vh ∈ Vh, wh ∈Wh.
Moreover, let t denote the coefficients in the expansion of Tvh ∈Wh with respect to Wh, by
the definition of supremizer we obtain
tTWw = vTATw,
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we have thus expressed the inf-sup constant β2h as a Rayleigh quotient and we can now
compute it solving the following generalized eigenvalue problem: find (λ,v) such that
ATW−1Av = λVv, (A.3.6)
then the inf-sup constant is given by βh =
√
λmin.
Remark A.1. If V = W and the bilinear form A(·, ·) is symmetric it can be shown (e.g.
[54]) that βh is the minimum eigenvalue of the following eigenvalue problem
Av = λVv.
Remark A.2. In the case of mixed variational problems we can specialize (A.3.6) to the
bilinear form b(·, ·) : X × Q → R; in this case we want to compute the slightly different







It is sufficient to define the bilinear form A : Q×X → R as
A(q, w) = b(w, q), ∀w ∈ X, q ∈ Q.
Now we identify V with Q and W with X, and denote with X, Q the norm matrices associated
with the scalar products in X and Q, respectively. Then βh is given by the square root of the
minimum eigenvalue of the following generalized eigenvalue problem: find (λ,q) such that
BX−1BTq = λQq, (A.3.7)
where the matrix B = AT is the matrix induced by the bilinear form b(·, ·).
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