We present two new sets of energy functions for protein structure recognition, given the primary sequence of amino acids along the polypeptide chain. The first set of potentials is based on the positions of α-and the second on positions of β-and α-carbon atoms of amino acid residues. The potentials are derived using a theory of Boltzmann-like statistics of protein structure. The energy terms incorporate both long-range interactions between residues remote along a chain and short-range interactions between near neighbors. Distance dependence is approximated by a piecewise constant function defined on intervals of equal size. The size of the interval is optimized to preserve as much detail as possible without introducing excessive error due to limited statistics. A database of 214 non-homologous proteins was used both for the derivation of the potentials, and for the 'threading' test originally suggested by Hendlich et al. (1990) J. Mol. Biol., 216, 167-180. Special care is taken to avoid systematic error in this test. For threading, we used 100 non-homologous protein chains of 60-205 residues. The energy of each of the native structures was compared with the energy of 43 000 to 19 000 alternative structures generated by threading. Of these 100 native structures, 92 have the lowest energy with α-carbon-based potentials and, even more, 98 of these 100 structures, have the lowest energy with the β-and α-carbon based potentials. Keywords: Boltzmann-like statistics/pairwise-residue potentials/protein structure recognition/protein threading
Introduction
The possibility of predicting a protein's structure from its amino acid sequence is limited by errors in the energy parameters (Finkelstein et al., 1995b) and by the astronomical number of possible alternative structures. Prediction is a feasible task only with energy functions that allow fast and efficient sorting over many conformations. To this end, a residue-residue approximation is usually used, which attributes all atomic interactions between residues to a single point within each residue.
Physically, such simplified potentials should result from some averaging of the atomic interactions over various positions and conformations of the interacting amino acid residues in addition to the surrounding solvent molecules. However, direct calculation of such mean-force potentials is not possible today because of both methodological difficulties and the lack of reliable atom-based energy functions. Therefore, there is significant interest in finding alternative ways to derive simplified energy functions.
There have been several attempts to derive energy functions from structural information on proteins. Initially such potentials were used to predict secondary structure (Ptitsyn and Finkelstein, 1970; Chou and Fasman, 1974; Sternberg, 1986) ; now, with the rapidly increasing database of protein structures, there are many attempts to derive potentials for estimating the energy of tertiary structures.
Most of these approaches exploit Boltzmann's principle [which, has been shown to be valid for fixed and nonfluctuating native protein structures with the same exponential dependence upon occurrence-on-energy (Pohl, 1971) ], namely, that frequently observed states correspond to low energy states (for reviews of applications, see Sippl, 1990 Sippl, , 1993 Sippl, , 1995 Kocher et al., 1994; Godzik et al., 1995; Rooman and Wodak, 1995; Jernigan and Bahar, 1996; Miyazawa and Jernigan, 1996; Thomas and Dill, 1996) . However, the physical origin of Boltzmann-like statistics in fixed native protein structures, which do not form an ensemble in thermodynamic equilibrium, was analysed only recently (Finkelstein et al., 1995a) .
In this study, we applied this theory to derive energy functions from known protein structures. Our approach is similar to that originally used by Sippl (1990) . We derive pairwise, distance-dependent, 'mean-force' potentials, treating long-and short-range interactions separately. However, our method of choosing the reference state for long-range interactions and our treatment of short-range interactions differ from those used by Sippl.
Methods
Our main task was to estimate the energy of interaction, ε αβ (r), for a pair of residues α and β (α, β ϭ Gly, Ala, . . .), where the inter-residue distance r is defined from positions of the C α (or C β ) atoms. Our estimates of ε αβ (r) follow from the theory of Boltzmann-like statistics of protein structures (Finkelstein et al., 1995a) . This theory shows that the requirement for overall thermodynamic stability of unique protein folds, taken together with a possibility of mutating the amino acid sequence to reach this stability, results in the observed Boltzmann-like statistics of the protein fold elements. As in Boltzmann statistics of liquids or solids, the correlations observed in Boltzmannlike protein statistics reflect not only the direct interaction of particles (amino acid residues) but also their indirect interactions mediated by the surrounding residues. Thus, as in Boltzmann statistics of liquids or solids, in obtaining elementary potentials one can more or less rely on the short-distance rather than the long-distance correlations.
Let us consider a large 3D database of protein structures, and define N s αβ as the number of the αβ pairs occupying positions i, i ϩ s along a chain (α and β are amino acids, i is any position in a chain) and N s αβ (r) as the number of such pairs having a distance r between α i and β iϩs in the database. Fig. 1 . Scheme of short-range interactions; residues for which potentials are derived are shown by filled circles. (a) Short-range interactions depending on the distance between terminal residues α and β; (b) short-range interactions depending on chain bending in the intervening residue α (or α and β) which affects the distance between terminal residues δ and γ.
Fig. 2.
Histogram and the corresponding normal distribution (thin line) of 34 234 threading energies of the ferredoxin molecule (2fd2). The normal distribution is built with an average energy of 95.4 and a standard deviation of 27.3. The difference between the average energy and the native structure energy is 200.9, which corresponds to Z ϭ 200.9/27.3 ϭ 7.36. The difference between the lowest energy of misfolded structures and the native structure energy gives the value of the energy gap (114.9) separating the native structure from misfolded ones.
According to Finkelstein et al. (1995a) , the expected value of N s αβ (r) in the limit of very large statistics is
where A is a distance-independent normalization constant, w s (r) is a probability of finding i, i ϩ s residues at a distance r in the total set of globular folds [
where
is the number of folds where residues i, i ϩ s are at a distance r], T c is a 'conformational temperature' (Pohl, 1971) , which is close to the characteristic temperature of freezing of native folds (Finkelstein et al., 866 1995a ) (~300 K), R is the universal gas constant and ∆E s αβ (r) is the effective interaction energy:
where ε s αβ (r) is the energy of direct interaction between residues α and β at a distance r and Ẽ s αβ (r) is the mean (averaged over all the possible environments of the pair αβ in stable protein structures) energy of indirect interaction of α and β, i.e. of the interaction mediated by all the surrounding residues.
Thus, taking into account the proportionality w s (r)~N s (r), one can write
which corresponds to Equation 10 of Finkelstein et al. (1995a) , where the term ∆ E therein would now include ε s αβ (r 1 ) Ϫ ε s αβ (r 2 ), while Ẽ s αβ (r 1 ) Ϫ Ẽ s αβ (r 2 ), which depends on the possible amino acid environments of the αβ pair, would contribute to both the ∆ E and ∆ σ /2RT c terms in that work.
The direct residue-to-residue interaction energy estimated from Equations 1 and 2 gives
It is noteworthy that, since the Boltzmann-like statistics of proteins originate from amino acid mutations, the reference (zero-energy) state for the energy ε s αβ (r) obtained from these statistics is a pair of 'average' amino acid residues in proteins separated by a distance s in the chain and r in space rather than an amino acid pair in vacuum or water environment (cf. Godzik et al., 1995; Rooman and Wodak, 1995; Jernigan and Bahar, 1996) . Equation 4 is valid only when the expected w s (r) value is not zero. When w s (r) ϭ 0, ε s αβ (r) cannot be defined from Equation 4, but must be set to infinity to make impossible any structure with the distance r between any residues.
Long-range interactions
When residues are separated in the chain (s Ͼ s 0 ϾϾ 1), so that they can be at a distance where they do not interact, the precise value of s becomes unimportant. Moreover, the order of residues in a pair (αβ or βα) is not relevant.
Let us define N αβ (r) as the total number of cases where the αβ and βα pairs separated by more than s 0 chain residues occur at a distance r (or rather in an interval r Ϯ ∆/2; the value of the resolution interval ∆ will be discussed and optimized below):
where P is a number of proteins, N p is a protein p sequence length, q i is a residue of i type, r ij is the distance between residues i and j, δ αβ ϭ 1 if α ϭ β and δ αβ ϭ 0 if α β, θ(x) ϭ 1 if x ജ 0 and θ(x) ϭ 0, if x Ͻ 0.
Let us also define N 0 αβ (ജR αβ ) as the total number of cases where residue pairs αβ and βα remote along a chain occur at non-interaction distances: ); δ/2 ϭ 1.5 Å for C α -based potentials and δ/2 ϭ 1.2 Å for C β -based potentials. b Center of Gly is in the C α atom.
where R αβ is the minimal distance where direct interaction between α and β residues is absent [i.e. ε αβ (r) ϭ 0 for r ജ R αβ ]; the values of R αβ are defined below. Then the value of ε αβ (r) for the long-range interactions can be estimated as (Reva et al., 1997) 
where w (r) and w 0 (ജR αβ ) are probabilities of finding the remote residue pairs at the distance r and r ജR αβ , respectively, in the total set of globular proteins. The term Ẽ αβ (ജR αβ ) is the average energy of the indirect interactions at r ജ R αβ ; because of the averaging of indirect correlations over all the distances r ജ R αβ , this term is small and can be neglected. The term Ẽ αβ (r) can be neglected at small distances r Ͻ R αβ where the direct interactions of two residues is strong.
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Thus, one can estimate ε αβ (r) as
In Equation 9, the ratio of probabilities w(r)/w 0 (ജR αβ ) is approximated by the ratio of the total number of all the remote residue pairs found at a distance r to the total number of all the residue pairs at all the distances r ജ R αβ [sums are taken over all 20(20 ϩ 1)/2 ϭ 210 different residue pairs; the pairs αβ, where α Ͻ β, are taken into account in βα pairs]. Equations 8 and 9 show that the value of ε αβ does not change with simultaneous multiplication of all the N αβ (r) terms by a function depending on r (when r ഛ R αβ ), but not on α and β. This once again shows that the above definition of ε αβ (r) counts the interaction energy from the interaction energy ε 0 (r) for some 'average' residue pair, and the function ε 0 (r) cannot be found from protein statistics directly. Actually, ε 0 (r) can be adjusted by threading tests, but in this study we did not do this since the simplest assumption that 0, when r Ͼ R min
where R min is an adjustable radius (R min ™ 2.5-3.0 Å, see below) works well enough.
To calculate potentials using Equations 8 and 9, one needs to determine the threshold distances R αβ . We used the estimate
where R α Ј ϭ R α ϩ δ/2 and R β Ј ϭ R β ϩ δ/2 are 'effective' radii of residues α and β, respectively. For a 'covalent' residue radius, R α , we simply took the maximum (over all residues of a given type α in a database) distance between the C α (or C β ) atom and any other heavy atoms of the residue. To convert a 'covalent radius' R into something like the van der Waals radius RЈ of a residue, we add (δ/2) ™ 1.4 Å.
Short-range interactions depending on distance between residues
In this study, short-range interactions are defined as those between residues occupying positions i, i ϩ 2; i, i ϩ 3; i, i ϩ 4 along a chain. This corresponds to s 0 ϭ 4 (see Figure 1a ). To estimate these interactions, we neglect the unimportant distance-independent term lnA and also the energy of indirect interactions, Ẽ s αβ (r) (which is of a secondary importance since the residues close in a chain are also close in space) in Equation 3, and approximate the probability of finding a pair i, i ϩ s at a given distance r by the ratio of the total number of all i, i ϩ s residues pairs found at a distance r, to the total number of i, i ϩ s residue pairs found at all the distances. Thus, for s ϭ 2,3,4 we have
and et al. (1990) at a resolution interval of 2 Å. b,c C β -and C α -based potentials derived in this work at a resolution of 2 Å.
d Average position is defined as the geometrical mean:
where P i is the position of a protein i and N is the number of proteins. 
(compare with our definition given by Equation 9); the value R* ϭ max {R αβ } (R* ϭ 18 and 15 Å for C α -and {αβ} C β -based potentials respectively). b Short-range 'direct' terms correspond to the interactions shown in Figure 1a . c Short-range 'bending' terms correspond to the interactions in Figure 1b .
For short-range interactions we distinguish between pairs αβ and βα.
Short-range interactions depending on chain bending
The distance between two residues in positions i, i ϩ s also depends on residues which occupy intervening positions (see Figure 1b) ; these residues determine the local chain stiffness.
To take into account these interactions, we follow the above approach and introduce two 'bending-energy' terms:
and
Here Ñ (2) α (r) is the number of pairs i, i ϩ 2 with a distance r between i and i ϩ 2 residues and the residue α in the i ϩ 1 position; Ñ (3) αβ (r) is the number of i, i ϩ 3 pairs with a distance r between i and i ϩ 3 residues and residues α in i ϩ 1 and β in i ϩ 2 positions (see Figure 1b) .
Sparse statistics
Above, all the potentials were obtained from equations having the general form
where x ϭ α for the u a potential and x ϭ αβ pair for all other ε αβ and u αβ potentials, while N x (r) and N* x (r) are the observed and expected number of residue pairs, respectively (see Equations 8 and 13). Equation 20 is not applicable for the cases of sparse statistics when one or both of the distributions, N x (r) and N* x (r), are equal to zero. In these cases we define potentials as follows:
Equation 21 is obvious: in this way, we forbid inter-residue distances which, for any physical reason, are not observed in any protein structures (see above).
Equation 22 is rather arbitrary; we use it to obtain some kind of high energy and, simultaneously, to avoid an infinity which can be caused by sparse statistics, rather than the physical impossibility of particles at a distance r from each other.
The energy of a chain conformation is the sum of all the individual terms described above.
Statistical errors in potential estimates
The accuracy of phenomenological potentials depends on the size of the database used for their derivation. It is important for applications to have an estimate of the statistical error arising from the finite size of the database.
Such an estimate can be easily made in the following way: let us divide a database of protein structures into two approximately equal sub-databases, A and B, and let us derive two corresponding sets of potentials, namely sets A and B. Because of statistical fluctuations, potentials A and B will be slightly different. One can estimate an amplitude of statistical error for a potential ε x (r) as
where ε A x and ε B x are potentials corresponding to the databases A and B, respectively.
In the case of sparse statistics, when N A x (r) ϭ 0 and/or N B x (r) ϭ 0, the values of RT c N x *A (r)/2 and/or RT c N x *B (r)/2 are added to the value of ∆ε x .
Threading test for potentials
The accuracy of potentials is estimated using the threading test suggested by Hendlich et al. (1990) . In this test, the energy of the native structure is compared with energies of alternative structures obtained by threading the native sequence through all possible structural conformations provided by backbones of a set of proteins. No gaps or insertions are allowed, thus a chain of N residues length can be threaded through a host 50A and 50B correspond to the 50 proteins of sets A and B respectively, which were used in threading (Table I) .
c,d
107A and 107B correspond to the 107 proteins of sets A and B, respectively, which were used as sources of structures in threading and as datasets for extracting of potentials.
e Average position is defined as in Table III ; T, LR, SR correspond to the total energy and energy of long-and short-range interactions, respectively. f Energy gap is the difference between the lowest energy of alternative structures and the energy of the native structures.
g Z-score is defined as (E av -E nat /σ, where E av is an average threading energy, E nat is the native structure energy and σ is the standard deviation of threading energies. Table III ).
f The values in bold summarize the results presented in Table VII. protein molecule of M residues length in M Ϫ N ϩ 1 different ways. Since glycine residues have no C β atoms (which are necessary for threading with C β atom-based potentials), we constructed virtual C β atoms for all glycine residues of the threading database. For a strict test one needs two sets of proteins: one for derivation of potentials and another for threading. Hendlich et al. (1990) used a simplified testing procedure. From the entire set of 101 proteins they chose 65 protein chains of less than 200 residues. For each of these 65 proteins, the remaining 100 proteins were used both for deriving potentials and as a source of alternative structures in threading. For comparison of our potentials with those used in their work, we used this way of testing.
However, to avoid possible systematic error, which could be caused by using the same protein structures for derivation of potentials and in threading, we also performed a more correct test. We took two independent data sets, A and B, one for deriving potentials and another for threading. In these tests we used a database of 214 non-homologous proteins (see Table I ) of resolution better than 2.5 Å and with no structural defects (chain gaps, significant distortions of bond lengths, absent atoms), chosen from the list of 331 no-or low-homology proteins provided by Hobohm et al. (1992) .
This database of 214 proteins was also used for extracting the maximum 'covalent' radii of the residues (see Equation  10 and Table II) .
Results and discussion
In order to study the accuracy of our potentials, we first repeated the test done by Hendlich et al. (1990) with our energy functions. These have been derived for the force centers positioned both at C α and at C β atoms (for glycines having no C β atom, the force center is always positioned in the C α atom). The potentials were derived at a resolution of 2 Å as in Hendlich et al. (1990) .
Positions of the native conformations in the energy-sorted list for the 65 proteins obtained with different potentials are given in Table III. One can see from Hendlich et al. (1990) . To analyse the contribution of different energy terms in the recognition of protein structure, in Table IV we compare the averaged positions of the 65 native structures given separately by each of the energy terms. For long-range (LR) energy terms where the reference ('zero energy') state is important, we compute the results for two definitions of the reference state: one is given by Equation 9 in this work and the other (see footnote to Table IV) is that used by Sippl (1990) and Hendlich et al. (1990) .
The results in Table IV show that long-range energies derived using the reference state of Equation 9 are significantly more accurate than those derived using the reference state of Hendlich et al. (1990) .
One can also see that for both C α -and C β -based potentials the main contribution to protein structure recognition arises primarily from long-range interactions and bending energy. The C β -based distance-dependent potentials are more accurate than the C α -based potentials because they approximate better the relative positions of side chains; the bending energy is more accurate for C α -based potentials (Kocher et al., 1994) because the positions of C α atoms can more accurately approximate the chain bending.
As bending energy terms are more effective using the C α atoms, in the following tests we used a combination of potentials (Kocher et al., 1994) : C β atom-based long-range and 'direct' short-range interactions with C α -based bending energies (below we refer to these as 'C β potentials').
The database used by Hendlich et al. (1990) is relatively small, so it is of interest to see what results one obtains using a larger database. For this purpose, 214 proteins (see Table I ) were selected from the low-homology protein list of Hobohm et al. (1992) . However, before repeating the threading tests on the new database, we tried to estimate how the limited size of a database influences the accuracy of the potentials. There are two sources of errors: random errors, coming from poor statistics, and systematic error, which arises when the same protein set is used both for derivation of potentials and for the threading test. Random errors necessitate optimization of the size of the resolution interval ∆ in order to obtain the most accurate potentials: a wider interval will resolve less detail of the potential, a narrower interval will have poorer statistics, and therefore larger random errors (to estimate the values of these errors, see the corresponding section in Methods).
To reduce the probability of systematic error and also to validate using the same set of protein structures both for the derivation of potentials and for the threading test, we carried out the following experiment. The database of 214 proteins was divided into two subsets, A and B, of 107 proteins each. The potentials derived from set A were used to thread proteins of set A and, separately, of set B, and the proteins of both sets A and B were tested with the potentials derived from set B. For threading we chose 50 proteins of residue length 60-205 from each of sets A and B. Averaged characteristics of the native structure positional rank obtained in these tests are given in Table V . (Table I ) at a resolution of 1 Å. Inaccuracies of potentials caused by limited statistics are shown by thin error bars; the estimates were obtained using Equation 23. Errors of amplitude less than 0.05RT c are not shown. Long-range potentials are infinitely high at r ഛ R min ϭ 3.0 Å for C α -based potentials and r ഛ R min ϭ 2.5 Å for C β -based potentials. The dots show that part of the potential which is taken as zero at r ജ R α ϩ R β .
One can see that the averaged characteristics obtained in the 'cross' tests and in the 'direct' tests are close to each other for both C α -and C β -based potentials. Some of the observed differences could be caused by statistical fluctuations in the databases rather than by significant systematic deviations between potentials derived from the 'self' and 'other' databases.
These results enabled us to do more complete testing on the total set of 214 proteins, using them as in Hendlich et al. (1990) for both derivation of potentials and for threading.
A typical example of the energy distribution for the ferre-873 doxin molecule (2fd2) in this threading experiment is shown in Figure 2 . The results of these experiments, threading 100 proteins chains, are given in Tables VI and VII.  Table VI shows how accuracy of the potentials depends on the size of the resolution interval. This table shows that measures such as (i) average ranking, (ii) average energy gap and (iii) average relative deviation of the native structure energy from the mean energy of alternative structures (Z-score; see the definition in Table V) are optimal in an interval of 1.0 Å for both C α -and C β -based potentials. One can see that short-range potentials are more sensitive to resolution than long-range potentials, but their contribution to the overall accuracy at the optimal resolution is not worse than that of long-range potentials. Plots of typical potentials derived from the data set of 214 proteins at a resolution of 1 Å are given in Figures 3-5 .
One can note a significant difference between long-range ( Figure 3 ) and short-range (Figures 4 and 5) potentials. Longrange potentials change relatively smoothly with distance and, in essence, have one energy minimum for attractive (usually hydrophobic) residue pairs and no minimum for repelling pairs; the C β potentials look 'sharper' than C α potentials.
Short-range potentials are characterized by more abrupt changes; they can have more than one local minimum, separated by barriers. Also, it is worth noting that because of the hard-core inter-atom repulsion, both long-range and shortrange potential wells are bounded at R min ϭ 2.5 Å for C β -875 based potentials and 3 Å for C α -based potentials; a prohibition against chain breaking additionally restricts short-range potentials at long distances.
The statistical error estimates, calculated using Equation 23 with the potential sets A and B, are shown in Figures 3-5 by the corresponding error bars.
One can see differences in the amplitudes of the statistical errors, which are moderate for long-range interactions and vary significantly for short-range interactions. Thus, one can expect an improvement in the accuracy of short-range potentials with an increase in the size of the protein database.
The detailed results of the threading experiment for 100 proteins with C α -and C β -based potentials, derived at a resolution interval of 1.0 Å, are given in Table VII . The potentials successfully recognize the native structure: 92 proteins for C α -based potentials and 98 proteins for C β -based potentials were evaluated with the lowest energy for their native structures.
Since all of the above energy estimates were made with approximate energy functions, there is always a chance of finding a structure with lower energy than a given native one considering more extensive ensembles of structures.
Table VII shows large energy gaps between the native and competing folds for almost all the protein chains tested. However, these gaps depend on the number of alternatives tested. Since the energies of alternative structures have virtually a Gaussian distribution (Figure 2) , one can estimate the probability of finding a structure with energy less than a given native one as
where Z is a Z-score (see Table V ). Thus, to find an energy lower than the energy of a given native structure, one needs to look through N Z random structures:
Having Z-score values obtained for C α and C β potentials and assuming that structures obtained in threading give representative ensembles of misfolded protein-like structures, we found N Z values for each of the 100 proteins tested. The geometric averaging over N Z values gives ϽN Z Ͼ ™ 3ϫ10 7 for C α potentials and ϽN Z Ͼ ™ 3ϫ10 10 for C β potentials. Given an average chain length of 134 residues, these numbers show that one can predict a protein fold only if the average number of possible backbone conformations per residue does not exceed 10 10.5/134 ϭ 1.2. For globular folds where backbone conformations are not independent, this crucial number is not yet known (for a coil, where backbone conformations are independent, there are at least three conformations per residue: α R , α L and β). Since the backbone conformations used for threading represent only a portion of the globular folds and since they are not necessarily compact, the above estimates indicate that our potentials are adequate for recognition of the native fold within some restricted set of folds, rather than for distinguishing the native fold from of all possible folds.
Conclusion
We have developed a consistent approach to derive phenomenological energy functions using the previously established theory of Boltzman-like statistics of protein structure.
We have tested the approach by deriving potentials using the positions of C α and C β atoms. The energy function includes both long-range interactions between residues which are remote along a chain and short-range interactions between chain neighbors. The distance dependence of the energy functions is approximated by a piecewise constant function defined on intervals of equal size. The size of this interval (~1 Å) is optimized to preserve as much detail as possible without introducing excessive error due to limited statistics.
Our studies show that long-and short-range interactions are equally important in protein structure recognition. Since statistics for the short-range interactions are poorer than those for the long-range interactions, short-range interactions become a 'bottle-neck' for the improvement of potential function accuracy.
In estimating the role of simplified pairwise potentials for the protein folding problem, one should not presume to explain 876 with them all of the details of protein structure. However, these potentials can be useful for efficient discrimination of the tiny fraction of most favorable conformations from the vast majority of the other conformations.
