Abstract-This paper proposes a bio-inspired visual motion estimation algorithm based on motion energy, along with its compact very-large-scale integration (VLSI) architecture using low-cost embedded systems. The algorithm mimics motion perception functions of retina, V1, and MT neurons in a primate visual system. It involves operations of ternary edge extraction, spatiotemporal filtering, motion energy extraction, and velocity integration. Moreover, we propose the concept of confidence map to indicate the reliability of estimation results on each probing location. Our algorithm involves only additions and multiplications during runtime, which is suitable for lowcost hardware implementation. The proposed VLSI architecture employs multiple (frame, pixel, and operation) levels of pipeline and massively parallel processing arrays to boost the system performance. The array unit circuits are optimized to minimize hardware resource consumption. We have prototyped the proposed architecture on a low-cost field-programmable gate array platform (Zynq 7020) running at 53-MHz clock frequency. It achieved 30-frame/s real-time performance for velocity estimation on 160 × 120 probing locations. A comprehensive evaluation experiment showed that the estimated velocity by our prototype has relatively small errors (average endpoint error < 0.5 pixel and angular error < 10°) for most motion cases.
I. INTRODUCTION
R EAL-TIME visual motion velocity estimation serves as the foundation of many computer vision applications such as object tracking [1] , collision prediction [2] , [3] , depth extraction [4] , scene analysis [5] , action recognition [6] , video compression [7] , and retrieval [8] , as well as some important biomedical applications [9] , [10] . A variety of algorithms have been proposed for motion estimation, including block matching [11] , Horn-Schunck method [12] , Lucas-Kanade method [13] , and phase-based method [14] , [15] , among others. Most of these methods are essentially based on the spatial coherence of pixel or local patch brightness and contrast during motion [16] - [19] . Recently, bio-inspired algorithms based on motion energy model [20] - [22] have gained an increasing attention. The motion energy-based algorithms are inspired by the motion perception mechanism in primate visual system. These algorithms provide good robustness against noise [20] and easy portability to other bio-inspired visual processing modalities, such as collision estimation, in an integrated framework [23] . The motion energy concept was first introduced in [20] . From then on, many computational motion energy models have been proposed from visual system modeling perspective [20] , [24] - [27] . They commonly divide the motion estimation task into two stages, roughly corresponding to V1 and MT neurons in primate visual cortex. The first stage filters the image sequence with a set of spatiotemporal filters tuned to different spatiotemporal frequencies. The results on each probing location are regarded as a motion energy distribution in spatiotemporal frequency space for that location. The second stage then integrates the motion energy distribution into velocity information for each probing location. These existing models differ from each other mostly by how they compute the motion energy distribution and integrate such distribution into velocity. Moreover, the model proposed in [28] adds a retina-like stage before spatiotemporal filtering. It enables the original 2D velocity estimation to be decomposed into independent estimations of two orthogonal 1D velocity components, thereby significantly reducing computational overhead.
At the same time, various software and very-large-scale integration (VLSI) hardware prototypes based on those motion energy models have been implemented [23] - [34] . In [23] , a software approach utilized the estimated velocities to evaluate time to collision for obstacle avoidance. To achieve real-time performance, 14 general-purpose computers were employed with 100-Mb/s Ethernet links. Its huge system volume and cost forbid it to be employed in real applications. Another software implementation computed motion energy features and directly used them to track pedestrians without explicit velocity integration [29] . The implementation achieved 25 frames/s as the application required only motion energy computation in small tracked regions. A similar work was done in [30] , yet without any information on its real-time performance. On the other hand, some VLSI implementations based on analog application-specific chips were proposed [28] , [31] - [33] . In these systems, multiple chips were required to compute the motion energy, and a general-purpose computer was used for velocity integration. Their high system cost and power consumption are not suitable for embedded applications. Recently, a few digital VLSI prototypes based on field-programmable gate array (FPGA) platforms have been proposed [34] , [35] . They provide lower cost, higher precision, and higher flexibility compared with software implementations and analog chips. In [34] , the extracted motion energy features are only for object tracking without explicit velocity integration, the same as the implementations in [29] and [30] . The other one in [35] partially improves the model in [28] . However, it still involves complicated operations such as division, and consumes most resource of Xilinx Virtex-6 on ML605 evaluation board.
In this paper, we have the following contributions in developing bio-inspired motion estimation for low-cost embedded system. 1) At the model/algorithm level, we first elaborate the principle of motion energy-based motion estimation, in a more concise and intuitive way than previous literatures. Then we propose a hardware-friendly motion estimation algorithm based on motion energy. Our algorithm combines two important ideas from previous works: decomposing the 2D velocity estimation into two 1D velocity components in [28] and [35] and integrating the motion energy distribution into final velocity by weighted voting [24] . In addition, our contribution also includes an enhancing method mimicking ON and OFF ganglion cells on primate retina, a simple form of velocity voting weights for 1D velocity integration, as well as a confidence map to indicate the reliability of estimation results. 2) At the hardware level, we propose a compact digital VLSI architecture to run our algorithm. To accelerate processing speed to achieve real-time performance, we employ multiple levels (frame, pixel, and operation levels) of pipeline, as well as massively parallel processing arrays. To reduce hardware resource consumption, the circuit structures of those array units are carefully designed and optimized. In particular, we reduce the amount of multipliers from 492 to 147 without any change to our original algorithm. A prototype of our VLSI architecture is implemented on a low-cost FPGA platform (Zedboard Zynq-7020), achieving 30-frame/s velocity estimation on a 160 × 120 grid of probing locations. 3) We conducted comprehensive evaluation experiments using benchmark images from real world to show that the performance of our hardware system is comparable with many other visual motion (optical flow) estimation algorithms running on PC or on various hardware platforms, including the well-known Lucas-Kanade method.
The rest of this paper proceeds as follows. In Section II, we propose our bio-inspired motion estimation algorithm. The compact digital VLSI architecture with its pipeline schemes and parallel array circuit structures is presented in Section III. In Section IV, an FPGA prototype of our VLSI architecture is implemented and evaluated. We will discuss some issues with the proposed system, and compare our work with previous work in this section. Finally, Section V concludes this paper.
II. MOTION ESTIMATION ALGORITHM

A. Algorithm Principle
In primate visual systems, the motion velocity is derived from spatiotemporal responses [36] . This principle is employed in the proposed algorithm. To understand the concept, consider a spatial sine wave with spatial frequency
where A and ϕ represent the amplitude and initial phase of the sine wave, respectively. The signal I for a given location (x 0 , y 0 ) on the image plane is given by
This can be regarded as a temporal sine wave at that location, with a temporal frequency t = − x v x − y v y , or
Apparently, two variables v x and v y cannot be solved given a single set of spatial and temporal frequencies. In reality, motion image sequences usually contain multiple spatiotemporal frequency components ( xi , yi , ti ), i = 1, 2, . . . , n, around the location (x 0 , y 0 ). Those components can be extracted and represented by a phase-invariant format called motion energy [22] . For a given velocity (v x , v y ) at one location, (1c) indicates that all motion energies should lie exactly on the plane orthogonal to the vector (v x , v y , 1) in the x -y -t space of that location. But due to image discretization in space-time and other noises, the motion energy is usually distributed around that plane, as shown in Fig. 1(a) . Thus, velocity estimation can be regarded as fitting such distribution into an optimal (v x , v y , 1) plane. The fitting computation is called velocity integration in this paper.
In real applications, the motion energy distribution is sampled at discrete spatial and temporal frequency points. Suppose N s , N s , and N t points are needed for x , y , and t , respectively, calculating motion energy distribution in the 3D
x -y -t space is computationally intensive with O(N 2 s N t ) complexity. However, the optimal (v x , v y , 1) plane can be uniquely represented by its intersection lines with the x -t and y -t planes, as shown in Fig. 1(b) . Since the two intersection lines can be independently characterized by v x and v y , respectively, we need to fit only two straight lines to the motion energy distributions on those 2D planes, to solve v x and v y , separately. Thus, the computation complexity is O (2N s N t ) , as shown in Fig. 1(c) . Since it always holds that N s>2 , the computational complexity is reduced. The more important reason to decompose 2D motion estimation into two 1D estimations is that much computational resource can be saved for low-cost hardware implementation, as will be illustrated in Section III-D.
The whole flow of our proposed bio-inspired motion estimation algorithm is shown in Fig. 2 , with different processing stages corresponding to different stages in primate visual system. The algorithm details will be disclosed in the following sections, followed by discussion on the correspondence between these stages and their counterparts in primate visual systems.
B. Preprocessing
This stage includes image rescaling and spatiotemporal frequency extension, by means of antialiasing subsample operation and edge extraction. The 2:1 antialiasing subsample operation is optional and can be cascaded. It aims to rescale the original image to a manageable size, thus providing tradeoff between estimation density (i.e., the number of probing locations for velocity estimation) and processing performance. For low-cost embedded systems, we choose a sampling grid of 160 × 120. Each subsample step uses the same Gaussian filter to remove higher spatial frequencies, and then picks out corresponding pixels to form a 2:1 subsampled image. Next, a Laplacian of Gaussian (LoG) filter followed by ternarization operation with thresholds ±TH t transforms the original image to an edge image quantized into three levels of intensity (i.e., 1, 0, and −1). Effectively, this processing extends the spatiotemporal frequency band to ensure sufficient motion energy distributed on the x -t and y -t planes. The ternarization operation mimics retina ON-OFF cells and cancels out spatial dc components (i.e., x = y = 0) that may cause ambiguous results on static regions (i.e., t = 0), according to (1c). As the Gaussian and LoG filters are used for their qualitative functions, their specific coefficients need not be quantitatively precise. Therefore, we choose the coefficients to be powers of two for ease of hardware computation, as shown in Fig. 2 .
C. Spatiotemporal Filtering
This stage computes the motion energy distribution on the x -t and y -t planes by spatiotemporally filtering the ternary edge image. Although the filters are common Gabor filters as popularly used in many other works and the motion energy is computed in the way proposed in [20] , we still exhibit their details in our work for self-containing. Based on these details, we further explore the filter symmetry to reduce computational overhead. Here we explain only the computation on the x -t plane, as on the y -t plane, it is similar. Suppose we expect to sample motion energy units on the x -t plane at these spatiotemporal frequencies:
. . , n. The first step is temporal filtering, where one temporal frequency t j corresponds to two 1D Gabor filters with orthogonal phases Even phase: Ga e (t, t j ) = G t, 2π
where G(t, 2π
Gaussian kernel centered at t = 0, with a standard deviation of 2π −1 t j and an extension of E t frames (i.e., the filter length is 2E t + 1). However, for real-time causality, the filter has to be delayed by E t frames when all required sequence frames are ready. In other words, we have to convolve the image sequence with Ga e(o) (t − E t , t j ) rather than Ga e(o) (t, t j ). Next, as explained earlier in Section II-A, we need to compute the motion energy distribution on the x -t plane where y = 0. To extract the frequency component with y = 0, a 1D low-pass filtering along the y-axis is needed to perform on the 2n temporally filtered images. To realize such low-pass filtering, we choose a 1D averaging filter with a spatial length of (2E s +1) pixels along the y-axis. This filter simply sums up all pixel intensities covered by it. After that, each one of those filtered images is passed through another set of 2m 1D spatial Gabor filters along the x-axis. Likewise, one spatial frequency xi corresponds to two filters Ga e(o) (x, xi ) similar to (2), but with 1D spatial Gaussian kernel G(x, 2π −1 xi , E s ) along the x-axis. As a result, 2m× 2n spatiotemporally filtered images are produced.
Finally, the phase-invariant motion energy units on each probing location for each spatiotemporal frequency ( x , t ) are extracted as
where I (·) is the spatiotemporally filtered image intensity on that location. Its subscripts indicate whether its spatial and temporal Gabor filters are even (e) or odd (o) phased. The spatiotemporal coordinates (x, y, t) in ME(·) and I (·) are omitted for clarity. From the symmetry property of 1D Gabor filters, we have
Thus, we need to compute only I (·) for x > 0 and For nonnegative x and t , we have x , t ≤ 0.5 × 2π = π, according to the Nyquist Law. However, our experiment suggests that it is better to further lower the maximum x and t for a larger margin against frequency aliasing. We choose the parameters of x(y) , t , E s , and E t as listed in Table I for spatiotemporal filters. The values of E s and E t in Table I are chosen to keep the filter size at an acceptable level while not chopping those filters too much. The parameter configuration will be further discussed in Section IV.
D. Velocity Integration
In this stage, a 1D velocity voting is performed to integrate the motion energy distribution into velocity information. We propose a simple form of voting weights for 1D velocity integration. Our method works in identical way for both v x and v y . It requires a dense sampling v i , i = 1, 2, . . . , l, between ±v max , where ±v max defines allowed velocity range in our algorithm. For each pixel, its motion energy units with different spatiotemporal frequencies ( x(y) , t ) vote for each v i by different weights
where δ is an empirical parameter, and its optimal value may vary for different configurations of temporal filter set. For simplicity, we set it to 0.2π throughout this paper. The weight reflects the approximate Gaussian distribution of motion energy around the line indicated by v i on the x(y) -t plane, as mentioned in Section II-A. Moreover, as indicated by (5) and (6), ME(− x(y) , ± t ) and ME( x(y) , ∓ t ) have equal votes, so we can use only the motion energy units with
x(y) > 0. This converts (6) into a unified format involving only nonnegative parameters (i.e., x(y) , | t |, and |v i |) for computation
Finally, a winner-take-all (WTA) operation is performed on each probing location. The v i with maximum voting score from all motion energy units on one location is regarded as its estimated velocity v x(y) . Although the sampling interval of v i inevitably introduces some estimation error, it will not dominate overall errors if sampled densely enough, according to our experimental results. Table I lists our velocity samples.
In our algorithm, the spatiotemporal filter coefficients in (2) and velocity voting weights in (7) do not change during runtime. They can be statically determined beforehand. Therefore, the runtime performance will not be affected by the complexity in computing these coefficients and weights.
E. Confidence Map
The estimated velocity in a texture-less region may be inaccurate and unreliable. To tackle this problem, we propose a confidence map that is generated from the local spatiotemporal texture abundance. For each probing location, the absolute pixel intensities within its (2E s + 1) × (2E s + 1) spatial neighborhood over the latest (2E t + 1) ternary image frames are summed up, and then thresholded by TH s to generate a flag on corresponding location in the confidence map. The flag determines if the estimated velocity is reliable or not on that location. The usage of the confidence map can assist further processing based on the estimated velocity information, as will be discussed in Section IV.
F. Bio-Inspired Features
The major stages in our algorithm can find their counterparts in primate visual system for motion speed estimation. There are at least three types of neurons that play critical roles in motion perception in the primate visual system: the ON-OFF ganglion cells in the retina, the simple/complex neurons in the primary cortex V1, and MT neurons in higher level cortex. The ON-OFF cells can be excited by image edges and temporal light changes. For spatially and temporally constant stimuli, these ON/OFF cells do not respond. This attribute is crucial for biological visual systems to achieve a wide dynamic range. From information processing point of view, coding changes is more effective [37] . In the primary visual cortex V1, many simple/complex neurons are tuned to different spatial/temporal frequencies. Each V1 neuron gives maximum responses to its particular frequency. The output signals of V1 neurons are regarded to have the motion velocity information coded [38] . The MT neurons finally decode the velocity speed and direction by combining the V1 neuron output signals [38] .
In our proposed bio-inspired algorithm and VLSI system as shown in Fig. 2 , the LoG filtering followed by ternarization works in a similar way as the ON-OFF ganglion cells in retina. As a result, the ternarization outcome to positive edges and negative edges is equivalent to the responses of ON-OFF cells. Realized by Gaussian-enveloped Gabor kernel corresponding to a particular frequency, each spatial or temporal filter in our algorithm mimics one spatial or temporal frequency tuned V1 neuron in the primary cortex. The outputs of both the biologic visual system and the electronic system are array of responses to frequencies of the visual stimuli. The responses of spatiotemporal filtering represented by motion energies in the electronic system are summed up at the velocity integration stage to generate the final motion estimation. This integration computation realized by velocity voting is essentially the same as how the MT neurons combine the afferent signals from V1 neurons [50] . Fig. 2 shows how afferent signals are summed up.
III. VLSI ARCHITECTURE
A. System Overview
The block diagram of the proposed digital VLSI architecture for bio-inspired visual motion estimation is shown in Fig. 3 . It includes optionally cascaded Gaussian filters with 2:1 subsample function, an LoG filter with ternarization function, a velocity estimation block, a sequencer, a parameter register bank, and some memory buffers. The velocity estimation block contains four massively parallel processing arrays, a WTA unit, and a confidence flag generator. When a new image frame arrives, the Gaussian filters produce a rescaled image and store it into the buffer. Then the LoG filter reads the rescaled image and produces a new frame of ternary image to update the ternary image buffer containing the most recent (2E t + 1) frames of ternary images. Then the velocity estimation block estimates pixel velocities from the ternary images. For each probing location, its neighboring pixels in the ternary images are processed by the temporal and spatial Gabor filter arrays. Next, the motion energy units are extracted from the filtered results by motion energy extractor array, and are used in velocity voter array for velocity voting. Finally, the WTA component decides the winning velocity, and stores it along with the confidence flag into the output buffer. The sequencer controls the overall system operations, and the parameter register bank assigns filter coefficients and voting weights.
Once v x and v y are estimated, the velocity estimation block moves to the next probing location, and repeats the operations described above.
To realize real-time performance, we propose multiple levels of pipeline for the system. This makes full utilization of the parallel arrays and other processing components, as will be discussed in Section III-B. Moreover, all the array units are running in parallel to reduce processing time. Each unit in one array has identical circuit structure and operates under the same control signals, but with different data. The circuit structures of array units are optimized to minimize hardware consumption, as will be revealed in Sections III-C and III-D. The parameter register bank is programmable, so as to allow different filters and voting rules if needed.
B. Multiple Levels of Pipeline
In this architecture, we propose three levels of pipeline as follows to improve the system performance.
1) Frame-Level Pipeline: This pipeline contains three stages and enables our system to handle three image frames concurrently, as shown in Fig. 4(a) . At one point of time, the external image sensor is capturing a new frame, and the Gaussian filter is producing subsampled pixels simultaneously in an on-the-fly fashion (i.e., once new pixel data are received from the image sensor that serially sends out pixel data, the Gaussian filter just processes it and produces corresponding result, in a matched rate with the image sensor). At the same time, the velocity estimation block is processing Fig. 11 . Evaluation system for the FPGA-based prototype of our proposed bio-inspired motion estimation VLSI architecture.
the last frame to compute velocities on each pixel location, while the velocity results of the second last frame are being outputted or under further processing. With such pipeline scheme, the processing time of velocity computation results' outputs (with optional further processing) are hidden behind the image sensor frame time, as the three tasks can be simultaneously performed for different frames. Therefore, the overall system performance is improved.
2) Pixel-Level Pipeline: To actually realize the above frame-level pipeline, one critical constraint is that the total processing time of LoG filter and velocity estimation block must be less than the image sensor frame period. To reduce the processing time of velocity estimation block, we propose a pixel-level pipeline, as shown in Fig. 4(b) . The processing arrays and other components in the block are divided into three stages in the pipeline. Such a pipeline scheme supports processing two pixels for horizontal and vertical directions concurrently. At one point of time, the temporal Gabor filter array is processing the current pixel location to produce temporally filtered results for both horizontal (x) and vertical (y) directions, while the spatial Gabor filter array is operating on the horizontal results in an on-the-fly fashion as mentioned above. At the same time, the velocity voter array is voting for vertical velocity on previous pixel, while the WTA component is deciding horizontal velocity on the previous pixel. The motion energy extractor array works in serial with the spatial Gabor filter array to reduce scheduling complexity. This is feasible as each motion energy extractor involves only a few simple operations [see (3) ] and consumes much less processing time compared with that of spatial Gabor filtering.
3) Operation-Level Pipeline: This pipeline scheme exists inside some filters to accelerate the filtering operations. Its implementation will be described with the filter circuit structures in the following section. Fig. 5 shows the circuit structure of the Gaussian filter. It employs a snake buffer of registers to realize on-the-fly filtering [34] . We propose a two-stage operation-level pipeline to speed up the Gaussian filtering. The 2:1 subsample is achieved via lowest bits of row and column indices. As all filter coefficients are integer powers of two (Fig. 2) , we use logic-free (only with wire connections) bit shifters rather than expensive multipliers to implement required multiplication operations, as demonstrated in Fig. 5 . This further improves processing speed and saves hardware resource. The LoG filter has a similar circuit structure with a larger snake buffer and logic-free bit shifters for multiplication (×12 is decomposed into ×4 and ×8). Its difference from the Gaussian filter is that it has no subsample, and appends a comparator stage for ternarization to its operation-level pipeline. Fig. 6 shows the circuit structure of temporal Gabor filter array unit. It contains (2E s + 1) × (2E s + 1) patch buffer registers, a horizontal bank of (2E s + 1) registers, a vertical bank of (2E s + 1) registers, and a kernel filter. The kernel filter carries out the temporal filtering and employs a two-stage operation-level pipeline to improve filtering speed. Based on ternary data characteristics, we propose a pseudomultiplier that is essentially a simple multiplexer for the required multiplication operations, as shown in Fig. 6 . Thus, a lot of hardware resource on building true multipliers is saved.
C. Circuit Design
The Gabor filter array unit works in a column-by-column fashion as follows. The patch buffer holds temporally filtered results of pixels within of a spatial neighborhood of a fixed size (2E s +1) × (2E s +1). We denote the center position of the current neighborhood by (x * , y * ). Each horizontal and vertical bank register holds data sum of corresponding patch buffer column and row (i.e., 1D averaging filtered results as explained in Section II-C) for later spatial Gabor filtering, as shown in Fig. 7(a) . Then the center of the spatial neighborhood moves to the next column (x * +1, y * ). Thus, the register data in patch buffer, horizontal bank, and vertical bank have to be updated to the new neighborhood. To achieve this purpose, first, the horizontal bank is shifted to the left by one register with the bank's rightmost register data cleared, as the green arrows indicate in Fig. 7(b) . Next, the ternary pixels at (x n+1 , y 0 ) = (x * + E s + 1, y * − E s ) of the latest (2E t + 1) frames, along with filter coefficients, are sent to the kernel filter. The result is shifted into the first patch buffer row, and also accumulated to the rightmost register of the horizontal bank and the vertical bank register in the first row. Meanwhile, the data in the leftmost register in the patch buffer row are subtracted from the vertical bank register in the corresponding row, as indicated by the red arrows in Fig. 7(c) . All the operations in Fig. 7(c) are simultaneously performed in one clock cycle. By far, the register data of the first row in the patch buffer and the vertical bank have finished updating. This procedure repeats serially on each of the remaining 2E s rows from top to down, until arriving to the bottom row, as shown in Fig. 7(d) and (e) (the updating from the third row to the second last row is omitted). At this point of time, the data in the rightmost horizontal bank register have also finished its updating. When the unit has finished scanning all the pixels in one row as its center position, it moves on to the next row and the procedure repeats. When the center position is near image border, those patch buffer registers corresponding to pixels outside the image border will be automatically set to zero.
The unit circuit structures of the other three parallel arrays are simply based on multiply accumulator (MAC). In particular, one spatial Gabor filter unit is just a MAC, as shown in Fig. 8(a) . It takes (2E s + 1) clock cycles to process the data from the horizontal or vertical bank in one temporal Gabor filter unit. In the motion energy extractor unit in Fig. 8(b) , the computations of two motion energy units of symmetrical temporal frequencies (i.e., two frequencies with the same absolute value but opposite signs) share a single MAC in a time-multiplexing fashion. In addition, we employ a short-word multiplier in MAC to complete required longword multiplication in four clock cycles. Such a multicycle multiplication technique reduces multiplier resource, but increases its processing time from two to eight clock cycles for each pixel. But such an increase will not degrade system performance as it is relatively small to be masked by the processing time of temporal Gabor filtering, due to the pixellevel pipeline scheme as shown in Fig. 4(b) . The velocity voter unit in Fig. 8(c) contains two MACs for two voting channels: motion energy of positive temporal frequency corresponds to negative velocity, and vice versa [see (7)]. Again, we use the multicycle multiplication technique to complete one longword multiplication in two clock cycles. Thus, the unit takes 2×(# of motion energy extractor units) clock cycles to finish voting. Fig. 9 shows the confidence flag generator circuit. Each horizontal bank register holds the sum of absolute pixel data in corresponding spatial neighborhood column over latest ternary frames stored in the ternary buffer. Their total sum is stored in the confidence sum register. The bank works in a similar way to that in the temporal Gabor filter unit. The absolute accumulator computes the sum of absolute values of one pixel over latest ternary frames. It reduces hardware resource because the absolute value of 2-b signed ternary data can be represented only by its lowest bit.
D. Resource Optimization
To realize low-cost hardware implementation, we have employed many resource optimization techniques as described above to reduce the resource consumption, especially to reduce the number of multipliers, because the multiplier is rare resource on FPGA platforms or occupies much more area on an application-specific integrated chip (ASIC). We estimate the reduction in multipliers with our resource optimization techniques in Fig. 10 . Suppose we use the same parameters in Table I , with signed 6-b for temporal and spatial Gabor filter coefficients and unsigned 8-b for velocity voting weights. And suppose we use one-stage preprocessing, and one multiplier supports 25 × 18 b (as the case in the prototype FPGA platform used in Section IV-A). If we follow the original model in [24] to directly estimation the 2D velocity vector on the ternary images without any other resource optimization, we would consume as many as 1122 multipliers. By decomposing the 2D velocity estimation into 1D estimations as in our work, the number of multipliers for spatial filters, motion energy extractors, and velocity voters is significantly reduced. The multipliers in the preprocessing Gaussian and LoG filters are removed by the bit-shifting-based multiplication technique as illustrated in Fig. 5 . The multipliers for temporal filters are totally removed by our pseudomultiplier technique (see Fig. 6 ). We further reduce the multipliers in motion energy extractors and velocity voters by the multicycle multiplication technique as mentioned in Section III-C. These four techniques together saved 87% (or 975) multipliers compared with the model in [24] , and reduced multipliers from 492 to 147 without compromising our algorithm proposed in Section II.
IV. IMPLEMENTATION AND EVALUATION
A. Hardware Implementation
To evaluate the performance of our proposed VLSI architecture, an FPGA-based prototype was implemented on the Zedboard Zynq-7020 platform [39] and a testing system was set up, as shown in Fig. 11 . The prototype employed one stage of the Gaussian filter with 2:1 subsample in the preprocessing of our algorithm flow. Thus, the prototype allowed estimating velocities on a 160 × 120 grid in one frame for QVGA format (320 × 240) image sensor. Using the parameter configuration in Table I , our prototype contains a 14 × 1 temporal Gabor filter array, a 14 × 6 spatial Gabor filter array, a 21 × 1 motion energy extractor array, and a 21 × 1 velocity voter array in the velocity estimation block. The bit precision is signed 6 b for temporal and spatial Gabor filter coefficients, and unsigned 8 b for velocity voting weights. To simplify the peripheral devices for evaluation, a virtual QVGA image sensor based on on-chip memory has been designed and integrated into the FPGA chip. Video data are dispatched to our motion estimation architecture in a standard sensor timing schedule. The consumed FPGA resources are listed in Table II (excluding the virtual image sensor). Note the total slice consumption is not simply the sum of each module, so we cannot estimate its consumption in other modules in Table II . The FPGA was running at 53-MHz clock frequency, and our architecture achieved 30-frame/s real-time processing performance. We developed a PC software tool to: 1) configure architecture parameters on FPGA prototype; 2) send video image data to FPGA virtual sensor; 3) collect estimated velocity data from FPGA prototype; and 4) display the velocity results labeled upon original video frames. The estimated velocities on the subsampled images on the prototype were scaled back by multiplying a factor of two before it was displayed. The data transfer between the FPGA chip and PC was realized through a high-speed 1000-Mb/s Ethernet link, which was controlled by one of the two hard IP cores of ARM processor integrated in the Zynq-7020 FPGA chip [39] .
B. Qualitative Evaluation
We chose the popular Middlebury benchmark library [40] to evaluate our FPGA prototype. Since no sequence in the library is longer than 2E t + 1 = 15 frames to allow temporal filtering in our system, we generated our own motion sequences using the benchmark images. To generate one sequence, we chose a frame image from the benchmark and resized it to QVGA size. Then the original image was continuously laterally shifted, or rotated, or zoomed in to produce a 15-frame-long motion sequence using a custom MATLAB program. Fig. 12 shows some evaluation results of the three different motion patterns, along with their endpoint error (EE) and angular error (AE) maps. EE and AE calculations are defined in [40] . The displayed velocities with invalid confidence flags (i.e., the flag value is 0) are shown in red dots. The error maps are calculated only on the subsampled 160 × 120 locations in the rescaled image. A ten-pixel wide image boundary on rescaled images was not included in evaluation, and is plotted in red on the error maps along with locations with invalid confidence flags. EE data in range [0, 4] (pixels/frame) and AE data in range [0, 90] (°) are linearly scaled to gray intensity [0, 255] on the maps, while EE > 4 pixels and AE > 90°are set to 255. The error on curtain area for the Rotation sequence is high, due to too much loss of high-frequency spatial features after preprocessing.
We have also tested the prototype with some real-world sequences we recorded. Fig. 13(a) shows the estimated velocity results on some frames for a driving sequence. Note that some "temporal lags" in Frames 900 and 904 occur to the left of the passing vehicle. This is due to the temporal filtering over 15 frames. While visually the motion vectors do not seem to be on the vehicle, they do represent the average motion of the image region in the past 15 frames. Such latency is inevitable in systems involved with temporal filtering. Its impact on a particular application depends on the frame rate, measures to counter the latency, and the application requirements. Fig. 13(b) shows the estimated velocity results of a walking pedestrian. Note the velocity changes across different regions of his body (e.g., limb and trunk) as well as changes over time. The differences qualitatively demonstrate the spatial and temporal processing resolution of the system.
C. Quantitative Evaluation
To further quantitatively evaluate our algorithm and VLSI architecture, we selected another 12 images from the Middlebury library (see Fig. 14) , and again used the custom MATLAB program to generate a series of QVGA-sized 15-frame-long sequences with lateral translation at different speeds (from 0 to 4 pixels/frame at a step of 0.1) and in different directions (0°, 45°, and 90°) to horizontal. For each sequence, we ran it on our FPGA prototype, recorded estimated velocity results and confidence map on the last frame, and computed its average EE and AE of the measured results, over all pixels on the rescaled images except for the ten-pixel-wide boundary and points with invalid confidence flags. Fig. 14 shows the average EE and AE against different motion speeds and directions. In most cases, the errors were small, with average EE < 0.5 pixel and average AE < 10°. The wooden sequences have the highest errors, probably due to the straight edges that are known to easily cause serious aperture problem. Fig. 14 shows that the AE errors are larger for speeds below 0.5 pixel/frame. The reason is that a small error in horizontal or vertical velocity component will cause a relatively significant direction bias for low velocity. Fig. 15 shows the average confidence maps for each benchmark image. They are obtained by averaging the confidence maps of sequences with a motion speed of 2 pixels/frame over 12 motion directions (0°, 30°, . . . , 330°) . The values on the maps are scaled to [0, 255] for display. The values within the ten-pixel-wide boundary are manually set to zero. Such average confidence maps can indicate the ability of the proposed algorithm to estimate motion in different image regions. As it can be seen, the system can track most of the image regions for full-field optical flow computation. Only for areas with very low feature density, such as the wall in Basketball and the wooden board in Wooden, or with very high spatial frequency features that may be lost after preprocessing, such as fabric regions in Army and Teddy, the system constantly failed to give motion estimation.
For parameter tuning, we compared the average EE and AE under different parameter configurations for spatiotemporal frequencies and velocity voting points, as listed in Table III . The first configuration is the currently used as in Table I . The second to fourth configurations involve different spatial and temporal frequency ranges. The fifth and sixth configurations involve different numbers of temporal and spatial filters. The seventh configuration involves a different set of velocity voting points. All these configurations are under the constraints of hardware resource available on Zynq-7020 chip and real-time processing requirement of 30 frames/s. For the latter three configurations, we slightly adjusted our FPGA prototype for proper processing array sizes in the motion estimation block as shown in Fig. 3 . This is easy since our architecture has good scalability. Moreover, to check possible accuracy drop caused by parameter quantization, fixed-point operations, and other hardware simplifications, we ran our algorithm in PC software using parameters and operations in double-precision floating-point format. The Gaussian and LoG filter in the preprocessing also used floating-point coefficients, and their multiplications are carried out directly rather than by bit shifting.
The comparison results are shown in Fig. 16 . We tested only with the Dumptruck sequence, because as Fig. 14 shows, the error curves for all sequences except Wooden are very similar. The EE errors of Conf2 and Conf3 are a little higher than Conf1, especially obvious for EE in 0°and 45°and AE in 45°. Curve4 performs better than Curve1 for lower velocity, but its error drastically increases toward higher velocities (>3 pixels/frame horizontal/vertical velocity component). This configuration may be more plausible if we are processing scenes with lower maximum velocity. In contrast, Conf5 and Conf6 (nearly the same in Fig. 16 ) provide a little lower errors than Conf1 for high velocity, but produces very high errors for low velocity. This demonstrates that the high density of temporal frequencies is more important than that of spatial frequencies, if some tradeoff has to be made under certain constraints. Finally, Conf7 and Conf FL (for floating-point) error curves almost overlap with Conf1 curve. This demonstrates that consuming more hardware resource to sample more velocity voting points barely improves accuracy, and that the parameter quantization, fixed-point operations, and other hardware simplifications do not cause obvious accuracy drop compared with the floating-point software implementation.
Finally, we evaluated the robustness of our system against white Gaussian noise and salt-pepper noise, as shown in Fig. 17 . We selected four translation benchmark sequences at a constant horizontal velocity of 2 pixels/frame with different confident region areas of confidence maps in Fig. 14 . The noise was independent identically distributed added to each pixel of each sequence frame. The standard deviation of white Gaussian noise was normalized with respect to 255. The results show that our system performs better with Gaussian noise than with salt-pepper noise, as the latter (random white and black dots) more severely interferes the original spatial and temporal frequency components. The results also demonstrate that the texture-less scenes with small confident region (e.g., the Basketball sequence) prune to be affected by noise. The reason is that the noise will trick the system to estimate on otherwise ignored texture-less region, which is now dominated by random noise.
D. Comparison With Other Works
Table IV compares our implementation with other bioinspired motion energy-based motion estimation implementations (second to fourth rows). Relatively, our algorithm and system achieved low complexity, low-cost implementation, and moderate accuracy on challenging motion sequences. The errors in [28] and [35] seem to be lower than ours, but their EE/AE values are evaluated assuming that vertical (y) error is always zero for simplification, which is not always true in real-world cases. Moreover, they consumed high-cost hardware resources, and only evaluated on simple synthesized motion sequences (e.g., white square) rather than cluttered natural or standard benchmark sequences as in our work. The software implementation in [23] cost tremendous resources, but achieved a low frame rate (11 frames/s). They did not provide EE and AE errors since their purpose was to estimate the time to collision, which was of about 20%-30% error in most cases. Table IV further compares our work with other hardware systems running nonbio-inspired motion estimation (fifth to tenth row). The accuracy and estimation density of our work roughly match with that of the others. Since nonbio-inspired algorithms do not require many spatiotemporal filters across a long period (such as 15 frames in our work), the previous works could either consume less hardware resource (as in [42] and [44] ), or run at a much higher frame rate (as in [41] and [45] ) on higher cost platforms.
When compared with PC software implementations of the well-known Lucas-Kanade algorithm and its variants [46] - [49] , our work appears to be advantageous in terms of accuracy. In Table IV , we compare accuracy only for Yosemite sequence, because it is commonly used in those listed literatures. Actually, for some of the other sequences in Middlebury data set [51] , such as Mequon, Grove, Urban, and Teddy, our EE (typically under 0.5 pixel as shown in Fig. 14) was lower than many previous works (typically above 0.5 pixel). Overall, our work successfully achieved complicated bio-inspired motion estimation with a good tradeoff among estimation accuracy, system cost, and real-time processing requirement.
V. CONCLUSION
This paper proposes a bio-inspired motion estimation algorithm based on motion energy and describes its implementation using a compact VLSI architecture. The implementation includes multiple stages of processing that mimics ON/OFF cells on retina, simple and complex neurons in V1, and the MT neurons in human visual cortex. Specifically, the algorithm includes preprocessing (antialiasing subsample and ternary edge extraction), spatiotemporal filtering, motion energy extraction, and velocity integration. We also introduce the concept of confidence map to quantify the reliability of motion estimation. Our implementation is suitable for lowcost embedded systems. It is an optimized improvement and recombination of existed state-of-the-art bio-inspired algorithm models, and involves only simple addition and multiplication operations during runtime. In our proposed VLSI architecture, multiple levels including frame, pixel, and operation levels of pipeline are employed to accelerate processing speed for real-time performance requirement. We also employ massively parallel processing arrays in the architecture for further speedup. The circuit structures of those parallel array units are optimized to minimize hardware resource consumption. We have implemented an FPGA-based prototype for our VLSI architecture on a low-cost FPGA platform. Running at 53-MHz clock frequency, it has achieved 30-frame/s realtime processing performance for estimating velocity on a 160 × 120 grid. Based on rigorous quantitative evaluation using thousands of testing sequences, we demonstrated that the prototype can estimate speed with average EE < 0.5 pixel and average AE < 10°in most cases. Although such results are not as good as some of traditional methods as listed in Table IV , our work shows a promising start to implement bio-inspired motion estimation on low-cost embedded systems.
The VLSI architecture has good scalability and configurability. The low-cost FPGA design can be easily scaled up to higher end FPGA platforms or advanced ASIC nanometer technologies to meet higher requirements. For example, we can cascade more stages of Gaussian filtering and subsample to cope with higher resolution video images, add more parallel array units to handle more estimation locations or more spatiotemporal filtering frequencies, while maintaining the overall architecture. Besides, the parameters including the ternary threshold, the confidence threshold, the spatial and temporal filter coefficients, as well as the velocity voting weights are all configurable by loading different data into the parameter registers. Different spatiotemporal filtering and velocity integration schemes are readily possible. For example, we can use supervised training method as in [27] rather than manually selection as in this paper, to generate spatial and temporal filters.
In summary, we demonstrated that the highly parallel velocity perception in primate visual system can be coarsely emulated on a low-cost FPGA platform suitable for embedded applications. Through our experiment, on the other hand, we also demonstrated the limitations of the current implementation for objects with very fine or no features (as in the Rotation sequence in Fig. 12 ). We will try to overcome these limitations by incorporating adaptive ternary thresholding and multiscale spatial filters in our future work.
