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THE PARTIAL-ISOMETRIC CROSSED PRODUCTS BY
SEMIGROUPS OF ENDOMORPHISMS AS FULL CORNERS
SRIWULAN ADJI AND SAEID ZAHMATKESH
Abstract. Suppose Γ+ is the positive cone of a totally ordered abelian group
Γ, and (A,Γ+, α) is a system consisting of a C∗-algebra A, an action α of Γ+
by extendible endomorphisms of A. We prove that the partial-isometric crossed
product A ×piso
α
Γ+ is a full corner in the subalgebra of L(ℓ2(Γ+, A)), and that
if α is an action by automorphisms of A, then it is the isometric-crossed product
(BΓ+ ⊗ A) ×
iso Γ+, which is therefore a full corner in the usual crossed product of
system by a group of automorphisms. We use these realizations to identify the ideal
of A×piso
α
Γ+ such that the quotient is the isometric crossed product A×iso
α
Γ+.
Keywords: C∗-algebra, automorphism, endomorphism, semigroup, partial isometry,
crossed product.
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1. Introduction
Let Γ be a totally ordered abelian group, and Γ+ := {x ∈ Γ : x ≥ 0} the positive
cone of Γ. A dynamical system (A,Γ+, α) is a system consisting of a C∗-algebra A,
an action α : Γ+ → EndA of Γ+ by endomorphisms αx of A such that α0 = idA.
Since we do not require the algebra A to have an identity element, we need to assume
that every endomorphism αx extends to a strictly continuous endomorphism αx of
the multiplier algebra M(A) as it is used in [1, 9], and note that extendibility of αx
may imply αx(1M(A)) 6= 1M(A).
A partial-isometric covariant representation, the analogue of isometric covariant
representation, of the system (A,Γ+, α) is defined in [10] where the endomorphisms
αs are represented by partial-isometries instead of isometries. The partial-isometric
crossed product A ×pisoα Γ
+ is defined in there as the Toeplitz algebra studied in
[6] associated to a product system of Hilbert bimodules arises from the underlying
dynamical system (A,Γ+, α). This algebra is universal for covariant partial-isometric
representations of the system.
The success of the theory of isometric crossed products [2, 3, 4, 11, 12, 13] has
led authors in [10] to study the structure of partial-isometric crossed product of the
distinguished system (BΓ+ ,Γ
+, τ), where τx acts on the subalgebra BΓ+ of ℓ
∞(Γ+)
as the right translation. However the analogous view of isometric crossed products
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as full corners in crossed products by groups [1, 8, 16] for partial-isometric crossed
products remains unavailable. This is the main task undertaken in the present work.
We construct a covariant partial-isometric representation of (A,Γ+, α) in the C∗-
algebra L(ℓ2(Γ+, A)) of adjointable operators on the Hilbert A-module ℓ2(Γ+, A), and
we show the corresponding representation of the crossed product is an isomorphism
of A ×pisoα Γ
+ onto a full corner in the subalgebra of L(ℓ2(Γ+, A)). We use the idea
from [7] for the construction: the embedding πα of A into L(ℓ
2(Γ+, A)), together with
the isometric representation S : Γ+ → L(ℓ2(Γ+, A)), satisfy the equation πα(a)Sx =
Sxπ(αx(a)) for all a ∈ A and x ∈ Γ
+, and then the algebra T(A,Γ+,α) generated by π(A)
and S(Γ+) contains A ×pisoα Γ
+ as a full corner. However since the results in [7] are
developed to compute and to show that KK-groups of T(A,Γ+,α) and A are equivalent,
the theory is set for unital C∗-algebras and unital endomorphisms: if the algebra
is not unital, they use the smallest unitization algebra A˜ and then the extension of
endomorphism on A˜ is unital.
Here we use the (largest unitization) multiplier algebraM(A) of A, and every endo-
morphism is extendible toM(A). So we generalize the arguments in [7] to the context
of multiplier algebra. When endomorphisms in a given system are unital, then we are
in the context of [7] which therefore the C∗-algebra A ×pisoα Γ
+ enjoys all properties
of the algebra T(A,Γ+,α) described in [7]. Moreover if the action is automorphic action
then we show that A×pisoα Γ
+ is a full corner in the crossed product by group action.
Using the corner realization of A ×pisoα Γ
+, we identify the kernel of the natural
surjective homomorphism iA× iΓ+ : A×
piso
α Γ
+ → A×isoα Γ
+ induced by the canonical
isometric covariant pair (iA, iΓ+) of (A,Γ
+, α), and to get the exact sequence of [7]
and the Pimsner-Voiculescu exact sequence in [14].
We begin the paper with a preliminary section containing background material
about partial-isometric and isometric crossed products, and then identify the spanning
elements of the kernel of the natural homomorphism from partial isometric crossed
product onto the isometric crossed product of a system (A,Γ+, α). In Section 3, we
construct a covariant partial-isometric representation of (A,Γ+, α) in L(ℓ2(Γ+, A)) for
which it gives an isomorphism of A ×pisoα Γ
+ onto a full corner of the subalgebra of
L(ℓ2(Γ+, A)). In Section 4, we show that when the semigroup Γ+ is N then the kernel
of that natural homomorphism is a full corner in the algebra of compact operators
on ℓ2(N, A). We discuss in Section 5, the theory of partial-isometric crossed products
for systems by automorphic actions of the semigroups Γ+. We show that A×pisoα Γ
+
is a full corner in the classical crossed product (BΓ ⊗ A)× Γ of a dynamical system
by a group of automorphisms.
2. Preliminaries
A partial isometry V on a Hilbert spaceH is an operator which satisfies ‖V h‖ = ‖h‖
for all h ∈ (ker V )⊥. A bounded operator V is a partial isometry if and only if
V V ∗V = V , and then the adjoint V ∗ is a partial isometry too. Furthermore the two
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operators V ∗V and V V ∗ are the orthogonal projections on the initial space (ker V )⊥
and the range V H respectively. So for an element v of a C∗-algebra A is called a
partial isometry if vv∗v = v.
A partial-isometric representation of Γ+ on a Hilbert space H is a map V : Γ+ →
B(H) such that Vs := V (s) is a partial isometry and VsVt = Vs+t for every s, t ∈ Γ
+.
The product ST of two partial isometries S and T is not always a partial isometry,
unless S∗S commutes with TT ∗ (Proposition 2.1 of [10]). A partial isometry S is
called a power partial isometry if Sn is a partial isometry for every n ∈ N. So a
partial isometric representation of N is determined by a single power partial isometry
V1 because Vn = V
n
1 . Proposition 3.2 of [10] says that if V is a partial-isometric
representation of Γ+, then every Vs is a power partial isometry, and VsV
∗
s commutes
with VtV
∗
t , V
∗
s Vs commutes with V
∗
t Vt.
A covariant partial-isometric representation of (A,Γ+, α) on a Hilbert space H is
a pair (π, V ) consisting of a non-degenerate representation π : A → B(H) and a
partial-isometric representation V : Γ+ → B(H) which satisfies
(2.1) π(αs(a)) = Vsπ(a)V
∗
s and V
∗
s Vsπ(a) = π(a)V
∗
s Vs for s ∈ Γ
+, a ∈ A.
Every covariant representation (π, V ) of (A,Γ+, α) extends to a covariant represen-
tation (π, V ) of (M(A),Γ+, α). Lemma 4.3 of [10] shows that (π, V ) is a covariant
representation of (A,Γ+, α) if and only if
π(αs(a))Vs = Vsπ(a) and VsV
∗
s = π(αs(1)) for s ∈ Γ
+, a ∈ A.
Every system (A,Γ+, α) admits a nontrivial covariant partial-isometric representa-
tion [10, Example 4.6].
Definition 2.1. A partial-isometric crossed product of (A,Γ+, α) is a triple (B, iA, iΓ+)
consisting of a C∗-algebra B, a non-degenerate homomorphism iA : A → B, and a
partial-isometric representation iΓ+ : Γ
+ → M(B) such that
(i) the pair (iA, iΓ+) is a covariant representation of (A,Γ
+, α) in B;
(ii) for every covariant partial-isometric representation (π, V ) of (A,Γ+, α) on a
Hilbert space H there is a non-degenerate representation π × V of B on H
which satisfies (π × V ) ◦ iA = π and (π × V ) ◦ iΓ+ = V ; and
(iii) the C∗-algebra B is spanned by {iΓ+(s)
∗iA(a)iΓ+(t) : a ∈ A, s, t ∈ Γ
+}.
Remark 2.2. Proposition 4.7 of [10] shows that such (B, iA, iΓ+) always exists, and
it is unique up to isomorphism: if (C, jA, jΓ+) is a triple that satisfies all properties
(i),(ii) and (iii) then there is an isomorphism of B onto C which carries (iA, iΓ+) into
(jA, jΓ+).
We use the standard notation A ×α Γ
+ for the crossed product of (A,Γ+, α), and
we write A×pisoα Γ
+ if we want to distinguish it with the other kind of crossed product.
Theorem 4.8 of [10] asserts that a covariant representation (π, V ) of (A,Γ+, α) on
H induces a faithful representation π × V of A ×α Γ
+ if and only if π is faithful on
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(V ∗s H)
⊥ for all s > 0, and this condition is equivalent to say that π is faithful on the
range of (1− V ∗s Vs) for all s > 0.
2.0.1. Isometric crossed products. The above definition of partial-isometric crossed
product is analogous to the one for isometric crossed product: the endomorphisms αs
are implemented by partial isometries instead of isometries.
We recall that an isometric representation V of Γ+ on a Hilbert space H is a
homomorphism V : Γ+ → B(H) such that each Vs is an isometry and Vs+t = VsVt for
all s, t ∈ Γ+. A pair (π, V ), of non degenerate representation π of A and an isometric
representation V of Γ+ on H , is a covariant isometric representations of (A,Γ+, α)
if π(αs(a)) = Vsπ(a)V
∗
s for all a ∈ A and s ∈ Γ
+. The isometric crossed product
A×isoα Γ
+ is generated by a universal isometric covariant representation (iA, iΓ+), such
that there is a bijection (π, V ) 7→ π×V between covariant isometric representations of
(A,Γ+, α) and non degenerate representations of A×isoα Γ
+. We make a note that some
systems (A,Γ+, α) may not have a non trivial covariant isometric representations, in
which case their isometric crossed products give no information about the systems.
When α : Γ+ → End(A) is an action of Γ+ such that every αx is an automorphism
of A, then every isometry Vs in a covariant isometric representation (π, V ) is a unitary.
Thus A×isoα Γ
+ is isomorphic to the classical group crossed product A×α Γ. For more
general situation, [1, 8] show that we get, by dilating the system (A,Γ+, α), a C∗-
algebra B and an action β of the group Γ by automorphisms of B such that A×isoα Γ
+
is isomorphic to the full corner p(B ×α Γ)p where p is the unit 1M(A) in B.
If (A,Γ+, α) is the distinguished system (BΓ+ ,Γ
+, τ) of the unital C∗-algebra BΓ+ :=
span{1s ∈ ℓ
∞(Γ+) : s ∈ Γ+} spanned by the characteristics functions 1s(x) ={
1 if x ≥ s
0 if x < s,
and the action τ : Γ+ → End(BΓ+) is given by the translation
on ℓ∞(Γ+) which satisfies τt(1s) = 1s+t. Then [4] shows that any isometric repre-
sentation V of Γ+ induces a unital representation πV : 1s 7→ VsV
∗
s of BΓ+ such that
(πV , V ) is a covariant isometric representation of (BΓ+ ,Γ
+, τ), and the representation
πV × V of BΓ+ ×
iso
τ Γ
+ is faithful provided all Vs are non unitary. Since the isometric
representation given by the Toeplitz representation T : s 7→ Ts of Γ
+ on ℓ2(Γ+) is
non unitary, then πT × T is an isomorphism of BΓ+ ×
iso
τ Γ
+ onto the Toeplitz algebra
T (Γ) .
We consider the two crossed product (A×isoα Γ
+, iA, iΓ+) and (A×
piso
α Γ
+, jA, jΓ+) of
a dynamical system (A,Γ+, α). The equation iΓ+(s)
∗iΓ+(s)iA(a) = iA(a)iΓ+(s)
∗iΓ+(s)
is automatic because iΓ+ is an isometric representation of Γ
+. Therefore we have
a covariant partial-isometric representation (iA, iΓ+) of (A,Γ
+, α) in the C∗-algebra
A×isoα Γ
+, and the universal property of A×pisoα Γ
+ gives a non degenerate homomor-
phism
φ := iA × iΓ+ : (A×
piso
α Γ
+, jA, jΓ+) −→ (A×
iso
α Γ
+, iA, iΓ+),
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which satisfies φ(jΓ+(x)
∗jA(a)jΓ+(y)) = iΓ+(x)
∗iA(a)iΓ+(y) for all a ∈ A and x, y ∈
Γ+. Consequently φ is surjective, and then we have a short exact sequence
(2.2) 0 −→ ker φ −→ A×pisoα Γ
+ φ−→ A×isoα Γ
+ −→ 0.
In the next proposition, we identify spanning elements for the ideal ker φ.
Proposition 2.3. Suppose (A,Γ+, α) is a dynamical system. Then
(2.3) ker φ = span{jΓ+(x)
∗jA(a)(1−jΓ+(t)
∗jΓ+(t))jΓ+(y) : a ∈ A, and x, y, t ∈ Γ
+}.
Before we prove this proposition, we first want to show the following lemma.
Lemma 2.4. For t ∈ Γ+, let Pt be the projection 1−jΓ+(t)
∗jΓ+(t). Then the set {Pt :
t ∈ Γ+} is a family of increasing projections in the multiplier algebra M(A×pisoα Γ
+),
which satisfy the following equations: jA(a)Pt = PtjA(a) for a ∈ A and t ∈ Γ
+,
PxjΓ+(y)
∗ =
{
0 if x ≤ y
jΓ+(y)
∗Px−y if x > y,
and PxPy =
{
Px if x ≤ y
Py if x > y.
Proof. For s ≥ t in Γ+,
Ps − Pt = (1− jΓ+(s)
∗jΓ+(s))− (1− jΓ+(t)
∗jΓ+(t))
= jΓ+(t)
∗jΓ+(t)− jΓ+(s)
∗jΓ+(s)
= jΓ+(t)
∗jΓ+(t)− jΓ+(t)
∗jΓ+(s− t)
∗jΓ+(s− t)jΓ+(t)
= jΓ+(t)
∗Ps−tjΓ+(t) = jΓ+(t)
∗Ps−tPs−tjΓ+(t)
= [Ps−tjΓ+(t)]
∗[Ps−tjΓ+(t)].
So Ps − Pt ≥ 0, and hence Ps ≥ Pt.
If x ≤ y, then
PxjΓ+(y)
∗ = (1− jΓ+(x)
∗jΓ+(x))jΓ+(x)
∗jΓ+(y − x)
∗
= [jΓ+(x)
∗ − jΓ+(x)
∗jΓ+(x)jΓ+(x)
∗]jΓ+(y − x)
∗ = 0,
and if x > y, we have
PxjΓ+(y)
∗ = jΓ+(y)
∗ − jΓ+(x)
∗jΓ+(x)jΓ+(y)
∗
= jΓ+(y)
∗ − jΓ+(y)
∗jΓ+(x− y)
∗jΓ+(x− y)jΓ+(y)jΓ+(y)
∗
= jΓ+(y)
∗ − jΓ+(y)
∗jΓ+(x− y)
∗jΓ+(x− y)jA(αy(1))
= jΓ+(y)
∗ − jΓ+(y)
∗jA(αy(1))jΓ+(x− y)
∗jΓ+(x− y)
= jΓ+(y)
∗ − [jΓ+(y)
∗jΓ+(y)jΓ+(y)
∗]jΓ+(x− y)
∗jΓ+(x− y)
= jΓ+(y)
∗Px−y.
Next we use the equation
jΓ+(x)
∗jΓ+(x)jΓ+(y)
∗jΓ+(y) = jΓ+(max{x, y})
∗jΓ+(max{x, y}) for any x, y ∈ Γ
+,
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to see that
PxPy = (1− jΓ+(x)
∗jΓ+(x))(1− jΓ+(y)
∗jΓ+(y))
= 1− jΓ+(x)
∗jΓ+(x)− jΓ+(y)
∗jΓ+(y) + jΓ+(x)
∗jΓ+(x)jΓ+(y)
∗jΓ+(y)
= 1− jΓ+(x)
∗jΓ+(x)− jΓ+(y)
∗jΓ+(y) + jΓ+(max{x, y})
∗jΓ+(max{x, y})
=
{
Px if x ≤ y
Py if x > y.

Proof of Proposition 2.3. We clarify that the right hand side of (2.3)
I := span{jΓ+(x)
∗jA(a)(1− jΓ+(t)
∗jΓ+(t))jΓ+(y) : a ∈ A, and x, y, t ∈ Γ
+}
is an ideal of (A×pisoα Γ
+, jA, jΓ+), by showing that jA(b)I and jΓ+(s)I, jΓ+(s)
∗I are
contained in I for all b ∈ A and s ∈ Γ+. The last containment is trivial. For the
first two, we compute using the partial isometric covariance of (jA, jΓ+) to get the
following equations for b ∈ A, s, x ∈ Γ+:
jA(b)jΓ+(x)
∗ = [jΓ+(x)jA(b
∗)]∗ = [jA(αx(b
∗))jΓ+(x)]
∗ = jΓ+(x)
∗jA(αx(b)),
and
jΓ+(s)jΓ+(x)
∗ =


jΓ+(x− s)
∗jΓ+(x)jΓ+(x)
∗ = jΓ+(x− s)
∗jA(αx(1)) if s < x
jΓ+(x)jΓ+(x)
∗ = jA(αx(1)) if s = x
jΓ+(s− x)jΓ+(x)jΓ+(x)
∗ = jA(αs(1))jΓ+(s− x) if s > x.
Consequently we have
jA(b)jΓ+(x)
∗jA(a)PtjΓ+(y) = jΓ+(x)
∗jA(αx(b)a)PtjΓ+(y) ∈ I,
and
jΓ+(s)jΓ+(x)
∗jA(a)PtjΓ+(y) = jΓ+(x− s)
∗jA(αx(1)a)PtjΓ+(y) ∈ I
whenever b ∈ A and t, s ≤ x in Γ+. If s > x, then
PtjΓ+(s− x)
∗ =
{
0 for t ≤ s− x
jΓ+(s− x)
∗Pt−(s−x) for t > s− x.
Therefore
jΓ+(s)jΓ+(x)
∗jA(a)PtjΓ+(y) = jA(αs(1))jΓ+(s− x)jA(a)PtjΓ+(y)
= jA(αs(1))jA(αs−x(a))jΓ+(s− x)PtjΓ+(y)
= jA(αs(1)αs−x(a)) [PtjΓ+(s− x)
∗]∗ jΓ+(y),
which is the zero element of I for t ≤ s− x, and is the element
jA(αs(1)αs−x(a))Pt−(s−x)jΓ+(s− x+ y) of I for t > s− x.
So jΓ+(s)jΓ+(x)
∗jA(a)PtjΓ+(y) belongs to I, and I is an ideal of A×
piso
α Γ
+.
We are now showing the equation kerφ = I. The first inclusion I ⊂ kerφ follows
from the fact that I is an ideal of A×pisoα Γ
+, and that φ(Pt) = 1− iΓ+(t)
∗iΓ+(t) = 0
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for all t ∈ Γ+. For the other inclusion, suppose ρ is a non degenerate representation of
A×pisoα Γ
+ on a Hilbert spaceH with ker ρ = I. Then the pair (π := ρ◦jA, V := ρ◦jΓ+)
is a covariant partial-isometric representation of (A,Γ+, α) onH . We claim that every
Vt is an isometry. To see this, let (aλ) be an approximate identity for A. Then we
have
0 = ρ(jA(aλ)(1− jΓ+(t)
∗jΓ+(t))) = π(aλ)(1− V
∗
t Vt) for all λ,
and π(aλ)(1−V
∗
t Vt) converges strongly to 1−V
∗
t Vt in B(H). Therefore 1−V
∗
t Vt = 0.
Consequently the pair (π, V ) is a covariant isometric representation of (A,Γ+, α) on
H , and hence there exists a non degenerate representation ψ of (A×isoα Γ
+, iA, iΓ+) on
H which satisfies ψ(iA(a)) = ρ(jA(a)) and ψ(iΓ+(x)) = ρ(jΓ+(x)) for all a ∈ A and
x ∈ Γ+. So ψ ◦ φ = ρ on the spanning elements of A×pisoα Γ
+, thus kerφ ⊂ ker ρ. 
Proposition 2.5. If Γ is a subgroup of R, then ker φ is an essential ideal of the
crossed product A×pisoα Γ
+.
Proof. Let J be a non zero ideal of A×pisoα Γ
+, we want to show that J ∩ ker φ 6= {0}.
Assume that ker φ 6= {0}. Take a non degenerate representation π × V of A×pisoα Γ
+
on H such that ker π× V = J . Since J 6= {0}, π× V is not a faithful representation.
Consequently, by [10, Theorem 4.8], π does not act faithfully on (V ∗s H)
⊥ for some
s ∈ Γ+\{0} . So there is a 6= 0 in A such that π(a)(1− V ∗s Vs) = 0. It follows from
0 = π(a)(1− V ∗s Vs) = π × V (jA(a)(1− jΓ+(s)
∗jΓ+(s))),
that jA(a)(1−jΓ+(s)
∗jΓ+(s)) belongs to ker π×V = J . Moreover jA(a)(1−jΓ+(s)
∗jΓ+(s))
is also contained in ker φ because φ(Ps) = 0, hence it is contained in ker φ ∩ J .
Next we have to clarify that jA(a)(1 − jΓ+(s)
∗jΓ+(s)) is nonzero. If it is zero,
then 1 − jΓ+(s)
∗jΓ+(s) = 0 because jA(a) 6= 0 by injectivity of jA. Thus jΓ+(s) is
an isometry, and so is jΓ+(ns) for every n ∈ N. We claim that every jΓ+(x) is an
isometry, and consequently A×pisoα Γ
+ is isomorphic to A×isoα Γ
+. Therefore kerφ = 0,
and jA(a)(1− jΓ+(s)
∗jΓ+(s)) can not be zero.
To justify the claim, note that if x < s then s− x < s, and we have
jΓ+(s− x)
∗jΓ+(s) = jΓ+(s− x)
∗jΓ+(s− x)jΓ+(s− (s− x))
= [jΓ+(s− x)
∗jΓ+(s− x)][jΓ+(x)jΓ+(x)
∗]jΓ+(x)
= [jΓ+(x)jΓ+(x)
∗][jΓ+(s− x)
∗jΓ+(s− x)]jΓ+(x)
= jΓ+(x)jΓ+(s)
∗jΓ+(s) = jΓ+(x).
So the equation jΓ+(s)
∗ = jΓ+(x)
∗jΓ+(s− x)
∗ implies
1 = jΓ+(s)
∗jΓ+(s) = jΓ+(x)
∗jΓ+(s− x)
∗jΓ+(s) = jΓ+(x)
∗jΓ+(x).
Thus jΓ+(x) is an isometry for every x < s. For x > s, by the Archimedean property
of Γ, there exists nx ∈ N such that x < nxs, and since jΓ+(nxs) is an isometry,
applying the previous arguments, we see that jΓ+(x) is an isometry. 
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3. The partial-isometric crossed product as a full corner.
Suppose (A,Γ+, α) is a dynamical system. We consider the Hilbert A-module
ℓ2(Γ+, A) = {f : Γ+ → A :
∑
x∈Γ+ f(x)
∗f(x) converges in the norm of A} with the
module structure: (f ·a)(x) = f(x)a and 〈f, g〉 =
∑
x∈Γ+ f(x)
∗g(x) for f, g ∈ ℓ2(Γ+, A)
and a ∈ A. One can also want to consider the Hilbert A-module ℓ2(Γ+) ⊗ A, the
completion of the vector space tensor product ℓ2(Γ+)⊙A, that has a right (incomplete)
inner product A-module structure: (x⊗ a) · b = x⊗ ab and 〈x⊗ a, y ⊗ b〉 = (y|x)a∗b
for x, y ∈ ℓ2(Γ+) and a, b ∈ A. The two modules are naturally isomorphic via the
map defined by φ : x⊗ a 7→ φ(x⊗ a)(t) = x(t)a for x ∈ ℓ2(Γ+), t ∈ Γ+, a ∈ A.
Let πα : A → L(ℓ
2(Γ+, A)) be a map of A into the C∗-algebra L(ℓ2(Γ+, A)) of
adjointable operators on ℓ2(Γ+, A), defined by
(πα(a)f)(t) = αt(a)f(t) for a ∈ A, f ∈ ℓ
2(Γ+, A).
It is a well-defined map as we can see that πα(a)f ∈ ℓ
2(Γ+, A):∑
t∈Γ+
(αt(a)f(t))
∗(αt(a)f(t)) =
∑
t∈Γ+
f(t)∗αt(a
∗a)f(t) ≤ ‖αt(a
∗a)‖
∑
t∈Γ+
f(t)∗f(t).
Moreover πα is an injective *-homomorphism, which could be degenerate (for example
when each of endomorphism αt acts on a unital algebra A and αt(1) 6= 1).
Let S ∈ L(ℓ2(Γ+, A)) defined by
St(f)(i) =
{
f(i− t) if i ≥ t
0 if i < t.
Then S∗t St = 1, StS
∗
t 6= 1, and the pair (πα, S) satisfies the following equations:
(3.1)
πα(a)St = Stπα(αt(a)) and (1− StS
∗
t )πα(a) = πα(a)(1− StS
∗
t ) for all a ∈ A, t ∈ Γ
+.
Next we consider the vector subspace of L(ℓ2(Γ+, A)) spanned by {Sxπα(a)S
∗
y : a ∈
A, x, y ∈ Γ+}. Using the equations in (3.1), one can see this space is closed under
the multiplication and adjoint, we therefore have a C∗-subalgebra of L(ℓ2(Γ+, A)),
namely
(3.2) Tα := span{Sxπα(a)S
∗
y : a ∈ A, x, y ∈ Γ
+}.
One can see that x ∈ Γ+ 7→ Sx ∈ M(Tα) is a semigroup of non unitary isometries,
and πα(A) ⊆ Tα. We show in Lemma 3.1 that πα extends to the strictly continuous
homomorphism πα on the multiplier algebra M(A), and the equations in (3.1) remain
valid.
The algebra Tα defined in (3.2) satisfies the following natural properties. If (A,Γ
+, α)
and (B,Γ+, β) are two dynamical systems with extendible endomorphism actions, let
Sxπα(a)S
∗
y and Txπβ(b)T
∗
y denote spanning elements for Tα and Tβ respectively. If
φ : A → B is a non degenerate homomorphism such that φ ◦ αt = βt ◦ φ for every
t ∈ Γ+, then by using the identification ℓ2(Γ+, A) ⊗A B ≃ ℓ
2(Γ+, B), we have a
homomorphism τφ : Tα → Tβ which satisfies τφ(Sxπα(a)S
∗
y) = Txπβ(φ(a))T
∗
y for all
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a ∈ A and x, y ∈ Γ+. Note that if φ is injective then so is τφ. This property is con-
sistent with the extendibility of endomorphism αt and βt. Since the canonical map
ιA : A → M(A) is injective and non degenerate, it follows that we have an injective
homomorphism τιA : Tα → Tα such that τιA(Tα) is an ideal of Tα. Moreover since
the non degenerate homomorphism φ : A → B extends to φ on the multiplier alge-
bras which satisfies φ ◦ αt = βt ◦ φ ∀t ∈ Γ
+, therefore φ induces the homomorphism
τφ : Tα → Tβ, and it satisfies τφ ◦ τιA = τιB ◦ τφ.
Lemma 3.1. The homomorphism πα : A→ M(Tα) extends to the strictly continuous
homomorphism πα on the multiplier algebra M(A), such that the pair (πα, S) satisfies
πα(m)St = Stπα(αt(m)) and (1 − StS
∗
t )πα(m) = πα(m)(1− StS
∗
t ) for all m ∈ M(A)
and t ∈ Γ+.
Proof. We want to find a projection p ∈ M(Tα) such that πα(aλ) converges strictly
to p in M(Tα) for an approximate identity (aλ) in A.
Consider the map p defined on ℓ2(Γ+, A) by
(p(f))(t) = αt(1)f(t).
First we clarify that p(f) belongs to ℓ2(Γ+, A) for all f ∈ ℓ2(Γ+, A). Let t ∈ Γ+, then
we have
(p(f))(t)∗(p(f))(t) = (αt(1)f(t))
∗(αt(1)f(t)) = f(t)
∗αt(1)f(t).
Since αt(1) is a positive element of M(A), it follows that
f(t)∗αt(1)f(t) ≤ ‖αt(1)‖f(t)
∗f(t) ≤ f(t)∗f(t).
Consequently 0 ≤
∑
t∈F (p(f))(t)
∗p(f)(t) ≤
∑
t∈F f(t)
∗f(t) for every finite set F ⊂
Γ+. Moreover we know that the sequence of partial sums of
∑
t∈Γ+ f(t)
∗f(t) is Cauchy
in A because f ∈ ℓ2(Γ+, A). Therefore
∑
t∈Γ+(p(f))(t)
∗p(f)(t) converges in A, and
hence p(f) ∈ ℓ2(Γ+, A).
On can see from the definition of p that it is a linear map, and the computations
below show it is adjointable, which particularly it satisfies p∗ = p and p2 = p. So p is
a projection in L(ℓ2(Γ+, A)):
〈p(f), g〉 =
∑
t∈Γ+
(p(f)(t))∗g(t) =
∑
t∈Γ+
(αt(1)f(t))
∗g(t) =
∑
t∈Γ+
f(t)∗αt(1)g(t)
=
∑
t∈Γ+
f(t)∗(p(g)(t)) = 〈f, p(g)〉.
To see that p belongs to M(Tα), a direct computation on every f ∈ ℓ
2(Γ+, A) shows
that [(p (Sxπα(a)S
∗
y)) f ](t) = [Sxπα(αx(1)a)S
∗
y f ](t) and [((Sxπα(a)S
∗
y) p) f ](t) =
[Sxπα(aαy(1))S
∗
y f ](t). Thus p multiples every spanning element of Tα into itself, so
p ∈M(Tα).
Now we want to prove that (πα(aλ))λ∈Λ converges strictly to p in M(Tα). For this
we show that πα(aλ)Sxπα(a)S
∗
y and Sxπα(a)S
∗
yπα(aλ) converge in Tα to p Sxπα(a)S
∗
y
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and Sxπα(a)S
∗
y p respectively. Note that πα(aλ)Sxπα(a)S
∗
y = Sxπα(αx(aλ)a)S
∗
y ∈
Tα and Sxπα(a)S
∗
yπα(aλ) = Sxπα(aαy(aλ))S
∗
y ∈ Tα. Since αx(aλ)a → αx(1)a in A
by the extendibility of αx, it follows that Sxπα(αx(aλ)a)S
∗
y → Sxπα(αx(1)a)S
∗
y =
p (Sxπα(a)S
∗
y) and Sxπα(aαy(aλ))S
∗
y → Sxπα(aαy(1))S
∗
y = (Sxπα(a)S
∗
y) p in Tα. Thus
we have shown that πα is extendible, and therefore we have πα(1M(A)) = p.
Next we want to clarify the equation πα(m)Sx = Sxπα(αx(m)) in M(Tα). Let
(aλ) be an approximate identity for A. The extendibility of πα implies πα(aλm) →
πα(m) strictly in M(Tα), and hence πα(aλm)Sx → πα(m)Sx strictly in M(Tα). But
πα(aλm)Sx = Sxπα(αx(aλm)) converges strictly to Sxπα(αx(m)) in M(Tα). Therefore
πα(m)Sx = Sxπα(αx(m)). Similar arguments show that πα(m)(1 − StS
∗
t ) = (1 −
StS
∗
t )πα(m) in M(Tα). 
We have already shown that πα : A→M(Tα) is extendible in Lemma 3.1. Therefore
we have a projection πα(1M(A)) = p inM(Tα). Note that p is the identity of pM(Tα)p,
and πα(a) = πα(1M(A)a1M(A)) = pπα(a)p ∈ pM(Tα)p. We claim that the homomor-
phism πα : A→ pM(Tα)p is non degenerate. To see this, let (aλ) be an approximate
identity for A, and ξ := Sxπα(b)S
∗
y . Then πα(aλ)pξp = Sxπα(αx(aλ)b)S
∗
yp converges
to Sxπα(αx(1)b)Syp = pξp in pTαp. Similar arguments show that pξpπα(aλ)→ pξp in
pTαp.
In the next proposition we show that the algebra pTαp is a partial-isometric crossed
product of (A,Γ+, α).
Proposition 3.2. Suppose (A,Γ+, α) is a system such that every αx ∈ End(A) is
extendible. Let p = πα(1M(A)), and let
kA : A→ pTαp and w : Γ
+ → M(pTαp)
be the maps defined by
kA(a) = πα(a) and wx = pS
∗
xp.
Then the triple (pTαp, kA, w) is a partial-isometric crossed product of (A,Γ
+, α), and
therefore ψ := kA × w : (A×
piso
α Γ
+, iA, v) → pTαp is an isomorphism which satisfies
ψ(iA(a)) = kA(a) and ψ(vx) = wx. Moreover, the crossed product A×
piso
α Γ
+ is Morita
equivalent to the algebra Tα.
Before we prove the proposition, we show the following lemma.
Lemma 3.3. The pair (kA, w) forms a covariant partial-isometric representation of
(A,Γ+, α) in pTαp, and that the homomorphism ϕ := kA × w : A×
piso
α Γ
+ → pTαp is
injective.
Proof. Each of wx is a partial isometry: wx = pS
∗
xp = πα(αx(1))S
∗
x ⇒ wxw
∗
xwx =
πα(αx(1))S
∗
x = wx, and
wxwy = πα(αx(1))S
∗
xπα(αy(1))S
∗
y = πα(αx(1))πα(αx+y(1))S
∗
x+y = wx+y for x, y ∈ Γ
+.
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The computations below show that (kA, w) satisfies the partial-isometric covariance
relations:
wxkA(a)w
∗
x = πα(αx(1))S
∗
x[πα(a)Sx]πα(αx(1))
= πα(αx(1))πα(αx(a))πα(αx(1)) = πα(αx(a)) = kA(αx(a)),
and
w∗xwxkA(a) = Sxπα(αx(1))S
∗
xπα(a) = Sxπα(αx(1)αx(a))S
∗
x
= Sxπα(αx(a)αx(1))S
∗
x = Sxπα(αx(a))πα(αx(1))S
∗
x
= πα(a)Sxπα(αx(1))S
∗
x = πα(a)w
∗
xwx = kA(a)w
∗
xwx.
So we get a non degenerate homomorphism ϕ := kA × w : A×
piso
α Γ
+ → pTαp. We
want to see it is injective. Put pTαp by a faithful and non degenerate representation
γ into a Hilbert space H . Then we want to prove that the representation γ ◦ ϕ of
(A ×pisoα Γ
+, iA, v) on H is faithful. Let σ = γ ◦ ϕ ◦ iA and t = γ ◦ ϕ ◦ v. By [10,
Theorem 4.8], we have to show that σ acts faithfully on the range of (1 − t∗xtx) for
every x > 0 in Γ+. If x > 0 in Γ+, a ∈ A, and σ(a)|range(1−t∗xtx) = 0, then we want to
see that a = 0. First note that σ(a)(1− t∗xtx) = γ ◦ ϕ(iA(a)(1− v
∗
xvx)), and
ϕ(iA(a)(1− v
∗
xvx)) = ϕ(iA(a))(ϕ(1)− ϕ(v
∗
xvx)) = ϕ(iA(a))(p− ϕ(v
∗
x)ϕ(vx))
= kA(a)(p− w
∗
xwx)
= πα(a)(πα(1)− Sxπα(αx(1))πα(αx(1))S
∗
x)
= πα(a)(πα(1)− πα(1)SxS
∗
xπα(1))
= πα(a)(1− SxS
∗
x)πα(1) = πα(a)πα(1)(1− SxS
∗
x)
= πα(a)(1− SxS
∗
x).
So σ(a)(1 − t∗xtx) = 0 implies πα(a)(1 − SxS
∗
x) = 0 in L(ℓ
2(Γ+, A)). But for f ∈
ℓ2(Γ+, A), we have
((1− SxS
∗
x)f)(y) =
{
0 for y ≥ x > 0
f(y) for y < x.
Thus evaluating the operator πα(a)(1 − SxS
∗
x) on a chosen element f ∈ ℓ
2(Γ+, A)
where f(y) = a∗ for y = 0 and f(y) = 0 for y 6= 0, we get
(πα(a)(1− SxS
∗
x)(f))(y) =
{
αy(a)f(y) for y = 0
0 for y 6= 0
=
{
aa∗ for y = 0
0 for y 6= 0.
Therefore aa∗ = 0 ∈ A, and hence a = 0. 
Proof of Proposition 3.2. Let (ρ,W ) be a covariant partial-isometric representation
of (A,Γ+, α) on a Hilbert space H . We want to construct a non degenerate represen-
tation Φ of pTαp on H such that Φ(pSiπα(a)S
∗
j p) = W
∗
i ρ(a)Wj for all a ∈ A, i, j ∈ Γ
+.
It follows from this equation that Φ(kA(a)) = ρ(a) for all a ∈ A, and Φ(wi) = Wi for
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i ∈ Γ+ because Φ(pπα(aλ)S
∗
i p) = ρ(aλ)Wi for all i ∈ Γ
+, ρ(aλ)Wi converges strongly
to Wi in B(H), and
Φ(pπα(aλ)S
∗
i p) = Φ(πα(aλ))Φ(pS
∗
i p) = ρ(aλ)Φ(pS
∗
i p)→ Φ(pS
∗
i p) strongly in B(H).
So we want the representation Φ to satisfy
Φ
(∑
λi,jpSiπα(ai,j)S
∗
j p
)
=
∑
λi,jΦ(pSiπα(ai,j)S
∗
j p) =
∑
λi,jW
∗
i ρ(ai,j)Wj.
We prove that this formula gives a well-defined linear map Φ on span{pSiπα(a)S
∗
j p :
a ∈ A, i, j ∈ Γ+}, and simultaneously Φ extends to pTαp by showing that∥∥∥∑λi,jW ∗i ρ(ai,j)Wj
∥∥∥ ≤
∥∥∥∑λi,jpSiπα(ai,j)S∗j p
∥∥∥ .
Note that the non degenerate representation ρ ×W of (A ×pisoα Γ
+, iA, v) on H sat-
isfies ρ ×W (v∗i iA(a)vj) = W
∗
i ρ(a)Wj , and the injective homomorphism ϕ : (A ×
piso
α
Γ+, iA, v) → pTαp in Lemma 3.3 satisfies ϕ(v
∗
i iA(a)vj) = w
∗
i kA(a)wj = pSiπα(a)S
∗
j p.
Now we compute∥∥∥∥∥∥
∑
i,j∈Γ+
λi,jW
∗
i ρ(ai,j)Wj
∥∥∥∥∥∥ =
∥∥∥ρ×W (∑ λi,jv∗i iA(ai,j)vj
)∥∥∥
≤
∥∥∥∑ λi,jv∗i iA(ai,j)vj
∥∥∥
=
∥∥∥ϕ(∑ λi,jv∗i iA(ai,j)vj
)∥∥∥ by injectivity of ϕ
=
∥∥∥∑ λi,jpSiπα(ai,j)S∗j p
∥∥∥ .
Next we verify that Φ is a *-homomorphism. It certainly preserves the adjoint, and
we claim by our arguments below that it also preserves the multiplication. Note that
ξ := (pSiπα(a)S
∗
j p) (pSnπα(b)S
∗
mp) =


pSiπα(aαj(1)b)S
∗
mp for j = n
pSiπα(aαj−n(αn(1)b))S
∗
j−n+mp for j > n
pSi+n−jπα(αn−j(a)αn(1)b)S
∗
mp for j < n.
Then use the covariance of (ρ,W ) to see that Φ(ξ) = (W ∗i ρ(a)Wj)(W
∗
nρ(a)Wm) for
all cases of j and n. So Φ preserves the multiplication. Thus Φ is a representation of
pTαp on H .
We want to see that Φ is non degenerate. The representation ρ of A is non degen-
erate and ρ(a) = Φ(πα(a)), therefore
H = span{ρ(a)h : a ∈ A, h ∈ H} ⊂ span{Φ(pSiπα(a)S
∗
j p)h : a ∈ A, i, j ∈ Γ
+, h ∈ H},
so Φ is non-degenerate. The C∗-algebra pTαp is spanned by {w
∗
i iA(a)wj : a ∈ A, i, j ∈
Γ+} because w∗i iA(a)wj = pSipπα(a)pS
∗
j p = pSiπα(a)S
∗
j p. Thus pTαp and A×
piso
α Γ
+
are isomorphic.
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Finally we prove the fullness of A×pisoα Γ
+ in Tα. It is enough by [15, Example 3.6] to
show that TαpTα is dense in Tα = span{Siπα(a)S
∗
j : i, j ∈ Γ
+, a ∈ A}. Take a spanning
element Siπα(a)S
∗
j ∈ Tα and an approximate identity (aλ) for A. Then Siπα(a)S
∗
j =
limλ Siπα(aaλ)S
∗
j , and since Siπα(aaλ)S
∗
j = Siπα(a)S
∗
0pS0πα(aλ)S
∗
j ∈ TαpTα, therefore
a linear combination of spanning elements in Tα can be approximated by elements of
TαpTα. Thus TαpTα = Tα. 
Remark 3.4. When dealing with systems (A,Γ+, α) in which αt(1) = 1, then p = πα(1)
is the identity of L(ℓ2(Γ+, A)), and the assertion of Proposition 3.2 says that A×pisoα Γ
+
is isomorphic to Tα.
4. The partial-isometric crossed product of a system by a single
endomorphism.
In this section we consider a system (A,N, α) of a (non unital) C∗-algebra A and
an action α of N by extendible endomorphisms of A. The module ℓ2(N, A) is the
vector space of sequences (xn) such that the series
∑
n∈N x
∗
nxn converges in the norm
of A, with the module structure (xn) ·a = (xna), and the inner product 〈(xn), (yn)〉 =∑
n∈N x
∗
nyn.
The homomorphism πα : A → L(ℓ
2(N, A)) defined by πα(a)(xn) = (αn(a)xn) is
injective, and together with the non unitary isometry S ∈ L(ℓ2(N, A))
S(x0, x1, x2, · · · ) = (0, x0, x1, x2, · · · )
satisfy the following equation
(4.1) πα(a)Si = Siπα(αi(a)) for all a ∈ A, i ∈ N.
Note that Snπα(ab
∗)(1 − SS∗)S∗m = θf,g where f(n) = a and f(i) = 0 for i 6= n,
g(m) = b and g(i) = 0 for i 6= m. So we can identify the C∗-algebra K(ℓ2(N, A)) as
span{Snπα(ab
∗)(1− SS∗)S∗m : n,m ∈ N, a, b ∈ A}.
Let (A×isoα N, jA, T ) be the isometric crossed product of (A,N, α), and consider the
natural homomorphism φ = (iA × T ) : A ×
piso
α N → A ×
iso
α N. From the Proposition
2.3, we know that
(4.2) ker φ = span{v∗miA(a)(1− v
∗v)vn : a ∈ A,m, n ∈ N}.
We show in the next theorem that the ideal ker φ is a corner in A⊗K(ℓ2(N)).
Theorem 4.1. Suppose (A,N, α) is a dynamical system in which every αn := α
n
extends to a strictly continuous endomorphism on the multiplier algebra M(A) of A.
Let p = πα(1M(A)) ∈ L(ℓ
2(N, A)). Then the isomorphism ψ : A ×pisoα N → pTαp in
Proposition 3.2 takes the ideal kerφ of A×pisoα N given by (4.2) isomorphically to the
full corner p [K(ℓ2(N, A))] p. So there is a short exact sequence of C∗-algebras
(4.3) 0 p [K(ℓ2(N, A))] p A×pisoα N A×
iso
α N 0,
✲ ✲
Ψ
✲
φ
✲
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where Ψ(pSmπα(a)(1− SS
∗)S∗np) = v
∗
miA(a)(1− v
∗v)vn.
Proof. We compute the image ψ(µ) of a spanning element µ := v∗miA(a)(1 − v
∗v)vn
of ker φ
ψ(µ) = pSmpπα(a)ψ(1− v
∗v)pS∗np = pSmπα(a)(p− pSpS
∗p)pS∗np,
pSpS∗ = (πα(1)S)πα(1)S
∗ = Sπα(α(1))S
∗ = S(Sπα(α(1))
∗ = S(πα(1)S)
∗ = SS∗p
and
pS∗np = πα(1)(πα(1)Sn)
∗ = πα(1)(Snπα(αn(1)))
∗ = πα(αn(1))S
∗
n = (πα(1)Sn)
∗ = S∗np.
Therefore we have
(4.4) ψ(v∗miA(a)(1− v
∗v)vn) = p (Smπα(a)(1− SS
∗)S∗n) p.
Since Smπα(a)(1−SS
∗)S∗n = limλ Smπα(aa
∗
λ)(1−SS
∗)S∗n where (aλ) is an approximate
identity in A, and Smπα(aa
∗
λ)(1− SS
∗)S∗n = θξ,ηλ for which ξ, ηλ ∈ ℓ
2(N, A) are given
by ξ(m) = a and ξ(i) = 0 for i 6= m, ηλ(n) = aλ and ηλ(i) = 0 for i 6= n, it follows
that ψ(µ) ∈ p [K(ℓ2(N, A))] p. Thus ψ(kerφ) ⊂ p [K(ℓ2(N, A))] p.
Conversely by similar computations to the way we get the equation (4.4), we have
pSmπα(ab
∗)(1 − SS∗)S∗np = ψ(v
∗
miA(ab
∗)(1 − v∗v)vn). Hence p [K(ℓ
2(N, A))] p ⊂
ψ(ker φ). This corner is full because the algebra K(ℓ2(N, A))pK(ℓ2(N, A)) is dense in
K(ℓ2(N, A)): for an approximate identity (aλ) in A, we have
Smπα(a)(1− SS
∗)S∗n = lim
λ
Smπα(aaλ)(1− SS
∗)S∗n
and Smπα(aaλ)(1 − SS
∗)S∗n = (Smπα(a)(1 − SS
∗)S∗0)p(S0πα(aλ)(1 − SS
∗)S∗n is con-
tained in K(ℓ2(N, A))pK(ℓ2(N, A)). 
Remark 4.2. The external tensor product ℓ2(N) ⊗ A and ℓ2(N, A) are isomorphic as
Hilbert A-modules [15, Lemma 3.43], and the isomorphism is given by
ϕ(f ⊗ a)(n) = (f(0)a, f(1)a, f(2)a, · · · ) for f ∈ ℓ2(N) and a ∈ A.
The isomorphism ψ : T ∈ L(ℓ2(N, A)) 7→ ϕ−1Tϕ ∈ L(ℓ2(N)⊗ A) satisfies ψ(θξ,η) =
ϕ−1 θξ,η ϕ = θϕ−1(ξ),ϕ−1(η) for all ξ, η ∈ ℓ
2(N, A). Therefore ψ(K(ℓ2(N, A))) =
K(ℓ2(N) ⊗ A). So ψ(p) = ϕ−1pϕ =: p˜ is a projection in L(ℓ2(N) ⊗ A). To see
how p˜ acts on ℓ2(N)⊗ A, let f ∈ ℓ2(N), a ∈ A and {en} the usual orthonormal basis
in ℓ2(N). Then p˜(f ⊗ a) = ϕ−1(pϕ(f ⊗ a)), and
pϕ(f ⊗ a) = (f(i)αi(1)a)i∈N = lim
k→∞
ϕ(
k∑
i=0
f(i)ei ⊗ αi(1)a).
Therefore p˜(f ⊗ a) = ϕ−1(pϕ(f ⊗ a)) = limk→∞
∑k
i=0 f(i)ei ⊗ αi(1)a, and hence
p[K(ℓ2(N, A))]p ≃ p˜[K(ℓ2(N)⊗A)]p˜.
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Example 4.3. We now want to compare our results with [10, §6]. Consider a system
consisting of the C∗-algebra c := span{1n : n ∈ N} of convergent sequences, and
the action τ of N generated by the usual forward shift (non unital endomorphism)
on c. The ideal c0 := span{1x − 1y : x < y ∈ N}, of sequences in c convergent
to 0, is an extendible τ -invariant in the sense of [1, 5]. So we can also consider the
systems (c0,N, τ) and (c/c0,N, τ˜), where the action τ˜n of the quotient c/c0 is given
by τ˜n(1x + c0) = τn(1x) + c0. We show that the three rows of exact sequences in [10,
Theorem 6.1], are given by applying our results to (c,N, τ), (c0,N, τ) and (c/c0,N, τ˜).
The crossed product c ×pisoτ N of (c,N, τ) is, by [10, Proposition 5.1], the univer-
sal algebra generated by a power partial isometry v: a covariant partial-isometric
representation (ic, v) of (c,N, τ) is defined by ic(1n) = vnv
∗
n. Let p = πτ (1) be the
projection in Tc,τ , and the partial-isometric representation w : n 7→ wn = pS
∗
np of
N in pTc,τp gives a representation πw of c where πw(1x) = wxw
∗
x, such that (πw, w)
is a covariant partial-isometric representation of (c,N, τ) in pTc,τp. This πw is the
homomorphism kc : c → pTc,τp defined by Proposition 3.2, and the covariant repre-
sentation (πw, w) is (kc, w). So πw × w = kc × w is an isomorphism of c×
piso
τ N onto
the C∗-algebra pTc,τp.
Moreover, the injective homomorphism Ψ : p [K(ℓ2(N, c))] p→ (c×pisoτ N, ic, v) in
Theorem 4.1 satisfies
Ψ(pSiπτ (1n)(1− SS
∗)S∗j p) = v
∗
i ic(1n)(1− v
∗v)vj = v
∗
i vnv
∗
n(1− v
∗v)vj,
and the latter is a spanning element gni,j of kerϕT by [10, Lemma 6.2]. Consequently
the ideal p [K(ℓ2(N, c))] p, in our Theorem 4.1, is the C∗ algebra A = π∗(kerϕT ) of
[10, Proposition 6.9], where the homomorphism ϕT : c ×
piso
τ N → T (Z) is induced
by the Toeplitz representation n 7→ Tn. Now the Toeplitz (isometric) representation
T : n 7→ Tn on ℓ
2(N) gives the isomorphism of c ×isoτ N onto the Toeplitz algebra
T (Z), and c0 ×
iso
τ N onto the algebra K(ℓ
2(N)) of compact operators on ℓ2(N). Then
the second row exact sequence in [10, Theorem 6.1] follows from the commutative
diagram:
(4.5)
0 p [K(ℓ2(N, c))] p c×pisoτ N c×
iso
τ N 0.
0 ker(ϕT )
π∗
≃ A c×
piso
τ N T (Z) 0.
✲
❄
Ψ
✲
Ψ
❄
id
✲
φ
❄
T
✲
✲ ✲
(π∗)−1
✲
ϕT
✲
Next we do similarly for (c0,N, τ) and (c/c0,N, τ˜) to get the first and third row ex-
act sequences of diagram (6.1) in [10, Theorem 6.1]. We know from [5, Theorem 2.2]
that c0 ×
piso
τ N embeds in (c×
piso
τ N, ic, v) as the ideal D = span{v
∗
i ic(1s − 1t)vj : s <
t, i, j ∈ N}, such that the quotient (c×pisoτ N)/(c0 ×
piso
τ N) ≃ c/c0 ×
piso
τ˜ N. Then the
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isomorphism Φ in [5, Corollary 3.1] together with the isomorphism π in [10, Propo-
sition 6.9] give the relations c0 ×
piso
τ N
Φ
≃ ker(ϕT ∗)
π
≃ A, where the homomorphism
ϕT ∗ : c×
piso
τ N→ T (Z) is associated to partial-isometric representation n 7→ T
∗
n .
Let q = πτ (1M(c0)) be the projection in M(Tc0,τ ). Then we have
q [K(ℓ2(N, c0))] q = span{qSiπτ (1m − 1m+1)(1− SS
∗)S∗j q : i, j ≤ m},
and
ξijm := Ψ(qSiπτ (1m − 1m+1)(1− SS
∗)S∗j q) = g
m
i,j − g
m+1
i,j = f
m
m−i,m−j − f
m+1
m−i,m−j
where gmi,j and f
m
i,j are defined in [10, Lemma 6.2]. So ξijm is, by [10, Lemma 6.4], the
spanning element of the ideal I := ker(ϕT ∗) ∩ ker(ϕT ). We use the isomorphism π
given by [10, Proposition 6.5] to identify I with A0, to have the commutative diagram:
(4.6)
0 q [K(ℓ2(N, c0))] q c0 ×
piso
τ N c0 ×
iso
τ N 0
0 I
π
≃ A0 ker(ϕT ∗)
π
≃ A K(ℓ
2(N)) 0
✲
❄
Ψ
✲
Ψ
❄
Φ
✲
φ
❄
T
✲
✲ ✲
id
✲
ǫ∞
✲
Finally for the system (c/c0,N, τ˜), we first note that it is equivariant to (C,N, id).
So in this case, we have rK(ℓ2(N,C))r = K(ℓ2(N)), and C×pisoid N
ρ
≃ T (Z) where the
isomorphism ρ is given by the partial-isometric representation n 7→ T ∗n , and identify
(C×isoid N, jN) ≃ C×id Z ≃ (C
∗(Z), u) with the algebra C(T) of continuous functions
on T using δ : jN(n) 7→ u−n ∈ C
∗(Z) 7→ (z 7→ zn) ∈ C(T). Then we get the third row
exact sequence of diagram (6.1) of [10, Theorem 6.1]:
(4.7)
0 K(ℓ2(N)) C×pisoid N C×
iso
id N 0
T (Z) C(T)
✲
❍
❍❍❥
✲
Ψ
❄
ρ
✲
φ
❄δ
✲
✲
ψT
✟
✟
✟
✟✯
Remark 4.4. We have seen in Example 4.3 the three rows exact sequences of [10,
Diagram 6.1] are computed from our results. The three columns exact sequences
can actually be obtained by [5, Theorem 2.2,Corollary 3.1]. Although these do not
imply the commutativity of all rows and columns (because we have not obtained
the analogous theorem of [5, Theorem 2.2] for the algebra T(A,N,α)), nevertheless it
follows from our results that the algebras A and A0 appeared in [10, Diagram 6.1]
are Morita equivalent to c⊗K(ℓ2(N)) and c0⊗K(ℓ
2(N)) respectively. It is a helpful
fact in particular for describing the primitive ideal space of c×pisoτ N.
Example 4.5. If (A,N, α) is a system of a C∗-algebra for which α(1) = 1, then (4.3)
is the exact sequence of [7, Theorem 1.5]. This is because p = πα(1) is the identity of
T(A,N,α), so A ×
piso
α N is isomorphic to T(A,N,α) and p[K(ℓ
2(N, A))]p = K(ℓ2(N, A)).
Let (A∞, β
n)n be the limit of direct sequence (An) where An = A for every n
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and αm−n : An → Am for n ≤ m. All the bonding maps β
i : Ai → A∞ ex-
tend trivially to the multiplier algebras and preserve the identity. Therefore we
have (A ×isoα N, jA, jN) ≃ (A∞ ×α∞ Z, i∞, u) in which the isomorphism is given by
ι(jN(n)
∗jA(a)jN(m) = u
∗
ni∞(β
0(a))um, and then the commutative diagram follows:
(4.8)
0 p [K(ℓ2(N, A))] p A×pisoα N A×
iso
α N 0
0 K(ℓ2(N, A)) T(A,N,α) Aα∞ ×α∞ Z 0.
✲
❄
id
✲
Ψ
❄
ψ
✲
φ
❄
ι
✲
✲ ✲
id
✲
q
✲
5. The partial-isometric crossed product of a system by a semigroup
of automorphisms.
Suppose (A,Γ+, α) is a system of an action α : Γ+ → AutA by automorphisms on
A, and consider the distinguished system (BΓ+ ,Γ
+, τ) of the commutative C∗-algebra
BΓ+ by semigroup of endomorphisms τx ∈ End(BΓ+). Then x 7→ τx ⊗ α
−1
x defines an
action γ of Γ+ by endomorphisms of BΓ+ ⊗A. So we have a system (BΓ+ ⊗A,Γ
+, γ)
by a semigroup of endomorphisms. We prove in the proposition below that the
isometric-crossed product (BΓ+ ⊗ A)×
iso
γ Γ
+ is A×pisoα Γ
+.
Proposition 5.1. Suppose α : Γ+ → AutA is an action by automorphisms on a
C∗-algebra A of the positive cone Γ+ of a totally ordered abelian group Γ. Then
the partial-isometric crossed product A×pisoα Γ
+ is isomorphic to the isometric crossed
product ((BΓ+⊗A)×
iso
γ Γ
+, j). More precisely, the C∗-algebra (BΓ+⊗A)×
iso
γ Γ
+ together
with a pair of homomorphisms (kA, kΓ+) : (A,Γ
+, α)→ M((BΓ+ ⊗A)×
iso
γ Γ
+) defined
by kA(a) = jB
Γ+
⊗A(1⊗a) and kΓ+(x) = jΓ+(x)
∗ is a partial-isometric crossed product
for (A,Γ+, α).
Proof. Every kΓ+(x) satisfies kΓ+(x)kΓ+(x)
∗ = jΓ+(x)
∗jΓ+(x) = 1, and (kA, kΓ+) is a
partial-isometric covariant representation for (A,Γ+, α):
jB
Γ+
⊗A(1⊗ αx(a)) = jΓ+(x)
∗jΓ+(x)jB
Γ+
⊗A(1⊗ αx(a))jΓ+(x)
∗jΓ+(x)
= jΓ+(x)
∗jB
Γ+
⊗A(τx ⊗ α
−1
x (1⊗ αx(a)))jΓ+(x)
= jΓ+(x)
∗jB
Γ+
⊗A(1x ⊗ a)jΓ+(x) = jΓ+(x)
∗jB
Γ+
(1x)jA(a)jΓ+(x)
= jΓ+(x)
∗jΓ+(x)jΓ+(x)
∗jA(a)jΓ+(x) = jΓ+(x)
∗jB
Γ+
⊗A(1⊗ a)jΓ+(x),
and jΓ+(x)jΓ+(x)
∗jB
Γ+
⊗A(1⊗ a) = jB
Γ+
⊗A(1⊗ a)jΓ+(x)jΓ+(x)
∗ because jB
Γ+
⊗A(1x ⊗
a) = jA(a)jB
Γ+
(1x)
Suppose (π, V ) is a partial-isometric covariant representation of (A,Γ+, α) on H .
We want to get a non degenerate representation π×V of the isometric crossed product
(BΓ+ ⊗ A)×
iso
γ Γ
+ which satisfies (π × V ) ◦ kA(a) = π(a) and (π × V ) ◦ kΓ+(x) = Vx
for all a ∈ A and x ∈ Γ+.
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Since VxV
∗
x = 1 for all x ∈ Γ
+, x 7→ V ∗x is an isometric representation of Γ
+, and
therefore πV ∗(1x) = V
∗
x Vx defines a representation πV ∗ of BΓ+ such that (πV ∗ , V
∗)
is an isometric covariant representation of (BΓ+ ,Γ
+, τ). Moreover πV ∗ commutes
with π because πV ∗(1x)π(a) = V
∗
x Vxπ(a) = π(a)V
∗
x Vx = π(a)πV ∗(1x). Thus πV ∗ ⊗
π is a non degenerate representation of BΓ+ ⊗ A on H , and πV ∗ ⊗ π(1y ⊗ a) =
πV ∗(1y)π(a) = π(a)πV ∗(1y). We clarify that (πV ∗ ⊗ π, V
∗) is in fact an isometric
covariant representation of the system (BΓ+ ⊗ A,Γ
+, γ):
πV ∗ ⊗ π(τx ⊗ α
−1
x (1y ⊗ a)) = πV ∗(τx(1y))π(α
−1
x (a)) = V
∗
x πV ∗(1y)Vxπ(α
−1
x (a))
= V ∗x πV ∗(1y)π(αx(α
−1
x (a)))Vx by piso covariance of (π, V )
= V ∗x πV ∗(1y)π(a)Vx = V
∗
x (πV ∗ ⊗ π)(1y ⊗ a)Vx.
Then ρ := (πV ∗ ⊗ π)× V
∗ is the non degenerate representation of (BΓ+ ⊗A)×
iso
γ Γ
+
which satisfies the requirements
ρ(kA(a)) = ρ(jB
Γ+
⊗A(1⊗ a)) = πV ∗ ⊗ π(1⊗ a) = π(a)
and ρ(kΓ+(x)) = ρ(jΓ+(x)
∗) = Vx. Finally, the span of {kΓ+(x)
∗kA(a)kΓ+(y)} is dense
in (BΓ+ ⊗ A)×
iso
γ Γ
+ because
kΓ+(x)
∗kA(a)kΓ+(y) = jΓ+(y)
∗jB
Γ+
⊗A(1x+y ⊗ α
−1
x+y(a))jΓ+(x).

Proposition 5.1 gives an isomorphism k : (A ×pisoα Γ
+, i) → ((BΓ+ ⊗ A) ×
iso
γ Γ
+, j)
which satisfies k(iΓ+(x)) = jΓ+(x)
∗ and k(iA(a)) = jB
Γ+
⊗A(1⊗ a). This isomorphism
maps the ideal ker φ of A×pisoα Γ
+ in Proposition 2.3 isomorphically onto the ideal
I := span{jB
Γ+⊗A
(1⊗ a)jΓ+(x)[1− jΓ+(t)jΓ+(t)
∗]jΓ+(y)
∗ : a ∈ A, x, y, t ∈ Γ+}
of (BΓ+ ⊗ A) ×
iso
γ Γ
+. We identify this ideal in Lemma 5.2. First we need to recall
from [1] the notion of extendible ideals, it was shown there that
BΓ+,∞ := span{1x − 1y : x < y ∈ Γ
+}
is an extendible τ -invariant ideal of BΓ+ . Thus BΓ+,∞⊗A is an extendible γ-invariant
ideal of BΓ+ ⊗ A. We can therefore consider the system (BΓ+,∞ ⊗ A),Γ
+, γ). Ex-
tendibility of ideal is required to assure the crossed product (BΓ+,∞⊗A)×
iso
γ Γ
+ embeds
naturally as an ideal of (BΓ+⊗A)×
iso
γ Γ
+ such that the quotient is the crossed product
of the quotient algebra BΓ+ ⊗A/BΓ+,∞ ⊗ A [1, Theorem 3.1].
Lemma 5.2. The ideal I is (BΓ+,∞ ⊗A)×
iso
γ Γ
+.
Proof. We know from [1, Theorem 3.1] that the ideal (BΓ+,∞⊗A)×
iso
γ Γ
+ is spanned
by
{jΓ+(v)
∗jB
Γ+⊗A
((1s − 1t)⊗ a)jΓ+(w) : s < t, v, w in Γ
+, a ∈ A}.
So to prove the Lemma, it is enough to show that I and (BΓ+,∞⊗A)×
iso
γ Γ
+ contain
each other.
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We compute on their generator elements in next paragraph using the fact that
the covariant representation (jB
Γ+
⊗A, jΓ+) gives a unital homomorphism jB
Γ+
which
commutes with the non degenerate homomorphism jA, and that the pair (jB
Γ+
, jΓ+)
is a covariant representation of (BΓ+ ,Γ
+, τ). Each isometry jΓ+(x) is not a unitary,
so the pair (jA, jΓ+) fails to be a covariant representation of (A,Γ
+, α−1). However it
satisfies the equation jA(α
−1
x (a))jΓ+(x) = jΓ+(x)jA(a) for all a ∈ A and x ∈ Γ
+.
Let ξ be a spanning element of I. If x < y and t are in Γ+, then jΓ+(y)
∗ =
jΓ+(x)
∗jΓ+(y − x)
∗, and
jΓ+(x)[1 − jΓ+(t)jΓ+(t)
∗]jΓ+(y)
∗ = (jΓ+(x)jΓ+(x)
∗ − jΓ+(x+ t)jΓ+(x+ t)
∗)jΓ+(y − x)
∗
= jB
Γ+
⊗A((1x − 1x+t)⊗ 1M(A))jΓ+(y − x)
∗,
so
ξ = jB
Γ+
⊗A((1x − 1x+t)⊗ a)jΓ+(y − x)
∗ = jΓ+(y − x)
∗jB
Γ+
⊗A(γy−x((1x − 1x+t)⊗ a))
= jΓ+(y − x)
∗jB
Γ+
⊗A((1y − 1y+t)⊗ α
−1
y−x(a)).
If x ≥ y, then jΓ+(x) = jΓ+(x− y)jΓ+(y), and
jΓ+(x)[1− jΓ+(t)jΓ+(t)
∗]jΓ+(y)
∗ = jΓ+(x− y)[jΓ+(y)jΓ+(y)
∗ − jΓ+(y + t)jΓ+(y + t)
∗]
= jΓ+(x− y)jB
Γ+
⊗A((1y − 1y+t)⊗ 1M(A))jΓ+(x− y)
∗jΓ+(x− y)
= jB
Γ+
⊗A((1x − 1x+t)⊗ 1M(A))jΓ+(x− y),
so ξ = jB
Γ+
⊗A((1x − 1x+t)⊗ a)jΓ+(x− y), and therefore I ⊂ (BΓ+,∞ ⊗ A)×
iso
γ Γ
+.
For the other inclusion, let η = jB
Γ+
⊗A((1s − 1t) ⊗ a)jΓ+(x) be a generator of
(BΓ+,∞ ⊗ A) ×
iso
γ Γ
+. Then η = jA(a)[jΓ+(s)jΓ+(s)
∗ − jΓ+(t)jΓ+(t)
∗]jΓ+(x), and a
similar computation shows that
[jΓ+(s)jΓ+(s)
∗ − jΓ+(t)jΓ+(t)
∗]jΓ+(x)
=


jΓ+(s)[1− jΓ+(t− s)jΓ+(t− s)
∗]jΓ+(s− x)
∗ for x ≤ s < t
jΓ+(x)[1 − jΓ+(t− x)jΓ+(t− x)
∗] s < x < t
0 for t = x or s < t < x,
which implies that η ∈ I. 
An isometric crossed product is isomorphic to a full corner in the ordinary crossed
product by the dilated action. The action τ : Γ+ → End(BΓ+) is dilated to the action
τ : Γ→ Aut(BΓ) where τs(1x) = 1x+s acts on the algebra BΓ = span{1x : x ∈ Γ}. We
refer to Lemma 3.2 of [2] to see that a dilation of (BΓ+ ⊗ A,Γ
+, γ) gives the system
(BΓ⊗A,Γ, γ∞), in which γ∞ = τ⊗α
−1 acts by automorphisms on the algebra BΓ⊗A.
The bonding homomorphism hs for s ∈ Γ
+, is given by
hs : (1x ⊗ a) ∈ BΓ+ ⊗ A 7→ (1x ⊗ a) ∈ span{1y : y ≥ −s} ⊗ A →֒ BΓ ⊗ A.
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This homomorphism extends to the multiplier algebras, we write as h0, and it carries
the identity 10⊗1M(A) ∈M(BΓ+⊗A) into the projection h0(10⊗1M(A)) ∈M(BΓ⊗A).
Let
p := jBΓ⊗A(h0(10 ⊗ 1M(A)))
be the projection in the crossed product M((BΓ ⊗ A) ×γ∞ Γ). Then it follows from
[1, Theorem 2.4] or [8, Theorem 2.4] that (BΓ+ ⊗ A) ×
iso
γ Γ
+ is isomorphic onto the
full corner p [(BΓ ⊗A)×γ∞ Γ] p.
Corollary 5.3. There is an isomorphism of A×pisoα Γ
+ onto the full corner p [(BΓ⊗
A) ×γ∞ Γ] p of the crossed product (BΓ ⊗ A) ×γ∞ Γ, such that the ideal kerφ of
A ×pisoα Γ
+ in Proposition 2.3 is isomorphic onto the ideal p [(BΓ,∞ ⊗ A) ×γ∞ Γ] p,
where BΓ,∞ = span{1s − 1t : s < t ∈ Γ}.
Corollary 5.4. Suppose α : Γ+ → Aut(A) is the trivial action αx = identity for all
x, and let CΓ denote the commutator ideal of the Toeplitz algebra T (Γ). Then there
is a short exact sequence
(5.1) 0 A⊗ CΓ A×
piso
α Γ
+ A×α Γ 0.✲ ✲ ✲
φ
✲
Proof. We have already identified in Lemma 5.2 that the ideal I is (BΓ+,∞⊗A)×
iso
τ⊗id
Γ+. We know that we have a version of [17, Lemma 2.75] for isometric crossed
product, which says that if (C,Γ+, γ) is a dynamical system and D is any C∗-algebra,
then (C ⊗max D)×
iso
γ⊗id Γ
+ is isomorphic to (C ×isoγ Γ
+)⊗max D. Applying this to the
system (BΓ+,∞,Γ
+, τ) and the C∗-algebra A, we get
(BΓ+,∞ ⊗A)×
iso
τ⊗id Γ
+ ≃ (BΓ+,∞ ×
iso
τ Γ
+)⊗A ≃ CΓ ⊗ A,
and hence we obtained the exact sequence. 
Remark 5.5. Note that
A×pisoid Γ
+ ≃ (BΓ+ ⊗A)×
iso
τ⊗id Γ
+ ≃ (BΓ+ ×
iso
τ Γ
+)⊗ A ≃ T (Γ)⊗A,
and A×isoid Γ
+ ≃ A×id Γ ≃ A⊗ C
∗(Γ) ≃ A⊗ C(Γˆ). So (5.1) is the exact sequence
0 A⊗ CΓ A⊗ T (Γ) A⊗ C(Γˆ) 0,✲ ✲ ✲
φ
✲
which is the (maximal) tensor product with the algebra A to the well-known exact
sequence 0→ CΓ → T (Γ)→ C(Γˆ)→ 0.
5.1. The extension of Pimsner Voiculescu. Consider a system (A,Γ+, α) in
which every αx is an automorphism of A. Let (A ×α Γ, jA, jΓ) be the correspond-
ing group crossed product. The Toeplitz algebra T (Γ) is the C∗-algebra generated
by semigroup {Tx : x ∈ Γ
+} of non unitary isometries Tx, and the commutator
ideal CΓ of T (Γ) generated by the elements TsT
∗
s − TtT
∗
t for s < t is given by
span{Tr(1− TuT
∗
u )T
∗
t : r, u, t ∈ Γ
+} of T (Γ).
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Consider the C∗-subalgebra TPV (Γ) ofM((A×αΓ)⊗T (Γ)) generated by {jA(a)⊗I :
a ∈ A} and {jΓ(x) ⊗ Tx : x ∈ Γ
+}. Let S(Γ) be the ideal of TPV (Γ) generated by
{jA(a)⊗ (TsT
∗
s − TtT
∗
t ) : s < t ∈ Γ
+, a ∈ A}.
We claim that (A×piso
α−1
Γ+, iA, iΓ+) ≃ TPV (Γ), and the isomorphism takes the ideal
ker(φ) onto S(Γ). To see this, let π(a) := jA(a) ⊗ I and Vx := jΓ(x)
∗ ⊗ T ∗x . Then
(π, V ) is a partial-isometric covariant representation of (A,Γ+, α−1) in the C∗-algebra
M((A×α Γ)⊗T (Γ)). So we have a homomorphism ψ : A×
piso
α−1
Γ+ → (A×αΓ)⊗T (Γ)
such that
ψ(iA(a)) = jA(a)⊗ I and ψ(iΓ+(x)) = jΓ(x)
∗ ⊗ T ∗x for a ∈ A, x ∈ Γ
+.
Moreover for a ∈ A and x > 0, we have
π(a)(1− V ∗x Vx) = (jA(a)⊗ I)(1− (jΓ(x)⊗ Tx)(jΓ(x)
∗ ⊗ T ∗x ))
= (jA(a)⊗ I)− (jA(a)⊗ I)(jΓ(x)⊗ Tx)(jΓ(x)
∗ ⊗ T ∗x )
= (jA(a)⊗ I)− (jA(a)⊗ TxT
∗
x )
= jA(a)⊗ (I − TxT
∗
x ).
Since TxT
∗
x 6= I, the equation π(a)(1 − V
∗
x Vx) = 0 must imply jA(a) = 0 in A ×α Γ,
and hence a = 0 in A. So by Theorem 4.8 [10] the homomorphism ψ is faithful. Thus
A×piso
α−1
Γ+ ≃ ψ(A×piso
α−1
Γ+) = TPV (Γ).
The isomorphism ψ : A ×piso
α−1
Γ+ → TPV (Γ) takes the ideal ker φ of A ×α−1 Γ
+ to
the algebra S(Γ).
Corollary 5.6 (The extension of Pimsner and Voiculescu).
Let (A,N, α) be a system in which α ∈ Aut(A). Then there is an exact sequence
0→ A⊗K(ℓ2(N))→ TPV → A×α Z→ 0.
Proof. Apply Theorem 4.1 to the system (A,N, α−1), and then use the identifications
A×piso
α−1
N ≃ TPV (Z), ker φ ≃ S(Γ) ≃ K(ℓ
2(N, A)) and A×α Z ≃ A×α−1 Z. 
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