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For the Hermite-Fejer interpolation at the zeros of the Jacobi polynomials Pkfl) 
it is shown, with the aid of the Bohman-Korovkin theorem, that the sequence of 
interpolation polynomials converges for every continuous A pointwise, for 1x1 < 1 
and u, p> -1 and that the convergence is uniform in every closed subinterval 
[ - 1 + S, 1 -S], 6 > 0. Moreover, there is uniform convergence for 1x1 < 1 if 
max(a, p) ~0. To prove this result of Szegii, we show that the Hermite-Fejtr 
functionals are asymptotically positive and that the application of a functional of 
that type to the test function g,: t + (x - t)2 yields a constant multiple of { P$fi)}‘. 
Our methods may also be used to prove an analogous convergence result for the 
generalized Hermite-FejCr interpolation with Jacobi nodes of multiplicity 4. 
0 1985 Academic Press, Inc. 
1. INTRODUCTION 
The aim of this article is to show that the convergence results of Szego 
[8, 91 for the Hermite-FejCr interpolation may be proved via the 
Bohman-Korovkin theorem on the convergence of sequences of positive 
linear functionals, taking advantage of special properties of Jacobi 
polynomials (bounds for the zeros and the sup-norm, Gaussian 
quadrature). Fejtr [l] and Szegij [8, 91 proved their convergence 
theorems for Hermite-FejQ interpolation directly without the elegant 
mechanism of the Bohman-Korovkin theory which was not yet known at 
that time; nevertheless positivity arguments played a central role in their 
proofs. Later the Bohman-Korovkin theorem was used as a powerful 
method for an elegant proof of the convergence results of FejCr and Szego 
in case of Pk@)-nodes with max(a, p) < 0 and for some generalizations of 
Lobatto type where the Hermite-Fejer operators are positive (cf. de Vore 
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[lo], Knoop [4]). But the possibility to prove SzegG’s convergence 
theorem for arbitrary a, fi > -1 and 1x1~ 1 with the aid of the Bohman- 
Korovkin theorem seems to be remained unnoticed until now. 
In this article we show that the Hermite-FejCr functional at a fixed 
position x with 1x1 < 1 and for arbitrary Jacobi nodes may be splitted into 
a positive functional and a perturbation term which has arbitrary small 
norm if the number of nodes increases. In this sense the Hermite-FejCr 
functionals are asymptotically positive and this property in connection with 
the convergence for the test function g x : r + (x - t)’ guarantees the con- 
vergence of the Hermite-FejCr interpolation for all continuous functions. in 
this context we point to the fact that an application of the Hermite-FejCr 
operator to g, followed by an evaluation at the point x yields a polynomial 
which is a constant multiple of [Pzp)]*. In this way the convergence for 
the test function g, is easily proved. Altogether we get the convergence 
theorem of Szego, namely that for every continuous f the sequence of 
Hermite-FejCr interpolation polynomials to the zeros of the Jacobi 
polynomial P$o) converges to f pointwise for all x with 1x1~ 1 and 
uniform in every closed subinterval provided a, p > -1; the convergence is 
uniform in lx/< 1 if a, fl> -1 and max(a, fi) < 0. If we generalize the 
Hermite-FejQ problem allowing nodes of multiplicity 4, we get by similar 
arguments analogous results; the generalized Hermite-Fejer interpolation 
converges pointwise for 1x1 < 1 and uniform in closed subintervals for 
arbitrary a, fl& -1 and the convergence is uniform in 1x1~ 1 if max 
(x, /3) < -$. We point to the fact that with respect to the parameters a, /3 
our convergence results cover the known convergence areas. 
2. CONVERGENCE FOR THE TEST FUNCTION 
We start with the definition of the Hermite operator 
where x, = xLm’, ,u = 1 ,..., m,isthesetofnodeswith -l<x,<***<x,<l 
and 
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%?r(4= fi (x--p), 
p=l 
(sx) = 
WFdx) 
4&4)(x - xp)’ 
The associated Hermite-Fejkr operator 
F,: C[-1,1] +7[2m-1 
then has the representation 
cnf = f f&J b. 
p=l 
To determine F,,, g,, g,: t + (x - z)~, we note that 
Then it follows 
g,=K?J,--2 f (x-X$pl* 
As g,(x) = 0, we get 
Wax)(x)=2 f (x-xp)(&4 
p=l 
=2 2 (x-x,)2 {1,(x)]* 
Now we consider the special case of Jacobi nodes and use the notation 
P:,fi) instead of F,. Let 
m+a -l 
Urn= ( > m pb$LQ 
with CI, /.I > -1. Then in the relation 
the sum is related to the weights 
1 =2~+B+lT(m+af1)T(m+%+1) 
P m! qm+a+fl-t- 1) 
(1 -xi)-’ (PE@)‘(x,))-2 
of Gauss-Jacobi quadrature (cf. SzegG [9, p. 3521). It follows 
with 
(F~~‘gJ(x) ={Pgqx)}* c$y) f n,(l -x;, 
$I=1 
@.B) := 2-u-8 m! r(m+a+B+l) m f(m+u+ l)r(m+/?+ 1)’ 
we get 
LEMMA 1. If the Hermite-Fejkr operator F,4,4flj is applied to the test 
function g, = (x - *)* it follows for arbitrary ct, /I > -1 
where 
o(a,B).- 8T(@+2)r(B+2) m!~(m-tff+%+l) 
m  .- 
r(a+8+4) T(m-l-a+ l)r(m+fl+l) 
= O(1) as m+cO. 
An application of a result of Szegii [9, Theorem 7.32.2, p. 1691 now yields 
THJXIREM 1. One has as m 4 co 
(1) (F$@)g,(x) = o( 1 ), pointwise for all x with 1x1~ 1, if a, j? > - 1, 
(2) (~~~)g~)(x) = o(l), Y f Ii zuuorm or a x with lxl,<l--6,6>0, if 
u, fl> -1, and 
(3) (fl;B)g,)(x) = o(l), uniform for all x with 1x1 G 1, if ~1, /?> -1 
and max( tl, /I) < 0. 
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Remark 1. Since 
pc- 1/z -l/2) = m-112 m 
( > 
T 
m ml, 
we get from Lemma 1 the well-known relation (cf. de Vore [S, p. 431) 
(F’- 1’2, -““g,)(x) =; { T,,,(x)} ‘. m 
3. ASYMPTOTIC POSI~VITY OF THE HERMITE-FEJBR FUNCTIONALS 
Now we consider the Hermite-Fejtr functional F’,“;B) defined by 
F;;fi’f := (F$J’f)(x). 
The starting point for our positivity considerations is the representation (cf. 
Szegil [9, (14.17) and (14.5.2)] 
with 
Q4 = 
l-x[a-fl+(a+/?+2)x,]+(a-fi)xr+(a+/?+l)x~ 
1-x; 
For the operator norm of I$!$), we get 
whence follows 
11~;;!y = f u,(x){l,(x)}2- 5 u,(xH~,(x)~2 
p=l /A=1 
up(x) a 0 U/l(X) -=z 0 
=fl u,(x){lJx)}* - 2 f u,(xH&)12 
jA=I 
uJl(x) -x 0 
= 1 - 2 2 u,(x){r,(x))*. 
p=l 
U”(X)<0 
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It is seen that J’$$!) is a positive functional in the usual sense if the sum is 
empty, and we say that F’, 0) is an asymptotically politics ~~~ctiona~ if 
jpJ’ := -2 g u,(x){rp(x)t2+o as m-+cO. 
p=l 
ql(x) -z 0 
Since u,(x,) = 1, one has u,(x) > 0 if Ix - xP/ is small. Then for fixed x with 
1x1~ 1 there exist natural numbers p =p(x) such that u,(x) > 0. These 
heuristics allow the conjecture that in an .+neighbourhood of x no nodes 
with u,(x) < 0 lie where E > 0 and independent of m. To verify this conjec- 
ture, we consider the quadratic polynomial corresponding to the 
numerator of uP 
p~~t)=l-x[a-~+(a+~~2)t]+(a-~~t+(a+~+l)t2 
=l-x2-[(a+fl+l)t+(a-fi--x)1(x-t). 
For 1x1~ 1, we have 
~~(-1)=2(~+l)~l+x)>o, 
p,(x)= 1 -x*>o, 
pX(l)=2(a+ l)(l -x)>O. 
Thus, we have shown that from u,(x) c 0 the three estimates 
IX--J >,E, lil-X,l2E 
follow where E = E(X, a, 8) > 0 and independent of m. For 1x1 = 1, we con- 
sider only the case max(a, fi) G 0, where F’,, 6B) is a positive functional so 
that N$$)=O. Then it follows for /xl’< 1, 
m [l-x[a-~+(a+/?+2)x,J+(a-~)x,+(a+B+l)x~l[P~B~(x)12 c I p=l l/2( 1 -x$(x-x,)’ [P>@“(X,)]2 
1X--x,/2& 
where p is an upper bound of 
II-x[a-B+(a+B+2)x,]+(a-fi)x,+(a+fi-t-1)x$ 
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Moreover, if we compare to the Gauss-Jacobi quadrature formula, we get 
(cf. SzegG [9, (15.3.1)]) 
z1 (1 -x2)[;(..B).o12 P m 
Ix - xc1 P E 
m 1 
a p=1 (  -x:)c&Yx,)l’ 
m! f(m+a+b+ 1) 
=r(m+ct+l)r(m+/9+ 1) 
2-a-8-1 
f 4 
p=l 
m!r(m+a+p+l) r(a+l)r(/Y+l) 
=f(m+a+ l)f(m+jI+ 1) r(a+fl+2) 
=0(l) as m-boo. 
Thus it follows for 1x1 < 1, 
llN’aql = O( l)[P’“*@‘(x)]2 mx m as m+c0, 
and we conclude the following (cf. SzegG [9, Theorem 7.32.11) 
LEMMA 2. For the functionals N$$, one has the estimate 
I( N@,fi)I( = o( 1) if 
I4 < 1, a, B> -1, 
mx lf . 1x1 < 1, a, /? > -1 and max(a, fi) < 0. 
Altogether it follows 
THEOREM 2. For the Hermite-Fej&r functionals fl;f), one has the 
estimates as m + co 
llF;$B’lj = 1 + ~(l){f’~s’(X)}2 
= 1+0(l) if 
1x1 < 1, a, /I> -1. 
if 1x1~ 1, a, /I > -1 and max(a, /3) < 0. 
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4. THE CONVERGENCE OF HERMITE-F&R INTERPOLATION 
ATJACOBI NODFS 
According to a well-known result of Szegij [9, p. 339 f.] the Hermite- 
FejQ operators I$$fl) are positive for all m = 1,2,..., iff max(a, /3) < 0. 
Therefore the Bohman-Korovkin theorem may be applied to the sequence 
F$$p) only for those values of TV, p. But we may instead consider the positive 
fictional 3’$? - NE;@). Then we have for Ix/ < 1 
I u%%x)tx)l G IW%Y II &II 6 4 IIN::‘ll. 
Now we apply the quantitative version of the Bohman-Korovkin theorem 
(de Vore [lo, Theorem 2.3, p. 28 f.]) to FE:)-- N$!). Setting 
a;(x) := (~~~)g~)(x) + 4 ll~~~)ll, 
e0 :t-+l, 
we get since 
the following estimate 
IV’!,?!fOkf(x)l s { If( + 11 llW,Ti!‘ll f {I+ ll~!,Y~‘ll 
+ (I+ ll~::‘ll)“*) df, l%o)l). 
We now apply Theorem 1, Lemma 2, and Theorem 2 getting 
1x1 < 1, 6 B > -1, 
1x1 G 1, a, p > -1 and max(a, /I) < 0 
and 
Ivp?ff)(x) -ftx)l= 41) 
if 1x1 < l,a, b> -1, 
if 1x1 G 1, CC, fl> -1 and max(cr, fl) ~0. 
We point to the fact that the above estimations moreover show that the 
convergence is uniform in every subinterval [ - 1 + 6, 1 - S], S > 0, if 
~1, p> -1, and in the whole interval [ -1, l] if max(a, &CO. 
THEOREM 3. The sequence of Hermite-Fejdr interpolation polynomials 
F$@)f converges for euery f E C[ - 1, 1 ] fo f 
(i) pointwisefor all x with 1x1 < 1, if a, p> -1, 
(ii) ~iform for all x with 1x1 < l-6, S > 0, if 01, B > -1, 
(iii) uniform for all x with 1x1 < 1, if a, /? > -1 and max(cr, /?) < 0. 
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5. HERMITE-FEJ~R IN~WLATION AT JACOBI NODES 
OF MULTIPLICITY 4 
The Hermite-FejCr interpolation problem has been generalized in the 
following way (cf. [2, 4, 51): 
For the zeros of the Jacobi polynomial Pj,“.p), we consider the operator 
with 
K?&C[-1, 1]+7cnq,-1 
(K!y’f)(x) := -g f(x,) ul”.qx){r,(x)}4, 
p=l 
where I, as above and 
Y+$l ufJ’(x):= l-2 1-x2 (x-x,)+z 1 11 y+% 2(x-xp)2 
+:(;I:Ej ( 
( ) P 
2 
1-2Y+P-lb, 
1-x; b-x,,) 
x [4(M-6)(1-x;)-8x,(y+6x,)] 
- K ) 
Y+$4 
1-x; 
3+ix (Y+w* 
3 p (l-xi)3 
1 
+; (6+2) (1 -x;)2 
y+dxp (x-xJ3, 1 
y := a-p, 
6 := a+/?+2, 
M:= m(m+a+fi+l). 
We point to the fact that K$p)f is nothing else but the “derivative-free” 
part of the generalized Hermite interpolation polynomial to f at the nodes 
xlr with multiplicity 4. The convergence problem for the generalized 
Hermite-Fejtr interpolation may be treated with methods which are 
similar to those used above. 
First, we show convergence for the test polynomial g,. We have 
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1 
+ii ( 
1-2Y+(2wxP(x 
1-x; - I( 
x ) 
1 
x C4(M-S)(l-x~)-8x,(y+6x,)] 
_ (Y +%J3 
( 
+ix (Y+$J2 
1-x; 3 W 1-x; 
+;(6+2)(7+6x,) 
1 I 
w-x,) * 
AS 
2 V,(x)l = m% ml 
p=l 
(cf. Szegii [9, p, 335 ff.]) we get for the first sum by a similar est~ation as 
in Section 3 
as m + 00 if 1x1 < 1, 
qjog2 m.  m2mex(a,~,-0.5)) as m-30 if Ixl<l. 
For the second sum we note 
1 
- = O(m2) 
1-x; 
and on the other hand we compare to the Gauss-Jacobi weights (Szegii [9, 
(15.3.1)]) and get 
1 
Jl (1 - xi,” [P!$“(X,)]4 
=0(l) f n;. 
p=i 
From [9, (153.14) 3 we deduce 
2 $=0(l) 5 (~+~) 
p=l p=l 
I O(m-') if min(a, fl) > -i, = O(log m m-‘) if minfa, fl)= --i 
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(cf. also [4]). Altogether we have as m + co, 
(~‘“9L)(x) m 
= {P$fl)(x)}’ O(log2 m) + {PbB)(x)}4 O(m2) f 2.; 
p=l 
= ( m2mMa.B9-0.5) O(log m) + m4max(a,&-0.5)+ 1 o(log m) 
if min(a, /?)a -i, 1x1 < 1. 
I if =0(l) if min(a, fl) > -4, 1x1 < 1, (a, B) E C -2, -$), I4 G 1. 
So we get the following convergence theorem: 
THEOREM 4. The Hermite-Fejkr interpolation of multiplicity 4 applied to 
the test function g, is convergent in the following sense 
Wmg,)(x)=41) ; i 
1x1 < A a, P > -a, 
I4 G 1, (a, B) E C -$,-+I. 
To show the asymptotic positivity of the functionals K!,$ with 
KE*;B'f := (KgJ'f)(x) 
we analyse the position of the zeros of 
u,(t) = 1 - 2 j-JX-t)+~(~)2(X-t)2 y+6t 
1 x-t 2 
+ii l-t2 0 i 
1_2y+(264)t 
l-t2 (x-t) 1 
x [4&G6)(1-t2)-8t(y+6t)] 
1 (y+6t)2 1 
+5t(l-tZ)3 +-i;(6+2)(lpt2)2 
r (X-t)3; 1 
here we have 6 > 0 and without loss of generality y > 0. The demand 
ux( t) = 0 
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is equivalent to 
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x [4(M- 6)( 1 - t2) - 8t(y + st)] 
+Lt (y+Jt) 1 
3 (1-t2)3 6 +-(6+2)(lvf2)2 
r (tmx)2. 1 (5.1) 
Let x be fixed with 1x1 < 1. Then er >O exists such that 
l+2y+(26-1)t 
1 -t2 
(t-x)20 if Ix-t1 GE,. 
As M= 0(m2), there exists c2 > 0 such that 
4(M- 6)(1- t2) - 8t(y + st) > 0 
if (x - tl < s2 and m > m,,(c2). Therefore E” = E(x, tl, fi) > 0 exists such that for 
m 3 ma(E) the left side in (5.1) is negative if x - .E < t c x and positive if 
x < t < x + E and unbounded if one approaches the point x. As the right 
side is bounded at x, there exists E = E(X, a, B) > 0 such that for Ix - tl < E 
and m >m,(c) no zero of U, exists. Therefore from z@fi)(x) < 0 the 
inequality Ix - xPl > E follows. Altogether we have as m + co, 
IlK!$y = 1 - 2 2 U,(X){l,(X)}4 
/A=1 
+(x] < 0 
and in view of (1 -x:)-l = O(m’), we get 
ll~!z’ll = 1+ P!??‘(x)~4 W2) f, (1_ x2)2 c;‘“+9)~(x 
r m  c 
)]4 
= 1 + {P$B)(x)}4 U(m2) 2 II:. 
p=l 
Now we use our estimations from the proof of Theorem 4 getting 
pointwise if 1x1 < 1 and min(a, /?) 3 -1, 
11 K’“,fi’l1 mx = 1 + o( 1) if 1x1~ 1 - 6,6 > 0 and min(a, /?) > -$ 
if 1x1 < 1 and (a, /I) E [-a, -3)‘. 
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THEOREM 5. The functionals K$$ ure asymptotically positive as m + co, 
(i) for 1x1 < 1 if min(a, /?)a -3, 
(ii) for 1x1 f 1 if (a, fi)E [ -9, -# 
From Theorems 4 and 5 we now conclude the convergence theorem for the 
Hermite-Fejkr interpolation with Jacobi nodes of multiplicity 4 
additionally noting that the convergence is uniform in compact subinter- 
vah. 
THEOREM 6. The sequence of Hermite-Fej&r interpolation polynomials 
with Jacobi nodes of multiplicity 4 converges for every f E C[ - 1, 11 to f 
(i) pointwis f e or all x with Ix/ < 1, if min(a, &> -3, 
(ii) ~nz~rrn for all x with 1x1 < 1 - 6,6 > 0, if min(a, fl) 2 -2, 
(iii) uniform for all x with 1x1 < 1, if (a, P)E [ -3, -$2. 
&ZKNOWLEDGMENT 
I am very indebted to Dr. H. B. Knoop, Universitat Duisburg, West Germany, for some 
helpful comments, especially to Section 5. 
REFERENCES 
1. L. F&R, “l)ber Interpolations Nachrichten der Geseilschaft der Wiss~~haften zu Got- 
tingen, pp. 66-91, 1916. 
2. S. J. GWDENOUGH AND T. M. Mats, The asymptotic behaviour of certain interpolation 
polynomials, J. Approx. Theory 28 (1980), 309-316. 
3. H. B. KNOOP, Hermite-Fejer-Interpolation mit Randbedingungen, Habilitationsschrift, 
Duisburg, 1981. 
4. H. B. KNWP AND B. STOCKENBERG, On Hermit~Fej~r-ty~ inte~lation, Preprint, 1982. 
5. N. KRYLOFF AND E. STAYERMANN, Sur quelques formules d’interpolation convergentes 
pour toute fonction continue. Bull. Sci. Phys. Math. Acad. Sci. I’Ukruine 1 (1922), 13-16. 
6. H. N. LADEN, An application of the classical orthogonal polynomials to the theory of 
interpolation, Duke Math. J. 8 (1941), 591-610. 
7. A. SHARMA AND J. TZIMBALARIO, Quasi Hermite-FejCr-type interpolation of higher order, 
J. Approx. Theory 13 (1975), 431-442. 
8. G. SZEG~, Ober gewisse Inte~lationspolynome, die zu den Jacobischen und 
Laguerreschen Absxissen gehoren, Math. Z. 35 (1932), 579-602. 
9. G. SzEcii, Orthogonal polynomials. Amer. Math. Sot. Coll. Publ., Vol. 23, Amer. Math. 
Sot., Providence, R.I., 1939. 
10. R. A. DE VORE, The approximation of continuous functions by positive linear operators, 
in “Lect. Notes in Math.,” Vol. 293, Springer-Verlag, Berlin/New York, 1972. 
