Global profiling of protein expression through the cell cycle has revealed subsets of periodically expressed proteins. However, expression levels alone only give a partial view of the biochemical processes determining cellular events. Using a proteome-wide implementation of the cellular thermal shift assay (CETSA) to study specific cell-cycle phases, we uncover changes of interaction states for more than 750 proteins during the cell cycle. Notably, many protein complexes are modulated in specific cell-cycle phases, reflecting their roles in processes such as DNA replication, chromatin remodeling, transcription, translation, and disintegration of the nuclear envelope. Surprisingly, only small differences in the interaction states were seen between the G1 and the G2 phase, suggesting similar hardwiring of biochemical processes in these two phases. The present work reveals novel molecular details of the cell cycle and establishes proteome-wide CETSA as a new strategy to study modulation of protein-interaction states in intact cells.
INTRODUCTION
Cell-cycle progression mediates in a timely manner the growth of the cell, the duplication of its genome, and its division. The process is tightly regulated by the presence of multiple checkpoints which control the progression through different phases of the cell cycle (Morgan, 2007) . Numerous studies over the last decades have uncovered intricate mechanisms responsible for the regulation of the cell cycle, as well as revealed details of many processes that are characteristic for specific stages (Hydbring et al., 2016; Lim and Kaldis, 2013) . To date, multiple small subsets of proteins have been identified which directly regulate the cell cycle, including the cyclin-dependent kinases (CDKs) (Gopinathan et al., 2011; Malumbres et al., 2009) . The rise and fall of their cognate cyclins determine the CDK/cyclin complex formation while their association with CDK inhibitory proteins (Ink4 and Cip/Kip family), as well as inhibiting and activating phosphorylation, fine tune the precise activation of these complexes (Cá nepa et al., 2007; Coulonval et al., 2011) . In parallel, various cell-cycle checkpoints monitor essential cellular processes, such as the proper replication of the genome and the chromosome segregation.
Previous systems-wide studies of the cell cycle have primarily focused on transcription profiling and quantitative proteomics to establish cycling RNAs and proteins during the cell cycle (Cho et al., 2001; Liu et al., 2017) . Phosphoproteomic studies have been applied to dissect phosphorylation-based regulation during the cell cycle (Dephoure et al., 2008; Olsen et al., 2010) . Although important, expression levels and phosphorylation events provide only a partial view of the processes determining cellular events. Cellular processes are controlled, to a great extent, by the biochemistry of dynamic protein-protein and protein-ligand interactions, which is difficult to study in intact cells at a systems level and previous studies have focused on a single isolated protein or protein complex at a time.
We have introduced the cellular thermal shift assay (CETSA) as the first broadly applicable method for studies of interactions of ligands with proteins in intact cells (Martinez Molina et al., 2013; Martinez Molina and Nordlund, 2016) . CETSA is a biophysical method based on the observation that melting curves of many proteins can be measured inside cells. Upon ligand binding, proteins typically get stabilized, leading to a positive shift in the CETSA melting curve. By coupling CETSA with mass spectrometry (MS-CETSA, also called ''thermal proteome profiling''), proteome-wide interactions can be studied (Savitski et al., 2014) . Although introduced for studies of drug-target engagement, CETSA also has the potential to reveal biochemical interactions of proteins with physiological ligands such as other proteins, metabolites, lipids, nucleic acids, or low molecular weight effectors. However, exploration of CETSA for proteome-wide studies of cellular states with differential physiological interactions has not yet been extensively performed. The extent to which thermal shifts due to such physiological interactions could be detected with CETSA has not been determined.
In the present work, we use CETSA to study cell-cycle regulation in K562 cells. Specific populations of G1(/S), S, G2, or prometaphase (PM) cells were isolated and assessed for biochemical modulations. Using a robust and highly sensitive MS-CETSA strategy, we established a first draft of CETSA measurable changes of protein-interaction states during the cell cycle that include more than 750 proteins with significant CETSA signals. Notably, a number of protein complexes with correlating CETSA shifts have revealed modulation of these complexes in specific cell-cycle phases. The concerted shifts shed further light on the subunit composition of protein complexes in these phases; information that is difficult to obtain from transcription profiling or (phospho-) proteomics-based strategies. In contrast to the current knowledge of the cell cycle, the present study supports a view in which a high degree of similarity exists in the biochemical processes between G1 and G2 stages of the cell cycle, while the interaction states of S-phase processes are highly modulated.
RESULTS

Enrichment of Different Cell-Cycle Phases
We used double thymidine block (DTB) to arrest K562 cells at the G1/S border (Bostock et al., 1971) . DTB acts via a partially understood mechanism induced by distortions of the nucleotide pools (Harper, 2005) . The overall scheme for cell-cycle phase enrichment is shown in Figure S1A . In short, cells arrested by DTB were split into three fractions to generate the G1/S, S, and PM samples as described in the STAR Methods. The enrichment was at least 50% for all three fractions as evident from bromodeoxyuridine (BrdU) incorporation (S phase) and phosphoSer10 histone H3 staining (M phase) (Figures S1B-S1E).
After cell-cycle phase enrichment, samples were subjected to CETSA analysis. To filter out experimental variations and allow small thermal shifts to be detected, instead of measuring CETSA melting curves over a range of heating temperatures for each sample, we assembled three biological replicates of cell cultures collected on different days into a compact 2D-CETSA scheme ranging from 37 C to 57 C ( Figure 1A ; STAR Methods), with each set of samples heated at one temperature included in the same isobaric TMT10 set and measured at the same time on MS.
In the following CETSA analyses, we used G1/S as the reference phase and the 37 C condition as a measure of protein levels in each sample. More than 6,850 proteins, supported by a mean of 8 unique peptides per protein, were quantified from three biological replicates at 37 C ( Figure 1B ). The fact that more than 6,000 (>90%) proteins had a coefficient of variance (CV) of less than 0.1, confirmed the high quality of our data . Chemical synchronization can potentially introduce artificial and undesired effects, and the DTB method arrests cells in a mixed G1/S phase (Vogel et al., 1978) . In view of these limitations, we also carried out counterflow centrifugal elutriation experiments to enrich cell-cycle phases (Banfalvi, 2008) . Exponentially growing K562 cells were fractionated into G1, S, and G2/M phases by their relative difference in cell size, and their enrichment in different phases was confirmed ( Figures S1I-S1K ). The enrichment of the main population of cells for each respective fraction using elutriation was greater than 60% ( Figure S1J ). We confirmed that in the G2/M fraction there was less than 10% of mitotic cells (Figures S1L and S1M) , and this fraction is henceforth referred as ''G2 cells.'' A strategy similar to the one used for chemical enrichment was used for CETSA data collection, and G1 was used as the reference phase. More than 6,000 proteins were quantified from three biological replicates at 37 C (Figures 1A, 1B, and S1N). Comparison of the protein expression levels at 37 C between G1 and S fraction revealed a significant difference for 450 proteins (FDR-adjusted p value < 0.01; log2-fold change > 0.3) ( Figure S1O ). This difference was significantly smaller between the G2 and G1 fractions (41 proteins) ( Figure S1P ).
To compare the data from our 37 C soluble fraction extraction protocol to traditional quantitative proteomics protocols, we also performed urea extraction followed by proteomics analysis. The overall correlation between the two different extraction methods was good for most proteins (averaged R > 0.8 for all the quantified proteins in all the paired total versus soluble extracted samples), but the more efficient extraction of some specific classes of proteins probably reflect extensive cellular or organelle (i.e., ribosome, mitochondrial membrane, and nucleosome/chromatin in S phase and chromosome and nuclear envelope in PM phase) reorganization (Figures S2A-S2C; Table S1 ).
Using a small reference set of known cell-cycle-regulated proteins (Whitfield et al., 2002) , we uncovered significant changes (FDR-adjusted p value < 0.01; log2-fold change > 0.3) in many of these proteins in our data. These include the cyclin family members cyclin A2 (CCNA2), cyclin B1 (CCNB1), and cyclin B2 (CCNB2), DNA topoisomerase TOP2A, histone pre-mRNA regulator SLBP, metabolic enzyme RRM2, mitotic kinases PLK1, AURKA, BUB1, and BUB1b, mitotic kinesin KIF20A, centromere protein CENPF, and mitotic regulators CDC20 and CDC25B.
for TMT labeling and quantitative measurements on an Orbitrap mass spectrometer. The CETSA signal of each quantified protein was retrieved by comparison of two phases at the same temperature. Some typical CETSA signal patterns are depicted for illustration. (B) Table summarizing the numbers of quantified proteins and the supporting peptides. (C) Scatterplots of protein level changes versus delta fold change (i.e., CETSA shifts) for elutriation data. The 37 C protein expression level fold change is the change of protein abundance (log2 transformed) for each protein at 37 C G2 phase (top) or 37 C S phase (bottom), when compared to the abundance of the same protein at 37 C G1 phase. The delta fold change was defined as the maximum difference of the protein-level fold changes for each protein across six heating temperatures (exemplified in inset), which indicates the relative protein thermal stability change. We used the median ± 2.5*MAD from the combined distribution of fold changes in S and G2 phase data on each axis as the threshold for identifying the proteins with significant expression level or thermal stability change, thereby to segregate proteins into four categories: NN (no change in protein level and no change in thermal stability), NC (no change in protein level but a change in thermal stability), CN (change in protein level but no change in thermal stability), and CC (change in protein level and a change in thermal stability). Some exemplary proteins from each category were labeled. (D) Heatmap of proteins with protein level or thermal stability changes from Elu_S phase when compared to Elu_G1. Each row represents one protein and each column one heating temperature. See also Figures S1 and S2, Table S1 , and Data S1 and S2.
We subsequently performed a systematic benchmark evaluation of the 37 C soluble fraction data against five published datasets of cell-cycle periodic proteins or transcripts, confirming that our data were enriched for known periodic proteins to a similar extent as other datasets ( Figure S2D ).
Cell-Cycle-Phase-Specific Interaction State Changes To study potential changes in the biochemical interaction states of proteins, we analyzed the CETSA effects in the chemical arrest and elutriation dataset, henceforth called ''Chem'' and ''Elu,'' respectively. We focused on the proteins with complete measurements in all the runs across six different heating temperatures and with consistent trends among the three biological replicates (CV < 0.1 or Pearson's correlation > 0.5), resulting in 2,777 and 2,731 proteins in the Chem and Elu datasets (Data S1 and S2), respectively. Interestingly, as was observed with expression levels, fewer proteins had thermal stability changes in Elu_G2 and Chem_S compared to Elu_S and Chem_PM ( Figures 1C,  1D , S2E, and S2F). We identified more than 750 proteins with significant CETSA shifts indicating changes in interaction states, where the proteins are expected to have modulated interactions with other proteins or ligands such as DNA, RNA, metabolites, and cofactors ( Figure 2A) .
We divided the data with changes into three different categories: (1) changes only in expression level (CN); (2) changes only in CETSA stability (NC); or (3) changes in both aspects (CC). Increased interactions were seen in the two categories with CETSA information as compared to the one with only protein level information ( Figure 2B ), confirming that CETSA shifts indeed provide information beyond protein levels alone. The interacting proteins also tended to shift more similarly as measured by Pearson's correlation ( Figures S3A and S3B ), indicating that they may form protein complexes as discussed below.
Comparative gene ontology (GO) enrichment analysis of the shifted proteins revealed that proteins with thermal shifts indeed reflect expected functional processes in the respective cell-cycle phases ( Figures 2C and S3C ). For example, in Figure 2C , the GO enrichment for the three categories in Elu_S is shown, where proteins with only CETSA shifts (NC category) were most enriched and where many of the enrichments were seen in S-phase-activated processes, such as DNA replication and sister chromatid organization. This supports that CETSA shifts reflect actual modulation of interaction states in relevant cellular processes. We also note that more than two-thirds of the shifts in the interaction plots (Data S3) indicated protein stabilization, rather than destabilization. Although inactivation processes could lead to stabilized proteins, e.g., by inhibitor protein binding; the high prevalence of protein stabilization probably reflects their activation.
From these data, we expected most shifted proteins to contain information about biochemical changes in the cell. Levels of CDKs and cyclins in our data behaved similarly as reported previously (Ly et al., 2014) . In the elutriation data, levels of CDK1 and CDK2 are roughly constant in S and G2 phases, but both kinases display thermal stabilization ( Figures 3A and 3B ). At the same time, the cognate cyclins A2 and B1 showed increased levels, as expected, but no significant CETSA stability effects. The stabilization of CDK1/2 in S and G2 phases likely reflects the fact that in the G1 reference, levels of the cognate cyclins are low, but as their cellular concentrations increase in S and G2, they bind to and stabilize CDK1/2. The lack of thermal stabilization of cyclins A2 and B1 is consistent with that they are found predominantly in CDK1/2-cyclin complexes, i.e., sub-stoichiometric to CDK1/2 throughout the cell cycle. A potential scenario for the interactions of these complexes during the cell cycle is shown in Figure 3D .
Cyclin D3 and the kinases CDK4 and CDK6 also displayed stability changes in our elutriation data. While cyclin D3 levels were only slightly decreased in S and G2 phases and CDK4/6 levels were constant throughout the cell cycle, CETSA destabilization was seen for CDK4/6 and cyclin D3 in S and G2 (Figures 3A and 3B) . A similar behavior was observed for the CDK4/6 inhibitor p18
INK4C
. To elucidate the observed CETSA destabilization of each complex subunit, we co-immunoprecipitated CDK6, cyclin D3, and p18
INK4C from the elutriated samples. As previously described, cyclin D3 and p18 INK4C are rarely observed in a heterotrimeric complex with CDK6, suggesting a regulated process of complex assembly or maintenance (Jeffrey et al., 2000) . However, we observed that their association with CDK6 significantly dropped in S and G2 ( Figure 3C ). These negative shifts in S (and G2) might reflect the dissociation of the complex parallel to the release of a CDK inhibitor from the intact complex (Bisteau et al., 2013; Cheng et al., 1999) and also raises the possibility that activating phosphorylation of CDK4/6 affects the affinity for p18 INK4C binding. The retinoblastoma-associated protein 1 (RB1) is a key regulator of checkpoint control at the G1/S border. RB1 represses E2F transcription factors, causing G1 arrest until it is phosphorylated by different kinases (Dyson, 2016) . RB1 displayed prominent CETSA stabilization in Elu_G2 and Chem_PM with similar trends but with a small stabilization in S phase (Figures 4A and S4A) . The stabilization of RB1 after G1 exit likely corresponds to an inactivated form of the protein allowing passage through the checkpoint downstream of G1. RB1 is typically inactivated by phosphorylation at multiple sites, which introduces reorganization of distorted regions of the protein (Burke et al., 2012) . This leads to a more compact structure that could explain the observed stabilization. We observed RB1 destabilization in PM cell lysate when RB1 is dephosphorylated, supporting that the dephosphorylated form of RB1 is indeed less stable ( Figure 4B ).
Protein-Metabolite Interactions
Changes in protein-interaction states with metabolites can in principle be detected with CETSA (Martinez Molina and Nordlund, 2016) . However, the applicability of CETSA for different proteins and metabolites, within the range of physiological metabolite concentrations, remains unknown. In the present study, notable metabolite effects were expected after the washout of thymidine at the release of the DTB, i.e., in S and PM phase. Among the enzymes expected to bind to thymidine and its phosphorylated metabolites, clear destabilization was seen for thymidylate synthase (TYMS), ribonucleotide reductase (RNR, dTTP is an allosteric regulator), thymidylate kinase (DTYMK, dTMP, and dTDP substrates and products, respectively), and SAM domain and HD domain-containing protein 1 (SAMHD1, thymidine and dTTP are product and substrate, respectively), reflecting the depletion of thymidine metabolites ( Figure 4C ). An inspection of other enzymes involved in deoxyribonucleotide metabolism in the Chem data revealed only minor stability shifts, except for deoxycytidine kinase (DCK), which displayed strong stabilization in both S and PM ( Figure 4C ). The stabilization of DCK could be due to build-up of the product dCMP after the DTB release, which is consistent with previous proposal that thymidine block acts by modulating deoxycytidine nucleotide level (Xeros, 1962) .
Further analysis of the Chem data did not support global effects because of changes in levels of metabolites or cofactors known to bind to many proteins, although some CETSA shifts might originate from more specific protein-metabolite interactions. In the Elu_S phase, however, there were small CETSA modulations of numerous metabolic enzymes, mostly destabilizations, which might indicate global changes of metabolite levels in S phase.
S-Phase-Specific Modulations of Interaction States
We have recently noted a phenomenon that proteins in complexes often have similar melting temperatures which we named thermal proximity coaggregation (TPCA) (Tan et al., 2018). The Comparative GO enrichment analysis for the proteins with protein level or thermal stability changes in Elu_S dataset. Node size is proportional to the adjusted p value for GO term enrichment. Node color is set according to the relative enrichment of the GO term in each category (CC, red; CN, cyan; NC, golden); gray color indicates no significant difference in enrichment for that term among comparing categories. The leading GO terms were annotated with a larger font. See also Figure S3 and Data S3.
biophysical model for TPCA is that upon heat challenge, the intact protein complex precipitates as one unit, at the temperature where the most heat labile protein subunit(s) unfolds (Figure 2A) . If interactions are made within a complex, where the most heat labile subunit(s) are stabilized, the entire complex typically precipitates at a higher temperature. This should lead to correlated shifts of subunits within a protein complex.
To explore whether correlated CETSA shifts could be detected for protein complexes in the present study, we mapped the CORUM database of well-validated protein complexes (Ruepp et al., 2008) to our datasets. We indeed observed correlated CETSA shifts for multiple subunits of many protein complexes ( Figure 5A ). The typical CETSA profile of a set of 20 protein complexes with prominent correlation in Elu_S or Chem_PM are shown in Figure 5B , which likely reflect cell-cycle-phase-specific activation/inactivation of these complexes ( Figure S4B ). To illustrate that the CETSA data contain structural and specific information about the functional modulation of these complexes, we will discuss some of the S-phase-specific protein complexes in detail below.
Modulation of mRNA processing is expected in certain stages of the cell cycle and several such complexes were found to be modulated in the Elu_S data. One example is the RNA exosome complex, which is instrumental for maintaining RNA quality in the cell and also controls the degradation of histone mRNAs (Canavan and Bond, 2007) . It has a 6-subunit ''ring complex'' (EXOSC4-9) and a ''cap'' structure formed by EXOSC1-3. The Elu_S data were strongly correlated with the CETSA profiles of the ring complex subunits, supporting that they co-precipitate and were destabilized by the same interaction ( Figure 6A ). Although the cap subunit EXOSC2 displayed a similar destabilization profile as the ring subcomplex, EXOSC1/3 displayed a different CETSA profile, indicating dissociation. Interestingly, the nuclear exosome-specific auxiliary subunit EXOSC10, despite not clustering in the PCA analysis ( Figure 6A ), was highly induced and had a destabilization trend similar as the core subunits (Data S4). This supports that EXOSC10 is associated with the shifting complex; i.e., the nuclear, rather than cytoplasmic exosome complex is destabilized in the G1-S transition.
The eukaryotic translation machinery controls protein synthesis of cells in different stages of the cell cycle. The focus in S phase is to produce proteins for DNA replication and DNA packaging, and we observed several complexes involved in translation shifting in S phase. The eukaryotic translation initiation factor 3 (EIF3) is a master regulator of the ribosome (des Georges et al., 2015) and most of the 13 subunits of EIF3 displayed correlated shifts in Elu_S (Data S4), but two, i.e., EIF3J and EIF3L, were among the outliers, consistent with their loose association to EIF3 (Zhou et al., 2008) . Another example of translation-related complexes is the tRNA ligase multisynthetase complex (MSC). MSC in CORUM comprises eight different cytosolic tRNA ligases and three scaffolding subunits (AIMP1, AIMP2, and AIMP3/ EEF1E1) (Han et al., 2003) . In a cluster plot of CETSA profiles including all the 20 cytosolic tRNA ligases from the Elu_S dataset, seven of the MSC tRNA ligases and the scaffolding subunits clustered together and the eighth subunit (DARS) was just outside this cluster ( Figure 6B ). Interestingly, five tRNA ligases previously not known to be associated with MSC were also found in this cluster (TARS, YARS, VARS, and FARSA/B), indicating their possible membership in the MSC. The correlated MSC subunits were stabilized in Elu_S, most likely reflecting See also Figure S4 .
the enhanced formation of this complex and/or its engagement with substrates. Indeed, we confirmed using immunoprecipitation that at least YARS is also associated with MSC ( Figure S4C ). Replication of DNA is the key process in S phase (Hills and Diffley, 2014) and several complexes participating in DNA replication displayed prominent CETSA shifts in Elu_S, albeit with small or no enhancement of protein levels (Data S4). During initiation of DNA replication, the replication origin sequence is recognized by the 5-subunit origin of replication (ORC) complex (Bell and Dutta, 2002) . The minichromosome maintenance (MCM) protein complex is a six-subunit complex that controls replication by unwinding double-stranded DNA and recruiting DNA polymerase (Zhai et al., 2017) , while the replication factor C (RFC) complex promotes the loading of the PCNA clamp on DNA. The five measured MCM subunits in the Elu_S data showed correlated shifts and formed a tight cluster in the PCA analysis ( Figure 6C ). Several subunits of ORC also clustered albeit with broader distributions. The four RFC core subunits (RFC2-5) are grouped as a complex ( Figure 6C ), whereas the exchangeable RFC1 subunit, not present in some RFC complexes (Bellaoui et al., 2003) , behaved differently. Interestingly, all the above-mentioned replication complexes were stabilized, a finding that supports their increased organization when bound to DNA in S phase (Figures 6C and S4D) . On the other hand, the chromatin transcription (FACT) complex, which comprises SUPT16H and SSRP1, acts as a histone chaperone affecting DNA replication fork progression and transcription (Abe et al., 2011) and displays strong overexpression and destabilization. The FACT complex is therefore clustered away from the other replication complexes ( Figure 6C ).
Finally, cohesin and condensin complexes, containing the structural maintenance of chromosome (SMC) protein family members, are also examples of S-phase-modulated complexes. The cohesin complex, comprising of RAD21 and STAG in addition to SMC1A-SMC3, generates sister chromatid cohesion that holds sister chromatids together from S phase until mitosis, when it is removed to allow chromosome segregation (Nasmyth and Haering, 2009). Our CETSA data support that the complex was intact in S phase and potentially integrated with DNA ( Figure 6D ; Data S4). The condensin I complex, on the other hand, contains NCAPD2, NCAPG, and NCAPH along with SMC2-SMC4. It has recently become evident that in addition to their well-established role in proper condensation and segregation of mitotic chromosomes (Hirota et al., 2004) , condensin complexes function in diverse interphase processes (Zhang et al., 2016) . The correlated shifts of these proteins are consistent with a role for this complex already in S phase.
Prometaphase-Specific Modulations of Interaction States
A number of the most prominent CETSA shifts observed in PM are proteins involved in the spindle assembly checkpoint (SAC), which ensures that an identical set of chromosomes ends up in each daughter cell by monitoring the attachment of microtubules to the kinetochore (Musacchio, 2015) . The checkpoint proteins include the mitotic checkpoint complex (MCC), which serves as a regulator of the anaphase-promoting complex (APC), as well as many additional kinetochore proteins. SAC and related proteins were organized in a STRING interaction plot ( Figure 6E ). The proteins with significant CETSA shifts include the mitotic kinases PLK1 and BUB1 and two subunits of the MCC: BUBR1/BUB1B and CDC20. All four proteins displayed significantly enhanced levels at 37 C and prominent CETSA destabilization extending over most of the temperature range. BUBR1 and CDC20 are the minimal units for inhibition of APC and their similar profiles likely reflect a protein complex shifting in PM. The destabilization of these two proteins (as compared to G1/S) could have different origins, where one possibility is that the strong increase in expression results in super-stoichiometry over free APC. Unbound BUBR1 and CDC20 are likely to have lower stability than when in association with APC and hence this would yield a destabilization. For the other members of MCC complex, MAD2 and BUB3, the CETSA profiles were different. Previous results have indicated that MAD2 mainly exists as a monomer with less than 5% of the total associated with the MCC (Sudakin et al., 2001) . BUB3 is known to be stably expressed across the cell cycle, which we confirmed ( Figure 6E) , and, in addition, we did not observe a thermal shift, raising the possibility that BUB3 is not a prominent member of the MCC sub-complex in nocodazole-arrested prometaphase. BUB3 could form other complexes e.g., with BUGZ (Toledo et al., 2014) , but since neither of these two proteins show shifts in PM, this cannot be confirmed here. Instead, PLK1 and BUB1 kinases, which are major regulators of the APC inhibition, displayed similar profiles as BUBR1 and CDC20, suggesting more prominent interactions between these four proteins in PM than expected.
The breakdown of the nuclear envelope (NEBD) is executed in PM and controlled by mitotic kinases. The nuclear lamina mesh needs to be dissolved and this is accomplished by the phosphorylation of the lamina proteins, with CDK1 being one of the key kinases (Peter et al., 1990) . Prominent effects were seen in the three different lamina proteins present in our Chem_PM data; lamin B1 (LMNB1), lamin B2 (LMNB2), and prelamin A/C (LMNA) ( Figure 6F ), giving similar destabilizations. The likely explanation for this destabilization is the loss of stabilizing interactions within the lamina fibril network. We can also directly follow the NEBD with CETSA since we observed concerted shifts of the subcomplexes of the nuclear pore complex (NPC) (Data S4).
Another interesting complex that plays central roles during the cell cycle is the SWI/SNF complex, which is one of the well-studied ATP-dependent chromatin remodelling complexes, consisting of the conserved functional subunits (SMARCA4, B1, C1, C2, D1, E1, and ARID1A/B) (Wilson and Roberts, 2011). During mitosis, the SWI/SNF complex is evicted from condensed chromatin with the core complexes still intact and it re-engages with chromatin as cells exit mitosis (Sif et al., 1998) . Phosphorylation of SMARCA4 and SMARCC1 during mitosis and dephosphorylation thereafter, serves as a switch for cell-cycle-dependent regulation of chromatin structure by SWI/SNF complex (Muchardt et al., 1996) . Interestingly, seven measured SWI/SNF subunits displayed concerted stabilization in Chem_PM data ( Figure 6G ), supporting a modulation of SWI/SNF complex in PM, caused by the dynamic changes of chromatin occupation and/or phosphorylation status. Considering there is no structural information available on the whole SWI/SNF complex, our CETSA data provide further evidence advocating the prominent interaction of these subunits as a core functional complex.
G2-Phase-Specific Modulations of Interaction States
As mentioned above, there were surprisingly few CETSA shifts and proteins with changed expression levels in Elu_G2 when compared to Elu_G1. To shed further light on the G2-specific process, we generated an ''enhanced hit list'' with a lower cutoff, including 64 proteins where there were also measurements in Chem_PM (Data S5). Interestingly, 42 of these displayed the CETSA shifts reminiscent of the ones seen in Chem_PM (Pearson's correlation > 0; Figure S4E ). Many of these common hits are known to play a role in the early stages of mitosis, such as the spindle assembly checkpoint as discussed above. Since our G2 samples contain low levels of M phase cells (Figures S1L and S1M), these shifts are unlikely due to a significant contamination of mitotic cells in the G2 samples. Recently, it was shown that a subset of proteins with functions in mitosis, display phosphorylation level changes already in G2: these proteins were called ''early risers' ' (Ly et al., 2017) . The 42 proteins with shifts in Elu_G2 and Chem_PM can therefore also be considered as ''early risers,'' but in this case with significant modulation of interaction states, rather than just by phosphorylation. Comparing the list of G2 phosphorylation early risers with our G2 hits, only five proteins overlap ( Figure S4F ), most being key M phase regulators. In our list of 42 early risers, 15 do not show significant expression level changes in the 37 C trace and would not have been observed in a normal quantitative proteomics experiment. Excluding the early risers from the G2-specific hit list, the remaining 22 proteins dispersed over a range of cellular processes and these could be considered as G2-specific hits (Data S5). Our data therefore also support a surprisingly high similarity of the biochemical hardwiring in G1 and G2.
DISCUSSION
Here, we explore CETSA to study intracellular protein interactions and provide a first draft of cell-cycle-related interaction state changes. Using our 2D-CETSA strategy, we demonstrate that small CETSA thermal shifts can indeed be detected with high accuracy. These data add a novel dimension to the characterization of the cell-cycle transitions as it encompasses unique information on the modulation of protein-ligand interactions in cells. We measured significant CETSA shifts for more than 750 proteins where most are likely to contain important information on specific events during cell-cycle progression. GO enrichment analysis revealed that many of the CETSA shifts reflected cellular processes where the identified proteins are likely to play cell-cycle-phase-specific roles ( Figures 2C and S3C ). Our analyses support that many of the proteins with CETSA-sensitive modulations, would not have been discovered with expression level quantitative proteomics or phosphoproteomics, the latter indicated by our analysis of G2 early risers.
In our data, the concerted CETSA shifts of large protein complexes were prominent, confirming that CETSA is an efficient approach for proteome-wide studies of functional modulation of protein complexes in cells. In contrast, other proteome-wide approaches for studies of protein complexes, such as affinity purification, immunoprecipitation, or extensive biochemical fractionation followed by MS, depend on intermediate cell lysis steps and/or incubation with affinity reagents, where loosely attached subunits can easily be lost, or alternatively background interactions with affinity reagents can yield false positive interactions (Keilhauer et al., 2015) . In contrast, the critical measurement step (i.e., heating) in the CETSA experiment is performed on intact cells and we validated the structural features of many CORUM complexes, reinforcing the robustness of CETSA for studies of protein complexes in cells.
The 20 protein complexes shown in Figure 5B , illustrate the specific modulation of their interaction states in S phase and prometaphase, with several complexes modulated in both phases. Notably, many of the protein complexes are specifically Figure S4 . modulated in cell-cycle phases where they are expected to be activated, such as the DNA replication-related MCM, ORC, and RFC complexes in S phase as well as MCC and NPC complexes in prometaphase. However, there are also cases where a complex displays cell-cycle-phase-specific inactivation, as proposed above for the SWI/SNF complex in prometaphase. One surprising stabilization was observed for condensin I in the Elu_S data, when the role of this complex in modulating chromatin structure has been considered to be absent in S phase.
In addition to known protein complexes, a large number of proteins displayed cell-cycle-phase-specific CETSA shifts, some of which might be part of novel or previously established complexes, as we have proposed for the tRNA ligase multisynthetase. However, many protein shifts in our hits lists may not be due to the effects on large complexes but due to binary protein-protein interactions or interactions with metabolites, lipids, or nucleic acids. We have discussed some of those proteins in the context of metabolite interactions, CDK/cyclin complexes and MCC, where we propose that CETSA shifts for the latter two also contain information about complex stoichiometry in intact cells; information that is hard to obtain with other methods. There are cases where phosphorylation might also affect protein stability, as we have demonstrated for RB1, a protein where phosphorylation leads to extensive intramolecular reorganization. However, many proteins are phosphorylated on flexible loops, which might not affect the intrinsic protein stability. Instead, such phosphorylated loops can serve as a dock for interaction partners with other proteins, which might in turn be stabilized.
Considering the macroscopical differences between G1 and G2 where G1 is primarily a longer growth phase while G2 is a shorter phase linking S and M phases, the limited number of shifts in the elutriation data between these two phases is intriguing. Many of the observed G2 shifts can also be considered as early risers in preparation for M phase, rather than associated with G2-specific processes. Although there might be many differences in the metabolism between G1 and G2 that are not reflected in CETSA signals, the small differences between these phases in CETSA support their similar biochemical wiring. This means that after the cell goes through the large biochemical differences in S phase (as compared to G1), in G2, the cell revert to the hardwired regulatory programs for biochemical processes (including metabolism, transport, transcription, translation, and degradation) of G1 which then appears to define a basic biochemical mode of operation of the cell. Although G2 cells have twice the amount of DNA, the data also support similar local organization of interaction, e.g., chromatin and other nuclear protein complexes in G1 and G2.
Although the proposed biochemical origin of many of the shifts discussed above for individual proteins and protein complexes remain tentative in this initial study, we envisage that further exploration of the method will lead to more detailed understanding of the structural and mechanistic basis for these shifts for individual proteins. As illustrated in the present study, even with limited mechanistic understanding, CETSA shifts now provide a novel way to discover the involvement of specific proteins and the processes they contribute to in certain cell states. Current core methods for discovering involved proteins are dominated by vertical approaches, where changes in mRNA or protein levels are used to pin-point modulated molecular processes. However, in these approaches, the mechanisms causing the modulation of expression is rarely known and extensive follow-up is needed to pin them down. For changes in mRNA levels, it is often the case that there is no effect on protein levels and consequently no resulting cellular phenotypes (Liu et al., 2016) . In contrast, CETSA constitutes a horizontal discovery approach in which modulations of interactions that are very likely to affect cellular phenotypes are directly identified. Based on this, the CETSA shifts combined with other methods provide a feasible starting point toward establishing a plausible mechanism for how the cellular machinery is modulated. Eventually we foresee that many of the CETSA shifts in this and future CETSA studies will serve as a reference database for the hardwiring of the biochemical machineries of the cell and therefore provide novel biomarkers for detailed studies of cell processes in the future.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
K562 cell culture For chemical arrest experiment, K562 cells from ATCC (CCL-243, established from the pleural effusion of a 53-year-old female with chronic myelogenous leukemia) were cultured in IMDM medium (Lonza) with HEPES and L-glutamine, supplemented with 10% fetal bovine serum (FBS), 100 units/ml penicillin and streptomycin in 37 C CO 2 incubator. For elutriation experiment, cells were seeded at 3 3 10 5 cells/ml, and cultured in the same medium under constant agitation at 120 rpm, 37 C and 6% CO 2 , in a shaking incubator (New Brunswick S41i). Cells were harvested by centrifugation at 1 3 10 6 cells/ml.
METHOD DETAILS
Centrifugal elutriation
Cell synchronization by centrifugal elutriation was performed as previously described (Banfalvi, 2008) , using a Beckman Avanti J-26S XP centrifuge with a counterflow elutriation Beckman JE-5.0 rotor and a Cole-Parmer MasterFlex L/S Model 7518-10 pump. For each experiment, around 3 3 10 8 cells were harvested around at approximately 1 3 10 6 cells/ml culture density and washed twice with PBS. The cell pellet was resuspended in 50 mL of elutriation buffer (PBS + 1% FBS) and passed through a 40 mm cell strainer to remove cell clumps if any. A portion of asynchronous cells was kept as the control for flow cytometry analysis. Cells were loaded into the centrifuge chamber at 15 ml/min flow rate at a constant speed of 1850 rpm. Fractions of cells were collected at following flow rates: 19 ml/min (enriched for G1 phase cells), 24-30 ml/min with 1ml/min increment (range enriched for S phase cells), and 40 ml/min (enriched for G2 phase cells) and were kept at 4 C before downstream processing. Two 5 mL aliquots per 100ml fraction were reserved for flow cytometry analysis and cell number counting, respectively. In order to harvest optimally enriched cell cycle phase samples, we intentionally introduced flow rate gaps in G1-to-S phase and S-to-G2 phase fractions, and discarded the highly mixed fractions. The purity of the respective cell cycle phase in each fraction was assessed by staining with propidium iodide (PI) and analyzed by flow cytometry. For the S phase sample preparation, the fractions (typically from three) were combined based on cellcycle analysis result of each fraction. Three biological replicates were prepared on different days for subsequent multiplexing. Chemical arrest K562 cells were synchronized into G1/S phase by double thymidine treatment (23 hr exposure of 2.5 mM thymidine in complete medium, followed by 10 hr release into normal complete medium and a second-time exposure of 13.5 hr). The G1/S phase synchronized cells were split into three equal fractions: One fraction was left 1 hr in thymidine containing media before being harvested to generate the G1/S phase fraction. The other two cell fractions were released into thymidine-free medium and harvested at either 6 hr or 15 hr to enrich cells in S phase or prometaphase, respectively. The enrichment of prometaphase cells was accomplished by addition of the microtubule inhibitor Nocodazole. Since Nocodazole affects the cell cytoskeleton organization, the same concentration of Nocodazole was also added to the G1/S and S phase cell fractions to minimize the effect of this on these three collected cell cycle phase fractions.
Cell cycle analysis and Flow cytometry
In the case of Bromodeoxyuridine (BrdU) staining, K562 cells were pulse labeled with 100 mM of BrdU for 30 min before harvesting samples. The harvested K562 cells were washed in PBS, fixed in cold 70% ethanol overnight and washed twice with cold PBS. The immunostaining of BrdU or H3S10P using specific monoclonal antibodies was done following a standard protocol. In the case of BrdU staining, cells were pre-treated with 2N HCl for 20 min to denature DNA before antibody staining. Finally, cells were resuspended in PI staining solution (100 mg/ml ribonuclease A, 50 mg/ml PI in PBS). Cells were incubated in the dark in PI stain solution for at least 30 min at room temperature and analyzed on an LSR II (BD Biosciences, UK) flow cytometer. FlowJo (FlowJo, LLC, USA) was used to analyze the data.
Soluble protein extraction for cell-cycle MS-CETSA The collected cells were washed with cold PBS twice and resuspended in 100 ml of PBS and heated at 37 C, 47 C, 50 C, 52 C, 54 C and 57 C for 3 min in a 96-well thermocycler, followed by 3 min cooling at 4 C. The cells were lysed after heat treatment by adding 2x kinase buffer to the final concentration as 50 mM HEPES pH 7.5, 5 mM beta-glycerophosphate, 0.1 mM sodium orthovanadate (Na 3 VO 4 ), 10 mM MgCl 2 , 0.025% (w/v) RapiGest (Waters), 1 mM TCEP (Sinopharm Chemical Reagent Co.), and 1x protease inhibitor cocktail (Nacalai Tesque Inc.). All samples were subjected to three freeze-thaw cycles with liquid nitrogen and followed by three rounds of mechanical shearing with 1 mL syringe and 30'' gauge needle to release soluble proteins. The suspension was treated with benzonase 25 U/ml for 1 hr at 4 C, followed by centrifugation at 20,000 g for 20 min at 4 C to remove cell debris. The protein concentration was quantified by bicinchoninic acid assay (BCA assay) after lysis and the same amount (75 mg) of protein was used for sample preparation. Samples were reduced with 20 mM TCEP at 55 C for 20 min, followed by alkylation with 55 mM chloroacetamide (CAA) in dark at room temperature for 30 min. Samples were then digested with LysC (1:25 enzyme to protein ratio, Wako) for 3 hr before adding trypsin (1:25, Promega) for overnight digestion at 37 C. The enzyme inactivation and RapiGest degradation was performed by incubation with 1% TFA (Sigma) for 1 hr at room temperature, and the sample supernatant was harvested by centrifugation at top speed for 10 min. The samples were dried by a centrifugal vacuum evaporator and desalted with Oasis HLB 96-well Plate following the manufacturer's instructions. The desalted peptides were re-solubilized in 100 mM TEAB to 1 mg/ml. All the peptides were labeled with Isobaric Tandem Mass Tags-10plexTMT according to manufacturer's protocol (Thermo Scientific). Three biological replicates from the three cell cycle phases that were heated at the same temperature were labeled as a set. The labeling was done at room temperature for at least 1 hr. The labeled samples were quenched using 10 ml of 1 M Tris (pH 7.4) solution after labeling check. A High pH reverse phase Zorbax 300 Extend C-18 4.6 mm x 250 mm (Agilent) column and liquid chromatography AKTA Micro (GE) system was used for offline sample pre-fractionation. The fractions were concatenated into 20 fractions and dried by a centrifugal vacuum evaporator.
Total protein extraction for expression profiling
The cell cycle phase enriched K562 cells were washed in PBS twice and pellet down. The cells were lysed using freshly prepared 8 M urea buffer with 5mM TCEP at room temperature and sonicated at 15W output with 3 bursts of 15 s, with 1 min of cooling in between. The protein concentrations were quantified using BCA assay and the same amounts of proteins from different cell cycle phase samples were used. The proteins were alkylated using CAA, digested using LysC (in 2 M urea) followed by trypsin (in 1 M urea). The digested peptides were purified and labeled with 10plex TMT as aforementioned.
De-phosphorylated lysate CETSA The PM phase arrested K562 cells were washed in PBS twice and pellet down. The soluble cell lysate was extracted using 1x plain kinase buffer (50 mM HEPES and 10 mM MgCl 2 ) supplemented with 1mM TCEP, 1x protease inhibitor cocktail and 1x Halt TM phosphatase inhibitor cocktail. To prepare the de-phosphorylated protein lysate, same number of the PM cells was lysed using the same kinase buffer without phosphatase inhibitor. The crude lysates were incubated at 4 C for 1 hr before centrifugation at 20,000 g for 20 min to remove cell debris. The soluble lysate was aliquoted into PCR tubes and heated at the indicated temperatures for 3 min in a 96-well thermocycler, followed by 3 min cooling at 4 C. After removing the aggregate by centrifugation, the soluble supernatant was transferred to microtubes for western blot analysis.
Western blot analysis
The cell cycle phase enriched fractions were lysed using 1x kinase buffer or RIPA buffer (Thermo Scientific). Protein concentrations in each sample were quantified using BCA assay. Note that for heating temperature groups (37 C-52 C) typically 30 mg of total protein lysate was loaded while only 20 mg of lysate were loaded for the 55 C group sample because of limitation of the soluble sample after heat challenge. Samples were denatured and boiled in reducing NuPAGE LDS sample buffer, separated on NuPAGE gels and transferred using the iBlot system (Invitrogen) onto nitrocellulose membrane. The membrane was blocked in 5% non-fat milk for 30 min before incubation with the proper primary antibodies for overnight at 4 C with agitation. The membrane was washed with PBS-0.1% Tween for three times and incubated with the corresponding secondary antibody for 1 hr at room temperature. Chemiluminescence signal detection was carried out using the Clarity ECL blotting substrate and ChemiDoc MP imaging System (Bio-Rad).
Co-immunoprecipitation
The cells were lysed in 1:1 mixed 2x kinase buffer and PBS buffer (with the supplement of 1 mM TCEP, 1x protease inhibitor cocktail and 1x Halt TM phosphatase inhibitor cocktail) to mimic the lysis condition used for MS-CETSA experiment. The soluble proteins were extracted using freeze-thaw cycle and mechanical shearing. The suspension was treated with benzonase 25 U/ml for 1 hr at 4 C, followed by ultracentrifugation at 100,000 g for 20 min at 4 C to remove any cell debris. Equal amount of soluble proteins from different cell cycle phases were collected and pre-incubated with the indicated antibodies for 2 hr. BSA blocked protein G Dynabeads were added into the tubes for another 2 hr of incubation. The beads were washed for 6 times in chilled PBS buffer before collection for co-precipitation analysis. 1x NuPAGE LDS sample buffer was used to elute co-precipitate.
Cytospin and immunofluorescence
The synchronized K562 cells after elutriation enrichment or chemical arrest were cytospun (Shandon Cytospin 4) onto Polysine TM slides at 500 rpm for 2 min. For immunofluorescence analysis, cytospun K562 cells were washed and fixed with 10% neutral buffered formalin (Sigma #HT501128), washed with PBS and permeabilized with PBS-0.5% Triton X-100. Cells were incubated at room temperature for 30 min with blocking buffer (PBS with 0.2% Triton X-100, 4% Bovine Serum Albumin (BSA), and 3% non-fat milk), washed once with PBST (PBS-0.2% Triton X-100), followed by the incubation overnight at 4 C with primary antibodies against H3S10P (Cell Signaling #9701) diluted in blocking buffer. Slides were washed three times in PBST and incubated for 2 hr at room temperature with appropriate AlexaFluor594-conjugated secondary antibodies (Molecular Probes) diluted in blocking buffer. Slides were washed three times in PBST, followed by 100 ng/ml DAPI counter-staining for 1 min, dried and mounted with Immumount (ThermoFisher). Images were taken using Zeiss AxioImager Z1 epifluorescence microscope with Zeiss AxioCam MRc5 at 63X objective (Zeiss Plan-APOCHROMAT, 63x/1.4 Oil DIC, N/0.17).
LC-MS analysis
The digested and dried peptide sample fractions were resuspended in 1% acetonitrile, 0.5% (v/v) acetic acid and 0.06% TFA in water immediately before analysis on LC-MS. Online chromatography was performed with Dionex UltiMate 3000 UPLC system coupled to a Q Exactive HF mass spectrometer (Thermo Scientific). Each fraction was separated on a 50 cm x 75 mM (ID) EASY-Spray analytical column (Thermo Scientific) in 70 min gradient of programmed mixture of solvent A (0.1% formic acid in water) and solvent B (99.9% acetonitrile, 0.1% formic acid). MS data were acquired using a Top 12 data-dependent acquisition method. Full scan MS spectra were acquired in the range of 350-1550 m/z at a resolution of 60,000 and AGC target of 3e6; Top12 dd-MS 2 60, 000 and 1e5
with isolation window at 1.0 m/z.
QUANTIFICATION AND STATISTICAL ANALYSES
Protein identification and quantification Proteome Discoverer 2.1 software (Thermo Scientific) was used to analyze the Xcalibur raw files for subsequent protein identification and quantification. Both Mascot 2.6.0 (Matrix Science) and Sequest HT (Thermo Scientific) search engines were used to search against the human reviewed Uniprot database (downloaded on 13 Jan 2017, including 42105 sequence entries). MS precursor mass tolerance was set at 20ppm, fragment mass tolerance set at 0.05 Da and maximum missed cleavage sites of 3. Dynamic modifications searched included: Oxidation (M), Deamidation (NQ), and Acetylation (N-terminal protein) and static modifications included: Carboamidomethyl (C) and TMT10plex (K and peptide N terminus) . Only the spectrum peaks with signal-to-noise ratio (S/N) > 4 were chosen for searches. The false discovery rate (FDR) was set to 1% at both PSM and peptide levels. Mascot score threshold for PSM was set at 10. The S/N values of both unique and razor peptides were used for protein abundance quantification in each of TMT10 reporter channels. Isotopic impurity correction of the reporter ions was set according to the values provided in accompanying product sheet. To ensure the accuracy of TMT quantification, reporter S/N threshold was set at 10 and co-isolation threshold at 30%.
Quantitative MS data analysis and visualization Quantified protein abundances were imported into the R environment (http://www.R-project.org/) to facilitate the data analysis and visualization. Only the proteins with at least two quantifying abundance counts were used for downstream analysis. Protein abundance data were normalized by first adjusting the summed protein abundance in each sample to be the same as the averaged value from all the samples, followed by variance stabilization normalization (VSN) using 'vsn' package. In the case of full range CETSA data analysis, we required that the proteins should be quantified in all six heating temperature conditions and supported by at least an average of two quantifying abundance counts. The CETSA profile for each protein was typically shown in a bar plot format, with the G1/S phase (for chemical arrest scheme) or G1 (for elutriation scheme) samples heated at the same temperature as the reference for the other samples. The height of the bar plot represents the log2 fold change of the protein abundances. Data were summarized from three biological replicates, represented as mean ± SEM. The samples enriched for specific cell cycle phase were color labeled accordingly.
Protein periodic expression analysis and benchmark The differential expression of protein level across the cell cycle was analyzed using the limma package (Ritchie et al., 2015) . Note that the proteins included for protein differential expression analysis were the ones measured at 37 C in CETSA scheme, therefore number-wise was greater than the ones used in CETSA analysis, this makes sure the expression level analysis covers a similarly deep profiling of proteins as other standard proteomics studies. The eBayes function was used to calculate the moderated F-statistic and FDR adjusted p value for the contrasts between any two of the three cell cycle phases and to test whether the protein levels are differentially changed. Only the proteins with FDR adjusted p value < 0.01 and log2 fold change > 0.3 between any two cell cycle phases were considered to be significantly regulated on protein expression level.
Protein-protein interaction analysis
To retrieve physical and functional interactions among the protein list, the corresponding gene IDs were uploaded to query the STRING interaction database (https://string-db.org/cgi/input.pl). Only the ''Experiments'' and ''Databases'' source options were selected, and the minimum interaction score was set to 0.4. The interactions were imported into Cytoscape (v.3.3.0) for visualization (http://www.cytoscape.org/). For visual clarity, disconnected nodes were omitted from the interaction graph. Each node presents one protein and the edge width presents the experimentally determined interaction score. Node size is proportional to the degree of node linked to neighbor nodes (i.e., the connectivity) and the node color matches the category. The network parameters were calculated using the NetworkAnalyzer plugin.
Gene ontology (GO) enrichment analysis
The differentially expressed proteins during the cell cycle were clustered by hierarchical clustering using Pearson correlation coefficient as the distance metric. For each cluster, the enriched Gene Ontology Biological Process (GOBP) terms, Gene Ontology Cellular Compartment (GOCC) terms and Reactome pathway names were identified and the most representative ones (after trimming the redundancy and only keeping the terms associated with most significant p values or largest membership) were annotated next to the heatmap in a dot plot format.
Comparative GO analysis among different categories of proteins was performed using the ClueGo plugin in Cytoscape. Gene IDs converted from each category of protein list were submitted to query the GO-Biological process database (EBI, QuickGO, 15789 terms associated to 17467 unique genes, updated on 09/20/2017). The working ClueGo parameters were set as follows: Evidence code set to: all_experimental; Use Go Term Fusion; GO tree interval, level 3-8; For category CC and CN, GO term selection minimum number of genes 4; and threshold of 4% of genes per term; for category NC, because of its relatively bigger total number, GO term selection minimum number of genes 6; and threshold of 4% of genes per term; GO term connectivity threshold (Kappa score) 0.45; Significance test using Two-sided hypergemetric test with Bonferroni step down method for p value correction. Gene ontology terms are presented as nodes and clustered together based on the term similarity. Node size is proportional to the p value for GO term enrichment, i.e., the more significant GO term is presented with bigger size node. The node color is set according to the relative enrichment of the GO term in each cluster (CC red, CN cyan, NC golden), gray color indicates there is no significant difference in enrichment for the represented term among comparing clusters. The leading GO terms were annotated with larger font text for easier visualization.
Protein complex analysis
The core set of manually annotated protein complexes (1787 complex entries) for Homo sapiens was downloaded from the CORUM database. The complex information was mapped to the CETSA dataset based on Uniprot ID. Only the complexes identified with at least three subunits and 50% of the total subunits were kept for downstream analysis. The complex list was further trimmed to remove the redundant ones (typically some core sub-complexes in different complexes). The Pearson's correlation was calculated between any two subunits of the complex to indicate the pairwise CETSA signal similarity.
To select the most prominent hit complexes with concerted CETSA correlations (list for Figure 5B ), the starting pool of the proteins were the ones with > 0.3 delta fold change, i.e., significant CETSA shifts. In addition, to make sure the overall melting profile could indeed represent the majority of protein subunits in a complex, we further required that at least 50% of the subunits were measured in CETSA dataset with significant CETSA shifts and there were at least 60% of all the possible subunit pairs with > 0.6 Pearson's correlation and one subunit pair with > 0.9 Pearson's correlation.
DATA AND SOFTWARE AVAILABILITY
The extracted protein abundances data and CETSA signals on synchronized K562 samples (both chemical arrest and elutriation enrichment method) are all included as Table S1 . All mass spectrometry raw data files have been deposited to the ProteomeXchange Consortium (http://proteomecentral.proteomexchange.org/) via the jPOST repository with the dataset identifier PXD009146 and PXD009171. Figure S1 . Experimental Design for K562 Cell-Cycle Synchronization, Sample Quality Check, and Data Reproducibility Check, Related to Figure 1 (A) Chemical arrest scheme. K562 cells were treated with thymidine twice with a 10 hr interval in between to enrich cells at the border of G1/S transition. After this, the cells were split into three equal fractions, with two of them released into thymidine-free complete medium to progress into S phase or prometaphase. The S phase or prometaphase cells were harvested at the indicated time with Nocodazole added 3 hr post release. The G1/S phase cells were kept in thymidinecontaining medium for an extra 1 hr in the presence of Nocodazole. A) Heatmap of the differentially expressed proteins among three cell cycle phase samples in the chemical arrest scheme when prepared using either urea based total protein extraction or soluble protein extraction. Among the 4517 proteins commonly quantified in both two extractions of chemical arrested samples, 239 proteins were selected as differentially expressed proteins in any one experiment (using the FDR adjusted p value < 0.01 and log2 fold change > 0.3 as the cutoff). The log2 transformed abundances of each protein in the S or PM phases were referenced against G1/S phase, the color-coding corresponds to the log2 fold difference of the protein abundances. A Pearson correlation coefficient-based distance function was used for similarity clustering. The results were illustrated using a heatmap in which each row represents a differentially expressed protein and each column represents a sample. Six clusters were identified to capture the most distinct pattern groups. The representatives of the most enriched Gene Ontology Biological Process (GOBP) terms, Gene Ontology Cellular Compartment (GOCC) terms and Reactome pathway names are shown in a dot plot format with associated p values and percentage information in each cluster. More than half of the proteins (Cluster 1 and 4) peak in PM, including many proteins involved in the mitotic stage processes such as nuclear division, chromosome segregation, and mitotic spindle organization. In Cluster 2 and 5, there is elevated solubility of nuclear lamina proteins and nuclear pore complex subunits in PM, when NEBD happens. Cluster 5 is also enriched with proteins involved in ribonucleoprotein complex biogenesis/localization, DNA transcription and mRNA splicing. Their relatively elevated solubility could reflect the nuclear reorganization during the chromosome condensation in PM. (B) Similarly prepared as (A); six clusters were identified to capture the groups with the most distinct patterns of protein differential expression in the elutriation scheme, where G1 phase sample is the reference. We noted enhanced solubility of many ribosomal subunits and mitochondrial membrane proteins in Elu_S (Table S1 ). To simplify the analysis and gain more insight on other proteins/processes being regulated during the cell cycle, the proteins in the following four GOCC terms (GO:0000313 organellar ribosome, GO:1990904 ribonucleoprotein complex, GO:0031090 organelle membrane, GO:0005886 plasma membrane) were omitted. 289 proteins display differential expression in the elutriation scheme datasets. A G1-peaking cluster (Cluster 1) is enriched with proteins in the metabolism of amino acids and derivatives, M/G1 transition, and DNA replication pre-initiation, while the G2-peaking cluster (Cluster 5) is enriched for cell division processes such as spindle assembly and metaphase plate congression, suggesting that G2 cells are in the preparation for the mitotic stage. Cluster 2 of proteins with increased solubility in Elu_S phase, which are mainly proteins participating in nucleosome assembly and organization such as FACT complex subunits. There are also many proteins showing increased solubility in S phase as clustered in Cluster 6, which are enriched for ribosome biogenesis, nuclear (m)RNA surveillance and transport, chromatin
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