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Abstract
The recently developed Hierarchical Poincare´-Steklov (HPS) method is a high-
order discretization technique that comes with a direct solver. Results from
previous papers demonstrate the method’s ability to solve Helmholtz problems
to high accuracy without the so-called pollution effect. While the asymptotic
scaling of the direct solver’s computational cost is the same as the nested dissec-
tion method, serial implementations of the solution technique are not practical
for large scale numerical simulations. This manuscript presents the first parallel
implementation of the HPS method. Specifically, we introduce an approach for
a shared memory implementation of the solution technique utilizing parallel lin-
ear algebra. This approach is the foundation for future large scale simulations
on supercomputers and clusters with large memory nodes. Performance results
on a desktop computer (resembling a large memory node) are presented.
Keywords: Numerical partial differential equations, Direct solver, High-order
discretization, Nested dissection, OpenMP, shared-memory parallelization,
MKL
1. Introduction
Consider the variable coefficient Helmholtz problem
(1)

−∆u(x)− κ2c(x)u(x) = s(x) x ∈ Ω,
∂u
∂ν
+ iηu = t(x) x ∈ Γ = ∂Ω,
where Ω is a rectangle in R2, κ is the wave number, ν is the outward facing
normal on Γ, η ∈ C (<(η) 6= 0) and u(x) is the unknown solution. The functions
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s(x), t(x), and c(x) are assumed to be smooth. Solutions to this boundary value
problem are oscillatory and the frequency at which the solutions oscillate is dic-
tated by κ. In other words, as κ grows, the solution becomes more oscillatory.
The task of creating high-order approximate solutions to boundary value prob-
lems of the form (1), where the number of discretization points per wavelength
is fixed has been a challenge for some time. The recently developed Hierarchical
Poincare´-Steklov (HPS) method is a high-order discretization technique that
comes with an efficient direct solver and does not, in numerical experiments,
suffer from the so-called pollution effect [1]. For the HPS method to be useful
for large scale computations, a high performance computing implementation of
the method is necessary. This paper presents the first such implementation.
The implementation is for a shared memory machine that is representative of
the large memory nodes in upcoming supercomputers and clusters.
While this paper considers the Helmholtz impedance boundary value prob-
lem (1) for simplicity of presentation, the technique can be used to solve prob-
lems with other boundary conditions with minor modifications (see [1]). Addi-
tionally, the parallelization technique can be applied directly to the variant of
the HPS method for elliptic boundary value problems [2, 3].
1.1. Overview of discretization technique
Roughly speaking, the discretization technique and construction of the di-
rect solver can be broken into three steps:
Step 1: The geometry is partitioned into a collection of disjoint patches
sized so that a boundary value problem on the patch can be
solved to high accuracy via a classic spectral collocation method
(e.g. [4]).
Step 2: Each patch is discretized using a high order spectral collocation
technique. Approximate boundary (Poincare´-Steklov) and
solution operators are constructed.
Step 3: In a hierarchical fashion, the patches are “glued” together two at
a time by enforcing continuity conditions on the solution
via the Poincare´-Steklov operators on the boundaries of each
patch. For each merged patch, corresponding boundary and
solution operators are constructed.
These three steps comprise the precomputation stage of the solution tech-
nique. Once the precomputation is complete, the task of finding the solution
to (1) for any choice of body load s(x) and boundary data t(x) is simply a col-
lection of small matrix vector multiplies involving the precomputed operators.
This is called the solve stage.
The domain decomposing nature of the algorithm provides significant op-
portunities for parallelism. For two-dimensional problems, the required dense
linear algebra involves matrices corresponding to operators that live on a line,
which keeps the overall computational cost in FLOPs low. The distribution
of the work while moving through the hierarchical tree in both stages of the
algorithm are explored in this paper.
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While the method can be employed with any Poincare´-Steklov operator,
this paper uses the impedance-to-impedance (ItI) operator, which is ideal for
Helmholtz problems. For general elliptic problems, the Dirichlet-to-Neumann
operator is a suitable choice [5, 2, 3].
1.2. Related to prior work
The original HPS method [2] was designed for elliptic partial differential
equations and the local discretization utilized classic spectral collocation tech-
niques, which involved points at the corners of leaf boxes. These corner dis-
cretization points were not ideal for the “gluing” procedure in Step 2. In [5, 3, 1]
corner points were removed by using interpolation operators to represent the
boundary operators only on edges of boxes. Most recently, in [6], a new spectral
collocation scheme is presented which does not place any discretization points
the corners of boxes. The parallelization of this latest version of the method is
presented in this paper.
The direct solver for the HPS discretization is related to the direct solvers for
sparse systems arising from finite difference and finite element discretizations of
elliptic PDEs, such as the classical nested dissection method of George [7] and
the multifrontal methods by Duff et al. [8]. These methods can be viewed as a
hierarchical version of the “static condensation” idea in finite element analysis
[9]. High-order finite difference and finite element discretizations lead to large
frontal matrices, and consequently very high cost of the LU-factorization (see,
e.g., Table 2 in [5]). It has been demonstrated that the dense matrices that
arise in these solvers have internal structure that allows the direct solver to be
accelerated to linear or close to linear complexity, see, e.g., [10, 11, 12, 13, 14].
The two-dimensional HPS solution technique has one dimensional “dividers”
independent of order and thus the direct solver only pays (in terms of computa-
tional complexity) the price of the high-order discretization at the lowest level
in the hierarchical tree. The same ideas that accelerate the nested dissection
and multifrontal solvers can be applied Helmholtz problems, the scaling of these
accelerated solvers deteriorates. It should be noted that the parallelization tech-
nique presented in this manuscript does not apply to the linear scaling direct
solver version in [5].
There are multiple widely-available libraries for high performance parallel
implementations of direct factorization for sparse matrices, i.e. nested dissec-
tion and its variants. SuperLU [15, 16, 17] takes either a left-looking (shared
memory) or right-looking (distributed memory) approach to factorization. To
minimize idle time when the number of independent tasks is less than the num-
ber of available processors, SuperLU implements pipelining, where portions of
dependent tasks are computed simultaneously and waiting only occurs when a
task cannot continue without receiving necessary data from a related task. The
multifrontal solvers in WSMP [18] and MUMPS [19, 20] both employ multiple
strategies for parallelism based on the hierarchical nature of the multifrontal
algorithm. First, there is parallelism from the natural independent calculation
of subtrees that do not depend on each other. As the elimination continues and
the number of independent calculations is greater than the number of processes,
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the processes share the calculations through parallel linear algebra. This split
between types of parallelism is also employed for HSS matrices in STRUMPACK
[21]. The tailoring of parallelism to the algorithm’s tree structure is, in essence,
our approach as well. Given the success of the approach in WSMP, MUMPS,
and STRUMPACK and the similarity of the multifrontal or nested dissection
algorithm to the build stage of the HPS algorithm, we should expect the concept
to be successful in accelerating the HPS solver.
1.3. Outline
This paper begins with a description of the HPS method in Section 2. Tech-
niques for finding the optimal shared-memory parallelization are presented in
Section 3. Section 4 illustrates the results of the optimization procedure and
the speedup obtained when the HPS method is implemented on a desktop com-
puter. Finally, the paper closes with remarks and future directions in Section
5.
2. The HPS method
This section reviews the HPS method for solving the boundary value problem
(1). The solution technique begins by partitioning the domain Ω into a collection
of square (or possibly rectangular) boxes, called leaf boxes. Throughout this
paper, we denote the parameter for the order of the discretization, corresponding
to the number of points in each direction on a leaf, as nc. For a uniform
discretization, the size of all leaf boxes is chosen so that any potential solution
u of equation (1), as well as its first and second derivatives, can be accurately
interpolated from their values at the local discretization points on any leaf box.
Next, a binary tree on the collection of leaf boxes is constructed by hierar-
chically merging them. All boxes on the same level of the tree are roughly of
the same size, as shown in Figure 1. The boxes should be ordered so that if τ
is a parent of a box σ, then τ < σ. We also assume that the root of the tree
(i.e. the full box Ω) has index τ = 1. We let Ωτ denote the domain associated
with box τ . Let Nboxes denote the number of boxes in the tree. For the tree in
Figure 1, Nboxes = 31.
Recall, from Section 1.1, that the solution technique is comprised of a pre-
computation stage and a solve stage. The precomputation stage discretizes the
partial differential equation and builds a direct solver. The solve stage uses the
precomputed direct solver information applied to body load s(x) and boundary
condition t(x) information to construct an approximate solution the partial dif-
ferential equation. The two major computational components of these stages
involve leaf and merging computations.
The key to merging boxes is a Poincare´-Steklov operator. For variable co-
efficient Helmholtz problems such as (1), the impedance-to-impedance (ItI) op-
erator is used. The ItI operator is defined as follows:
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Definition 1 (impedance-to-impedance map). Fix η ∈ C, and <(η) 6= 0.
Let
f := un + iηu|Γ(2)
g := un − iηu|Γ(3)
be Robin traces of u. We refer to f and g as the “incoming” and “outgoing”
(respectively) impedance data. For any κ > 0, the ItI operator R : L2(Γ) →
L2(Γ) is defined by
(4) Rf = g,
for f and g the Robin traces of u the solution of (1), for all f ∈ L2(Γ).
Remark 1. For the impedance boundary value problem, the parameter η in the
definition of the ItI operator is the same as the η in equation (1). For Dirichlet
and Neumann boundary value problems, η = κ is typically chosen in practice.
When s(x) in (1) is nonzero, it is advantageous to write the solution u(x) as
the superposition of the homogeneous solution u¯ and the particular solution u˜;
i.e. u = u¯+ u˜ where u˜ is the solution of
−∆u˜− κ2c(x)u˜ = s(x) x ∈ Ω(5)
∂u˜
∂ν
+ iηu˜ = 0 x ∈ Γ
and u¯ is the solution of
−∆u¯− κ2c(x)u¯ = 0 x ∈ Ω(6)
∂u¯
∂ν
+ iηu¯ = t(x) x ∈ Γ.
The remainder of the section presents the technique for discretizing leaf boxes
(Section 2.1) and merging neighboring boxes (Section 2.2) via this superposition
form. Specifically, a collection of approximate solution, impedance, and ItI
operators R are constructed for each box. An approximate solution can then be
constructed for any body load s(x) and boundary condition t(x) by sweeping the
tree twice. First, particular solution information is constructed, moving from
the leaf boxes up the hierarchical tree. The approximate solution is then created
by propagating homogeneous boundary information down the tree. Algorithm
2 presents the details of this procedure. When there is no body load (i.e. s(x) =
0), the solution procedure needs only the downward sweep of the tree. The
homogeneous solver is the same algorithm as presented in [1].
2.1. Leaf computation
This section presents a modified spectral collocation method for construct-
ing the necessary operators for processing a leaf box τ . The modified spectral
5
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Figure 1: The square domain Ω is split into 4× 4 leaf boxes. These are then gathered into
a binary tree of successively larger boxes as described in Section 2. One possible enumeration
of the boxes in the tree is shown, but note that the only restriction is that if box τ is the
parent of box σ, then τ < σ.
collocation technique, first presented in [6], is ideal for the HPS method because
it does not involve corner discretization points, for which Poincare´-Steklov op-
erators are not always well defined.
The modified spectral collocation technique begins with the classic nc × nc
product Chebychev grid and the corresponding standard spectral differential
matrices Dx and Dy, as defined in [4]. Let Iτi denote the index vector corre-
sponding to points on the interior of Ωτ and Iτb denote the index vector cor-
responding to points on the boundary of Ωτ , not including the corner points,
based on the classic tensor grid. Figure 2 illustrates the indexing of the points
in terms of the classic discretization. Thus {xj}n
2
c−4
j=1 denotes the discretization
points in Ωτ given by the union of the red and blue points in Figure 2. We order
the solution vector u according to the following: u =
[
ub
ui
]
where ub and ui
denote the approximate values of the solution on the boundary and the interior,
respectively. The homogeneous and particular solution vectors u¯ and u˜ are or-
dered in a similar manner. The ordering of the entries related to the boundary
corresponding to the discretization points is Iτb = [Is, Ie, In, Iw] where Is de-
notes the blue points on the south boundary in Figure 2, etc. Let Iτ = [Iτb , I
τ
i ]
denote the collection of all indices that are used in the discretization. Let the
nb = 4nc − 8 denote the length of Iτb and ni = (nc − 2)2 denote the length of
Iτi . The number of discretization points on the leaf box τ is n
τ = nb + ni.
The discrete approximation of the differential operator on Ωτ using classic
spectral collocation [4] is given by
Aˆ = −D2x −D2y − C,
where C is the diagonal matrix with diagonal entries {κ2c(xk)}n
2
c
k=1.
Due to the tensor product basis, we know the entries of Dx and Dy corre-
sponding to the interaction of the corner points with the points on the interior of
Ωτ are zero. The directional basis functions for the other points on the bound-
ary are not impacted by the removal of the corner points. Thus the differential
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operators from the classic pseudospectral discretization can be used to create
the approximation of the local differential operator, the ItI operator, and all
other necessary leaf operators.
This information allows for the approximation of the differential operator on
Ωτ using the modified discretization to be constructed from the classic spectral
collocation differential operator. Specifically, the approximate modified spectral
collocation operator is the nτ × nτ matrix
A = Aˆ(Iτ , Iτ )
where nτ = n2c − 4.
Likewise, operators can be constructed to approximate impedance operators.
Let N denote the nb × nτ matrix that takes normal derivatives of the basis
functions. Then N is given by
N =

−Dx(Is, Iτ )
Dy(Ie, Iτ )
Dx(In, Iτ )
−Dy(Iw, Iτ )
 .
The nb × nτ matrix for creating the incoming impedance data is
F = N + iηIn2c(I
τ
b , I
τ )
and the nb × nτ matrix for creating the outgoing impedance data is
G = N− iηIn2c(Iτb , Iτ )
where In2c is the identity matrix of size n
2
c .
2.1.1. Homogeneous solution operators
To construct the homogeneous solution operators, we consider the discretized
differential equation defined on Ωτ . The discretized body-load problem, to find
the approximation to u¯ at the collocation points takes, the form
(7) B
[
u¯b
u¯i
]
=
[
F
Aˆ(i, b) Aˆ(i, i)
] [
u¯b
u¯i
]
=
[
t
0
]
,
where B is an nτ×nτ matrix, u¯ is the vector with the approximate homogeneous
solution at the collocation points, Aˆi,i = Aˆ(Iτi , I
τ
i ) is a matrix of size ni × ni,
Aˆi,b = Aˆ(Iτi , I
τ
b ) is a matrix of size ni×nb, and t is vector of length nb containing
impedance boundary data.
The homogeneous solution operator Ψτ is the nτ × nb matrix defined by
solving
(8) BΨτ =
[
Inb
0ni×nb
]
.
To construct the approximate ItI operator Rτ (of size nb × nb), we simply
need to apply G to Ψτ , that is
Rτ = GΨτ .
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2.1.2. Particular solution operators
The particular solution operators are constructed in a similar manner. Specif-
ically, the discretized version of (5) takes the form
(9) B
[
u˜b
u˜i
]
=
[
F
Aˆ(i, i) Aˆ(i, b)
]
u˜ =
[
0
s
]
,
where B is an nτ × nτ matrix, and s is a vector of length ni containing body
load data.
The particular solution operator Yτ is an nτ × ni matrix which can be used
to approximate the particular solution u˜ on the leaf τ when applied to any body
load vector s. It is the solution of
(10) BYτ =
[
0nb×ni
Ini
]
.
As with the homogeneous case, the operator constructing the approximation
of the outgoing impedance data is constructed by applying the operator G to
the particular solution operator Yτ . Let the nb × ni matrix
Γτ = GYτ
denote this particular solution outgoing impedance operator.
Remark 2. Once all the leaf operators are constructed for a box τ , the solution
vector uτ is given by
uτ = Ψτ t + Yτ s = u¯τ + u˜τ ,
where t is a vector whose entries are impedance boundary data at the boundary
nodes on τ and s is a vector whose entries are the evaluation of the body load
s(x) at the interior discretization points of τ . The outgoing impedance data is
given by
gτ = Rτ t + Γτ s = Rτ t + hτ ,
where hτ is the particular solution outgoing impedance boundary data.
2.2. Merging two boxes
This section presents the technique for constructing the necessary operators
for the union of two boxes for which outgoing particular solution information
and ItI operators have already been constructed.
Let Ωτ denote a box with children Ωα and Ωβ so that
Ωτ = Ωα ∪ Ωβ .
For concreteness, but without loss of generality, assume that Ωα and Ωβ share
a vertical edge as shown in Figure 3. We partition the points on ∂Ωα and ∂Ωβ
into three sets:
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Iτi
︸ ︷︷ ︸
Is
︷ ︸︸ ︷In
︸
︷︷
︸
Ie
︷
︸︸
︷
Iw
Figure 2: Illustration of the discretization points for a leaf box τ . The points in blue are the
boundary points with indices Iτb = [Is, Ie, In, Iw]. The points in red are the interior points
with indices Iτi . The points in black are the omitted corner points.
Ωα ΩβI1 I2I3
Figure 3: Notation for the merge operation described in Section 2.2. The rectangular domain
Ω is formed by two squares Ωα and Ωβ . The sets I1 (blue circles) and I2 (blue diamonds)
form the exterior nodes, while I3 (red circles) consists of the interior nodes.
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I1 Boundary nodes of Ω
α that are not boundary nodes of Ωβ .
I2 Boundary nodes of Ω
β that are not boundary nodes of Ωα.
I3 Boundary nodes of both Ω
α and Ωβ that are not boundary nodes of the
union box Ωτ .
The indexing for the points on the interior and boundary of Ωτ are Iτi = I3 and
Iτb = [I1, I2], respectively.
For the box α, let tα denote the homogeneous solution incoming impedance
boundary data, hα denote the particular solution outgoing impedance boundary
data, and gα denote the total outgoing impedance boundary data. Define the
vectors tβ , hβ , and gβ similarly.
Using the ItI operators Rα and Rβ and ordering everything according to the
boundary numbering in Figure 3, the outgoing impedance data for boxes α and
β are given by
(11)
[
gα1
gα3
]
=
[
Rα11 R
α
13
Rα31 R
α
33
] [
tα1
tα3
]
+
[
hα1
hα3
]
and
(12)
[
gβ2
gβ3
]
=
[
Rβ22 R
β
23
Rβ32 R
β
33
] [
tβ2
tβ3
]
+
[
hβ2
hβ3
]
.
Since the normal vectors are opposite in each box, we know tα3 = −gβ3 and
gα3 = −tβ3 . Using this information in the bottom row equations in (11) and (12),
tα3 and t
β
3 can found in terms of t
α
1 , t
β
2 , h
3
α, and h
3
β . They are given by
(13) tα3 = Φ
α
[
tα1
tβ2
]
+ Υα
[
hα3
hβ3
]
and
(14) tβ3 = Φ
β
[
tα1
tβ2
]
+ Υβ
[
hα3
hβ3
]
,
where
Φα = W−1
[
Rβ33R
α
31| − Rβ32
]
,
Υα =
[
W−1Rβ33 | −W−1
]
,
Φβ =
[
−Rα31 − Rα33W−1Rβ33Rα31|Rα33W−1Rβ32
]
,
Υβ =
[
−
(
I + Rα33W
−1Rβ33
)
| Rα33W−1
]
, and
W = I− Rβ33Rα33.
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Substituting (13) and (14) into the top row equations of (11) and (12) results
in the following expression for the outgoing impedance data for the box Ωα∪Ωβ
(15)
[
gα1
gβ2
]
= Rτ
[
tα1
tβ2
]
+
[
hα1
hβ2
]
+ Γτ
[
hα3
hβ3
]
,
where
Rτ =
[
Rα11 0
0 Rβ22
]
+
[
Rα13 0
0 Rβ23
] [
Φα
Φβ
]
is the homogeneous ItI operator and
Γτ =
[
Rα13 0
0 Rβ23
] [
Υα
Υβ
]
is the outgoing particular solution flux due to interior edge operator. The out-
going particular solution flux is
(16) hτ =
[
hα1
hβ2
]
+ Γτ
[
hα3
hβ3
]
.
Remark 3. When τ = 1, the boundary data from equation (1) gets utilized in
equation (15) at the t contributions. The h contributions is determined from
α = 2 and β = 3 boxes.
2.3. Computational cost
The cost of constructing the discretization and direct solver is dominated
by inverting the matrix W of size O(N1/2) at the top level in the tree, where
N is the number of discretization points. Thus the computational cost of the
precomputation stage is O(N3/2). At any level in the solve stage, the cost of
applying all the operators is O(N) and there are logN levels in a uniform tree.
It follows that the total cost of the apply the solver is O(N logN) with a small
constant.
2.4. Operator storage
Most operators are explicitly computed during the build stage and stored.
This allows for the solve stage to simply be a collection of matrix vector mul-
tiplies. Specifically, for each leaf box, the homogeneous and particular solution
operators Ψ and Y, as well as the operator Γ for the outgoing impedance asso-
ciated with the particular solution are stored. For boxes that are processed via
the merge procedure, the build stage is more efficient if all the operators are not
stored directly. The operators Φα and Φβ for computing the homogeneous so-
lution incoming impedance at the interface are computed and stored. However,
rather than compute Υα, Υβ , and Γτ for each parent box, the set of matrices
that capture the action of applying these operators (namely W−1, Rα33, R
β
33,
Rα13, and R
β
23) are stored. The matrices W
−1, Rα33, R
β
33, R
α
13, and R
β
23 create the
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action of Υα, Υβ , and Γτ in the upward pass upward pass of the solve stage via
only a series of matrix-vector multiplications. This allows for the computation
of the particular solution information to be computed for less (total) computa-
tional cost since matrix-vector products are more computationally efficient than
the matrix-matrix products required to explicitly build the Υ and Γ operators.
This efficiency comes at a cost of storing an additional matrix of size nτ3 × nτ3
where nτ3 is the length of I3. The ItI operator R of all children boxes is deleted
once the parent box is processed.
Algorithm 1 (Precomputation stage)
This algorithm builds all the operator needed to construct an approximate
solution to (1) for any choice of body load s(x) and incoming impedance
boundary condition t(x). It is assumed that if node τ is a parent of node σ,
then τ < σ. Let Nboxes denote the number of boxes in the tree.
(1) for τ = Nboxes, Nboxes − 1, Nboxes − 2, . . . , 1
(2) if (τ is a leaf)
(3) Construct Rτ , Yτ , Ψτ and Γτ via the process described in
Section 2.1.
(4) else
(5) Let α and β be the children of τ .
(6) Split Iαb and I
β
b into vectors I1, I2, and I3 as shown in
Figure 3.
(7) W = I− Rβ33Rα33
(8) Φα = W−1
[
Rβ33R
α
31| − Rβ32
]
(9) Υα =
[
W−1Rβ33 | −W−1
]
(10) Φβ =
[
−Rα31 − Rα33W−1Rβ33Rα31|Rα33W−1Rβ32
]
(11) Υβ =
[
−
(
I + Rα33W
−1Rβ33
)
| Rα33W−1
]
(12) Rτ =
[
Rα11 0
0 Rβ22
]
+
[
Rα13
Rβ23
] [
Φα
Φβ
]
(13) Γτ =
[
Rα13
Rβ23
] [
Υα
Υβ
]
(14) Delete Rα and Rβ .
(15) end if
(16) end for
3. General thread optimization technique
This section presents the proposed optimization technique for shared-memory
parallelism via OpenMP and the Intel MKL library. Recall from Section 2 that
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Algorithm 2 (Solve stage)
This algorithm constructs an approximate solution u to (1) given the body
load s(x) and incoming impedance boundary condition t(x). It is assumed
that if node τ is a parent of node σ, then τ < σ. Let Nboxes denote the
number of boxes in the tree. All operators are assumed to be precomputed.
Upward pass
(1) for τ = Nboxes, Nboxes − 1, Nboxes − 2, . . . , 1
(2) if (τ is a leaf)
(3) Compute u˜τ = Yτ s and hτ = Γτ s for the leaf.
(4) else
(5) Let α and β be the children of τ .
(6) Compute t˜
α
3 = Υ
α
[
hα3
hβ3
]
and t˜
β
3 = Υ
β
[
hα3
hβ3
]
.
(7) Compute hτ via (16).
(8) end if
(9) end for
Downward pass
(10) for τ = 1, 2, 3, . . . , Nboxes
(11) if (τ is a leaf)
(12) Let Jτ denote the indices for the discretization points in τ .
(13) u(Jτ ) = Ψτ tτ + u˜τ .
(14) else
(15) Let α and β be the children of τ .
(16) tα3 = Φ
αtτ + t˜
α
, tβ3 = Φ
βtτ + t˜
β
.
(17) end if
(18) end for
the bulk of the computational cost in both stages of the algorithm is associated
with matrix inversion and matrix-matrix multiplication.
The linear algebra needed to process a given box is essentially sequential.
For example, in order to construct any of the operators in the merge, the inverse
of W must be formed. We construct this inverse using MKL, with the routine
zgetrf computing an LU factorization of W and the triangular solve routine
zgetri computing the inverse. The dominant computational costs of the rest of
the merge process come from dense matrix multiplications, implemented with
zgemm. The operators Φα and Φβ are needed for the downward pass of the solve
stage and also form part of the full ItI operator Rτ (see section 2.2). (As stated
in section 2.4, we do not form the particular solution operators explicitly for
greater computational efficiency.) Since these operations build on each other
and cannot be computed simultaneously, exploiting the parallel linear algebra
capabilities of MKL is important for achieving parallelism within the merge
procedure, especially at the top of the tree where the matrices are large.
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The algorithm is domain decomposing, and all boxes on a given level in the
tree are independent of each other. As a result, there are two types of parallelism
that can be exploited: dividing boxes among threads and utilizing the multi-
threaded linear algebra in MKL. We propose a hybrid of these the approaches.
In the bottom of the tree where the matrices involved are small, it is best to use
a “divide-and-conquer” approach which distributes boxes among all available
threads. At the top of the tree, it is most efficient to exploit black-box parallel
linear algebra routines. The best distribution of work on the intermediate levels
depends on the available computational resources and number of boxes on a
given level. This section presents a technique for distributing work in the hybrid
parallelism setting.
Let θt denote the total number of available threads. For a level l in the tree,
let θlo denote the number of outer threads dedicated to a divide-and-conquer
distribution of boxes, and θli denote the number of inner threads given to each
outer thread for parallel linear algebra, on that level. Then θt ≥ θlo × θli and
θlo, θ
l
i ∈ Z+ for all l. The implementation of outer and inner threads works
as follows. For each (non-leaf) level l of the tree with N lboxes boxes, 2N
l
boxes
children boxes are merged by looping over the N lboxes parent boxes. It is natural
to parallelize this loop by placing an OpenMP parallel region with θlo threads
inside of it. For a uniform grid, static scheduling is sufficient since the work
required to merge each box is identical. Therefore, the best strategy should be to
split the boxes as evenly as possible among the threads, which static scheduling
does. Within this parallel loop, we set the number of threads available to MKL
at θli using mkl_set_num_threads_local. Similar adjustments are made for
the leaf processing as well as the upward and downward pass portions of the
solve stage, with their respective outer and inner thread pairs for each level.
Algorithms 3 and 4 detail the parallel versions of Algorithms 1 and 2.
Remark 4. If the grid was non-uniform, dynamic scheduling should be used,
as the benefit from runtime load balancing would likely outweigh the additional
overhead.
We chose the number of inner and outer threads on a level based on the
most expensive operation in processing a box, called the representative action.
In the build stage, the representative action is inverting a matrix. For leaf
boxes, this corresponds to the inverting the approximate differential operator.
For merging two boxes, the inverse of the matrix defined on the interface is
the representative action. In the solve stage, the representative action in both
sweeps of the hierarchical tree is matrix-vector multiplication (matvec). Table 1
details the matrix size of the representative action for each stage based on level
in the tree. We call the time for computing the representative action on level l
the representative time. Since this time depends on the number of threads given
to parallel linear algebra, we denote the representative time for level l with j
inner threads by rjl . Since the representative times are machine dependent and
the order of discretization order nc can be fixed for a variety of problems, the
representative times may often only need to be found once for a machine. The
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Algorithm 3 (Precomputation stage, parallel)
This algorithm presents the parallel version of the precomputation stage.
The serial version is presented in Algorithm 1.
Let N lboxes be the number of boxes on a level l, and θ
l
o and θ
l
i be the outer
and inner build stage threads for a level, respectively.
Leaf construction
(1) Set outer threads to θLo .
(2) parfor τ = Nboxes −NLboxes + 1, Nboxes −NLboxes + 2, . . . , Nboxes
(3) Set inner threads to θLi .
(4) Construct Rτ , Yτ , Ψτ and Γτ via the process described in
Section 2.1.
(5) end parfor
Box merging
(6) Set Nmerged = N
L
boxes.
(7) Set Nunmerged = Nboxes −NLboxes.
(8) for l = L− 1, L− 2, . . . , 1 (loop over levels)
(9) Set outer threads to θlo.
(10) parfor τ = Nunmerged −N lboxes + 1, Nunmerged −N lboxes + 2, . . . , Nunmerged
(11) Set inner threads to θli.
(12) Let α and β be the children of τ .
(13) Split Iαb and I
β
b into vectors I1, I2, and I3 as shown in
Figure 3.
(14) W = I− Rβ33Rα33
(15) Φα = W−1
[
Rβ33R
α
31| − Rβ32
]
(16) Υα =
[
W−1Rβ33 | −W−1
]
(17) Φβ =
[
−Rα31 − Rα33W−1Rβ33Rα31|Rα33W−1Rβ32
]
(18) Υβ =
[
−
(
I + Rα33W
−1Rβ33
)
| Rα33W−1
]
(19) Rτ =
[
Rα11 0
0 Rβ22
]
+
[
Rα13
Rβ23
] [
Φα
Φβ
]
(20) Γτ =
[
Rα13
Rβ23
] [
Υα
Υβ
]
(21) Delete Rα and Rβ .
(22) end parfor
(23) Nmerged = Nmerged +N
l
boxes.
(24) Nunmerged = Nunmerged −N lboxes.
(25) end for
representative times can then be used in the application of the HPS method to
any boundary value problem of the form (1).
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Algorithm 4 (Solve stage, parallel)
This algorithm presents the parallel version of the solve stage. The serial
version is presented in Algorithm 2. Let N lboxes be the number of boxes
on a level l, and θlou, θ
l
iu, θ
l
od, and θ
l
id be the outer and inner upward pass
stage threads and outer and inner downward pass stage threads for a level
respectively. All operators are assumed to be precomputed.
Upward pass
(1) Set outer threads to θLou.
(2) parfor τ = Nboxes −NLboxes + 1, Nboxes −NLboxes + 2, . . . , Nboxes
(3) Set inner threads to θLiu.
(4) Compute u˜τ = Yτ s and hτ = Γτ s for the leaf.
(5) end parfor
(6) Set Nprocessed = N
L
boxes.
(7) Set Nunprocessed = Nboxes −NLboxes.
(8) for l = L− 1, L− 2, . . . , 1 (loop upward through levels)
(9) Set outer threads to θlou.
(10) parfor τ = Nunprocessed −N lboxes + 1, Nunprocessed −N lboxes + 2, . . . , Nunprocessed
(11) Set inner threads to θliu.
(12) Let α and β be the children of τ .
(13) Compute t˜
α
3 = Υ
α
[
hα3
hβ3
]
and t˜
β
3 = Υ
β
[
hα3
hβ3
]
.
(14) Compute hτ via (16).
(15) end parfor
(16) Nprocessed = Nprocessed +N
l
boxes.
(17) Nunprocessed = Nunprocessed −N lboxes.
(18) end for
Downward pass
(19) Set Nprocessed = 0.
(20) Set Nunprocessed = Nboxes.
(21) for l = 1, 2, . . . , L− 1 (loop downward through levels)
(22) Set outer threads to θlod.
(23) parfor τ = Nprocessed + 1, Nprocessed + 2, . . . , Nprocessed +N
l
boxes
(24) Set inner threads to θlid.
(25) Let α and β be the children of τ .
(26) tα3 = Φ
αtτ + t˜
α
, tβ3 = Φ
βtτ + t˜
β
.
(27) end parfor
(28) Nprocessed = Nprocessed +N
l
boxes.
(29) Nunprocessed = Nunprocessed −N lboxes.
(30) end for
(31) Set outer threads to θLod.
(32) parfor τ = Nprocessed + 1, Nprocessed + 2, . . . , Nprocessed +N
L
boxes
(33) Set inner threads to θLid.
(34) Let Jτ denote the indices for the discretization points in τ .
(35) u(Jτ ) = Ψτ tτ + u˜τ .
(36) end parfor
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Table 1: Representative actions used to estimate computation time on a level.
Stage Level type matrix size task
Build
Leaf interior × interior
matrix inversion
Others interface × interface
Upward pass
Leaf [interior + exterior] × interior
matvec
Others exterior × interface
Downward pass
Leaf [interior + exterior] × exterior
matvec
Others interface × exterior
For a uniform discretization the number of boxes on a given level is N lboxes =
2l. For a given representative action, the choice of inner and outer thread pair
is selected so that
l = ceiling(N lboxes/θ
l
o) r
θli
l
is minimized over all feasible pairs of θlo and θ
l
i. Figures 4 and 5 report the
optimial choice of inner and outer threads for the build and solve stages of the
algorithm with a total of θt = 56 total available threads on several different
uniform tree. (The number of Chebyshev discretization points in each direction
for a leaf, nc, is set at 16. )
For the build stage, when N lboxes > 10, it is advantageous to let θ
l
i = 1
and to distribute the boxes among the threads. At the top several levels of
the tree when the number of boxes on the level is less than or equal to 10,
it is advantageous to assign each thread a box, i.e. θlo = N
l
boxes, and divide
the remaining threads evenly for parallel linear algebra. Linear algebra is not
parallelized in the lower levels of the tree since the matrices are too small to
benefit from it. A similar behavior is observed for the solve stage, though the
parallel linear algebra is utilized earlier in the hierarchical tree, when there are
approximately fewer than 15 boxes on a level.
Remark 5. When the hierarchical tree in the HPS method is non-uniform, the
size of the largest matrix on a level l can be used to create the calibration data.
If the tree is highly non-uniform and is going to remain fixed for a large number
of simulations, it may be advantageous to build calibration data for each possible
matrix size and adjust the definition of l accordingly.
4. Results
This section illustrates the performance of the parallelization technique when
implemented on a dual 2.3 GHz Intel Xeon Processor E5-2695 v3 desktop work-
station with 256 GB of RAM, 28 physical cores, and 56 possible threads. The
algorithm was implemented in Fortran 95, with the gfortran 5.4.0 compiler using
the -O3 optimization flag. MKL vectorization was not used.
17
100 101 102 103 104
0
20
40
60
—
—
—
—
number of boxes on level
n
u
m
b
er
of
th
re
ad
s
15 total levels
13
11
9
(a)
100 101 102 103 104
0
5
10
15 —
—
—
—
number of boxes on level
n
u
m
b
er
of
th
re
ad
s 15 total levels
13
11
9
(b)
Figure 4: The optimal combinations per level of (a) outer and (b) inner threads in the build
stage of the HPS method with 9 (I), 11 (•), 13 ( N), and 15 () total levels in the tree, with
a leaf discretization order of nc = 16 and 56 available threads.
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Figure 5: Optimal inner threads on each level of the tree for upward (a) and downward (b)
passes of the solve stage with 56 available threads. Total tree depths are 9 (I), 11 (•), 13
( N), and 15 (), with a leaf discretization order of nc = 16. The optimal number of outer
threads on each level is identical to the build stage, shown in Figure 4(a).
The HPS method was applied to (1) where Ω is the unit square, κ = 16, the
coefficent function c(x) = exp{−8(x− 0.5)2 + (y− 0.5)2} is a Gaussian centered
in Ω and the exact solution is u(x) = u(x, y) = exp (i2piκx) exp (i2piκy). For all
experiments, N denotes the number of discretization points where the solution
is unknown.
Sections 4.1 and 4.2 report the performance of the parallel implementa-
tion with varying the discretization order (via nc) and the number of available
threads θt, respectively. Section 4.3 reports the hardware efficiency of the par-
allel implementation.
4.1. Tests with varying nc
In this section, three choices of order of discretization are considered; nc =
6, 9, and 16. Let e∞ = maxj=1,...,N |u(xj)− u(j)| where {xj}Nj=1 are discretiza-
tion points where the solution is not known and u is the N × 1 vector whose
jth entry is the approximate solution at the discretization point xj . Figure 6
reports the error e∞ versus N for each choice of nc. For similar number of
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unknowns N , nc = 16 achieves the best accuracy as N is increased beyond the
point where the discretization can begin to fully resolve the solution.
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Figure 6: Maximum error e∞ in the approximate solution versus total number of interior
unknowns N for the same set of trees with varying order of Chebyshev discretization nc
plotted on a log-log scale.
Figure 7 reports the execution time, in seconds, for the HPS method with the
serial and 56-threaded parallel implementations. For a given problem size N , the
parallel implementation nearly eliminates the additional cost in the build stage
associated with higher nc. Thus, the parallel implementation allows the HPS
method to achieve higher accuracy at a very small cost in terms of additional
computation time, as seen in Figure 6. This is because, in terms of N and the
ability to distribute work, order only impacts the size of the matrices at the leaf
level.
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Figure 7: Time in seconds versus the number of discretization points where the solution
is unknown N for the (a) serial and (b) mixed threaded (θt = 56) implementation for the
precomputation and solve stages for varying values of nc. Plotted on log-log scales. In (a), the
dashed-dot and dashed lines represent the O(N1.5) and O(N logN) asymptotic complexities
of the build and solve stages of the algorithm, respectively.
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Figure 8 reports the corresponding speedup gained by moving from the serial
to parallel implementation of the algorithm. For the largest problem considered
with over two million unknowns, the build stage of the algorithm takes roughly
10 minutes via the serial implementation while the parallel implementation takes
36 seconds, a parallel speedup of 17.5. The constant prefactor for the solve stage
is small since it is a collection of BLAS3 matvec operations involving small ma-
trices. These efficient operations are precisely why the expected speedup is
small. In fact, only an approximate factor of two speedup is obtained for the
largest tree. Figure 9 reports the speedup, split between the leaf and merge
computations in the build stage of the algorithm. As expected, the bulk of the
speed up is gained on the leaf level where the algorithm is perfectly paralleliz-
able. The speedup of the merge computations is limited by the speedup of the
parallel linear algebra inversion provided by MKL.
102 103 104 105 106
0
5
10
15
20 —
—
—
N
sp
ee
d
u
p
nc = 6
nc = 9
nc = 16
(a) Build stage
102 103 104 105 106
0
2
4
6
8
10
—
—
—
N
sp
ee
d
u
p
nc = 6
nc = 9
nc = 16
(b) Solve stage
Figure 8: Speedup in (a) build and (b) solve stage portions of the algorithm for 56 total
threads with varying nc plotted on a semi-log scale.
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Figure 9: Speedup in build stage of the algorithm, broken down by leaf and merge portions,
for 56 total threads.
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4.2. Tests with varying θt
This section investigates the performance of the parallel implementation for
a varying number of total threads θt. In these tests, nc is fixed at 16. Figure
10 reports the speedup in the build and solve stages for θt = {1, 14, 28, 42, 56}.
As expected, increasing the number of threads improves build stage speedup
for large problems; i.e. N big. For small problems, there are limited speed up
gains as there is not much work to distribute amongst the threads even from the
divide-and-conquer strategy at the lower levels. At the upper levels in the tree,
the matrices are modest sized and thus only experience modest speed up from
threaded MKL linear algebra. For larger problems, there is plenty of work at
all levels in the tree. There are performance gains from the divide-and-conquer
parallelism strategy on the lower levels of the tree and the matrices at the upper
levels are large enough to benefit from threaded MKL linear algebra. In the solve
stage, a clear trend across the range of threads is less obvious, though the best
performance for the largest problem tested is with just 14 threads. This is due
to the diminishing returns from increasing the number of threads for matvecs of
the sizes required by the algorithm. It is important to keep in mind that even
the serial implementation of the solve stage takes less than a second of wall time
for nearly all problem sizes tested.
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Figure 10: Semi-log plots illustrating the parallel speedup in build (a) and solve (b) stage
portions of the algorithm for varying number of total threads θt for nc = 16. In both plots,
the dashed lines denote speedup = 1, or equal time with the serial implementation.
4.3. Hardware efficiency
The performance of the serial and parallel implementations compared to
hardware capabilities are illustrated by the roofline plots [22, 23] in Figure 11.
The data was collected using Intel Advisor 2019 [24] for a tree with 15 levels
and nc = 16. The data was then output using Advisor’s report option and
processed with Tuomas Koskela’s pyAdvisor tool [25]. The code is still in the
memory-bound region for both the serial and parallel implementation, but it
is near the transition to compute-bound. The volume of data copying from
children to parent operators required in the merge process limits the ability
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for an implementation to break out of the memory-bound regime. However,
both our serial and parallel implementations are close to the roof. The serial
performance indicates that our implementation is efficient with respect to the
hardware’s theoretical performance.
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Figure 11: Roofline plots for (a) serial implementation and (b) threaded implementation.
Threaded implementation here uses 28 threads, one for each physical core of the system. Blue
dots (•) are program loops and teal squares () are loops from Intel MKL routines.
5. Conclusions
This paper presented a simple technique for parallelizing the two dimensional
HPS method for Helmholtz boundary value problems in a shared memory set-
ting with access to parallel linear algebra. In the build stage, by far the most
computationally expensive stage, we observe a 17.5 times speedup over a serial
implementation on a desktop computer which is comparable to a modern super
computing node. This corresponds to discretizing a problem with over 2 mil-
lion unknowns and building the corresponding direct solver in approximately 30
seconds.
While the techniques presented are applied in a shared memory setting,
they are the foundation for a parallel implementation of the HPS algorithm for
the high-frequency Helmholtz equation parallelism on which will be appropriate
for upcoming HPC clusters with large memory nodes. Fully exploiting these
machines requires two level parallelism: using message-passing to divide the
computational geometry among several large-memory nodes and shared-memory
parallelism, using the techniques presented in this paper, inside the nodes.
The three-dimensional version of the HPS method has much larger matrices
even close to the leaf level. Thus parallel linear algebra will be utilized earlier in
the build stage and the solve stage will see more benefits (i.e. larger speedup)
from having access to it, as well.
The parallelization technique presented in this manuscript can be applied to
other tree-based solvers such as nested dissection and multifrontal methods. The
matrices used to create the calibration data should be modified accordingly. For
example, the nested dissection method would need to use sparse matrices at the
leaf level in the build stage. For other tree-based solvers for dense matrices such
22
as hierarchically semiseparable (HSS) [26, 27], H-matrix [28, 29], hierarchically
block separable (HBS) [30] and hierarchical off-diagonal low rank (HODLR)
[31], it may be necessary to adjust the representative action for a given level in
the tree.
6. Acknowledgements
The authors wish to thank Total US E&P for permission to publish. The
work by A. Gillman is supported by the Alfred P. Sloan foundation and the
National Science Foundation (DMS-1522631). A. Gillman and N. Beams are
supported in part by a grant from Total E&P Research and Technology USA.
References
References
[1] A. Gillman, A. Barnett, P. Martinsson, A spectrally accurate direct solution
technique for frequency-domain scattering problems with variable media,
BIT Numerical Mathematics 55 (1) (2015) 141–170.
[2] P. G. Martinsson, A direct solver for variable coefficient elliptic pdes dis-
cretized via a composite spectral collocation method, Journal of Computa-
tional Physics 242 (2013) 460–479.
[3] T. Babb, A. Gillman, S. Hao, P. G. Martinsson, An accelerated Pois-
son solver based on a multidomain spectral discretization, BIT Numerical
Mathematics 58 (4) (2018) 851–879.
[4] L. Trefethen, Spectral methods in MATLAB, SIAM, 2000.
[5] A. Gillman, P. Martinsson, A direct solver with O(N) complexity for vari-
able coefficient elliptic PDEs discretized via a high-order composite spectral
collocation method, SIAM Journal on Scientific Computing 36 (4) (2014)
A2023–A2046.
[6] P. Geldermans, A. Gillman, An adaptive high order direct solution tech-
nique for elliptic boundary value problems, SIAM Journal on Scientific
Computing 41 (1) (2019) A292–A315.
[7] A. George, Nested dissection of a regular finite element mesh, SIAM Journal
on Numerical Analysis 10 (1973) 345–363.
[8] I. S. Duff, A. M. Erisman, J. K. Reid, Direct methods for sparse matrices,
Oxford, 1989.
[9] E. L. Wilson, The static condensation algorithm, International Journal for
Numerical Methods in Engineering 8 (1) (1974) 198–203.
23
[10] J. Xia, S. Chandrasekaran, M. Gu, X. S. Li, Superfast multifrontal method
for large structured linear systems of equations, SIAM Journal of Matrix
Analaysis and Applications 31 (3) (2009) 1382–1411.
[11] A. Gillman, Fast direct solvers for elliptic partial differential equations,
Ph.D. thesis, University of Colorado at Boulder, Applied Mathematics
(2011).
[12] S. L. Borne, L. Grasedyck, R. Kriemann, Domain-decomposition based
H-lu preconditioners, in: O. B. Widlund, D. E. Keyes (Eds.), Domain
Decomposition Methods in Science and Engineering XVI, Vol. 55, Springer
Berlin Heidelberg, Berlin, Heidelberg, 2007, pp. 667–674.
[13] P. G. Martinsson, A fast direct solver for a class of elliptic partial differential
equations, Journal of Scientific Computing 38 (3) (2009) 316–330.
[14] P. Schmitz, L. Ying, A fast direct solver for elliptic problems on general
meshes in 2D, Journal of Computational Physics 231 (4) (2012) 1314–1338.
[15] X. Li, J. Demmel, J. Gilbert, L. Grigori, M. Shao, I. Yamazaki, SuperLU
Users’ Guide, Tech. Rep. LBNL-44289, Lawrence Berkeley National Lab-
oratory, http://crd.lbl.gov/~xiaoye/SuperLU/. Last update: August
2011 (September 1999).
[16] J. W. Demmel, J. R. Gilbert, X. S. Li, An asynchronous parallel supernodal
algorithm for sparse Gaussian elimination, SIAM J. Matrix Analysis and
Applications 20 (4) (1999) 915–952.
[17] X. S. Li, J. W. Demmel, SuperLU DIST: A scalable distributed-memory
sparse direct solver for unsymmetric linear systems, ACM Trans. Mathe-
matical Software 29 (2) 110–140.
[18] A. Gupta, A shared- and distributed-memory parallel general sparse direct
solver, Applicable Algebra in Engineering, Communication and Computing
18 (3) (2007) 263277. doi:10.1007/s00200-007-0037-x.
[19] P. R. Amestoy, I. S. Duff, J.-Y. L’Excellent, J. Koster, A fully asynchronous
multifrontal solver using distributed dynamic scheduling, SIAM J. Matrix
Anal. Appl. 23 (1) (2001) 1541.
[20] P. R. Amestoy, A. Guermouche, J.-Y. L’Excellent, S. Pralet, Hybrid
scheduling for the parallel solution of linear systems, Parallel Comput-
ing 32 (2) (2006) 136–156, parallel Matrix Algorithms and Applications
(PMAA04). doi:https://doi.org/10.1016/j.parco.2005.07.004.
[21] F.-H. Rouet, X. S. Li, P. Ghysels, A. Napov, A distributed-memory pack-
age for dense hierarchically semi-separable matrix computations using ran-
domization, ACM Transactions on Mathematical Software 42 (4) (2016)
27:1–27:35. doi:10.1145/2930660.
URL http://doi.acm.org/10.1145/2930660
24
[22] S. Williams, A. Waterman, D. Patterson, Roofline: An insightful visual
performance model for floating-point programs and multicore architectures,
Tech. rep., Lawrence Berkeley National Lab (LBNL), Berkeley, CA (United
States) (2009).
[23] A. Ilic, F. Pratas, L. Sousa, Cache-aware roofline model: Upgrading the
loft, IEEE Computer Architecture Letters 13 (1) (2014) 21–24.
[24] Intel, Intel Advisor.
URL https://software.intel.com/en-us/advisor
[25] T. Koskela, pyAdvisor.
URL https://github.com/tkoskela/pyAdvisor
[26] Z. Sheng, P. Dewilde, S. Chandrasekaran, Algorithms to solve hierarchically
semi-separable systems, in: System theory, the Schur algorithm and mul-
tidimensional analysis, Vol. 176 of Oper. Theory Adv. Appl., Birkha¨user,
Basel, 2007, pp. 255–294.
[27] S. Chandrasekaran, M. Gu, A divide-and-conquer algorithm for the eigen-
decomposition of symmetric block-diagonal plus semiseparable matrices,
Numer. Math. 96 (4) (2004) 723–731.
[28] W. Hackbusch, A sparse matrix arithmetic based on H-matrices; Part I:
Introduction to H-matrices, Computing 62 (1999) 89–108.
[29] L. Grasedyck, W. Hackbusch, Construction and arithmetics of H-matrices,
Computing 70 (4) (2003) 295–334.
[30] A. Gillman, P. Young, P. Martinsson, A direct solver with O(N) complexity
for integral equations on one-dimensional domains, Frontiers of Mathemat-
ics in China 7 (2) (2012) 217–247.
[31] S. Ambikasaran, E. Darve, An O(N logN) fast direct solver for partial hier-
archically semi-separable matrices, Journal of Scientific Computing 57 (3)
477–501.
25
