• qk=l,q~) O, k=t, 2,...,m. k=l Let the messages in Y be represented by codewords, i.e. by finite sequences of elements of a given set, where D = number of elements of the coding alphabet (D > 1). There is a uniquely deciPherable code (cf. Reza (1961) 
for all V satisfying (1). (The symbol :~ will be used for defining the quantity on its left side, and = : for defining the quantity on its right side). 
k=l and is called the exponential mean codeword length. Let X = {xl, x 2 ..... xn} and Y = {YI ,..-, Y~} be two independent sets of messages with associated probability distributions P = {Pl, P2 ,--., Pn} and Q = {ql .... , q~} respectively. Since X and Y are independent, therefore • rik ~ P(X = xi, Y = Yk) = Piqk, i = 1, ., ., n; k = l, ..., m. Let PQ denote the probability distribution {Plql ,..., Pmqm ; "" ; Pnql .... , Pnqn~}. Let x i be represented by a codeword of length u i , i = 1, 2,..., n and Yk be represented by a codeword of length v k , k -= 1, 2,..., m. Assume that the same set of coding symbols is used in all these representations. We will try to represent the pair (xi, y~) by a codeword of length u i + v k where i = 1, 2,.., n and The function ¢ in (2) can be interpreted as a cost function where ¢(n) is the cost of using a codeword of length n. The average cost of encoding the messages Y = {Yl ,...,Y,,~} with the probability distribution Q = {ql ,..., qm} by a distribution V = {vj ,..., v~} of the codeword lengths is c--~ q~¢(v~).
(For similar notions see also Campbell (1966) ).
The minimal expense coding problem is to minimize the cost c by an appropriate choice of the distribution V, subject to the condition (1). Also, since /2 = ¢-1(c) and 4 -1 is (continuous and) strictly increasing, an equivalent problem is to minimize the mean codeword length/~. A code that minimizes the average codeword length, or, alternatively, the cost of encoding the messages is said to be an optimal code.
The average encoding cost is said to be normalized if the unit cost is assigned to using a codeword of length one and the zero cost for an (idealized) codeword of length zero. Then 4o and 4t are replaced by
and
Let e:= Xk qk~(Vk).
In Acz61 (1974), it was proved that the arithmetic mean codeword length/20 and the exponential mean codeword length/,~ are the only additive quasiarithmetic mean codeword lengths. Furthermore, he also proved that, under the conditions of the additivity and quasiarithmeticity of the mean codeword lengths and the normalization of the average costs, the average costs of encoding the messages Y = {Yl ,..., Y~} of probability distribution {ql ,..., q,~} should have the lower bounds given by
where M = max(q1 ,..., q~).
(Note: The bound for t ~< --1 was proved by Campbell (unpublished, but see section 5.4 in Acz61-Dardczy (t975))).
In the following we shall give a further lower bound, which is independent of t, for the above lower bounds of the average encoding costs.
Since it is impractical to use an encoding set with a number of elements D greater than the number m of the messages to be encoded, we exclude the case D>m. The last inequality will be true if we show that the function
THEOREM. Let the quasiarithmetic mean codeword lengths
But In x t ~ x t --1 (the equality holds only if x t = 1, and in our case D e ~: 1 and m t ~ 1, and therefore we will consider only the strict inequality). 
which we want to prove, would in our present case mean
--l<t<0 
L'(r) = (t + 1)(+ rl/"+l)) t" (t + 1------~" r-*/"+l)
= r-*/"+l)(1 + F/.+I))* 1 L"(r) = r-,/,+l) • t(1 + rll(t+l)) ~-a • --" r -(t/(~+l)) t+l --t + (1 + ra/(t+l)) * " --" r (-2t-1)/(t+1) t+l t _ __ . r(-~-a)/,+l)(1 + rl/(t+l)) t-1. t+l (i) Let --1 < t < 0 L(0) ----1 ----R(0) L(1) = 2 t+l = 2 * -~-2 t < 1 -~ 2 t = R(1) L'(r) > 0, i.e. L is increasing. L'(O) = O, L"(r) > 0, L'(1) = 2 t (½ < 2 t < 1)
CODING W I T H MINIMAL COSTS
Hence, it is clear (see Figure 1 ) that
L(r) ~R(r)
for all r, 0 ~r ~ 1.
(ii) Fort ~0 :
In this case we conclude (see Figure 2 ) that
L(r) >/R(r)
for all r, 0~r ~ 1.
Hence, for all t > --1, t ¢ 0 the inequality (7) 
. 2[-qll(t+l)
Thus,
Noticing that ~i=1 Pi = 1, then by applying the inequalitY (7), we get
Combining this inequality with the last one, we get
Following similar steps, we get Hence,
This completes the proof of the Theorem.
Remark. It is not generally true that: If m >/D and M >/½, then d(t) >~
1 --M for all t e R. This will be shown by presenting counter examples. In the first example we take the number of messages equal to the number of elements of the coding set. EXAMPLE 2. This example, in which we have the number of messages greater than the number of coding alphabets, is a slight modification of the previous one. Instead of the probability qa (=0.3999), we have four probabilities whose sum is equal to the value of qa. One of these four probabilities (0.39989997) is very close to qa (thus giving almost the same contribution q~/4 to the total sum ~2k q~/4) and the other three are very small (10 -8 each), thus 
