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Abstract
In this paper we study a quantum analogue of a degenerate principal series of
Uqsun,n-modules (0 < q < 1) related to the Shilov boundary of the quantum n× n-
matrix unit ball. We give necessary and sufficient conditions for the modules to be
simple and unitarizable and investigate their equivalence.
These results are q-analogues of known classical results on reducibility and uni-
tarizability of SU(n, n)-modules obtained by Johnson, Sahi, Zhang, Howe and Tan.
PACS numbers: 02.20.Uw, 02.20.Sv.
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I Introduction
In this paper we investigate a quantum analogue of the degenerate principal series of
representations of the algebra Uqsun,n related to the Shilov boundary of the quantum
n×n-matrix unit ball. We give necessary and sufficient conditions for the representations
to be irreducible and unitary.
In this work we provide q-analogues of classical results obtained by Kenneth
D.Johnson, Siddhartha Sahi, Genkai Zhang, Roger E.Howe and Eng-Chye Tan [1, 2,
3, 4, 5]. Another degenerate principal series is considered in the A.Klimyk and S.Pakuliak
paper [6].
We use Bargman’s approach for investigating representations (see [7], where unitary
strongly continuous irreducible representations of the group SU(1, 1) were described).
Explicit formulas for operators of su1,1-representations were found in a weight vectors
basis in [7]. Results on irreducibility and unitarizability can be obtained from the formulas
as corollaries.
In the general case one need much more efforts to obtain similar formulas. Important
results in this direction were obtained by Roger Howe in [1]. He received certain results
on irreducibility and unitarizability of modules of the simplest degenerate principal series
for U(m,n) and some other classical groups.
The Lee Soo Teck paper [8] directly continues this Howe work. In [8] the degenerate
principal series for U(n, n) related to the Shilov boundary of the n × n-quantum ball is
investigated and answers to the same questions are obtained.
This work generalizes results from [8] to the quantum case with 0 < q < 1. Passing to
the limit as q 7→ 1 one can get up to notation the results of the above-mentioned paper.
This paper is organized as follows. In Section II we define the representations πα,β
of the degenerate principal series (see (5)). In Section III we investigate the equivalence
of πα,β (see Proposition 3). In Section IV we discuss some auxiliary results πα,β . These
results will be used in the sequel. In Section V we give necessary and sufficient for πα,β
to be irreducible (see Proposition 11). For the case πα,β is reducible, we describe all its
irreducible subrepresentations. In Section VI we find explicit formulas for intertwining
operators between πα,β and πα,β (see (17)). In Section VII we investigate unitarizability
of irreducible representations of the degenerate principal series. Most of the technical
details of the proofs are contained in Appendix.
II Definition of the degenerate principal series of rep-
resentations
Recall some concepts on geometric realizations for certain series of representations of real
semisimple Lie groups and Lie algebras.
Consider the affine algebraic group G = SL2n(C) and its maximal parabolic subgroup
P =
{(
A B
0 D
)
|A,B,D ∈Matn,n(C), (detA)(detD) = 1
}
.
Then the projective variety GupslopeP is isomorphic to the space Grn(C2n) of n-dimensional
subspaces in C2n. The subgroup K = S(GLn(C) × GLn(C)) acts naturally on GupslopeP .
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Denote by Ω the open K-orbit. It can be easily proved that
Ω = {L ∈ Grn(C
2n)| dimL ∩ (Cn)1 = dimL ∩ (C
n)2 = 0},
where (Cn)1 and (Cn)2 are the subspaces generated by the elements {ε1, . . . , εn},
{εn+1, . . . , ε2n} of the standard basis for C2n, respectively. It can be verified that Ω
is an affine variety.
Set
t =
t11 t12 . . . t1 2n. . . . . . . . . . . .
tn 1 tn 2 . . . tn 2n
 , rk t = n,
and C[Matn,2n]
def
= C[t11, . . . , tn 2n]. Define
t∧nJ
def
=
∑
s∈Sn
(−1)l(s)t1js(1) · t2js(2) · · · tnjs(n),
where l(s) is the length of permutation s, J = {j1, . . . , jn}, 1 ≤ j1 < . . . < jn ≤ 2n, and
tij are the matrix entries of t. The elements t
∧n
J are called Plucker projective ”coordinates”
on Grn(C2n). Denote by C[Pln,2n] ⊂ C[Matn,2n] the subalgebra generated by all t∧nJ .
Consider the algebra C[Ω] of regular functions on Ω. Let us introduce some notation.
Set t
def
= t∧n{n+1,...,2n} and
zba = t
−1t∧nJa b, a, b = 1, . . . , n, where Ja b = {n+ 1, . . . , 2n}\{2n+ 1− b} ∪ {a};
z =
z11 . . . zn1. . . . . . . . .
z1n . . . z
n
n
 , det z = det
z11 . . . zn1. . . . . . . . .
z1n . . . z
n
n
 .
Then the algebra C[Ω] is canonically isomorphic to the localization of the algebra
C[Matn]
def
= C[z11 , . . . , z
n
n ] with respect to the multiplicative set (det z)
Z+ . The vector
space C[Ω] = C[Matn]det z can be naturally equipped with an sl2n-module structure and
a K-module structure, and these structures are compatible (see [9]).
Therefore the action of the universal enveloping algebra Usl2n in the vector space
C[Matn]det z is well defined. Moreover, the Usl2n-action in the localization of the algebra
C[Pln,2n] with respect to the multiplicative set tZ+ is well defined. Hence the Usl2n-action
in the space1 C[Matn]det z · (det z)αtβ is well defined for each α, β ∈ Z.
Now let us pass to the quantum case. Everywhere in the sequel q ∈ (0, 1), C is the
ground field and all algebras are unital.
Denote by Uqsl2n the algebra defined by its generators {Ei, Fi, Ki, K
−1
i }
2n−1
i=1 and the
relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1;
KiEi = q
2EiKi, KiFi = q
−2FiKi;
EiFj − FjEi = δij(Ki −K
−1
i )/(q − q
−1);
KiEj = q
−1EjKi, KiFj = qFjKi, |i− j| = 1;
1They are spaces of sections of homogeneous vector bundles over Ω. We pass from α, β ∈ Z to α, β ∈ R
standardly.
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E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0, |i− j| = 1;
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0, |i− j| = 1;
KiEj − EjKi = KiFj − FjKi, = EiEj − EjEi = FiFj − FjFi = 0, |i− j| > 1.
We equip Uqsl2n with the standard Hopf algebra structure. The comultiplication, the
counit and the antipode are defined by their actions on the generators:
△Ej = Ej ⊗ 1 +Kj ⊗Ej , ε(Ej) = 0, S(Ej) =−K
−1
j Ej ,
△Fj = Fj ⊗K
−1
j + 1⊗ Fj , ε(Fj) = 0, S(Fj) =− FjKj ,
△Kj = Kj ⊗Kj, ε(Kj) = 1, S(Kj) =K
−1
j
for all j = 1, . . . , 2n− 1.
The algebra C[Matn,2n]q of polynomials on the quantum n×2n-matrix space is defined
by its generators {tij}i=1,...,n;j=1,...,2n and the relations (cf. [10])
tiktjk = qtjktik, tkitkj = qtkjtki, i < j,
tijtkl = tkltij , i < k & j > l, (1)
tijtkl − tkltij = (q − q
−1)tiktjl, i < k & j < l.
Define q-minors as follows:
t∧kIJ
def
=
∑
s∈Sk
(−q)l(s)ti1js(1) · · · tikjs(k), (2)
for any I = {i1, . . . , ik}, 1 ≤ i1 < . . . < ik ≤ n, J = {j1, . . . , jk}, 1 ≤ j1 < . . . < jk ≤ 2n;
here l(s) denotes the length of permutation s.
Consider the algebra C[Pln,2n]q ⊂ C[Matn,2n]q generated by all q-minors t∧n{1,...,n}J ,
card J = n. It is equipped with the standard Uqsl
op
n ⊗Uqsl2n-module algebra structure.
2 It
is easy to show that the Uqsl
op
n -structure can be reconstructed from the below equalities:
Kl tij =

q−1tij , l = i,
qtij , l = i− 1,
0, otherwise;
El tij = q
−1/2 ·
{
t(i+1)j , l = i,
0, otherwise;
Fl tij = q
1/2 ·
{
t(i−1)j , l = i− 1,
0, otherwise.
The element t
def
= t∧n{1,2,...,n}{n+1,n+2,...,2n} quasi-commutes with tij for all i = 1, . . . , n,
j = 1, . . . , 2n and is Uqsl
op
n -invariant.
Denote by C[Pln,2n]q,t the localization of the algebra C[Pln,2n]q with respect to the
multiplicative system tZ+ . Introduce q-analogues of coordinates on Ω as follows:
zba
def
= t−1t∧n{1,2,...,n}Ja b, (3)
where Ja b = {n+ 1, n+ 2, . . . , 2n} \ {2n+ 1− b} ∪ {a}.
2Uqsl
op
n is a Hopf algebra with the same multiplication and the opposite comultiplication.
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The defining relations for the subalgebra generated by the elements zba are obtained in
[11]:
zb1a z
b2
a = qz
b2
a z
b1
a , b1 < b2,
zba1z
b
a2
= qzba2z
b
a1
, a1 < a2,
zb1a1z
b2
a2
= zb2a2z
b1
a1
, b1 < b2& a1 > a2,
zb1a1z
b2
a2 − z
b2
a2z
b1
a1 = (q − q
−1)zb2a1z
b1
a2 , b1 < b2& a1 < a2.
(For the special case n = 2 see the Noumi paper [12].)
It can be checked easily that zt = qtz for any z ∈ {zba|a, b = 1, . . . , n}.
It can be proved that for any ξ ∈ Uqsl2n, f ∈ C[Pln,2n]q,t there is a unique Laurent
polynomial pf,ξ of the variable u = q
k with coefficients in C[Pln,2n]q,t such that pf,ξ(qk) =
ξ · (ftk)t−k. This allows one to prove the existence of an extension of Uqsl2n-module
algebra structure onto C[Pln,2n]q,t (see [13]).
The subalgebra generated by zba is the algebra C[Matn]q of ”polynomials on the quan-
tum n× n-matrix space ” (cf. (1)). The algebra C[Matn]q is a Uqsl2n-module subalgebra
of the Uqsl2n-module algebra C[Pln,2n]q,t (see [14]).
Proposition 1 ([14]) For all a, b = 1, . . . , n
K±1n z
b
a =

q±2zba, a = n & b = n
q±1zba, a = n & b 6= n or a 6= n & b = n
zba, otherwise,
Fnz
b
a = q
1/2 ·
{
1, a = n & b = n
0, otherwise,
Enz
b
a = −q
1/2 ·

q−1zna z
b
n, a 6= n & b 6= n
(znn)
2, a = n & b = n
znnz
b
a, otherwise
and for all k 6= n we have
K±1k z
b
a =

q±1zba, k < n & a = k or k > n & b = 2n− k,
q∓1zba, k < n & a = k + 1 or k > n & b = 2n− k + 1,
zba, otherwise,
Fkz
b
a =q
1/2 ·

zba+1, k < n & a = k,
zb+1a , k > n & b = 2n− k,
0, otherwise,
Ekz
b
a =q
−1/2 ·

zba−1, k < n & a = k + 1,
zb−1a , k > n & b = 2n− k + 1,
0, otherwise. 
In the sequel we use the following notation for q-minors
z
∧k{b1,...,bk}
{a1,...,ak}
def
=
∑
s∈Sk
(−q)l(s)z
bs(1)
a1 . . . z
bs(k)
ak , (4)
where a1 < . . . < ak, b1 < . . . < bk. It is known that the element detq z
def
= z
∧n{1,...,n}
{1,...,n}
belongs to the center of C[Matn]q and C[Matn]q has no zero divisors.
Denote by C[Matn]q,detq z the localization of the algebra C[Matn]q with respect to the
multiplicative system (detq z)
Z+ . We consider C[Matn]q,detq z as a q-analogue of the space
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of regular functions on the open orbit Ω. Let t˜ = t∧n{1,...,n}{1,...,n}. Since detq z = t
−1t˜, we see
that the algebra C[Matn]q,detq z is a Uqsl2n-module subalgebra of the Uqsl2n-module algebra
C[Pln,2n]q,t·t˜. (As above, to verify that the extension is well defined we use the following
fact: for all ξ ∈ Uqsl2n, f ∈ V the vector valued function ξ · (f(detq z)
k)(detq z)
−k is a
Laurent polynomial of the variable u = qk.)
Denote by V the vector space C[Matn]q,detq z. Assume first that α, β ∈ Z. Define a
representation πα,β : Uqsl2n → EndV as follows:
πα,β(ξ)f = (ξ · (f(t˜)
αtβ))t−β(t˜)−α = (ξ · (f(detqz)
αtβ+α))t−α−β(detqz)
−α (5)
for every ξ ∈ Uqsl2n, f ∈ V . For each λ ∈ Z we have
Ejt
λ = 0, Fjt
λ = 0, Kjt
λ = tλ, j = 1, . . . , 2n− 1, j 6= n
Ent
λ = q−3/2
1− q−2λ
1− q−2
znnt
λ, Fnt
λ = 0, K±1n t
λ = q∓λtλ,
Ej(detqz)
λ = 0, Fj(detqz)
λ = 0, Kj(detqz)
λ = (detqz)
λ, j = 1, . . . , 2n− 1, j 6= n
K±1n ((detqz)
λ) = q±2λ(detqz)
λ, En((detqz)
λ) = −q1/2
1− q2λ
1− q2
znn(detqz)
λ,
Fn((detqz)
λ) = q1/2
1− q−2λ
1− q−2
z∧n−1{1,...,n−1}{1,...,n−1}(detqz)
λ−1, λ 6= 0.
From these equalities we see that for each ξ ∈ Uqsl2n, f ∈ V the vector valued function
pf,ξ(q
α, qβ)
def
= πα,β(ξ)(f) is a Laurent polynomial of the variables q
α, qβ. These Laurent
polynomials are defined by their values on the set {(qα, qβ)|α, β ∈ Z} and deliver the
canonical ”analytic continuation” for πα,β(ξ)(f) to (α, β) ∈ C2.
Let (α, β) ∈ C2. Define a representation πα,β(ξ)(f)
def
= pf,ξ(q
α, qβ). Indeed, to prove
that the representation πα,β is well defined for (q
α, qβ) ∈ C2 it is sufficient to verify some
identities for Laurent polynomials. These identities are correct for α, β ∈ Z.
Introduce a ”deformation parameter” h by the equality q = e−h/2. Clearly, if α1 =
α2 + i
2pi
h
and β1 = β2 + i
2pi
h
, then πα1,β1 = πα2,β2. Then it is enough to consider α, β ∈ D,
where
D = {α, β ∈ C | 0 ≤ Imα <
2π
h
, 0 ≤ Im β <
2π
h
}.
Recall that a representation ρ : Uqsl2n → EndW is called weight if the representation
space W decomposes as follows:
W =
⊕
λ
Wλ, where λ = (λ1, . . . , λ2n−1) ∈ Z
2n−1,
Wλ = {v ∈ W | ρ(K
±
j )v = q
±λjv, j = 1, . . . , 2n− 1}.
The subspace Wλ is called weight subspace with weight λ. In the sequel we will consider
only weight representations. It is clear that πα,β is a weight representation if and only if
qα−β ∈ qZ.
Let W be a weight Uqsl2n-module. Define operators Hi for i = 1, . . . , 2n − 1 by the
formula Hi|Wλ = λi.
6
III Equivalence of the representations
Recall that q = e−h/2. For any complex α, β such that 0 ≤ Imα < 2pi
h
, 0 ≤ Im β < 2pi
h
, the
statements α− β ∈ Z and qα−β ∈ qZ are equivalent.
Proposition 2 If α, β 6∈ Z, then the representations πα,β and π−n−β,−n−α are equivalent.
The proof is reduced to explicit formulas for the intertwining operators. It is given in
Section VI.
If α, β ∈ Z, then the representations πα,β and π−n−β,−n−α are not equivalent. This
fact follows from the statement that only one of the representations πα,β and π−n−β,−n−α
for integral α, β has a finite dimensional subrepresentation. An explanation of this fact is
given in the end of Section V.
The representations πα,β and πα−1,β+1 are equivalent for all α, β. The corresponding
intertwining operator T : V → V is defined as follows: for every f ∈ V = C[Matn]q,detq z
T (f) = f(detq z)
−1. Indeed, since for each f ∈ V, ξ ∈ Uqsl2n
πα−1,β+1(ξ)(f) = (ξ · (f(detqz)
α−1tβ+α))t−α−β(detqz)
1−α =
(ξ · (f(detqz)
−1(detqz)
αtβ+α))t−α−β(detqz)
−α(detqz) = πα,β(ξ)(f(detqz)
−1)detqz,
we see that T intertwines the representations πα,β and πα−1,β+1. Therefore without loss
of generality we can assume that α, β ∈ D, where
D = {(α, β) ∈ C |α− β ∈ {0, 1}, 0 ≤ Imα <
2π
h
, 0 ≤ Im β <
2π
h
}. (6)
Let us introduce an equivalence relation on D. The equivalence class of (α, β) consists of
one point for α, β ∈ Z and from two points for α, β 6∈ Z:
(α1, β1) ∼ (α2, β2), iff
{
α1 = −n− β2, β1 = −n− α2 for Imα1 = Imα2 = 0,
α1 =
2pii
h
− n− β2, β1 =
2pii
h
− n− α2, otherwise.
Proposition 3 The set of equivalence classes Dupslope ∼ is in the one-to-one correspondence
(α, β) 7→ πα,β with the set of equivalence classes of the representations of the degenerate
principal series.
Proof. By the above, each representation of the degenerate principal series is equivalent
to the representation πα,β for some (α, β) ∈ D.
Prove that the representations πα1,β1 and πα2,β2, with (α1, β1), (α2, β2) ∈ D, are equiva-
lent if and only if (α1, β1) ∼ (α2, β2). For that we calculate the action of a central element
C ∈ Uqsl
ext
2n (see [15] for the definition). It can be proved that πα,β(C) is a scalar operator
for all α, β ∈ D.
From [16] it follows that there exists a unique central element C which acts on the
Uqsl2n-highest vector v
high with weight λ as follows:
C(vhigh) =
2n−1∑
j=0
q−2(µj ,λ+ρ)vhigh,
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where µ0 = ̟1, µj = −̟j + ̟j+1 for j = 1, . . . , 2n − 2, µ2n−1 = −̟2n−1, ̟j are the
fundamental weights, 2ρ is the sum of positive roots of the Lie algebra sl2n, and we choose
the invariant scalar product such that (α, α) = 2 for any simple root α.
First let α, β be integers. It can be proved that
πα,β(C)(detqz)
β = 4 ch
h
2
(α + β + n)(
n−1∑
j=0
ch
h
2
j)(detqz)
β.
Hence πα,β(C) = 4 ch
h
2
(α+ β + n)(
∑n−1
j=0 ch
h
2
j) · Id for all (α, β) ∈ D.
Suppose that πα1,β1 and πα2,β2 are equivalent. Equivalent representations have the
same weight lattice. Therefore (α1 − β1) − (α2 − β2) ∈ 2Z. Since (α1, β1), (α2, β2) ∈ D,
we see that (α1 − β1)− (α2 − β2) = 0.
Then the equivalent representations πα1,β1 and πα2,β2 have the same values of central
characters, which means that
(ch
h
2
(α1 + β1 + n)− ch
h
2
(α2 + β2 + n))
n−1∑
j=0
ch
h
2
j = 0
Since 0 ≤ Imα1 <
2pi
h
, 0 ≤ Im β1 <
2pi
h
, 0 ≤ Imα2 <
2pi
h
, 0 ≤ Im β2 <
2pi
h
, we have that
α1+β1 = α2+β2, or α1+β1 = −α2−β2−2n, or α1+β1 = −α2−β2−2n−
4pii
h
. If α1+β1 =
α2+β2, then α1 = α2 and β1 = β2. For any fixed non-integral α1, β1 there is a unique pair
(α2, β2) ∈ D such that either α1+β1 = −α2−β2−2n or α1+β1 = −α2−β2−2n−
4pii
h
, and
(α1, β1) ∼ (α2, β2). Although for integral parameters πα1,β1 and πα2,β2 are not equivalent,
because the only one of them has a finite-dimensional subrepresentation. This can be
deduced from Corollary 4. Thus each equivalence class in D is assigned to a unique
equivalence class of the representations of the degenerate principal series πα,β. 
IV Auxiliary statements on πα,β-structure
In this section we describe some necessary technical results, that will be useful in the
sequel.
Everywhere in this section we assume that n > 1. However, Propositions 4, 7, and 10
and Corollaries 1 and 2 are still sensible and correct for n = 1.
Let Uqkss ⊂ Uqsl2n be the Hopf subalgebra generated by Ej , Fj , K
±1
j , j = 1, . . . , 2n−1,
j 6= n and Uqk ⊂ Uqsl2n be the Hopf subalgebra generated by K
±1
n and Uqkss.
Note that πα,β |Uqkss does not depend on α, β. The following preliminary result on
reducibility of πα,β is well known in the classical case. For brevity, set
3
z∧k = z
∧k{1,...,k}
{1,...,k} .
Introduce the following notation: K̂ = {k = (k1, . . . , kn) ∈ Zn| k1 ≥ k2 ≥ . . . ≥ kn},
ej = (0, . . . ,
j
1, . . . , 0) ∈ Zn.
3Note that, obviously, z∧n = detq z.
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Proposition 4 The representation space V for πα,β splits into a sum of simple pairwise
non-isomorphic Uqk-modules as follows:
4
V =
⊕
k∈K̂
Vk, with Vk = πα,β(Uqk) · v
h
k
and vh
k
= (z∧1)k1−k2 . . . (z∧n−1)kn−1−kn(z∧n)kn.
Proof. Consider the filtration V =
⋃∞
k=0 V
(k) with V (k) = C[Matn]q · (detq z)−k. It is
sufficient to prove that
V (k) =
⊕
kn≥−k
Vk.
Equip the vector space V (k) with the natural grading V (k) =
∞⊕
j=−nk
(V (k))j as follows:
(V (k))j = {v ∈ V
(k)|K0v = q
2jv}, with K0
def
= K1K
2
2K
3
3 . . .K
n
nK
n−1
n+1 . . .K
2
2n−2K2n−1.
Therefore we must prove that
(C[Matn]q · (detqz)
−k)j =
⊕
kn≥−k,
k1+...+kn=j
Vk. (7)
For k = 0 statement (7) means that (C[Matn]q)j =
⊕
kn≥0, k1+...+kn=j
Vk.
First, the dimensions of homogeneous components C[Matn]q,j of the standardly graded
algebra C[Matn]q are equal to the dimensions in the classical case:
dim C[Matn]q,j =
(
n2 + j − 1
j
)
(it can be easily proved via the Bergman diamond lemma [15], sec. 4.1.5). Secondly, the
dimensions of the Uqk-modules Vk are equal to the classical ones (this follows from results
of quantum groups theory [17], chap. 5). Thirdly, there is the well-known Hua result on
the coincidence of the dimensions C[Matn]j and
⊕
kn≥0,
k1+k2+...+kn=j
Vk in the classical case [18].
Hence,
dim(C[Matn]q)j =
∑
kn≥0,
k1+...+kn=j
dimVk,
and, finally,
(C[Matn]q)j =
⊕
kn≥0,
k1+...+kn=j
Vk.
For k > 0 one has
(C[Matn]q · (detqz)
−k)j = C[Matn]q,nk+j · (detqz)
−k
=
⊕
kn≥0,
k1+...+kn=nk+j
Vk · (detqz)
−k =
⊕
kn≥−k,
k1+...+kn=j
Vk.
4These isotypic components are Uqkss-isomorphic. However, they are not Uqk-isomorphic, since the
action of piα,β(Kn) depends on α, β.
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(Since there is no zero divisors in C[Matn]q,detq z, the proof of statement (7) follows from
the last equality.) 
Remark. It can be easily verified that vh
k
is a Uqk-highest vector and with weight
(k1 − k2, . . . , kn−1 − kn, 2kn + α − β, kn−1 − kn, . . . , k1 − k2). Then the highest weight of
simple Uqk-module Vk is equal to (k1−k2, . . . , kn−1−kn, 2kn+α−β, kn−1−kn, . . . , k1−k2).
In the classical case sl2n = p
− ⊕ k⊕ p+, where
p− =
{(
0 0
A 0
)∣∣∣∣A ∈ Matn,n(C)} , p+ = {(0 A0 0
)∣∣∣∣A ∈ Matn,n(C)} .
Therefore Usl2n ≃ Up
−⊗Uk⊗Up+ as Uk-modules (Up− and Up− are Uk-modules under
the adjoint action).
In the quantum case we have an analogue of this decomposition obtained by Jakobsen
in [19]. A quantum analogue ada, a ∈ Uqsl2n of the adjoint action is introduced via the
Hopf algebra structure of Uqsl2n. There are n
2-dimensional vector subspaces p+q = Uqk·En,
p−q = Uqk·(KnFn), which are Uqk-invariant under the adjoint action.
5 Instead of Up−, Up+,
there are the subalgebras Uqp
−, Uqp
+ ⊂ Uqsl2n generated by p
−
q , p
+
q , respectively. The
algebras Uqp
− and Uqp
+ are Uqk-modules under the adjoint action. Therefore in the
quantum case we get Uqsl2n ≃ Uqp
−⊗Uqk⊗Uqp
+ as Uqk-modules (see [19]). It’s worthwhile
to note that Uqp
− and Uqp
+ are not Hopf subalgebras unlike the classical case.
In the last part of this section we describe how each Uqk-isotypic component Vk trans-
forms under the action of p−q and p
+
q . This allows one to understand how V transforms
under the Uqsl2n-action. Since Uqk = Uqs(gln × gln) ≃ C[K
±1
0 ] ⊗ (Uqsln ⊗ Uqsln) =
C[K±10 ]⊗ Uqkss, where
K0 = K1K
2
2K
3
3 . . .K
n
nK
n−1
n+1 . . .K
2
2n−2K2n−1, (8)
and πα,β(K0) acts by scalar multiplications in every isotypic component, we see that Vk
is a simple Uqsln ⊗ Uqsln-module. Hence the Uqsln ⊗ Uqsln-module Vk decomposes into a
tensor product of Uqsln-modules: Vk ≃ V
(1)
k
⊗ V
(2)
k
with V
(1)
k
= L(k1− k2, . . . , kn−1− kn),
V
(2)
k
= L∗(k1 − k2, . . . , kn−1 − kn), where we denote by L(k1 − k2, . . . , kn−1 − kn) and
L∗(k1−k2, . . . , kn−1−kn) the simple finite dimensional Uqsln-modules with highest weights
(k1 − k2, . . . , kn−1 − kn) and (kn−1 − kn, . . . , k1 − k2), respectively.
We can equip the vector spaces V
(1)
k
and V
(2)
k
with the structure of Uqsln ⊗ Uqsln-
modules as follows:
(ξ ⊗ η)(v) = ξ · (ε(η)v), (ξ ⊗ η)(v∗) = η · (ε(ξ)v∗),
for all ξ, η ∈ Uqsln, v ∈ V
(1)
k
, v∗ ∈ V
(2)
k
, where ε denotes the counit of Uqsln. Note that as
Uqsln ⊗ Uqsln-modules
p+q ≃ C
n ⊗ (Cn)∗, p−q ≃ (C
n)∗ ⊗ Cn,
where Cn is the vector representation of Uqsln. Consider the natural maps
m+
k
: p+q ⊗ Vk −→ V, m
−
k
: p−q ⊗ Vk −→ V.
5The operator ada is defined on b ∈ Uqsl2n in the following way: ada(b) =
∑
S(a
′
)ba
′′
, where △a =∑
a
′
⊗ a
′′
is the comultiplication , S is the antipode in Uqsl2n.
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Since there exist the Uqsln ⊗ Uqsln-homomorphisms
p+q ⊗ Vk ≃ C
n ⊗ (Cn)∗ ⊗ V (1)
k
⊗ V
(2)
k
≃ Cn ⊗ V (1)
k
⊗ (Cn)∗ ⊗ V (2)
k
,
p−q ⊗ Vk ≃ (C
n)∗ ⊗ Cn ⊗ V (1)
k
⊗ V
(2)
k
≃ (Cn)∗ ⊗ V (1)
k
⊗ Cn ⊗ V (2)
k
,
we have the well-defined morphisms
M+k : C
n ⊗ V
(1)
k
⊗ (Cn)∗ ⊗ V (2)
k
−→ V,
M−k : (C
n)∗ ⊗ V
(1)
k
⊗ Cn ⊗ V (2)
k
−→ V.
For instance, if we consider a Uqsln-highest vector v1 ∈ Cn ⊗ V
(1)
k
and a Uqsln-highest
vector v2 ∈ (Cn)∗ ⊗ V
(2)
k
, then M+k(v1 ⊗ v2) is a Uqsln ⊗ Uqsln-highest vector (or, equiv-
alently, a Uqk-highest vector) in V .
In the sequel we are going to get explicit formulas for Uqsln-highest vectors ζj ∈ Cn ⊗
L(k1 − k2, . . . , kn−1 − kn), j = 1, . . . , n with weights (k1, . . . , kj + 1, . . . , kn), respectively.
In the classical case auxiliary elements Fmj of the universal enveloping algebra Usln
are used in such formulas.
Lemma 1 ([8], lemma 3.4) Let 1 ≤ k ≤ n− 1 and 1 ≤ m < j ≤ n.
1. If 1 ≤ k < m or j < k ≤ n, then EkFmj = FmjEk.
2. If k = m, then EmFmj ≡ Fm+1,j(Hm + . . .+Hj−1 + j−m− 1) (mod Usln · Em).
3. If m < k ≤ j, then EkFmj ≡ 0 (mod Usln · Ek). 
Explicit formulas for the elements Fmj are used for the proof of lemma.
Fmj = Fm+1,jFm +
j∑
t=m+2
(−1)t+m+1Ftj adFt−1 . . . adFm H(j;m + 1, t− 1),
where H(j; p, s) =
s∏
a=p
(Ha + . . .+Hj−1 + j− a).
We find quantum analogues of the previous lemma and the elements in Uqsln.
For 1 ≤ m ≤ j ≤ n define Fmj ∈ Uqsln inductively as follows:
Fjj = 1, Fj−1,j = Fj−1Kj−1,
Fmj = Fm+1,j FmKm +
j∑
s=m+2
(−1)s+m+1Fsj adFs−1 . . . adFm+1(FmKm)K(j,m+ 1, s− 1),
where K(j, p, r) =
r∏
a=p
qj−aKa . . .Kj−1[Ha + . . .+Hj−1 + j − a]q.
Here and everywhere below we use the standard notation [x]q =
qx−q−x
q−q−1
.
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Lemma 2 The following relations are satisfied:
1. KiFmj = FmjKi for 1 ≤ i < m− 1 or j < i ≤ n. (9)
2. KjFmj = qFmjKj, Km−1Fmj = qFmjKm−1. (10)
3. qKj−1Fmj = FmjKj−1, qKmFmj = FmjKm. (11)
4. EiFmj = FmjEi for 1 ≤ i < m− 1 or j < i ≤ n. (12)
5. Em−1Fmj = qFmjEm−1, EjFmj = qFmjEj . (13)
6. EiFmj ≡ 0 (mod Uqsln ·Ei) for m < i < j. (14)
7. EmFmj≡Fm+1,j q
j−mKm. . .Kj−1[Hm + . . .+Hj−1 + j −m− 1]q (mod Uqsln ·Em). (15)
This lemma is proved in Appendix. 
Let (ε1, . . . , εn) be the standard basis for Cn. Suppose u ∈ L(k1 − k2, . . . , kn−1 − kn)
is a Uqsln-highest vector with weight (k1 − k2, . . . , kn−1 − kn).
Proposition 5 Define vectors {ζj}
n
j=1 as follows:
ζj =
j∑
m=1
(−q2)m−1εm ⊗ FmjK−(j, 1, m− 1)u ∈ C
n ⊗ L(k1 − k2, . . . , kn−1 − kn),
where K−(j, p, r) =
r∏
a=p
qj−a−1Ka . . .Kj−1[Ha + . . . + Hj−1 + j − a − 1]q. Then ζj is a
Uqsln-highest vector
6 with weight (k1 − k2, . . . , kj−1− kj − 1, kj + 1− kj+1, . . . , kn−1 − kn)
for j = 1, . . . , n.
Proof. Using Lemma 2, it is easy to prove that ζj are weight vectors. We claim that
Ei ζj = 0 for all 1 ≤ i ≤ n, 1 ≤ j ≤ n. Indeed, by Lemma 2
Eiζj = Ei (
j∑
m=1
(−q2)m−1εm ⊗ FmjK−(j, 1, m− 1)u)
=
j∑
m=1
(−q2)m−1Ei (εm ⊗ Fmj K−(j, 1, m− 1)u) = (−q
2)iεi ⊗ Fi+1,j K−(j, 1, i)u
+ (−q2)i−1Ei (εi ⊗ Fi,j K−(j, 1, i− 1)u) = (−q
2)i−1(−q2εi ⊗ Fi+1,j K−(j, 1, i)u
+ qεi ⊗ Fi+1,j q
j−iKi . . .Kj−1[Hi + . . .+Hj−1 + j − i− 1]q K−(j, 1, i− 1)u) = 0. 
Similarly, we are going to get explicit formulas for Uqsln-highest vectors ξj ∈ (Cn)∗ ⊗
L∗(k1 − k2, . . . , kn−1 − kn). For 1 ≤ r ≤ t ≤ n introduce the elements Srt ∈ Uqsln as
follows:7
Stt = 1, St−1,t = FtKt,
Srt = Sr,t−1FtKt +
t−1∑
s=r+1
Sr,s−1 adFs . . . adFt−1(FtKt)L(t, s, t− 1),
where L(j, p, r) =
r∏
a=p
qa−jKj+1 . . .Ka[Hj+1 + . . .+Ha + a− j]q.
6I.e. Eiζj = 0 for all i = 1, . . . , n− 1.
7Classic analogues of these elements were investigated by Lee in [8].
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Lemma 3 The following relations are satisfied:
1. KiSrt = SrtKi for 1 ≤ i < r or t+ 1 < i ≤ n.
2. KrSrt = qKrSrt, Kt+1Srt = qKt+1Srt.
3. Kr+1Srt = q
−1Kr+1Srt, KtSrt = q
−1KtSrt.
4. EiSrt = SrtEi for 1 ≤ i < r or t + 1 < i ≤ n.
5. ErSrt = qSrtEr, Et+1Sr,t = qSr,tEt+1.
6. EiSrt ≡ 0 (mod Uqsln · Ei) for r < i < t.
7. EtSrt ≡ −Sr,t−1q
t−rKr+1 . . . Kt[Hr+1 + . . .+Ht + t− r − 1]q (mod Uqsln · Et).
The proof of this lemma is completely analogous to the proof of Lemma 2.
Let (ε∗1, . . . , ε
∗
n) be the basis for (C
n)∗ dual to the basis (ε1, . . . , εn) forCn. Suppose that
u∗ ∈ L∗(k1−k2, . . . , kn−1−kn) is a Uqsln-highest vector with weight (kn−1−kn, . . . , k1−k2).
The proof of the next statement is similar to the proof of Proposition 5.
Proposition 6 Define vectors {ξj}
n
j=1 as follows:
ξj =
n∑
m=j
ε∗m ⊗ SjmL−(j,m+ 1, n) u
∗ ∈ (Cn)∗ ⊗ L∗(k1 − k2, . . . , kn−1 − kn)
where L−(j, p, r) =
r∏
a=p
qa−j−1Kj+1 . . .Ka [Hj+1+ . . .+Ha+a−j−1]q. Then ξj is a Uqsln-
highest vector with weight (kn−1−kn, . . . , kn−j+1+1−kn−j+2, kn−j−kn−j+1−1, . . . , k1−k2)
for j = 1, . . . , n. 
It follows from Propositions 5 and 6 thatM+k : C
n⊗V
(1)
k
⊗(Cn)∗⊗V (2)
k
→
⊕n
j=1 Vk+ej .
For all j, k = 1, . . . , n the vectorsM+k(ζj⊗ξk) are Uqsln⊗Uqsln-highest vectors in V . By
the action of πα,β(K0) (see (8)), the vector M
+
k(ζj ⊗ ξk) is a Uqk-highest vector in Vk+ej
if and only if k = n− j+1. Since every isotypic components occurs with multiplicity one,
M+k(ζj⊗ ξn−j+1) = cj · v
h
k+e1
= cj · (z
∧1)k1−k2+1 . . . (z∧n−1)kn−1−kn(z∧n)kn for some cj ∈ C.
(Here and below we suppose that if m = (m1, . . . , mn) 6∈ K̂, then Vm = 0 and v
h
m = 0.)
The proof of the next statement, reduced to computation of cj, is given in Appendix.
Proposition 7 For every j = 1, . . . , n, k ∈ K̂
M+k(ζj ⊗ ξn−j+1) = cj(β, kj)v
h
k+ej
,
where cj(β, kj) = q
−β−n/2[β − kj + j − 1]qωj(k, q) and ωj(k, q) 6= 0 for all k ∈ K̂.
We deduce sufficient conditions for reducibility of πα,β from Proposition 7.
Let α, β be fixed. For any j = 1, . . . , n and k ∈ K̂ if cj(β, kj) 6= 0, then there exist
v ∈ Vk, ξ ∈ p
+
q such that πα, β(ξ) · v ∈ Vk+ej . That means πα, β(Uqsl2n) · Vk ⊃ Vk+ej .
Let us consider in details other cases, i.e., let cj(β, kj) = 0 for some kj. For fixed β,
by Proposition 7 and (6), the equation cj(β, kj) = 0 is equivalent to β − kj + j − 1 = 0.
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Corollary 1 For all j = 1, . . . , n, k ∈ K̂, the subspace V j≤k
def
=
⊕
{k′∈K̂|k≥k′j}
Vk′ is a Uqsl2n-
submodule in V iff β − k + j − 1 = 0.
Proof. Let j = 1, the other cases are similar. The necessity easily follows from the
above. Prove the sufficiency. If β − k1 = 0, then M
+
k(p
+
q ⊗ Vk) ⊂
n⊕
j=2
Vk+ej . Intro-
duce the natural filtration on Uqp
+ (here Uqp
+ is the algebra generated by p+q ) in the
following way: Uqp
+ =
⋃
n≥0
(Uqp
+)(n). Then πα, β((Uqp
+)(1))(Vk) ⊂ Vk ⊕ (
n⊕
j=2
Vk+ej). In the
same way, πα, β((Uqp
+)(2))(Vk) ⊂ πα, β((Uqp
+)(1))(Vk ⊕ (
n⊕
j=2
Vk+ej)) ⊂ Vk ⊕ (
n⊕
j=2
Vk+ej) ⊕
(
⊕
n≥j1≥j2≥2
Vk+ej1+ej2
). Then πα, β(Uqp
+)(Vk) ⊂
∞⊕
m=0
(
n⊕
n≥j1≥...≥jm≥2
Vk+ej1+...+ejm
), and
πα, β(Uqsl2n)(Vk) ⊂ πα, β(Uqp
−)πα, β(Uqk)(πα, β(Uqp
+)Vk)
⊂ πα, β(Uqp
−)πα, β(Uqk)(
∞⊕
m=0
(
⊕
n≥j1≥...≥jm≥2
Vk+ej1+...+ejm
))
⊂ πα, β(Uqp
−)(
⊕
m≥0
(
⊕
n≥j1≥...≥jm≥2
Vk+ej1+...+ejm
)) ⊂ V 1≤k.
Obviously the subspace V 1≤k is a Uqsl2n-submodule in V . 
By the same arguments as in Propositions 5, 6 and 7, one has
Proposition 8 Define vectors {ξ′j}
n
j=1 as follows:
ξ′j =
n∑
m=j
ε∗m ⊗ SjmL−(j,m+ 1, n)u ∈ (C
n)∗ ⊗ L(k1 − k2, . . . , kn−1 − kn)
where L−(j, p, r) =
r∏
a=p
qa−j−1Kj+1 . . . Ka[Hj+1 + . . . + Ha + a − j − 1]q. Then ξ
′
j is a
Uqsln-highest vector with weight (k1 − k2, . . . , kj−1 − kj + 1, kj − 1 − kj+1, . . . , kn−1 − kn)
for j = 1, . . . , n. 
Proposition 9 Define vectors {ζ ′j}
n
j=1 as follows
ζ ′j =
j∑
m=1
(−q2)m−1εm ⊗ FmjK−(j, 1, m− 1)u
∗ ∈ Cn ⊗ L∗(k1 − k2, . . . , kn−1 − kn)
where K−(j, p, r) =
r∏
a=p
qj−a−1Ka . . .Kj−1[Ha+ . . .+Hj−1+j−a−1]q. Then ζ
′
j is a Uqsln-
highest vector with weight (kn−1−kn, . . . , kn−j+1−kn−j−1, kn−j+1−kn−j−1, . . . , k1−k2)
for j = 1, . . . , n. 
The proof of the next statement, reduced as for Proposition 7 to computation of dj,
is given in Appendix.
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Proposition 10 For every j = 1, . . . , n, k ∈ K̂
M−k(ξ
′
j ⊗ ζ
′
n−j+1) = dj(α, kj)v
h
k−ej
,
where dj(α, kj) = q
α+n/2[α+ kj + n− j]q̟j(k, q) and ̟j(k, q) 6= 0 for all k ∈ K̂. 
By (6) and Proposition 10, we see that the equations dj(α, kj) = 0 and α+kj+n−j = 0
are equivalent.
Corollary 2 For all j = 1, . . . , n, k ∈ K̂ the subspace V j≥k
def
=
⊕
{k′∈K̂|k′j≥k}
Vk′ is a Uqsl2n-
submodule in V iff α+ kj + n− j = 0. 
V Reducibility of πα,β
Proposition 11 The representation πα,β is irreducible if and only if α, β satisfy the fol-
lowing equivalent conditions:8
1. α 6∈ Z; 2. β 6∈ Z.
Proof. Suppose α 6∈ Z, β 6∈ Z. Consider the system of equations
β − k1 = 0,
β − k2 + 1 = 0,
. . . . . . . . . . . . ..
β − kn + n− 1 = 0,
α + k1 + n− 1 = 0,
. . . . . . . . . . . . . . .
α + kn = 0.
This system has no integral solution. Therefore cj(β, kj) and dj(α, kj) do not vanish. Let
W be a Uqsl2n-submodule of V . Then W =
⊕
k∈I
Vk for some I ⊂ K̂. Then, for all k ∈ I
and j = 1, . . . , n, it follows that k+ ej,k− ej ∈ I (if the respective indexes belong to K̂).
Therefore if I 6= ∅, then I = K̂, and the module V have no proper submodules, i.e. it is
simple. Conversely, by Corollaries 1 and 2, if πα,β is irreducible, then α 6∈ Z, β 6∈ Z. 
Corollary 3 Let α, β ∈ Z, and let W be the representation space of a subrepresentation
of πα, β. Then W is a finite intersection of some of the Uqsl2n-modules V
j
≥k, V
j
≤k defined
in Corollaries 1,2.
The proof follows directly from the previous proof. 
Now suppose that α, β ∈ Z. We will investigate reducibility and proper subrepresen-
tations of πα, β. We use figures as in [1, 8] for description.
8Since α− β ∈ Z, these conditions are equivalent.
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Each Uqk-isotypic component Vk is assigned to the point (k1, . . . , kn) ∈ R
n. Thus K̂ is
assigned to the set K+ = {(k1, . . . , kn) | k1 ≥ . . . ≥ kn} ⊂ Rn. Consider 2n hyperplanes:
L+j : kj = β + j − 1; L
−
j : kj = −α − n + j.
These hyperplanes are parallel to the coordinate axis and pass through points with
integral coordinates. The distance between L+j and L
−
j is equal to α + β + n− 1.
By Corollaries 1 and 2,
k ∈ L+j iff Uqsl2n · Vk 6⊃ Vk+ej ; k ∈ L
−
j iff Uqsl2n · Vk 6⊃ Vk−ej .
Investigate the example n = 2. In this case L±j , j = 1, 2 are just lines on the plane
R2, parallel to the coordinate axis. Let us consider different values of α + β.
Case 1. α + β ≥ 0. In this case the line L+1 lies to the right of L
−
1 , L
+
2 lies higher
than L−2 . The lines L
±
1 ,L
±
2 are shown on Fig.1. The intersection point of L
+
1 and L
−
2 has
the coordinates (β, −α) and belongs to K+. Arrows attached to L±j show the direction
of isotypic components ”movement” under πα,β . There exists a unique simple submodule
V s =
⊕
{k∈K̂|k1≤β, k2≥−α}
Vk in V .
Case 2. α + β = −1. In this case the lines L+1 and L
−
1 , L
+
2 and L
−
2 coincide. The
intersection point of the lines L+1 and L
+
2 does not belong to K
+ (Fig.2). There are two
simple submodules in V : V s1 =
⊕
{k∈K̂|k1=−1−α}
Vk and V
s
2 =
⊕
{k∈K̂|k2=−α}
Vk.
Case 3. α+ β = −2. In this case the line L+1 lies to the left of L
−
1 , L
+
2 lies lower than
L−2 . However, the lines L
−
1 and L
+
2 intersect in the point with coordinates (−α−1, β+1)
(see Fig.3). Besides, the distance between L+j and L
−
j is equal to 1. This shows that V is
a direct sum of three submodules:
V s1 =
⊕
{k∈K̂|k1≤β}
Vk, V
s
2 =
⊕
{k∈K̂|k2≥−α}
Vk, V
s
3 =
⊕
{k∈K̂|k1≥−α−1,k2≤β+1}
Vk.
Case 4. α + β ≤ −3. In this case the intersection point of L+1 and L
+
1 belongs to
K+ (see Fig.4). Also, there are simple submodules V s1 , V
s
2 , V
s
3 in V , but V does not
decompose into their direct sum.
Turn now to the general case. Consider all possible values of α + β + n− 1.
Case 1. α + β + n − 1 ≥ 1. In this case the hyperplanes L±j , j = 1, . . . , n bound in
K+ the subset that corresponds to a unique simple finite dimensional submodule
V s =
⊕
{k∈K̂|−α−n+j≤kj≤β+j−1 for all j=1,...,n}
Vk.
Case 2. α + β + n− 1 = 0. In this case the hyperplanes L+j and L
−
j coincide. There
are n simple submodules in V :
V sj =
⊕
{k∈K̂|kj=β+j−1}
Vk, j = 1, . . . , n. (16)
Case 3. α+β = −n. Here the distance between L+j and L
−
j is equal to 1. This allows
one to decompose the set K̂ into a direct sum of n+ 1 subsets K̂i, i = 1, . . . , n+ 1, those
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correspond to the simple submodules: V si =
⊕
{k∈K̂i}
Vk ⊂ V . The subsets K̂i are defined
as follows:
K̂i = {k ∈ K̂|ki−1 ≥ −α− n+ i− 1, β + i− 1 ≥ ki}
(for i = 1 and i = n + 1 we put respectively K̂1 = {k ∈ K̂|k1 ≤ β} and K̂n+1 = {k ∈
K̂|kn ≥ −α}).
Remark. Since kj ≤ β + j− 1 and kj ≥ kl for all j ≤ l ≤ n, we see that kl ≤ β + l− 1.
By the same reason, since kj ≤ −α − n + j and kj ≥ kl for all j ≥ l ≥ 1, we see that
kl ≤ −α − n + l.
Case 4. α+ β + n− 1 ≤ −2. Also, there are simple submodules corresponded to the
subsets K̂i. However, V is not equal to their direct sum.
Thus we have proved the following
Corollary 4 For α, β ∈ Z the only one from the representations πα,β and π−n−β,−n−α has
an irreducible finite dimensional subrepresentation. 
VI Intertwining operators
In this section we construct the intertwining operators between the representations πα,β
and π−n−β,−n−α for non-integral α, β. This allows one to prove Proposition 2.
Let A : V → V be an intertwining operator, i.e., for all ξ ∈ Uqsl2n, v ∈ V , we
have Aπα,β(ξ)(v) = π−n−β,−n−α(ξ)(Av). The operators πα,β(Uqkss) are independent of α, β
and πα,β(Kn) = π−n−β,−n−α(Kn). Also, Vk and Vm are non-isomorphic Uqk-modules for
k 6= m. Then A(α, β)|V
k
= ak(α, β), ak(α, β) ∈ C. Let us find necessary conditions
for A to be an intertwining operator in terms of ak(α, β). By Propositions 5, 6, 8,
and 9, it follows that for all k ∈ K̂ there exist ϑj , ηj ∈ Uqsl2n, j = 1, . . . , n, such that
πα,β(ηj)(v
h
k
) = cj(β, kj)v
h
k+ej
and πα,β(ϑj)(v
h
k
) = dj(α, kj)v
h
k−ej
. (Recall that vh
k
is the
Uqk-highest vector in Vk.) Therefore the necessary conditions look as follows: for all
j = 1, . . . , n,k ∈ K̂,
Aπα,β(ηj)(v
h
k
) = π−n−β,−n−α(ηj)(Av
h
k
) and Aπα,β(ϑj)(v
h
k
) = π−n−β,−n−α(ϑj)(Av
h
k
).
Equivalently, in terms of ak,
ak+ej(α, β)cj(β, kj)v
h
k+ej
= ak(α, β)cj(−n− α, kj)v
h
k+ej
,
ak−ej(α, β)dj(α, kj)v
h
k−ej
= ak(α, β)dj(−n− β, kj)v
h
k−ej
.
Thus the coefficients ak of the intertwining operator A must satisfy the following condi-
tions: for all j = 1, . . . , n,k ∈ K̂,
ak+ej(α, β)
ak(α, β)
=
cj(−n− α, kj)
cj(β, kj)
,
ak−ej(α, β)
ak(α, β)
=
dj(−n− β, kj)
dj(α, kj)
.
We get from Propositions 7 and 10 that for all j = 1, . . . , n,k ∈ K̂,
ak+ej(α, β)
ak(α, β)
= qn+α+β
[−n− α− kj + j − 1]q
[β − kj + j − 1]q
,
ak−ej(α, β)
ak(α, β)
= q−n−β−α
[−β + kj − j]q
[α + kj + n− j]q
.
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As we see, the coefficients ak(α, β) are defined up to a scalar multiplier. By additional
assumption a0(α, β) = 1, we get the explicit formulas for the coefficients ak(α, β) =
A(α, β)|Vk of the intertwining operator A
ak(α, β) =
n∏
j=1
Pj(α, β), (17)
where
Pj(α, β) =

kj−1∏
i=0
1−q2(α+n+i−j+1)
1−q2(−β+i−j+1)
, for kj > 0,
1, for kj = 0,
0∏
i=1−kj
1−q2(−β+i−j)
1−q2(α+n+i−j)
, for kj < 0.
For fixed α − β ∈ Z, the operator A is a meromorphic operator-function with simple
poles in integral points.
VII Unitarizable representations of the degenerate
principal series
In this section we find necessary and sufficient conditions for modules of degenerate prin-
cipal series and their simple submodules to be unitarizable.
Equip Uqsl2n with the involution ∗ as follows:
E∗n = −KnFn, F
∗
n = −EnK
−1
n , K
∗
n = Kn,
E∗j = KjFj , F
∗
j = EjK
−1
j , K
∗
j = Kj, j = 1, . . . , 2n− 1, j 6= n.
The ∗-Hopf algebra Uqsun,n
def
= (Uqsl2n, ∗) is a q-analogue of Usun,n, and its subalgebra
Uqs(un × un)
def
= (Uqk, ∗) is a q-analogue of Us(un × un).
Let us introduce two auxiliary ∗-algebras Pol(S(U))q and Pol(Ŝ(U))q (a quantum
analogue of the Shilov boundary S(U) of the matrix ball is introduced in [20]). Equip the
algebra C[Matn]q,detq z with the involution ∗ defined by the formula
(zba)
∗ = (−q)a+b−2n(detqz)
−1detqz
b
a,
where detq z
b
a is the q-determinant of the matrix derived from z by deleting the line b
and the column a. Put Pol(S(U))q = (C[Matn]q,detq z, ∗) and equip it with the natural
structure of a ∗-module algebra over Uqsun,n. The involutions in Pol(S(U))q and Uqsun,n
are compatible, i.e., for all f ∈ Pol(S(U))q, ξ ∈ Uqsun,n we have
(ξf)∗ = (S(ξ))∗f ∗,
where S is the antipode in the Hopf algebra Uqsl2n.
The ∗-algebra Pol(Ŝ(U))q is generated by zba, a, b = 1, . . . , n, (detq z)
−1, t and t−1. The
relations between zba and (detq z)
−1 are inherited from the ∗-algebra Pol(S(U))q, the other
relations are provided by the following:
t−1t = tt−1 = 1, tt∗ = t∗t, tzba = q
−1zbat, t
∗zba = qz
b
at
∗, a, b = 1, . . . , n.
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Consider an embedding of algebras Pol(Ŝ(U))q →֒ C[Pln,2n]q,t which maps t to t and zba to
t−1t∧n{1,...,n}Ja b (see (3)). Using this embedding, we can extend the Uqsun,n-module structure
from Pol(S(U))q onto Pol(Ŝ(U))q,
In [20], the invariant integral over the Shilov boundary of the quantum matrix ball
f 7→
∫
S(U)q
fdµ is defined and the following statement is actually proved.
Proposition 12 The linear subspace (t−n)∗ ·Pol(S(U))q · t−n ⊂ Pol(Ŝ(U))q is a Uqsun,n-
module. The linear functional
(t−n)∗ · f · t−n 7→
∫
S(U)q
fdµ
is a Uqsun,n-invariant integral.
The precise meaning of two next propositions will be given if we continue Pol(Ŝ(U))q
via adding to the list of generators tλ, (t∗)λ, (detq z)
λ for all λ ∈ C. The relations between
the ”new” generators and the action of Ej , Fj , K
±1
j , j = 1, . . . , 2n−1 can be derived from
the corresponding formulas for tm, (detq z)
m and (t∗)m, where m ∈ Z. From the previous
proposition it follows
Proposition 13 (cf. [13], lemma 3.2) Let Reλ = −n. Then the linear subspace
((detqz)
λ/2tλ)∗ · Pol(S(U))q · (detqz)
λ/2tλ ∈ Pol(Ŝ(U))q
is a Uqsun,n-module. The linear functional
((detqz)
λ/2tλ)∗ · f · (detqz)
λ/2tλ 7→
∫
S(U)q
fdµ
is a Uqsun,n-invariant integral.
For each α, β ∈ Z define an embedding iα,β : V = C[Matn]q,detq z →֒ Pol(Ŝ(U))q by the
formula iα,β(f) = f · (detq z)
α · tα+β for all f ∈ C[Matn]q,detq z. Using these embeddings
and the commutative relations between t, t−1 and detq z, we get
Corollary 5 Let Re(α + β) = −n. Then the sesquilinear form V × V → C defined by
< f1, f2 >=
∫
S(U)q
f ∗2 f1dµ
satisfies the condition (πα,β(ξ)u, v) = (u, πα,β(ξ
∗)v) for all u, v ∈ V, ξ ∈ Uqsl2n.
Recall the definition of unitarizable module. Let A be a ∗-Hopf algebra, W an A-
module. Then an A-module W is unitarizable if there exists an Hermitian form9 (·, ·),
which is A-invariant, i.e.,
(au, v) = (u, a∗v) for any u, v ∈ W, a ∈ A.
9I.e., sesquilinear Hermitian-symmetric positive definite form.
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Therefore the representation πα,β is unitary if Re(α + β) = −n. Such representations
form the principal unitary series.
Now we are going to find all unitarizable simple modules of degenerate principal series
and their unitarizable submodules.
Weight subspaces are pairwise orthogonal with respect to every Uqsun,n-invariant scalar
product. Therefore the isotypic components Vk are pairwise orthogonal too. From Propo-
sition 4 and the Burnside theorem (see [21], §27), it follows that in every component Vk
there exists a unique up to a constant Uqs(un × un)-invariant scalar product. Fix such
scalar products via the integral over the Shilov boundary of the quantum matrix ball [20]:
< u, v >k=
∫
S(U)q
v∗u dµ u, v ∈ Vk.
Hence each invariant scalar product (·, ·) : V ×V → C is assigned to a set {ck}k∈K+ ⊂ R+
such that (u, v) = ck < u, v >k for all u, v ∈ Vk. Conversely, each {ck}k∈K+ ⊂ R+ defines
a unique sesquilinear Hermitian-symmetric positive definite Uqs(un × un)-invariant form
in V .
Let us find explicit conditions for the coefficients {ck} to define the Uqsun,n-invariant
form.
Using the decomposition Uqsl2n ≃ Uqp
−⊗Uqk⊗Uqp
+ from Section IVand the definitions
of Uqp
+ and Uqp
−, we see that it is sufficient to investigate invariance of (·, ·) under the
subspaces p+q and p
−
q . Moreover, it is enough to prove p
+
q -invariance of (·, ·). We can see
that if (·, ·) is p+q -invariant, then it is p
−
q -invariant. Indeed, for all η ∈ p
−
q , u, v ∈ V we
have (ηu, v) = (v, ηu) = (η∗v, u) = (u, η∗v).
Investigate the p+q -invariance of the form (·, ·). From results of Section IV it follows
that πα,β(p
+
q )(Vk) ⊂
n⊕
j=1
Vk+ej . Since the isotypic components Vk are pairwise orthogonal,
one need to check the invariance in ”non-zero cases” only (that means for u ∈ Vk, v ∈
Vk+ej , j = 1, . . . , n). In this case the invariant conditions are the following: for all ξ ∈
Uqsl2n, u ∈ Vk, v ∈ Vk+ej , j = 1, . . . , n,
(Pk+ej(πα,β(ξ)u), v)|Vk+ej
= (u, Pk(πα,β(ξ
∗)v))|V
k
,
where Pk : V −→ Vk is an orthogonal projection onto Vk. In other words,
ck+ej < Pk+ej(πα,β(ξ)u), v >k+ej= ck < u, Pk(πα,β(ξ
∗)v) >k .
First consider the case α, β 6∈ Z. Recall that from Propositions 5, 6, 8, and 9 it follows
that in (p−q ⊕ p
+
q ) ⊗ Vk there exist Uqkss-highest vectors ψ
±
j,l, j, l = 1, . . . , n with weights
(k1−k2, . . . , kj−1−(kj±ej), (kj±ej)−kj+1, . . . , kn−1−kn, 2kn+α−β, kn−1−kn, . . . , (kn−l+1∓
el)− kn−l+2, kn−l − (kn−l+1 ∓ el), . . . , k1 − k2), respectively. Define Uqk-invariant maps
T±
k,j
: (p−q ⊕ p
+
q )⊗ Vk −→ Vk±ej
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by their values on the Uqkss-highest vectors as follows:
T+
k,j
(ψ+j,l) =
{
ωj(k, q) · v
h
k+ej
l = n− j + 1;
0 l 6= n− j + 1;
T−
k,j
(ψ−j,l) =
{
̟j(k, q) · v
h
k−ej
, l = n− j + 1;
0 l 6= n− j + 1.
Here vh
k
, ̟j(k, q) and ωj(k, q) are introduced in Propositions 4, 7, and 10.
Lemma 4 For all ξ ∈ p−q ⊕ p
+
q , u ∈ Vk, j = 1, . . . , n the following holds:
Pk+ej(πα,β(ξ)u) = q
−β−n/2[β − kj + j − 1]qT
+
k,j
(ξ ⊗ u);
Pk−ej(πα,β(ξ)u) = q
α+n/2[α + kj + n− j]qT
−
k,j
(ξ ⊗ u).
Proof. The proof completely repeats the proof of Lemma 9.10 of the paper [8]. 
Using the last lemma, we can rewrite the Uqsun,n-invariance condition of the scalar
product as follows: for all ξ ∈ p−q ⊕ p
+
q , u ∈ Vk, v ∈ Vk+ej , j = 1, . . . , n
q−β−n/2[β − kj + j − 1]q ck+ej < T
+
k,j
(ξ ⊗ u), v >k+ej=
= qα+n/2[α + (kj + 1) + n− j]q ck < u, T
−
k+ej,j
(ξ∗ ⊗ v) >k .
Proposition 14 < T+
k,j
(ξ ⊗ u), v >k+ej= − < u, T
−
k+ej,j
(ξ∗ ⊗ v) >k for all j = 1, . . . , n.
Proof. Since the maps T±
k,j
does not depend on α, β ∈ D, it is enough to consider
only the special case Re(α+β) = −n. In this case the representation πα,β is unitary, thus
we can put ck = 1 for all k ∈ K̂. Since q
α+n = q−β, we see that
q−β−n/2
qβ−kj+j−1 − q−β+kj−j+1
q − q−1
(< T+
k,j
(ξ ⊗ u), v >k+ej + < u, T
−
k+ej,j
(ξ∗ ⊗ v) >k) = 0.
If we consider non-integral α, β, then qβ−kj+j−1 − q−β+kj+1−j does not vanish. This com-
pletes the proof. 
Recall that α, β 6∈ Z. Thus the Uqsun,n-invariance condition of the scalar product can
be rewritten as follows: for all k ∈ K̂, j = 1, . . . , n
(1− q2(−β+kj+1−j))(1− q2(α+(kj+1)+n−j))−1 = −
ck
ck+ej
. (18)
Since the scalar product must be positive definite, we have the following necessary con-
ditions for the unitarizability of modules of the degenerate principal series (recall that
q = e−h/2): for all k ∈ K̂, j = 1, . . . , n
sh
h
2
(β − kj + j − 1)(sh
h
2
(α + (kj + 1) + n− j))
−1 < 0.
Using these inequalities, we can present the following series of simple unitary repre-
sentations of degenerate principal series related to the Shilov boundary.
21
The principal unitary series: Re(α+β) = −n, α, β 6∈ Z. In this case all representations
are unitary. The invariant scalar product provided by the Uqsun,n-invariant integral [20].
The complementary series: Im(α + β) = 0, |Reα + n| < 1, |Reβ| < 1, (Reα +
n)Reβ < 0, α, β 6∈ Z. In this case the representations πα,β are unitary too. (The required
invariant scalar product (·, ·) is defined by the coefficients {ck} as follows: let c0 = 1,
other coefficients are computed from recurrent relations such as (18).)
The strange series: Imα = pi
h
. For such values of the parameters the respective repre-
sentations πα,β are irreducible and unitary. This series of representations has no classical
analogue. For the first time it appears in unpublished works of L.Korogodsky and in
A.Klimyk and V.Groza’s paper (see [6]).
Now let α, β ∈ Z. (Recall that in this case πα,β is reducible.) For such α, β there
might exist unitarizable simple submodules in the respective module (we will mention
them below), although the module is not unitarizable. For each simple submodule the
same arguments as in ”general case” on the Uqsun,n-invariance of scalar product can be
applied. In each case we have the necessary conditions like (18), however they must be
satisfied only on a certain part of K̂. Consider all possible cases:
Case 1. α + β ≥ 2− n. In this case the representation is not unitary and its unique
irreducible subrepresentation is not unitary too.
Case 2. α+β = 1−n. In this case there exist n irreducible unitary subrepresentations
of the representation πα,1−n−α. Precisely, V
s
j (see (16)) is a simple submodule in V for
any j = 1, . . . , n, Notice that each V sj can be equipped with a Uqsun,n-invariant scalar
product (·, ·). Such modules are called small representations because they have ”poor”
decompositions into isotypic components.
Case 3. α+ β = −n. In this case the representations are completely reducible, their
irreducible subrepresentations V si , i = 1, . . . , n + 1 (see Section V) are unitary (actually,
the required invariant scalar product is the same as for the principal unitary series).
Case 4. α+β ≤ −1−n. In this case the submodules V si , i = 1, . . . , n+1 are unitary
although there exist non-unitarizable quotient modules in V .
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IX Appendix
Let us prove Lemma 2. This proof is a q-analogue of the proof of Lemma 3.4 from [8].
Proof of Lemma 2. Statements (9)-(12) can be easily checked.
For example, check the equality KjFmj = qFmjKj . For j −m = 1, i.e., m = j − 1, we
see that KjFj−1,j = KjFj−1Kj−1 = Fj−1Kj−1Kj = qFj−1,jKj. Assume that for j −m < r
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equations (9)-(12) are proved. Let j −m = r. Then,
KjFmj = Kj(Fm+1,jFmKm+
j∑
s=m+2
(−1)s+m+1Fsj adFs−1 . . . adFm+1(FmKm)K(j,m+1, s−1))
= KjFm+1,jFmKm +
j∑
s=m+2
(−1)s+m+1KjFsj adFs−1 . . . adFm+1(FmKm)K(j,m+ 1, s− 1)
= qFm+1,jKjFmKm + q
j−1∑
s=m+2
(−1)s+m+1FsjKj adFs−1 . . . adFm+1(FmKm)K(j,m+ 1, s− 1)
+ q(−1)j+m+1 adFj−1 . . . adFm+1(FmKm)Kj = qFmjKj.
The proof is completed by induction.
Using (12), prove equality (14). Recall that [x]q =
qx−q−x
q−q−1
. In the next equality we
assume that Z = Em: EmFmj =
=
j∑
s=m+2
(−1)s+m+1EmFsj adFs−1 . . . adFm+1(FmKm)K(j,m+1, s−1)+EmFm+1,jFmKm
≡
j∑
s=m+2
(−1)s+m+1FsjEm adFs−1 . . . adFm+1(FmKm)K(j,m+1, s−1)+ qFm+1,jEmFmKm
≡ q
j∑
s=m+2
(−1)s+mFsj adFs−1 . . . adFm+2(Fm+1Km+1)K
2
mK(j,m+1, s−1)+qFm+1,j [Hm]qKm
= q(
j∑
s=m+2
(−1)s+m+2Fsj adFs−1 . . . adFm+2(Fm+1Km+1)K(j,m+ 2, s− 1))K
2
m
· qj−m−1Km+1 . . .Kj−1[Hm+1 + . . .+Hj−1 + j −m− 1]q) + qFm+1,j[Hm]qKm
= qFm+1,j(q
j−m−1K2mKm+1 . . .Kj−1[Hm+1 + . . .+Hj−1 + j −m− 1]q + [Hm]qKm)
= Fm+1,jq
j−mKm . . . Kj−1[Hm + . . .+Hj−1 + j −m− 1]q (mod Uqsln ·Em).
Prove equality (13) by induction. If j −m = 2 and m < i < j, then i = j − 1, and (13)
means that Ej−1Fj−2,j ≡ 0 (mod Uqsln · Ej−1). It can be proved as follows:
Ej−1Fj−2,j = Ej−1(Fj−1,j Fj−2Kj−2K(j, j−1, j−2)−adFj−1(Fj−2Kj−2)K(j, j−1, j−1))
≡ [Hj−1]qKj−1Fj−2Kj−2 − qFj−2Kj−2Kj−1[Hj−1 + 1]q = 0 (mod Uqsln ·Ej−1).
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For the inductive step it is sufficient to check that for all m < i < j
EiFmj =
j∑
s=m+2
(−1)s+m+1EiFsj adFs−1 . . . adFm+1(FmKm)K(j,m+1, s−1)+EiFm+1,jFmKm
≡
i−1∑
s=m+2
(−1)s+m+1EiFsj adFs−1 . . . adFm+1(FmKm)K(j,m+ 1, s− 1) + EiFm+1,jFmKm
+
j∑
s=i+1
(−1)s+m+1EiFsj adFs−1 . . . adFm+1(FmKm)K(j,m+ 1, s− 1)
+ (−1)i+m+1EiFij adFi−1 . . . adFm+1(FmKm)K(j,m+ 1, i− 1),
(we use (12) and (14) and assume Z = Ei). By the inductive hypothesis, for s < i we
have EiFsj ≡ 0 (mod Uqsln · Ei), therefore for all m < s < i there exists an element
Xs ∈ Uqsln such that EiFsj = XsEi. From (12), EiFsj = FsjEi. From (14), EiFij =
qFi+1,jq
j−i−1Ki . . .Kj−1[Hi + . . .+Hj−1 + j − i− 1]q. Thus,
EiFmj ≡
i−1∑
s=m+2
(−1)s+m+1XsEi adFs−1 . . . adFm+1(FmKm)K(j,m+ 1, s− 1)
+Xm+1EiFmKm +
j∑
s=i+1
(−1)s+m+1FsjEi adFs−1 . . . adFm+1(FmKm)K(j,m+ 1, s− 1)
+ (−1)i+m+1Fi+1,jq
j−iKi . . .Kj−1[Hi + . . .+Hj−1 + j − i− 1]q adFi−1 . . . adFm+1(FmKm)
·K(j,m+ 1, i− 1) ≡ (−1)i+m+1qFi+1,j adFi−1 . . . adFm+1(FmKm)K(j,m+ 1, i)
+ (−1)i+mFi+1,jEi adFi . . . adFm+1(FmKm)K(j,m+ 1, i) = 0 (mod Uqsln ·Ei). 
The proof of Lemma 3 is similar.
Let us prove Proposition 7. We just have to compute the coefficients cj(β, kj). Recall
that there is a Uqsln ⊗ Uqsln-isomorphism j1 : p
+
q ≃ C
n ⊗ (Cn)∗, where Cn is the vector
representation of Uqsln. The isomorphism j
−1
1 on the elements of the standard basis for
Cn ⊗ (Cn)∗ is defined as follows:
j−11

ε1 ⊗ ε
∗
1 . . . ε1 ⊗ ε
∗
n
. . . . . . . . .
εn−1 ⊗ ε
∗
1 . . . . . .
εn ⊗ ε
∗
1 . . . εn ⊗ ε
∗
n
 =
=

adE1 . . . adEn−1 En . . . . . . (−1)
n−1 adE2n−1 . . . adEn+1 adE1 . . . adEn−1 En
. . . . . . . . . . . .
adEn−1 En . . . . . . . . .
En − adEn+1 En . . . (−1)
n−1 adE2n−1 . . . adEn+1 En

(This follows from the equalities adFj En = 0, ad
2
Ej
En = 0 for j = 1, . . . , 2n − 1, j 6= n,
adKj En = En for j = 1, . . . , n − 2, n + 2, . . . , 2n − 1, adKj En = q
−1En for j = n − 1 or
j = n+ 1.) Consider the following embeddings of vector spaces
ι1 : Uqsln →֒ Uqsln ⊗ Uqsln, ξ 7→ ξ ⊗ 1;
ι2 : Uqsln →֒ Uqsln ⊗ Uqsln, ξ 7→ 1⊗ ξ.
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Set ξ(1) = ι1(ξ) and ξ
(2) = ι2(ξ).
From Propositions 5 and 6, we deduce that for all j = 1, . . . , n,k ∈ K̂
M+k(ζj ⊗ ξn−j+1) =M
+
k(
j∑
m=1
(−q2)m−1εm ⊗ F
(1)
mjK
(1)
− (j, 1, m− 1)u
⊗
n∑
m=n−j+1
ε∗m ⊗ S
(2)
n−j+1,mL
(2)
− (n− j + 1, m+ 1, n) u
∗) =M+k(
j∑
m=1
n∑
l=n−j+1
(−q2)m−1εm
⊗ ε∗l ⊗ FmjK−(j, 1, m− 1)u⊗ Sn−j+1,l L−(n− j + 1, l + 1, n) u
∗).
Proposition 15 For all j = 1, . . . , n,k ∈ K̂
M+k(ζj ⊗ ξn−j+1) = λ
−(n− j + 1, n− j + 2, n)M+k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗),
where L
(2)
− (n− j + 1, n− j + 2, n)(v
h
k
) = λ−(n− j + 1, n− j + 2, n)vh
k
.
Proof. In the same way as in [8], we have
M+k(ζj ⊗ ξn−j+1) =M
+
k(
j∑
m=1
n∑
l=n−j+1
(−q2)m−1εm ⊗ ε
∗
l ⊗ F
(1)
mjK
(1)
− (j, 1, m− 1)u
⊗S
(2)
n−j+1,l L
(2)
− (n−j+1, l+1, n)u
∗) =M+k(
j∑
m=1
(−q2)m−1εm⊗ε
∗
n−j+1⊗F
(1)
mjK
(1)
− (j, 1, m−1)u
⊗ L
(2)
− (n− j + 1, n− j + 2 + 1, n)u
∗) +M+k(
j∑
m=1
n∑
l=n−j+2
(−q2)m−1εm
⊗ ε∗l ⊗ F
(1)
mjK
(1)
− (j, 1, m− 1)u⊗ S
(2)
n−j+1,l L
(2)
− (n− j + 1, l + 1, n)u
∗)
= λ−(n−j+1, n−j+2, n)M+k(
j∑
m=1
(−q2)m−1εm⊗ε
∗
n−j+1⊗F
(1)
mjK
(1)
− (j, 1, m−1)u⊗u
∗)
+M+k(
j∑
m=1
n∑
l=n−j+2
(−q2)m−1εm⊗ε
∗
l⊗F
(1)
mjK
(1)
− (j, 1, m−1)u⊗S
(2)
n−j+1,lL
(2)
− (n−j+1, l+1, n)u
∗)
= λ−(n− j + 1, n− j + 2, n)M+k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗)
+M+k(
n∑
l=n−j+2
j∑
m=1
(−q2)m−1εm ⊗ (adEn−l−2 . . . adEj)
(2)ε∗n−j+1
⊗ F
(1)
mjK
(1)
− (j, 1, m− 1)u⊗ S
(2)
n−j+1,lL
(2)
− (n− j + 1, l + 1, n) u
∗)
= λ−(n− j + 1, n− j + 2, n)M+k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗)
+
n∑
l=n−j+1
(adEn−l−2 . . . adEj )
(2)S
(2)
n−j+1,lL
(2)
− (n− j + 1, l + 1, n)M
+
k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗).
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The vector M+k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗) ∈ Vk+ej and is a Uqsln ⊗ 1-highest vector. Therefore
M+k(ζj ⊗ ε
∗
n−j+1⊗ u
∗) ∈ Vk+ej ,M
+
k(ζj ⊗ ε
∗
n−j+1⊗ u
∗) = c · vh
k+ej
with some c ∈ C. Now
we conclude that in the obtained expression all summands except the first equal 0. 
To find cj(β, kj) we must compute
M+k(ζj ⊗ ε
∗
n−j+1⊗ u
∗) =M+k(
j∑
m=1
(−q2)m−1εm⊗ ε
∗
n−j+1⊗F
(1)
mjK
(1)
− (j, 1, m− 1)u⊗ u
∗)
=
j∑
m=1
(−q2)m−1πα,β((−1)
j−1 adEn+j−1 . . . adEn+1 adEm . . .adEn−1 En)
F
(1)
mjK
(1)
− (j, 1, m− 1)(v
h
k
). (A1)
We need some auxiliary lemmas. Recall that in this paper we introduce the notation for
q-minors of the matrix z (see (4)). Set z∧ka1,...,ak = z
∧k{1,...,k}
{a1,...,ak}
.
Lemma 5 For all 1 ≤ m ≤ k ≤ j − 2
(−q)j−k−1z∧j−1z∧k1,...,m−1,m+1,...,j −
j−2∑
s=k+1
(−q)s−k−1z∧j−11,...,s−1,s+1,...,jz
∧k
1,...,m−1,m+1,...,s
= z∧j−11,...,m−1,m+1,...,jz
∧k. 
Lemma 6 For all 1 ≤ m ≤ j ≤ n we have Fmj = q
j−m−1Gmj, where
Gmj = FmKmFm+1,j +
j∑
s=m+2
(−q)s−m−1 adFs−1 . . . adFm+1(FmKm)FsjK−(j,m+ 1, s− 1).
Lemma 7 For all 1 ≤ m ≤ j ≤ n
Gmj(v
h
k
) = (q1/2)j−mκ−(j,m, j − 1)z
∧j−1
1,...,m−1,m+1,...,j
vh
k
z∧j−1
,
where K−(j,m+ 1, j − 1)(v
h
k
) = κ−(j,m, j − 1)v
h
k
.
Proof. We prove this lemma by induction. For j −m = 1 the statement is obvious,
since
Gm,m+1(v
h
k
) = FmKm((z
∧1)k1−k2 . . . (z∧n)kn)
= qkm−km+1q1/2[km − km+1]q(z
∧1)k1−k2 . . . (z∧m−1)km−1−kmz∧m1,...,m−1,m+1(z
∧m)km−km+1−1
· (z∧m+1)km+1−km+2 . . . (z∧n)kn = q1/2κ−(m+ 1, m,m)z
∧m
1,...,m−1,m+1v
h
k−em
.
For the proof of the inductive step we use two previous lemmas. By Lemma 6, we have
Gmj(v
h
k
) =
j∑
s=m+2
(−q)s−m−1 adFs−1 . . . adFm+1(FmKm) · FsjK−(j,m+ 1, s− 1))(v
h
k
)
+ FmKmFm+1,j(v
h
k
) = FmKmFm+1,j(v
h
k
)
+
j∑
s=m+2
(−q)s−m−1κ−(j,m+ 1, s− 1) adFs−1 . . . adFm+1(FmKm)Fsj(v
h
k
).
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By the inductive hypothesis, for all j − s < j −m
Gmj(v
h
k
) = q1/2(j−m−1)κ−(j,m+1, j−1)FmKm(z
∧j−1
1,...,m−1,m+1,...,j
vh
k
z∧j−1
)+
j∑
s=m+2
(−q)s−m−1
· q1/2(j−s)κ−(j,m+ 1, s− 1)κ−(j, s, j − 1) adFs−1 . . . adFm+1(FmKm)(z
∧j−1
1,...,m−1,m+1,...,j
vh
k
z∧j−1
)
= q1/2(j−m−1)κ−(j,m+ 1, j − 1) · (FmKm(z
∧j−1
1,...,m−1,m+1,...,j
vh
k
z∧j−1
)
+
j∑
s=m+2
(−q1/2)s−m−1 adFs−1 . . . adFm+1(FmKm)(z
∧j−1
1,...,s−1,s+1,...,j
vh
k
z∧j−1
).
Using the explicit formulas for the Uqsl2n-action in C[Matn]q and properties of the comul-
tiplication (see Section II), we obtain that
adFs−1 . . . adFm+1(FmKm)(z
∧j−1
1,...,s−1,s+1,...,j
vh
k
z∧j−1
)
= (q1/2)s−m(qkm−km+1 [km − km+1]q(z
∧1)k1−k2 · . . . · (z∧m−1)km−1−kmz∧m1,...,m−1,m+1,...,s
· (z∧m)km−km+1−1 . . . (z∧s−1)ks−1−ksz∧j−11,...,s−1,s+1,...,j(z
∧s)ks−ks+1 · . . . · (z∧n)kn
+ (−q)qkm−km+1+km+1−km+2[km+1 − km+2]q(z
∧1)k1−k2 · . . . · (z∧m)km−km+1
· z∧m+11,...,m−1,m+1,...,s(z
∧m+1)km+1−km+2−1 . . . (z∧s−1)ks−1−ksz∧j−11,...,s−1,s+1,...,j
· (z∧s)ks−ks+1 · . . . · (z∧n)kn + . . .+ (−q)s−2qkm−km+1+...+ks−2−ks−1[ks−2 − ks−1]q
· (z∧1)k1−k2 · . . . · (z∧s−2)ks−2−ks−1z∧s−11,...,m−1,m+1,...,s · (z
∧s−1)ks−1−ks−1z∧j−11,...,s−1,s+1,...,j
· (z∧s)ks−ks+1 · . . . · (z∧n)kn + (−q)s−1qkm−km+1+...+ks−1−ks[ks−1 − ks]q(z
∧1)k1−k2 · . . .
· (z∧s−2)ks−2−ks−1(z∧s−1)ks−1−ksz∧j−11,...,m−1,m+1,...,j(z
∧s)ks−ks+1 · . . . · (z∧n)kn).
Finally, by Lemma 5, we see that
Gmj(v
h
k
) = (q1/2)j−mκ−(j,m + 1, j − 1) · z
∧j−1
1,...,m−1,m+1,...,j
vh
k
z∧j−1
·
q2(j−2+k1−kj) − 1
q − q−1
. 
By the last lemma and ((A1)), we can compute the coefficients cj(β, kj) introduced in
Proposition 7.
Proposition 16 For all 1 ≤ j ≤ n
M+k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗) = q−β−n/2+kj+j[β − kj + j − 1]qκ−(j, 1, j − 1)v
h
k+ej
.
Proof We have
M+k(ζj⊗ε
∗
n−j+1⊗u
∗) =
j∑
m=1
(−q2)m−1πα,β((−1)
j−1 adEn+j−1 . . . adEn+1 adEm . . . adEn−1 En)
· F
(1)
mjK
(1)
− (j, 1, m− 1)v
h
k
=
j∑
m=1
(−q2)m−1κ−(j, 1, m− 1)
· πα,β((−1)
j−1 adEn+j−1 . . . adEn+1 adEm . . . adEn−1 En)F
(1)
mj v
h
k
.
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By Lemma 7,
M+k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗) =
j−1∑
m=1
(−q2)m−1qj−m−1(q1/2)j−mκ−(j,m, j − 1)κ−(j, 1, m− 1)
· (−1)j−1πα,β(adEn+j−1 . . . adEn+1 adEm . . . adEn−1 En)(z
∧j−1
1,...,m−1,m+1,...,j
vh
k
z∧j−1
)
+ (−q2)j−1κ−(j, 1, j − 1)πα,β((−1)
j−1 adEn+j−1 . . . adEn+1 adEj . . . adEn−1 En)(v
h
k
)
= q3/2j−3κ−(j, 1, j − 1)
j−1∑
m=1
(−1)j+mqm/2
· πα,β(adEn+j−1 . . . adEn+1 adEm . . . adEn−1 En)(z
∧j−1
1,...,m−1,m+1,...,j
vh
k
z∧j−1
)
+ q2j−2κ−(j, 1, j − 1)πα,β(adEn+j−1 . . . adEn+1 adEj . . . adEn−1 En)(v
h
k
).
In Section II the following morphism of Uqsl2n-modules was defined:
ι : C[Matn]q → C[Pln,2n]q,t, ι(z
∧k{b1,...,bk}
{a1,...,ak}
) = t−1t∧n{1,...,n}J ,
with J = {n + 1, . . . , 2n} \ {2n + 1 − b1, . . . , 2n + 1 − bk} ∪ {a1, . . . , ak}. Therefore
ι(z∧k) = t−1t∧n{1,...,n}{1,...,k,n+1,...,2n−k}. It follows that
ι(vh
k
) = qct−k1(t∧n{1,...,n}{1,n+1,...,2n−1})
k1−k2 . . . (t∧n{1,...,n}{1,...,n})
kn,
where some c ∈ C. Using the definition of πα,β, we obtain that for all ξ ∈ Uqsl2n,
f ∈ C[Pln,2n]q,t
πα,β(ξ)(f) = q
ct−βξ · (tβf(t∧n{1,...,n}{1,...,n})
α)(t∧n{1,...,n}{1,...,n})
−α.
For m < j
(adEn+j−1 . . . adEn+1 adEm . . . adEn−1 En)(t
∧n{1,...,n}
{1,...,m−1,m+1,...,j,n+1,...,2n−j,2n−m+1})
= (−1)m−j(q−1/2)j+n−mqm−j−1t∧n{1,...,n}{1,...,j,n+1,...,2n−j},
and for m = j (adEn+j−1 . . . adEn+1 adEj . . . adEn−1 En)(t
∧n
{1,...,n}{1,...,j−1,n+1,...,2n−j+1}) =
(q−1/2)nt∧n{1,...,n}{1,...,j,n+1,...,2n−j}. For other summands we use an analogue of Lemma 5.
Finally, we have
M+k(ζj ⊗ ε
∗
n−j+1 ⊗ u
∗) = κ−(j, 1, j − 1)q
−n/2 · (q2
j−1∑
m=1
q2m−2 +
1− q−2β+2k1
1− q−2
+
j−1∑
m=1
q−2β+2km
1− q−2km+2km+1
1− q−2
) ·vh
k+ej
= q−β−n/2+kj+jκ−(j, 1, j−1)[β−kj+j−1]qv
h
k+ej
.

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Repeat the same arguments to prove Proposition 10. First, we have the explicit
formulas for the isomorphism j2 : p
−
q ≃ (C
n)∗ ⊗ Cn:
j−12
ε∗1 ⊗ ε1 . . . ε∗n ⊗ ε1. . . . . . . . .
ε∗1 ⊗ εn . . . ε
∗
n ⊗ εn
 =

(−1)n−1 adF1 . . . adFn−1(KnFn) . . .− adFn−1(KnFn) KnFn
. . . . . . . . . adFn+1(KnFn)
. . .
(−1)n−1 adF2n−1 . . . adFn+1 adF1 . . . adFn−1(KnFn) . . . . . . adF2n−1 . . . adFn+1(KnFn)

For the proof of Proposition 10 we must compute the following:
M−k(ξ
′
j ⊗ ζ
′
n−j+1) =M
−
k(
n∑
m=j
ε∗m ⊗ S
(1)
jmL
(1)
− (j,m+ 1, n)u⊗
n−j+1∑
m=1
(−q2)m−1εm
⊗ F
(2)
m,n−j+1K
(2)
− (n− j + 1, 1, m− 1)u
∗) =M−k(
n∑
m=j
n−j+1∑
l=1
(−q2)l−1ε∗m ⊗ εl
⊗ S
(1)
jmL
(1)
− (j,m+ 1, n)u⊗ F
(2)
l,n−j+1K
(2)
− (n− j + 1, 1, l− 1)u
∗).
Proposition 17 For all 1 ≤ j ≤ n
M−k(ξ
′
j ⊗ ζ
′
n−j+1) = λ−(j, j + 1, n)M
−
k(ε
∗
j ⊗ u⊗ ζ
′
n−j+1),
where L
(1)
− (j, j + 1, n)u = λ−(j, j + 1, n)u.
The proof is similar to the proof of Proposition 15.
Therefore in order to find the coefficients dj(α, kj) introduced in Proposition 10 we
must only compute
M−k(ε
∗
j ⊗ u⊗ ζ
′
n−j+1)
=M−k(
n−j+1∑
l=1
(−q2)l−1ε∗j ⊗ εl ⊗ u⊗ Fl,n−j+1K−(n− j + 1, 1, l− 1)u
∗)
=
n−j+1∑
l=1
(−q2)l−1πα,β(adFj . . . adFn−1 adFn−1+l . . . adFn+1(KnFn))
· F
(2)
l,n−j+1K
(2)
− (n− j + 1, 1, l− 1)(v
h
k
).
These computations are analogous to the ones from the proof of Proposition 16.
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Fig.1. Structure of πα,β with α + β ≥ 0.
✻
✲
✲
❄
✻
✛
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  k2
k1β
−α
Fig.2. Structure of πα,β with α + β = −1.
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Fig.3. Structure of πα,β with α + β = −2.
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Fig.4. Structure of πα,β with α + β ≤ −3.
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