Children's speech presents a challenging problem for formant frequency measurement. In part, this is because high fundamental frequencies, typical of a children's speech production, generate widely spaced harmonic components that may undersample the spectral shape of the vocal tract transfer function. In addition, there is often a weakening of upper harmonic energy and a noise component due to glottal turbulence. The purpose of this study was to develop a formant measurement technique based on cepstral analysis that does not require modification of the cepstrum itself or transformation back to the spectral domain. Instead, a narrow-band spectrum is low-pass filtered with a cutoff point (i.e., cutoff "quefrency" in the terminology of cepstral analysis) to preserve only the spectral envelope. To test the method, speech representative of a 2-3 year-old child was simulated with an airway modulation model of speech production. The model, which includes physiologically-scaled vocal folds and vocal tract, generates sound output analogous to a microphone signal. The vocal tract resonance frequencies can be calculated independently of the output signal and thus provide test cases that allow for assessing the accuracy of the formant tracking algorithm. When applied to the simulated child-like speech, the spectral filtering approach was shown to provide a clear spectrographic representation of formant change over the time course of the signal, and facilitates tracking formant frequencies for further analysis.
Introduction
The formant frequencies present in a speech signal are regions of spectral prominence for which acoustic energy has been enhanced, and provide cues for the perception of both vowels and consonants. Formants are the resultant effect of the interaction of vocal tract resonances with a source of sound, and thus provide an "acoustic window" to the shape of the vocal tract, albeit indirect. For adult speech, wide-band spectrography and linear prediction (LP) techniques (e.g., Makhoul, 1975; Markel and Gray, 1976) can provide reasonably accurate measurements of the formants (Monsen and Engebretson, 1983; Vallabha and Tuller, 2002) . In part, this is because the ample harmonics produced by the voice source adequately sample the vocal tract transfer function and express it clearly as the envelope of the speech spectrum. On the other hand, children's speech is typically with formant measurement in high-f o speech (cf., El-Jaroudi and Makhoul, 1991; Hermansky et al., 1984; Ma et al., 1993) . More recently, (Alku et al., 2013) proposed a weighted linear prediction technique in which the main points of excitation within each glottal cycle are attenuated. This has the effect of giving more weight to the portions of each cycle that contain information about vocal tract resonances rather than the voice source, and results in better estimates of formant frequencies. Liu and Shimamura (2015) reported a similar technique but without the need to identify glottal closure epochs.
Undersampling the vocal tract transfer function in high-f o speech can be mitigated to some degree by varying the fundamental frequency over the time course of an utterance. This has the effect of sweeping the f o and associated harmonic components through the resonance peaks in the transfer function, thus producing a more complete excitation of the formant structure, albeit over an adequately long temporal window. White (1999) reported a formant measurement technique in which 11 yearold children were asked to produce a vowel, either spoken or sung, while simultaneously shifting their f o from low to high frequency. The duration of the recordings was 1-2 s and formants were identified from a narrow-band spectrogram as the points at which the harmonic amplitudes were highest; these coincided with the points in time at which a particular harmonic passed through a resonance peak in the vocal tract transfer function. This is perhaps a useful method, but relies on the ability of the talker to perform the unusual task of maintaining a static vocal tract configuration during a pitch glide, and does not lend itself to analysis of time-varying speech. Wang and Quatieri (2010) similarly exploited f o changes to develop a signal processing technique for detecting the vocal tract resonances in high-f o speech, but relied on the natural variation of f o in human speech rather than deliberately asking talkers to produce f o glides. Using localized 2D Fourier transforms of the temporal-spatial variation of speech, they showed an improved separation of the voice source and vocal tract filter when the f o was changing.
Cepstral analysis is an alternative approach to measuring formants in high-f o speech. The envelope of the log spectrum of a speech segment can be considered analogous to a low frequency modulation of a waveform, whereas the individual harmonics or noise components can be regarded as an analogy to a carrier signal. Thus, calculation of the log spectrum of the initial log spectrum results in yet another kind of spectrum, called the cepstrum (Bogert et al., 1963) , that separates the envelope from the harmonics and higher frequency noise. The cepstrum can be modified such that only the portion related to the envelope is retained, and then transformed back to the spectral domain. The result is an estimate of the spectral envelope, the peaks of which are representative of the formants (cf. Childers et al., 1977) . As has been shown (Fort and Manfredi, 1998) , cepstral filtering can be enhanced by allowing the filter (or "lifter") length to be dependent on the fundamental frequency within a given time frame, and using a chirp Z-transform to improve the resolution for finding spectral peaks. Rahman and Shimamura (2005) have also improved formant tracking in high-f o signals by applying linear prediction to the portion of the cepstrum related to the vocal tract impulse response.
The purpose of this study was to develop and test a technique for visualizing and measuring formants in children's speech with a wide range of variation of f o , vocal tract resonances, and distribution of harmonic and noise-like energy. The method is conceptually based on cepstral analysis (Bogert et al., 1963) , but does not require modification of the cepstrum itself or transformation back to the spectral domain. Instead, the narrow-band spectrum over any given time-window is low-pass filtered with a selected cutoff point (i.e., cutoff "quefrency" in the terminology of cepstral analysis), determined by the time-dependent f o , to preserve only the spectral envelope. Formants are then measured by applying a peaking-picking algorithm to the spectral envelope.
Assessing the accuracy of formant tracking algorithms applied to natural (recorded) speech can be problematic because the "true" answer is typically unavailable. That is, an algorithm will deliver measurements of the formant frequencies but whether they are reasonable estimates of the vocal tract resonances produced by the talker is unknown. A typical paradigm for testing is to apply the algorithm to synthetic speech for which the resonance frequencies are known a priori and compare them to the formant values determined by the algorithm. As illustrated in Fig. 1 , a similar paradigm was used here by applying the spectral filtering method to artificial speech samples, representative of a 2-3 year-old child talker, that were produced with a computational model such that resonance frequencies could be calculated independently of the spectral filtering algorithm. The model allows for time-dependent variations in vocal tract shape, f o , and degree of vocal fold adduction. In addition, the glottal flow signal is produced interactively with the propagating acoustic pressures in the vocal tract, and contains noise that emulates the effects of glottal turbulence. Thus, the generated audio samples include characteristics similar to those observed in children's speech and provide reasonably challenging cases for testing the algorithm (or any other algorithm designed to track formants).
The specific aims of the paper are to: (1) describe the model used to simulate child-like speech samples, (2) describe the spectral filtering algorithm, and (3) apply the algorithm to the simulated speech samples and compare results to the known values of vocal tract resonances. In addition, the spectrographic representation provided by the spectral filtering algorithm will be compared to that given by a conventional linear prediction algorithm.
Simulation of child-like speech
The speech production model depicted in Fig. 1 consists of two main components: (1) a kinematic representation of the medial surfaces of the vocal folds, and (2) a vocal tract airway defined by an area function. The vocal fold medial surfaces can be controlled to modulate the glottal airspace on a slow time scale for adduction and abduction maneuvers, as well as on a more rapid time scale to emulate vocal fold vibration at speech-like fundamental frequencies (Titze, 2006) . When supplied with a subglottal pressure the modulation of the glottis produces a glottal airflow signal, u g (t) , that provides the acoustic Fig. 1 . Vocal tract area function of an /A/-like vowel for a 2-3 year-old talker. A kinematic model vocal fold vibration coupled to the aerodynamics and acoustics of the vocal tract generates the glottal flow, u g (t). The excitation signal is propagated through the vocal tract with a wave-reflection algorithm and terminates into a radiation impedance to generate the output sound pressure, p out (t). The frequency response H(f) is calculated with an impulse response technique separately from the simulation of the vowel and yields values for the vocal tract resonances f Rn independent from measurements of the formants Fn based on the spectral filtering algorithm.
excitation of the vocal tract. Propagation of acoustic waves through the vocal tract shape, represented as an area function, is calculated with a wave-reflection algorithm that includes energy losses due to yielding walls, fluid viscosity, heat conduction, and acoustic radiation at the lip termination (Liljencrants, 1985; Story, 1995) . Because the glottal flow and acoustic waves in the vocal tract are calculated in time-synchrony, their nonlinear interaction is simulated. Thus, unlike a linear source-filter synthesizer (e.g., Klatt, 1980) , the glottal flow signal may contain ripples or other features that result from its dependence on both the glottal area and the resonances of a given vocal tract shape (cf. Rothenberg, 1986; Titze, 2008) . The output of the model is the radiated acoustic pressure, p out (t), which is analogous to a pressure signal recorded with a microphone from a real talker. The sampling frequency of this signal is f s = 44,100 Hz.
The model used in this study was identical to the description given in Story (2013) except that the vocal fold surfaces and vocal tract were scaled to be roughly representative of a two-year old child. This age was chosen to provide reasonably difficult test cases with regard to high f o and resonance frequencies, but not to the extreme degree infant sound production might present. Specifically, the vocal fold rest length and thickness were set to L 0 = 0.4 cm and T 0 = 0.15 cm, respectively (Eckel, 1999; Eckel et al., 2000) , the surface bulging parameter was ξ b = 0.04 cm, and the superior distance of the vocal processes from the glottal midline was set to ξ 02 = 0.12 cm. The latter parameter setting ensures incomplete glottal closure during vibration in order to produce a moderately breathy quality that is often characteristic of child-like speech. Other settings include the respiratory driving pressure P L = 15,000 dyn/cm 2 (Stathopoulos and Sapienza, 1997) and a turbulence noise generator that adds bandlimited noise (500-5000 Hz) to the glottal flow signal when a Reynold's number threshold is exceeded (see Story, 2013, p. 995) . Although a subglottal airway system can be incorporated into the model, it was not used in this study to ensure that, at this stage, tracheal resonances would not be present in the simulated signals.
The time-dependent configuration of the vocal tract area function was controlled by two shaping patterns called modes that can be combined with an underlying neutral tract shape to generate a wide range of static or time-varying vowel-like area functions (Story, 2005; 2013) . The model is written mathematically as,
where the sum of the terms in brackets represents a set of N vt = 44 diameters extending from the glottis to the lips, as indexed by the variable i. The squaring operation and scaling factor of π /4 convert the diameters to areas. The variable (i) is the neutral diameter function and φ 1 (i) and φ 2 (i) are the modes. The time-dependent parameters q 1 (t) and q 2 (t) are coefficient values that, when multiplied by the corresponding mode and added to the neutral diameter function as in Eq. (1), construct a specific vocal tract shape. The overall vocal tract length was set to be L vt = 10.5 cm, approximately the value reported by Vorperian et al. (2009) for two year-old children based on anatomical growth curves. Thus, the length of each ith section of the area function is L = 10.5/N vt = 0.2386 cm. Because there are essentially no measured vocal tract area functions available for children 1 , the (i), φ 1 (i), and φ 2 (i) functions for this study were heuristically derived with an acoustic perturbation technique. A detailed description of the method is outside the scope of this article but was essentially the same as reported in Story (2006); 2007) where an area function representing a "neutral" vowel was perturbed by linear combinations of acoustic sensitivity functions to generate a family of new area functions from which (i), φ 1 (i), and φ 2 (i) were derived with Principal Components Analysis (PCA) . The three derived functions are presented in tabular form in the Appendix ( (Vorperian and Kent, 2007) .
Along with calculations of glottal flow and acoustic pressure signals, the frequency response, H(f), of the vocal tract at any given instant of time was also calculated. This was carried out by introducing an ideal flow impulse at the vocal tract entrance and determining the DFT spectrum of the pressure response at the lip termination. In Fig. 1 , the frequency response, H(f), for the /A/-like area function is shown in the inset plot. The resonance peaks are denoted as f R1 − f R4 .
2 When the area function is timevarying, H(f) can be calculated for each incremental change in vocal tract shape to generate time-dependent resonance frequencies.
Description of simulation cases
To test the spectral filtering algorithm (described in the next section), eight simulations were generated in which several different f o contours were combined with both static and timevarying area functions to provide a range of cases from which to extract formant frequencies. The simulations are grouped into two sets as described below.
Set 1: Two area functions representative of the static vowels {A} and {i} were constructed with Eq. (1) (the IPA symbols set within the unconventional curly brackets are used to denote that these samples are constructed with a vocal tract model where the intent is to produce acoustic characteristics similar to the vowels specified by the IPA symbols, but are not phonetic transcriptions of either the target of a real talker, or the perceived sound produced by the simulations Each vowel was simulated with a duration of 0.34 s.
In both cases, the fundamental frequency was held constant at f o = 400 Hz. The area functions of the two vowels are shown in the top row of Fig. 2 . The dots along each function denote a section i,
The second row of the figure shows an idealized spectrographic display of the simulations of each vowel in which the calculated resonances frequencies (thick black lines) are superimposed on the f o and harmonic frequencies (gray). The vocal tract shapes and value of f o were chosen such that the first resonance frequency was not aligned with any of the harmonics. This was done so that the ability of the spectral filtering algorithm to find a formant peak between harmonics could be evaluated, potentially a more difficult case than when harmonics are aligned with resonance peaks. Set 2: This set of six simulations was comprised of three time-varying vocal tract shapes combined with two different time-dependent variations of f o . The duration of each simulation was 1.03 s. 3 The first time-varying vocal tract was configured to move back and forth from {i} to {A} three times during the simulation. The temporal variation of [q 1 (t), q 2 (t)] was produced with a cosine interpolation of the coefficients specified for these same two vowels in Set 1. The points in time at which the interpolation passes through the {i} coefficients were t = [0, 0.4, 0.8], and for the {A}, t = [0.2, 0.6, 1.03]. The second time-varying vocal tract was similarly moved back and forth with the same interpolated temporal variation, but from {ae} to {u}, where the coefficients were set to [q 1 , q 2 ] = [2.26, 2.10] and [q 1 , q 2 ] = [3.0, −2.6] for the two vowels, respectively. In the third case, the vocal tract was more slowly transitioned from {i} to {A} and back to {i}. Each time-varying vocal tract shape was combined with two f o contours. The first contour started at 270 Hz, increased to 500 Hz within 0.4 s, and then decreased to 240 Hz at the end, whereas the second contour began at 500 Hz, dropped to 270 Hz by 0.4 s, and then rose to 450 Hz by the end of the simulation. Idealized spectrographic plots can be seen for all six simulations in Fig. 3 . These cases were constructed to produce a variety of harmonic sampling situations that are combined with timedependent variations of resonance frequencies.
All eight simulations are included with this article as a set of audio files in ".wav" format, and the resonance frequencies for each of the time-varying cases are provided in tabular form in the Appendix (Table A. 3).
Spectral filtering algorithm
The spectral filtering algorithm will first be described with reference to a static vowel, where the steps in the process are shown by example. Application to the time-varying case then follows, along with a brief description of a conventional linear prediction method used for comparison.
Spectral envelope for a static vowel
A time segment, 0.05 s in duration, taken from the midportion of the simulated signal for the static {A} vowel (Fig. 2a) is shown in Fig. 4a . The segment was preemphasized, 4 and then modified with a Gaussian window whose amplitude was less than 0.04 outside the middle 0.025 s of the time frame (Boersma and Weenink, 2015) . A spectrum for the windowed segment was calculated with a zero-padded 8820 point 5 DFT so that the frequency resolution was 5 Hz (with f s = 44,100 Hz). The resulting DFT spectrum is shown in gray in Fig. 4b . It can be seen that the first five harmonics are relatively high in amplitude, but energy in the upper harmonics drops off with frequency and gives way to noise. The calculated frequency response of the vocal tract area function is also plotted in Fig. 4b and indicates the location of the resonance frequencies. Although the third and fourth resonances are apparent in the DFT spectrum due the noise excitation, the first two resonances appear to form a only single broad band of energy due to their close proximity and the wide spacing of the harmonics. The spectral filtering algorithm is based on applying a lowpass filter to the DFT spectrum to obtain an estimate of the spectral envelope. Because the filtering is applied to a spectrum rather than a waveform, the characteristics of the filter must be and setting N = 8820 points allowed the frequency resolution of each spectrum to conveniently be 5.0 Hz. This is not a requirement of the algorithm, however. specified with respect to the spectrum of the DFT spectrum, which is the well-known cepstrum (cf. Childers et al., 1977) . Shown in Fig. 4c is the real cepstrum (obtained by computing the inverse DFT of the spectrum) of the spectrum from Fig. 4b . The cepstrum separates contributions of the vocal tract resonances from those of the voice source along a time axis referred to as quefrency in cepstral terminology (Bogert et al., 1963; Oppenheim and Schafer, 2004) . The cepstral peak located at a quefrency of 0.0025 s is the reciprocal of the 400 Hz fundamental frequency in the spectrum, whereas information regarding the spectral envelope produced by the vocal tract resonances is found in the leftmost portion of the cepstrum, well below this quefrency.
A low-pass spectral filter that preserves the vocal tract contribution and removes the source excitation can be realized with a Butterworth design where the cutoff point is located at just over half the fundamental period. Experimentation during development of the algorithm indicated that a sixth-order Butterworth filter with a cutoff quefrency set to 0.56/f o provides the desired filtering effect. For the case here, the cutoff quefrency is 0.56/400 Hz = 0.0014 s as indicated by the red vertical line in Fig. 4c ; the quefrency response of the filter is shown as the black line. The filter is applied to a spectrum in both the forward and reverse directions along the frequency axis to realize a zero-phase response (Kormylo and Jain, 1974; Oppenheim et al., 1999) ; i.e., the filtering is performed in the forward direction first, and then the output of the first pass is filtered in the reverse direction. This has the effect of preserving phase (and consequently the envelope shape), squaring the magnitude of the filter transfer function (hence, the cutoff quefrency is aligned 0.5 amplitude in Fig. 4c) , and effectively doubling the filter order. The zero-phase filter is, in turn, applied to a given spectrum twice, once in the forward direction from low to high frequency, and once in reverse direction from high to low frequency (after filtering, the order of the second spectrum is reversed). This results in two spectra that are then averaged in the linear domain and converted back to the log domain. The combination of the zero-phase filter and the latter averaging operation minimizes spectral "transients" at the two ends of the spectrum that could be confused as formants by an automatic tracking algorithm. When applied to the DFT spectrum in Fig. 4b , the complete filtering process produces the spectral envelope plotted as the thick black line in Fig. 4d . The other envelope curves demonstrate the effect of a series of different cutoff quefrencies ranging from 0.0009 to 0.0022 s, and at the top of the plot is the calculated frequency response. If the cutoff is too large, harmonic information leaks into the spectral envelope, and when it is too small the formants are obscured.
Spectral envelopes determined for the simulated {A} vowel, as well as the {i} from Fig. 2 , are plotted in Fig. 5 along with the calculated frequency response curves and DFT spectra. Formants were measured for each spectral envelope by finding the frequency of all peaks with a three-point parabolic interpolation (Titze et al., 1987) . The four peaks with the highest amplitudes were chosen as candidates for the formants and their frequencies were sorted in ascending order to yield values for F1, F2, F3 and F4. The black dots and vertical dashed lines denote the calculated resonance frequencies, whereas the red dots are the formants. Table 1 provides frequency values of resonances and formants, directional percent error of the formant measurements relative to the calculated resonances, n = 100(F n − f Rn )/ f Rn , as well as the absolute error, n = |F n − f Rn |. The largest percent error was 5.4 percent for F1 of the {A} vowel; the errors of the other measurements were all less than three percent. When absolute error is considered, the largest deviation of 101 Hz occurs for F2 of the {i} vowel, whereas the others are all less than 75 Hz. It is encouraging that, even though the spectral shape of the {A} vowel does not visually provide much indication of two separate peaks for F1 and F2, the spectral envelope produced by the filter does reveal their presence. Similarly, for the {i} an F1 peak is present in the spectral envelope that is aligned with the calculated f R1 and not f o as might be expected from visual inspection of the spectrum.
Time-varying spectral envelope
To analyze a time-varying signal, the spectral envelope must be determined for consecutive waveform segments that are overlapped in time. The segment length was set to 0.05 s, and consecutive segments were shifted by 0.002 s giving approximately a 96 percent overlap factor. The spectral filtering method also requires that the f o be determined for each time segment in order to set the cutoff point of the Butterworth filter. Although this could be accomplished by finding harmonics in the computed DFT spectrum, utilizing an autocorrelation method applied directly to the segmented waveform tended to be more robust for signals with noise present. Once the f o was determined for any given segment, the normalized cutoff point, W n , was calculated as,
where f is the "sampling interval" (i.e., the frequency resolution) of the DFT spectrum, and the scaling coefficient of 1.12 assures that the cutoff will be set to slightly greater than half the fundamental period, as discussed in the previous section. The spectral envelope for a given segment can then be obtained by applying the filter. After the spectral envelopes have been calculated in sequence over the time course of an utterance, each envelope in the sequence was normalized to its own maximum value. The timedependent amplitude values along each frequency bin were then smoothed with a second-order Butterworth filter set to a cutoff frequency of 15 Hz, again applied as a zero-phase formulation. This was done to enhance the visual representation as well as to facilitate tracking formants. Formants were measured for each spectral envelope with the same method described for the static case. The resulting formant tracks are an estimate of the temporal variation of the vocal tract resonances produced during an utterance.
Linear prediction
For purposes of comparison, a linear prediction algorithm was also configured to extract time-varying spectral envelopes from a speech signal. Each signal was first downsampled to f s = 14,000 Hz, and then segmented into overlapping 0.05 s windows; the amount of overlap and Gaussian window were identical to those used in the spectral filtering method. An autocorrelation LP algorithm (The Mathworks, 2015; Jackson, 1989) with 12 coefficients was used to produce an estimate of the spectral envelope. Formants were tracked with the same peak-picking technique described in the previous subsection for the spectral filtering method.
Implementation
All components of the spectral filtering and linear prediction algorithms were written in Matlab (The Mathworks, 2015) and made use of many of the built-in functions available for signal processing and graphical display.
Results
The spectral filtering and LP algorithms were applied to each of the six time-varying cases illustrated in Fig. 3 , and the results are presented in Figs. 6-8. Each figure shows results from one of the three time-varying vocal tracts, and is arranged such that each of the two columns corresponds to the two different f o contours.
In the first row of Fig. 6 are narrow-band spectrograms of the speech signals for {i·A·i·A·i·A}, where variation of the f o , harmonics, and noise due to turbulence combined with the vocal tract resonances can be seen. A spectrographic display of the time-varying envelopes obtained with spectral filtering are shown in the second row of the figure for each of two f o contours. The formant tracks, Fn(t), in each of these panels are shown with black dots and the true (calculated) resonance frequencies, f Rn (t), are plotted as red lines.
Visually, the formants observed in these spectrographic plots follow the calculated resonances fairly closely, but with some amount of deviation. The tracking error was assessed with the same two calculations used for the static vowels but in time-dependent form: (1) the directional percent error n (t ) = 100(F n(t ) − f Rn (t ))/ f Rn (t ), and (2) the absolute error n (t ) = |F n(t ) − f Rn (t )|. Both error functions are plotted for each of the two simulations in the third row of Fig. 6 (because of relative importance of F1, F2, and F3, and to maintain clarity in the plots, errors for only the n = 3 formants are shown). The percent error functions are shown with superimposed gray lines that bracket ± 10 percent. Although 10 percent is greater than difference limens reported for formants (Flanagan, 1955) , it is adopted here as a reasonable level of error considering the nature of the high f o signal. For F1, the percent error exceeds 10 percent in either the positive or negative direction during a few short segments of each simulation when the frequency of F1 is very low, but otherwise is mostly constrained within the gray lines. For F2 and F3, the percent error is well within the gray lines, and is considerably lower than the F1 error. Regardless of the f o , F1 percent error tends to increase as F1 moves downward in frequency because the formant peak may become only partially defined (Monsen and Engebretson, 1983) , and any given number of Hz deviation contributes a larger percentage to the measurement error for low frequency formant values than at higher frequencies. In addition, preemphasis will slightly attenuate the amplitude of the f o component (Klatt, 1986) resulting in a change of the relative weighting provided by the first few harmonic amplitudes that define the shape of the F1 formant peak (Lindblom, 1962) (the advantages of preemphasis for measuring the higher formants, however, outweigh the slight disadvantage for F1). Absolute error functions are plotted along with a thick gray line that denotes the fundamental frequency at each point in time divided by four, i.e., f o (t)/4. Lindblom (1962); 1972) suggested this value as the hypothetical error that could be expected in formant measurements. It is shown here as another rough criterion for judging the success of formant tracking. With the exception of few spurious points, the absolute error of F1 is less than f o /4 across the time course of each simulation, whereas for F2 and F3, there are slightly more instances where the error exceeds f o /4. Spectrographic displays of the spectral envelopes obtained with the LP algorithm are shown in the fourth row of Fig. 6 . Results of formant tracking are again shown with black dots, along with a red line indicating the calculated vocal tract resonances. A striking feature of both plots is that, in the F1 range, the LP algorithm appears to be tracking the harmonic component that is closest to the first vocal tract resonance. For example, in the left panel, where f o rises then falls, F1 is equal to 3f o from the beginning until about 0.2 s, drops to 2f o from 0.2 to 0.35 s, and drops down to f o for the period from 0.35 to 0.5 s. In the latter half of the simulation, F1 closely follows 2f o until near the end. In addition, between 0.5 and 0.65 s, the tracked F2 is nearly identical to 4f o . Similar effects can be seen in the right panel, where F1 jumps from one harmonic to another, but in opposite order because the f o starts high, falls, and then rises again.
For signals with high f o , automatic measurement of formants with the LP-based envelopes was prone to generating mistracks (e.g., assigning a peak to F2 when it should be F1, etc.). Hence, the formant tracks initially obtained with the LP algorithm for each of the two simulations in Fig. 6 were manually corrected 6 (these are the versions plotted in the spectrographic displays) so that the percent and absolute error functions could be calculated, and are plotted in the bottom row of Fig. 6 . The percent error of F1 rises and falls above and below ± 10 percent across the duration of each simulation, reflecting the discontinuous nature of jumping from one harmonic to another. The percent error for F2 and F3 is relatively small and comparable to the error calculated for the spectral filtering approach. The absolute error functions show that all three formants exceed the f o /4 criterion for much of the duration of each utterance, but this is particularly apparent for F1 and F3. Fig. 7 displays results for the two {ae·u·ae·u·ae·u} simulations in exactly the same format as the previous figure. For the first f o contour (left column), the largest amount of error in tracking formants occurs between 0.35 and 0.6 s. This is expected since the f o is rising to its maximum value during this time segment. For the second simulation, the errors are largest near the beginning and end, again because these are the portions where f o is highest. The percent error functions for both simulations are mostly contained within the ± 10 percent brackets, and, with the exception of F3, the absolute errors are generally less than f o /4. The LP analyses in the bottom row also indicate considerable error when the f o is high. In fact, during the segment between 0.35 and 0.5 s the LP spectrogram of the simulation with the first f o contour clearly finds the second and third harmonics as spectral peaks, rather than the actual resonance located between these harmonics. This caused a large number of misidentified formants, which were manually corrected to the form shown in the LP spectrogram so that the error calculations could be performed. Not surprisingly, both types of errors are quite large and extend beyond the range set for these plots (to maintain consistency across figures the ranges were maintained), especially for F1. For the second simulation, similar error is present in the beginning and ending portions since these are at the high points of the f o contour. 6 The manual correction applied to the LP-based formant tracks consisted of reassigning those portions of the tracks that were incorrectly associated with a particular formant bin. This typically occurred when the LP algorithm found a peak in the spectral envelope that was clearly a harmonic component of the voice source, and had the effect of shifting the formant values to the next higher bin for the period of time it was present. For example, at about 0.22 s in the LP spectrogram in the left column of Fig. 6 , there is a brief period where there are two "formant" peaks very near each other in the vicinity of 1000 Hz. This occurs because the LP algorithm is being simultaneously drawn toward both the second and third harmonics of the voice source. If left uncorrected, these two peaks would be assigned to F1 and F2 and would generate a large error when compared to the calculated formants. This type of correction could be performed automatically with an addition to the formant tracking algorithm, but was done manually in this study to assure there were no errors in the correction process.
Results for the two {i·A·i} simulations are shown in Fig. 8 . The spectrographic displays of the spectral envelopes (second row) again provide a clear representation of the formants as indicated by superimposed formant tracks and calculated resonance frequencies. The error functions show that in both simulations, the largest amount of error in tracking F1 occurs near the beginning and end, where the first formant frequency is very low. These errors occur for the same reasons discussed in regard to the simulations in Fig. 6 . Otherwise, the percent errors are less than 10 percent and the absolute errors are largely constrained to be less than f o /4.
The spectrographic display based on the LP algorithm (bottom row) also provides a fairly clear visual representation of the formants in the first simulation (left panel), except around 0.7 s where the f o is rapidly decreasing. It also can be noted that, for F1, both types of error approach zero during the time between 0.3 and 0.5 s. Although this gives the appearance of successful formant tracking, it is during this time that the first resonance is almost perfectly aligned with the second harmonic 2f o , hence the small error is correct, but also coincidental. For the second simulation (right panel), the upper formants are again well represented, but for F1 there are clearly jumps from one harmonic to another as the f o falls and then rises over the duration of the utterance. The percent error calculations reflect the discontinuities in tracking F1 but are relatively small for F2 and F3. The absolute errors also indicate points in time where F1 exceeds the f o /4 criterion, as does F3 during the middle portion of utterance.
Discussion
Using simulated speech to test formant tracking algorithms as a precursor to analysis of real speech has the advantage of providing an ideal "recording" without any effects of room acoustics, microphone characteristics, recording levels, or background noise, as well as a priori knowledge of the true values of the vocal tract resonance frequencies. Thus, the first aim of this study was to generate simulations of child-like speech that can be used as test material for any formant tracking algorithm. The simulation model included time-dependent parametric control of the vocal fold surfaces and the vocal tract area function, both of which were scaled to be representative of a two-year old child. As the vocal folds vibrate, glottal flow is computed in time synchrony with wave propagation in the vocal tract, thus allowing sound production to be based on a "Level 1" nonlinear interaction of source and filter (Titze, 2008) . This is perhaps a more realistic situation for child-like speech than the more conventional linear source-filter approach to synthesis for which the glottal flow characteristics are entirely independent of the vocal tract. The eight simulations generated for this study are linked to this article as supplementary material, and the time-varying resonance frequencies corresponding to the latter six simulations are provided in Table A .3.
The second and third aims were concerned with development and testing of the spectral filtering algorithm. The implementation is fairly straightforward, requiring only that a zero-phase low-pass filter be applied to a DFT spectrum in order to extract the spectral envelope. The cutoff point of the filter, however, is set relative to the fundamental frequency present in any given time window, and based on concepts of cepstral analysis. The spectral filtering approach produced a reasonably clear visual representation of the time-varying vocal tract resonance pattern, as shown in spectrographic form, when applied to the simulated child-like speech samples. Improved visualization could be particularly useful for spectrographic analysis of children's speech where an investigator wants to interactively select the location of formants in time and frequency. It was also shown that, for a wide range of both fundamental frequency and resonance frequencies, formants could be automatically tracked with less overall error than that of conventional linear prediction. With both algorithms, the largest amount of error was in estimating the first formant. This is expected due to the dominance of the most intense harmonic in the low frequency portion of the spectrum (Klatt, 1986) . The LP algorithm, however, was particularly susceptible as evidenced by the ambiguity of whether F1 or individual harmonics were being tracked when the f o was high (i.e., the F1 track was observed to jump from one harmonic to another for high f o ). Although results were reported here for only the child-like speech, the spectral filtering method could be applied to adult speech too. There is likely little advantage, however, over conventional linear prediction when the f o is lower than about 250 Hz, since both methods should provide similar results.
It is recognized that applying the spectral filtering algorithm to a small number of limited simulations of child-like speech is not a comprehensive test of the method. Further testing needs to include a wider range of simulation conditions such as scaling the vocal folds and vocal tract for different ages, removing or modifying the noise added to the glottal flow, and incorporating a self-oscillating model of vocal fold vibration. In addition, a subglottal system could be incorporated into the model (c.f. Ho et al., 2011; Lulich, 2010) so that tracheal resonances would be coupled to the voice source and vocal tract . Such resonances interact with the glottal flow, and have the effect of producing spectral zeroes (anti-formants) that may shift frequencies of the vocal tract resonances and modify their bandwidths (Stevens, 1998) . Implementation of a nasal system would similarly add side-branch resonances that modify the frequencies of the main vocal tract resonances (Fant, 1960; Pruthi et al., 2007 ) when a vowel is nasalized. The effects of both the subglottal and nasal systems are important to study with respect to how they affect formant analysis because they will be present in some segments of natural speech.
In addition, the cosine interpolation used to produce the temporal variation of the vocal tract may not adequately represent actual speech movements. It was used here to ensure that the spectral filtering algorithm was tested on a wide range of time-dependent variations of resonance frequencies combined with a variety of voice source spectra. Other interpolation schemes could be implemented that are based developmental speech movement data (e.g., Green et al., 2000; Riely and Smith, 2003; Smith and Zelaznik, 2004; Vick et al., 2012) , or with a technique like that reported in Story (2007) that derives the time-dependent change of the q 1 (t) and q 2 (t) parameters (see Eq. 1) from articulatory fleshpoint data. The effect of consonantal constrictions also needs to be incorporated into the simulations (c.f., Story, 2005; 2013) in order to test the accuracy of measuring rapid changes in the formants. In any case, designing the parameter variation based on speech movement data is a next step toward enhancing the physiologic relevance of the simulations.
Even with these limitations, the analysis of the simulated speech samples in this study does provide some degree of confidence that the technique will allow for accurate formant measurements when applied to recordings of natural speech. As a demonstration, two audio samples spoken by a two year-old talker from the Arizona Child Acoustic Database (Bunton and Story, 2014) were analyzed with the same spectral filtering and linear prediction algorithms used with the simulated speech. Spectrographic plots similar to those in Figs. 6-8 are shown for these two samples in Fig. 9 . The plots in left column are based on the vowel [E] extracted from the word "said," and those in the right column are analyses of the colloquial children's word "owie." The narrowband spectrograms of both samples indicate time-varying, and relatively high f o that results in wide harmonic spacing along with a visible noise component due to turbulencegenerated sound. In the first sample, the f o falls from 487 Hz to 285 Hz in about 0.24 s, whereas in the second sample the f o starts at 345 Hz, rises to 420 Hz, and drops to 295 Hz at the end of the word. The spectrographic plots based on spectral filtering, shown in the middle row of the figure, present a fairly clear view of the formants over time. The first sample is essentially a static vowel as indicated by the relatively constant position of the formant bands, whereas in the word "owie" the formants change rapidly. Plots based on linear prediction are shown in the bottom row, where the formants exhibit a discontinuous pattern due to jumping from one harmonic to another, much like was demonstrated with the analyses of simulated speech. The f o contours for each of the two samples, which were tracked during the spectral filtering analysis, and the associated harmonic frequencies are superimposed (gray lines) on the spectrograms based on both spectral filtering and linear prediction. This allows for a visual check of whether the formants appear to be dominated by any particular harmonic frequencies. In the spectral filtering cases, there is no obvious interaction of the visible formants with harmonic frequencies. For linear prediction, however, there are several time segments in each sample where a formant frequency coincides with a specific harmonic, and then jumps to a new harmonic as the f o changes.
In these two demonstration cases, the spectral filtering algorithm provided a clear view of the formant frequencies over the time course of each utterance. This is certainly an advantage over the LP algorithm (or a traditional wide-band spectrogram of high f o speech), and would allow a user to interactively determine and measure formants at select points in time. Automatically tracking the formants, however, is likely to remain a challenge even with the enhanced visualization. Children's speech can be expected to contain periods of time where (1) two or more formants merge together (cf., at about 0.35 s in the spectrograms for "owie" in Fig. 9 ), (2) a formant amplitude may drop drastically and then return to its former level, or (3) the source excitation is simply absent in parts of the spectrum such that formants are not expressed, and thus cannot be measured. Furthermore, recording children's speech sometimes necessitates less than ideal conditions. For example, microphone-tomouth distance may be variable due to movement by the child, generating amplitude variations unrelated to speech, or recordings may need to be obtained in observation rooms or classrooms rather than a sound treated environment. Any of these events compromise the clarity of the spectral representation and could lead to mistracking time-varying formants by an automated system.
Conclusion
The acoustic resonances of the vocal tract can be thought of as a modulation of the voice source spectrum, much like a highfrequency carrier signal in the time domain may be modulated by lower frequency signals. The idea implemented in this study was to apply a low-pass filter to a DFT spectrum to extract the spectral envelope imposed by the vocal tract. The characteristics of the filter are based on considerations informed by cepstral methods. When applied to a signal with time-varying f o and vocal tract resonances, the spectral filtering approach provides a clear spectrographic representation of formant change over the time course of the signal, and facilitates tracking formant frequencies for further analysis.
The functions needed for the vocal tract model specified by Eq. (1) ( (i), φ 1 (i), and φ 2 (i)) are given in Table A.1. The index i = 1 corresponds to a point just above the glottis and i = 44 is located at the lip termination. In Table A .2 are [q 1 , q 2 ] coefficient values that can be used with Eq. (1) to generate area functions representative of i, ae, A, and u. Table A .3 contains the calculated vocal tract resonance frequencies for each of the time-varying cases presented in Fig. 3 . The temporal resolution is 0.02 s.
Supplementary material
Supplementary material associated with this article can be found, in the online version, at 10.1016/j.specom.2015.11.001. 
