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ABSTRACT Numerous topics in software engineering can be formulated as optimization problems. Due
to the large scale of modern software systems, the methods of mathematical optimization have high
computational complexity, and their application in many cases is not possible. To overcome this problem,
search-based software engineering (SBSE) develops and applies metaheuristic search techniques to find
near-optimal solutions. Despite the significant development that the SBSE techniques (SBSET) achieved
in the last years, the level of SBSET use is very low. Therefore, this paper proposes and tests a model
which evaluates and predicts the acceptance of SBSET by software engineering practitioners. The model
is based on the technology acceptance model (TAM) and extended by the SBSET desired properties.
A total of 163 practitioners participated in the study. The perceived ease of use, perceived usefulness, and
organizational and team-based factors were all found to have significant positive effects on the actual use of
the SBSET. This study also analyses the obstacles of SBSET acceptance and provides several proposals for
its improvement in the software industry.
INDEX TERMS Search-based software engineering, techniques, acceptance, technology acceptance model.
I. INTRODUCTION
Since the formulation of the term Search-Based Software
Engineering (SBSE) [1], SBSE has attracted many research
theories and applications. SBSE converts a software engi-
neering problem into a computational search problem. The
technique is based on the definition of the pool of possi-
ble solutions, which is known as the search space. Taking
into account the complexity of modern software systems,
the search space is too large to be explored exhaustively.
To find a sufficiently good solution, SBSE follows the pro-
cedure that allows the selection of a potential solution from
the search space based on given criteria.
SBSE techniques (SBSET) have been applied at almost
all the phases of the software development process start-
ing from the requirement analysis [2], following software
design, development, and refactoring [3], debugging and
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testing [4], and ending by the software product configura-
tion and maintenance. Despite the large number of available
SBSET and its validation on several benchmark problems,
their adoption by the software development industry is quite
limited [5]. An explanation of the above-mentioned phe-
nomenon is typically restricted by the complexity of SBSET
and the possible inertia of the software industry. For many
software engineering research, it is argued that there is a
limited impact of academic research results on industrial
practices [6]. In our vision, the lack of theoretical foundations
for the adoption and corresponding empirical results limits
the potential contribution of SBSET to the modern software
development companies.
To overcome this limitation, this paper is an attempt to
explore the reasons about why software engineersmay ormay
not accept SBSET. More specifically, the main contribution
of this paper is to explore the factors affecting the SBSET
acceptance by software engineering practitioners. To achieve
this aim, this paper develops and evaluates a model, obtained
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by expanding the Technology Acceptance Model (TAM) that
was developed byDavis [7] with the factors related to SBSET.
These factors were deducted from the SBSE-related literature
and other studies, and linked to the empirical evaluation of
software technologies.
II. LITERATURE REVIEW
A. SEARCH-BASED SOFTWARE ENGINEERING
According to the literature, it is pointed out that the most
widely used SBSE algorithms are genetic algorithms, simu-
lated annealing, and hill climbing [8]. It is also argued that
testing is the most used application domain of SBSE, fol-
lowed by software product configuration [9]. Research indi-
cates that SBSE is natural in software product lines to solve
the problems of featuring the same characterization. The
most commonly used SBSE techniques in this domain are
the multi-objective evolutionary algorithms [10]. Promising
results were achieved in the application of an ant colony algo-
rithm to optimize the selection of users’ requirements [11].
According to a systematic literature review on the selec-
tion of software requirements and their prioritization using
SBSET [12], SBSET was successfully applied to the opti-
mization of software structure (e.g., clustering software
packages) and the different aspects of project management.
To reduce a stakeholder dissatisfaction, an assessment of
cost, value, and risk was incorporated into the multi-objective
selection of requirements [13]. To assist a software release
planning, amulti-objective search has been integrated into the
requirements management tool [14]. Research also explains
the use of SBSE for software refactoring by providing exam-
ples of ill-defined fitness functions [15].
There is a number of systematic literature reviews and
surveys conducted on the different aspects of SBSE. The
technical report written by Harman and Jones [8] is one of
the first that provides a detailed analysis of trends, tech-
niques, and applications of SBSE. Close to the context of
SBSE research,Mantere andAlander [16] conducted a review
on the evolutionary software engineering. Furthermore, Har-
man and his colleagues conducted a taxonomy and tuto-
rial of SBSET concerning the use of SBSET [17]. Another
review study was conducted to review the search-based test-
ing for non-functional system properties [18]. Moreover,
another review study was carried out to review the appli-
cations of search-based test case generation [19]. Scholars
also systematically analyzed interaction in SBSE [20]. Har-
man and his research team also discussed the achievements,
open problems, and challenges for search-based software
testing [21].
As a result, there are numerous research reports made by
the academy. As it can be noticed, SBSET allows to reduce
software design time, decrease the cost of software testing
and maintenance, and therefore, it can produce more reliable
software. It is also anticipated that SBSET can help avoiding
error-prone work in the different aspects of software engi-
neering process.
B. EVALUATION CRITERIA FOR SBSET
Since the application of SBSET to search the near-optimal
solutions is quite effective, the use of SBSET has acquired
high elaboration. The effectiveness of SBSET refers to its
ability to obtain an optimal result, while the efficiency indi-
cates the capability to maintain the performance in produc-
ing the optimal result in several case studies. Researchers
reported that SBSET outperforms many existing analytical
optimization methods and random search algorithms. At the
same time, in the implementation perspective, SBSET lends
itself naturally to algorithms parallelization. It is pointed
out that SBSE techniques can help to automate a specific
problem-solving efficiently [22]. SBSET has the ability to
solve very complex problems when exact solutions cannot
be found in a reasonable time, and this refers to one of the
strengths that leads SBSE to success [23].
Research also indicates the advantages of SBSE which
include robustness, scalability, possibility to create links
between apparently unconnected SE disciplines, and the
source of insight [24]. The application of SBSET can take
place across different phases of the SE life cycle. As such,
SBSET could help in solving software engineering problems
due to its robust nature, the capability to manage conflicting
objectives, and to find a comprehensive resolution [22].
It is argued that no specific knowledge regarding search
algorithms is needed for practitioners to use SBSET [23].
In that, it is concluded that SBSE tools can be used as ‘‘black
boxes’’ because the internal details are hidden, and no under-
standing of search algorithms is required. In line with this,
Marculescu and his research team conducted an industrial
evaluation of interactive search-based testing for embedded
software by domain experts, who had a little or no knowledge
of SBSE [25].
At the same time, the strength of SBSE comes with the
consideration of these models as ‘‘white-boxes’’, where the
users play the central role. Such type of search makes the pos-
sibility of an interactive reformulation of a fitness function,
user-defined softwaremetrics, effectivemanaging conflicting
objectives, andmaking hybridization of algorithms to achieve
the best performance.
Simultaneously, many researchers discussed the properties
of SBSET, which prevent its adoption. SBSET needs clear
understanding and quantification of what should be measured
(especially for the definition of objective functions). The
problem is that SE practitioners attempt to find a solution
based on quantitative measurements. Research has already
discussed the problem ‘‘what actually software metric rep-
resents’’ with respect to ‘‘what exactly should be measured’’,
and ‘‘how to make measurable what is not measurable’’ [26].
The role of human interactivity is considered very prominent
in the metaheuristic search [27]. Here, it is quite typical
to combine a quantitative fitness, determined by software
metrics, with qualitative developer evaluation [28].
While there are benefits in using SBSET, the barrier is
tuning, where parameters need to be set correctly, else it
will result in the impossibility to solve a problem [23].
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TABLE 1. SBSET properties.
SBSET might find it hard to solve the highly constrained
problems, although it can provide good solutions for simple
constrained optimization problems. For example, the strength
of constraints for requirements optimization is measured
based on the number and complexity of interactions between
the requirements. The problem is more difficult to solve
as the constraints become tighter [29]. Another barrier to
the SBSET adoption is a lack of software engineer trust
to existing tools [30]. Due to the significant range of the
competencies of a software engineer, achieving trust in SBSE
tools is non-trivial [31]. Simons emphasized the necessity
and areas of industrial adoption of SBSE. According to a
study conducted to evaluate the industrial relevance in SBSE
research [32], it is pointed out that in order to accept SBSET,
good tools are needed.
Another problem is the absence of industrial examples as
some academicians might tend to focus on the published
papers only. It is also emphasized that a common and fre-
quent complaint from software practitioners is that academic
research doesn’t meet their requirements or expectations [33].
At the same time, it is highly imperative to mention that
some SBSE tools have been successfully adopted, and Evo-
Suite [34] and Sapienz [4] are the prime examples of SBSE
tools that are highly effective in practice.
Research showed that the availability of reliable tools was
perceived as the most influential factor in the adoption of
model-driven engineering (MDE) [35]. For the evaluation of
MDE adoption, it is found that perceived usefulness, ease
of use, and maturity of the tools are the most important
determinants that affect the MDE adoption [36]. Despite the
emergence of scale and complexity challenges, it is also
discovered that organizational, cultural, and team-based chal-
lenges predominate the SE development process [37]. Thus,
there is a clear gap between SBSE innovation and SBSET
adoption by practitioners. Table 1 summarises the properties
of SBSET which may encourage or prevent its adoption and
actual use. It generalizes the properties into groups reflecting
the SBSET perceived usefulness (performance, effectiveness,
and robustness), perceived ease of use (simplicity, maturity,
and process integrability), and organizational and team-based
factors.
FIGURE 1. TAM model [39].
C. TECHNOLOGY ACCEPTANCE MODEL
The Technology Acceptance Model (TAM) [39] was devel-
oped on the basis of the Theory of Reasoned Action (TRA)
[40] and the Theory of Planned Behaviour (TPB) [41].
Figure 1 illustrates the TAM model.
The intention of Davis was to develop a model for testing
the acceptance of a new information system (IS) by the end-
users [39]. TAM tends to explain why individuals adopt or not
adopt a particular IS [42]. Since 1986, TAM was expanded
and applied by many researchers to the different domains
beyond IS [43]. In Software Engineering (SE), TAM was
employed to check the acceptance of CASE systems [44],
Object-Oriented Programming [45], software measures [46],
and metamodeling [47] among many others. Researchers in
SE proved that TAM could explain not only the acceptance of
an IS or a particular software but also the processes involved
under these systems. For instance, TAM has been applied
to the software process improvement initiatives because the
reasons for accepting a new initiative is similar to that for
accepting a new technology [48].
According to TAM, twomain factors could affect the adop-
tion of technology, and these two factors include Perceived
Ease of Use (PEOU) and Perceived Usefulness (PU) [7].
PEOU refers to the degree to which acquiring a technology
will require minimum physical or mental efforts. PU refers to
the beliefs of an individual in improving the job performance
when using a specific technology. The assumption of TAM is
that if an individual believes that the use of a particular tech-
nology will not be complex and will increase the usefulness
VOLUME 7, 2019 101075
V. Mezhuyev et al.: Acceptance of SBSETs: Empirical Evaluation Using the TAM
of the final product, he/she would be more likely to use this
technology.
This paper analyses the effect of both PEOU and PU on
SBSET acceptance. SBSET should be perceived as useful
and easy to use, or else SE practitioners will not adopt it.
Understanding why SE practitioners may or may not accept
SBSET is an important step to increase the effectiveness of
the software development industry.
There are many studies devoted to the predictors of PU and
PEOU in an attempt to facilitate technology acceptance [7].
There are several examples of the PU indicators. For instance,
the use of technology can increase the productivity of work
and job performance. The advantages of technology can over-
weight the disadvantages. The use of technology can provide
valuable results and can assist the work in the future. Simi-
larly, there are various issues regarding the PEOU indicators.
For example, the use of technology can make the work easier.
The use of technology can make it easier to produce valuable
results. Also, it is possible to use a technology without expert
help. These indicators are general and can be applied to the
evaluation of adopting any information technology [7]. Many
researchers argued the necessity of understanding what spe-
cific properties of technology will influence PU and PEOU.
It is pointed out that these properties can’t be fully managed
to encourage individuals’ perception [46]. This creates a
continuous need for understanding the factors affecting these
two constructs (i.e., PU and PEOU) to achieve higher levels
of acceptance.
III. RESEARCH MODEL AND HYPOTHESES
DEVELOPMENT
According to the prior studies in the literature and building
upon the TAM, we were able to identify the predictors that
could affect the perceived usefulness and perceived ease of
use of SBSET. In that, perceived performance, perceived
effectiveness, and perceived validity and robustness were
suggested to have a significant impact on perceived useful-
ness of SBSET. It is also assumed that perceived simplicity,
perceived maturity, and perceived integrability may have a
significant effect on perceived ease of use of SBSET. In addi-
tion, the organizational and team-based factors, perceived
usefulness, and perceived ease of use are posited to have a sig-
nificant impact on SBSET acceptance. Figure 2 illustrates the
proposed research model and its corresponding hypotheses.
A. PERCEIVED PERFORMANCE
Perceived performance (PP) is about ‘‘tuning so that the
average user on a multi-user system perceives that the system
is operating faster for them’’ [49]. In the SE context, PP is
regarded as a critical factor that facilitates the process of SE
projects [50]. Despite its importance in the SE literature, there
is no research devoted to exploring its effect on SE acceptance
in general, nor its relation to TAM constructs in specific.
Therefore, this study suggests that PP may have a stronger
effect on perceived usefulness of SBSET. Accordingly, the
following is hypothesized:
H1: PP has a positive effect on perceived usefulness of
SBSET.
B. PERCEIVED EFFECTIVENESS
Perceived effectiveness (PE) refers to ‘‘the degree to which
using a technology will provide benefits to consumers in per-
forming certain activities’’ [51]. In terms of SE, research indi-
cated that PE is an essential factor in studying the distributed
requirements engineering [52]. It is also pointed out that PE
had a positive influence on metamodeling acceptance [47]
and computer-aided software engineering technology [53].
In this study, it is suggested that the higher the effectiveness
of SBSET, the higher the usefulness of SBSET would be.
Therefore, this leads to the following hypothesis:
H2: PE has a positive effect on perceived usefulness of
SBSET.
C. PERCEIVED VALIDITY AND ROBUSTNESS
Perceived validity and robustness (PVR) refers to ‘‘how well
respondents thought the selection methods predicted future
job performance’’ [54]. Research argued that PVR is an
essential property of perceived usefulness [22]. In this study,
it is assumed that PVR may have a stronger effect on per-
ceived usefulness of SBSET. Accordingly, we hypothesize
the following:
H3: PVR has a positive effect on perceived usefulness of
SBSET.
D. PERCEIVED SIMPLICITY
Perceived simplicity (PS) is the key success indicator of
products’ ease of use [55]. It is believed that PS is an essen-
tial factor that affects the perceived ease of use of different
systems [56]. In this study, it is suggested that the higher the
simplicity of SBSET, the higher the easiness of the SBSET
would be. Accordingly, we hypothesize the following:
H4: PS has a positive effect on perceived ease of use of
SBSET.
E. PERCEIVED MATURITY
Perceived maturity (PM) refers to ‘‘the degree to which
tools are perceived as mature and suitable for the tasks in
hand’’ [36]. In the SE context, research indicated that PM
had a positive effect on the acceptance of object-oriented
programming [57], model-driven engineering [36], [58], and
metamodeling [47]. In the current study, it is posited that the
higher the reliability and maturity of SBSET, the higher the
easiness of SBSETwould be. Thus, this leads to the following
hypothesis:
H5: PM has a positive effect on perceived ease of use of
SBSET.
F. PERCEIVED INTEGRABILITY
Perceived integrability or integration (PI) refers to ‘‘the abil-
ity to make the separately developed components of the
system work correctly together’’ [59]. In the SE context,
PI is a critical element that precedes the development of any
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FIGURE 2. Research model and hypotheses.
software [60]. It is also assumed that PI is an essential factor
in SE environments in which the integration of user-interface,
software functions, and data format can be smoothly per-
formed [61]. In this study, it is assumed that PI may have
a stronger impact on perceived ease of use of SBSET. We,
therefore, hypothesize the following:
H6: PI has a positive effect on perceived ease of use of
SBSET.
G. PERCEIVED EASE OF USE
Perceived ease of use (PEOU) refers to ‘‘the degree to
which a person believes that using a particular system would
be free from effort’’ [7]. For many research in technology
acceptance, PEOU has been found to affect the acceptance
of several technologies including social software [62], soft-
ware utilization [63], e-payment systems [64], Google class-
room [65], and cloud computing [66], among many others.
In the SE context, research indicated that PEOU has a positive
influence on metamodeling acceptance [47] and software
measures [46]. Given its great influence on different tech-
nologies, this study suggests that PEOU may have a stronger
effect on SBSET acceptance. We, therefore, hypothesize the
following:
H7: PEOU has a positive effect on SBSET acceptance.
H. PERCEIVED USEFULNESS
Perceived usefulness (PU) is defined as ‘‘the degree to
which a person believes that using a particular system would
enhance his or her job performance’’ [7]. In the SE con-
text, research revealed that PU had a significant effect on
the acceptance of several technologies such as metamod-
eling [47], software measures [46], and electronic process
guide [38]. In this study, it is assumed that PU may have a
stronger effect on SBSET acceptance. Thus, we hypothesize
the following:
H8: PU has a positive effect on SBSET acceptance.
I. ORGANIZATIONAL AND TEAM-BASED FACTORS
Organizational and team-based factors (OTBF) is regarded as
‘‘the key factor in predicting the acceptance of several tech-
nologies and systems’’ [47]. In the context of SE, research
indicated that OTBF has a positive effect on metamodeling
acceptance [47] and model-driven engineering [67], [68].
In this study, it is posited that if the organization provides
sufficient support and training for SBSET, there is a great
chance that the end-users’ acceptance of SBSET will be
increased. Thus, the following is hypothesized:
H9: OTBF has a positive effect on SBSET acceptance.
IV. RESEARCH METHODOLOGY
A. DATA COLLECTION
The target respondents in this study are academics,
researchers, and software engineers working in different soft-
ware development companies. The emails of the respondents
were allocated through the scientific papers and technical
reports published in the last five years on the different aspects
of SBSE. An email including a letter and a reference to
the online survey was sent to 1307 participants. The letter
includes a short motivation for the survey as well as the aim
of the study. For those who didn’t respond to the survey after
a few days from the first email, a follow-up email as a gentle
reminder has been sent to them. Out of 1307 emails sent,
only 183 responses were received, resulting in a response
rate of 14%. 20 responses were discarded as they were
incomplete. Thus, the total valid responses which can be used
for further analysis is 163.
B. SURVEY INSTRUMENT
The questionnaire survey consists of four different sections.
The first section is related to the personal information of the
respondent (i.e., gender, age, country, educational level, and
occupation). The second section comprises of details regard-
ing the employment and possible type of SBSE projects.
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The third section consists of the research model constructs
which were measured using a 5-point Likert scale, ranging
from ‘‘1 = strongly disagree’’ to ‘‘5 = strongly agree’’. The
fourth section includes open-ended questions regarding the
problems preventing the acceptance of SBSET and proposals
to increase the level of SBSET acceptance. The constructs and
their corresponding items are illustrated in the Appendix.
V. RESULTS AND DISCUSSION
A. DATA ANALYSIS
The data analysis in this study was carried out using the par-
tial least squares-structural equation modeling (PLS-SEM)
through SmartPLS V.3.2.7 software [69]. This study fol-
lows the guidelines for using PLS-SEM in information sys-
tems research [70]. In that, the collected data were analyzed
using a two-step assessment approach including the measure-
ment model and structural model [71]. Since this study is
exploratory in nature, PLS-SEM is regarded as the best choice
to suit such type of studies [72].
B. DESCRIPTIVE ANALYSIS
A total of 163 valid responses were received. Of those
responses, 66.87% were males, and 33.13% were females.
The majority of respondents’ age range varied between
26 and 35 years old, with 45.4% (N = 74), this is followed by
those who range between 18 and 25 years old, with 25.77%
(N = 42), 36 and 45 years old, with 20.86%, and those who
were above 46 years old, with 7.97% (N = 13). Moreover,
most of the respondents are bachelor’s degree holders with
42.33%, this is followed by doctorate’s degree holders with
31.9%, master’s degree holders with 17.79%, and under-
graduate degrees with 7.97%. It is worth mentioning that
53.37% of the respondents are working in software devel-
opment companies, whereas 46.63% of them are working in
academia (i.e., academics or researchers). Table 2 shows the
respondents’ demographics details.
It is also worth noticing that the respondents are working
in different companies and academic institutions, in which
most of these environments have 250 employees and above.
Most of the software development companies’ respondents
are working in mature software companies, which age over
seven years old. In terms of experience with SBSE, the major-
ity of the respondents has 3-6 years of practice (46.8%),
while 29.8% of them have more than 6 years of experience.
With respect to the SBSET application domains, most of the
mainstream approaches are related to the software testing and
debugging, software design, while the requirements priori-
tization and the software maintenance share the third place
(see Figure 3). PhD projects and other research projects are
considered the dominant ones as compared with the other
types of SBSE applications (see Figure 4).
At the same time, most of the respondents indicated that
there is a high relevance between SBSE-related projects and
their industrial applications (see Figure 5). To analyse the
effort on developing new SBSET or applying existing ones,
FIGURE 3. SBSET application domains.
FIGURE 4. Types of SBSE projects.
FIGURE 5. Evaluation of industrial relevance of the projects.
the respondents were asked to answer the question ‘‘Did you
invent a new SBSE algorithm or tool?’’. Figure 6 shows that
77.7% of the respondents reported the use of an existing
SBSET, whereas only 22.3% were involved in the devel-
opment of new algorithms or tools. Concerning the use of
SBSET in an interactive way, the respondents were asked
to answer the question ‘‘Did you modify an existing SBSE
algorithm to improve its performance or search results?’’.
Figure 7 shows that the majority of the respondents (74.7%)
reported their efforts on performing modifications on SBSE
algorithms; thus, this shows a clear preference of using
SBSET as ‘‘white-boxes’’ models.
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TABLE 2. Respondents’ demographics.
FIGURE 6. The usage of existing or invention of new SBSET.
FIGURE 7. Efforts in modifying SBSE algorithms.
C. MEASUREMENT MODEL ASSESSMENT
Before testing the hypotheses in the structural model,
the evaluation of the measurement model should be con-
firmed. The reason for analyzing the measurement model is
to ensure that the measures used are sound and they provide
the understood theoretical parts adequately. The assessment
of the measurement model includes measuring the reliability
(Cronbach’s Alpha and composite reliability) and validity
(convergent and discriminant validity).
For testing the internal consistency reliability, the results
in Table 3 reveal that the Cronbach’s Alpha values are
ranged between 0.733 and 0.932 which were all higher
than the threshold value of 0.7 [71]. The results also
revealed that the composite reliability (CR) values are
ranged between 0.836 and 0.957 which were all higher than
the suggested value of 0.7. Therefore, the internal consis-
tency reliability in terms of Cronbach’s Alpha and CR is
confirmed.
Convergent validity refers to the measurement of which
multiple items are similar in concept. In this study, factor
loadings and average variance extracted (AVE) were tested
to examine the convergent validity [73]. AVE refers to the
grand mean value of the squared loadings of the indicators
related to the construct [74]. As per Table 3, the values of
factor loadings have fulfilled the requirements as all of these
values were higher than the recommended value of 0.7. The
results in Table 3 also indicate that the AVE values are ranged
between 0.631 and 0.881 which were all higher than the sug-
gested value of 0.5 [71]. Given these results, the convergent
validity is ascertained.
Discriminant validity is generally an accepted precondi-
tion for analyzing the relationships between latent variables.
It aims to ensure that a reflective construct has the strongest
relationships with its own indicators in comparison with other
constructs in the PLS path model [71]. Henseler and his
research team have proposed a new criterion for assessing
the discriminant validity, which is known as the ‘‘Heterotrait-
Monotrait ratio (HTMT)’’ [75]. In that, the HTMT ratio has
been shown to have higher performance compared to the
previous criteria. Based on the previous assumptions and
according to the recommendations of Hair et al. [73], this
study employs the HTMT criterion for assessing the discrim-
inant validity. According to Table 4, it can be deduced that
the HTMT criterion is met as all the values were less than
the threshold value of 0.85 [75]. Thus, this indicates that the
discriminant validity is established.
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TABLE 3. Constructs reliability and validity.
TABLE 4. HTMT ratio results.
D. STRUCTURAL MODEL ASSESSMENT
The explanatory power of the proposed model was evalu-
ated by measuring the discrepancy amount in the dependent
variables. According to Hair et al. [71], the coefficient of
determination (R2) and path coefficients are considered as the
essential measures for assessing the structural model. In terms
of path analysis, Figure 8 and Table 5 demonstrate the path
coefficients, t-values, and p-values for each hypothesis. It can
be noticed that all the hypotheses are supported, which in
turn indicates that all the paths are significant between the
independent and dependent variables.
Hypothesis 1 (B = 0.253, p < 0.05) describes the
path between perceived performance and perceived useful-
ness; indicating that the perceived performance enhances the
perceived usefulness of SBSET. Hypothesis 2 (B = 0.359,
p < 0.01) shows the path between perceived effectiveness
and perceived usefulness; representing that the perceived
effectiveness leverages the perceived usefulness of SBSET.
Hypothesis 3 (B = 0.396, p < 0.01) demonstrates the path
between perceived validity and robustness and perceived use-
fulness; revealing that the perceived validity and robustness
positively influences the perceived usefulness of SBSET.
Hypothesis 4 (B = 0.556, p < 0.001) describes the
path between perceived simplicity and perceived ease of
use; indicating that the perceived simplicity significantly
affects the perceived ease of use of SBSET. Hypothesis 5
(B = 0.567, p < 0.001) describes the path between per-
ceived maturity and perceived ease of use; indicating that
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FIGURE 8. PLS algorithm results.
TABLE 5. Hypotheses testing results.
the perceived maturity enhances the perceived ease of use of
SBSET. Hypothesis 6 (B = 0.558, p < 0.001) shows the
path between perceived integrability and perceived ease of
use; representing that the perceived integrability leverages the
perceived ease of use of SBSET.
Hypothesis 7 (B = 0.590, p < 0.001) demonstrates the
path between perceived ease of use and the actual use of
SBSET; revealing that the perceived ease of use positively
influences the actual use of SBSET. Hypothesis 8 (B =
0.794, p < 0.001) describes the path between perceived
usefulness and the actual use of SBSET; indicating that the
perceived usefulness significantly affects the actual use of
SBSET. Hypothesis 9 (B = 0.205, p < 0.05) demonstrates
the path between the organizational and team-based factors
and the actual use of SBSET; revealing that the organizational
and team-based factors positively influence the actual use of
SBSET.
With respect to the (R2), the results in Figure 8 indicate
that perceived performance, perceived effectiveness, and per-
ceived validity and robustness explain 72.1% of the variance
in perceived usefulness. It is also revealed that perceived
simplicity, perceived maturity, and perceived integrability
explain 89.7% of the variance in perceived ease of use.
More interesting, perceived usefulness, perceived ease of use,
and organizational and team-based factors explain 58.2%
of the variance in the actual use of SBSET. In compliance
with the recommended values of (R2) [76], the achieved
(R2) values in this study are regarded to be extremely
acceptable.
VI. CHALLENGES AND OPPORTUNITIES FOR SBSET USE
This section analyses the responses to the open-ended ques-
tions about problems preventing the use of SBSET and pro-
posals to increase the level of SBSET acceptance.
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A. PROBLEMS PREVENTING THE USE OF SBSET
One of the good examples that was given by the respondents
regarding the problems hindering the SBSET use is ‘‘There
are multiple problems. The relative complexity of SBSE
together with a relative lack of support tool mean that the
cost of adoption is quite high. Specialist support is needed to
ensure that the problem is formulated in a way that is mean-
ingful for SBSE and relevant to the company. Initial adoption
of SBSE in the industry is less like adopting a tool and more
like conducting a research project.’’. The rest of the answers
can be generalized into four different groups. First, the lack of
user-friendly tools and the absence of at least one killer appli-
cation. Second, the internal problems of SBSE such as diffi-
culties in parameters tuning and the scalability to real-world
problems. Third, the lack of empirical research can mislead
the easier use of SBSET. Fourth, the absence of awareness
and lack of human-competitive results. The absence ofmature
and user-friendly tools is the main problem triggered out by
the SBSE practitioners. The respondents also pointed out that
most of the existing SBSE tools are just approaches pro-
posals. The previous problems are considered the reasonable
ones that may hinder the adoption of SBSET in industry.
In addition, some studies have attempted to study the
phenomenon of human competitiveness in SBSE [77]. The
approach proposed by Barr et al. [78] has won an award
regarding human competitiveness.
B. PROPOSALS FOR IMPROVING SBSET
INDUSTRIAL ACCEPTANCE
Correspondingly with the formulated problems, the respon-
dents have suggested different proposals for improving
the industrial acceptance of SBSET which can be gener-
alized into three different groups. First, the development
of mature tools. Second, the development of more generic
approaches and solutions. Third, the development of SBSET
practical examples and demonstrating them to the indus-
trial practitioners.
There are other possible improvements related to the
translation of SBSET from the academia into the industry,
in which, it needs the application of methods from the eco-
nomic domain. This includes: 1) the return on investment
of SBSET in the real world, 2) the development of SBSET
cost-benefit analysis, 3) the use of interns, placements, and
contract work, 4) orientation and integration into the process
of software development companies, and 5) investigating the
potential of SBSE solutions reuse in other projects.
VII. CONCLUSION
SBSE is a discipline that concentrates on the applicability
of search-based optimization techniques to solve SE prob-
lems. While SBSET has received considerable attention from
a number of software development companies, others are
reluctant to accept it. In order to provide a common platform
for evaluating the SBSET acceptance, this paper took the
advantages of TAM to achieve this target. The TAM has been
extended by the factors from the literature, which researchers
assume to be important for the usefulness and ease of use of
SBSET (i.e., perceived performance, effectiveness, validity
and robustness, simplicity, maturity, and integrability). It was
also assumed that organizational and team-based factors had
an influence on the acceptance of SBSET.
The results of this research study indicated that perceived
ease of use along with its determinants (perceived simplicity,
perceived maturity, and perceived integrability), perceived
usefulness along with its predictors (perceived performance,
perceived effectiveness, and perceived validity and robust-
ness), and organizational and team-based factors positively
affect the actual use of SBSET. In that, the SBSET was
perceived to have good performance, effectiveness, validity,
robustness, simplicity, maturity, and process integrability,
and the practitioners are highly motivated toward the use of
SBSET in their organizations.
Together with the investigation of industrial acceptance of
SBSET using TAM, the study also analyzed the obstacles
of SBSET acceptance and provided several proposals for its
improvement in the software industry. The development of
mature tools and more generic approaches (e.g., the introduc-
tion of parameter-free meta-heuristics) are the most critical
directions that need to be considered. The acceptance of
SBSET by industry would also require an investigation of the
return on investment, cost-benefit analysis, and the effective
ways of integrating the SBSE into the business processes of
software development companies.
Although the current study yielded significant results,
it also posits some limitations that need to be considered
in future attempts. First, the sample size is relatively small.
Second, by taking the previous limitation into consideration,
the entire collected data were analyzed as a whole (i.e.,
academics and software engineers together). Thus, it is highly
imperative if future trials would take these limitations into
consideration and attempt to separately analyze the developed
model in terms of academics and software engineers.
APPENDIX
CONSTRUCTS AND CORRESPONDING ITEMS
Perceived Performance (PP)
PP1. SBSE techniques have good performance.
PP2. SBSE techniques allow to achieve valuable results in a
reasonable time frame.
PP3. SBSE techniques allow to achieve comprehensive
resolution.
Perceived Effectiveness (PE)
PE1. SBSE techniques provide effective solutions.
PE2. SBSE techniques allow to automate problem-solving.
PE3. SBSE techniques allow to manage conflicting
objectives.
Perceived Validity and Robustness (PVR)
PVR1. SBSE techniques have been extensively empirically
validated.
PVR2. The robustness of SBSET is proven.
PVR3. SBSE techniques produce trustworthy problem
solutions.
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Perceived Simplicity (PS)
PS1. It is difficult to reformulate a SE problem as a search
problem.
PS2. It is difficult to define software metrics to formulate a
fitness function.
PS3. It is hard to solve the highly constrained problems.
Perceived Maturity (PM)
PM1. SBSE techniques are not mature enough.
PM2. SBSE techniques do not have mature and reliable tools.
PM3. SBSE techniques lack of real-world examples.
Perceived Integrability (PI)
PI1. SBSE techniques can be easily integrated into the
business process of a software company.
PI2. SBSE techniques can be used at any stage of
SE development process.
PI3. SBSE techniques can be used repeatedly throughout the
development process.
Perceived Usefulness (PU)
PU1. The use of SBSE techniques is beneficial for me.
PU2. SBSE techniques allow solving complex problems.
PU3. SBSE techniques increase the productivity and enhance
the quality of software development.
Perceived Ease of Use (PEOU)
PEOU1. I believe that SBSE techniques are easy to use.
PEOU2. No specific knowledge is needed to apply SBSE
techniques.
PEOU3. I can use SBSE techniques without special training
and expert help.
Organizational and Team-Based Factors (OTBF)
OTBF1. The profile of my company corresponds to SBSE
techniques.
OTBF2. My organization provides training and tools for
SBSE techniques.
OTBF3. Lack of corresponding to SBSE competencies can
neglect the success of SBSE techniques application.
Actual Use (AU)
AU1. I use SBSE techniques frequently.
AU2. I use SBSE techniques in daily practice.
AU3. My commitment to SBSE techniques is high.
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