Abstract This paper aims to study the convergence rate of a majorized alternating direction method of multiplier with indefinite proximal terms (iPADMM) for solving linearly constrained convex composite optimization problems. We establish the Q-linear rate convergence theorem for 2-block majorized iPADMM under mild conditions. Based on this result, the convergence rate analysis of symmetric Gaussian-Seidel based majorized ADMM, which is designed for solving multi-block composite convex optimization problems, are given. We apply the majorized iPADMM to solve three types of regularized logistic regression problems: constrained regression, fused lasso and overlapping group lasso. The efficiency of majorized iPADMM are demonstrated on both simulation experiments and real data sets.
Introduction
In this paper, we consider the following 2-block convex composite optimization problem: Let M : X → X be a self-adjoint linear operator (not necessary semidefinite positive), denote x 2 M := x, Mx . Let σ > 0 be a given parameter. The augmented Lagrangian function of (1.1) is defined by L σ (y, z; x) = f (y) + p(y) + g(z) + q(z) + x, A * x + B * y − c + σ 2 A * x + B * y − c 2 .
Consider the following general 2-block ADMM iterative scheme,
T | z ∈ Z , x k+1 = x k + τ σ(A * x + B * y − c).
It well known that if S = 0 and T = 0, the iterative scheme (1.2) is exactly the classic ADMM designed by Glowinski and Marroco [23] and Gabay and Mercier [22] ; if S 0, T 0 and τ = 1, iterative scheme (1.2) reduces to the method of Eckstein [16] ; if both S and T are self-adjoint positive semidefinite linear operators, τ ∈ (0, (1 + √ 5)/2), iterative scheme (1.2) is known as semiproximal ADMM (sPADMM) which is proposed by Fazel et al. [19] . To know more about the above mentioned works and their relationships with well known methods, proximal point algorithms (PPA) and Douglas-Rachford (DR) splitting method, we refer the readers to [23, 25, 24, 20, 16, 17, 18, 10, 36, 29] .
One of the most important motivation behind ADMM is to fully use the separable structure. In other words, a potential assumption of using ADMM is that each subproblem can be efficiently solved. Generally speaking, if f or g is not a quadratic or linear function, the corresponding subproblem does not have closed-form solutions or cannot be solved efficiency. In order to continue enjoying benefits of the separable structure. Li et al. [36] extend the spADMM to a majorized ADMM with indefinite proximal terms (iPADMM). They also establish the global convergence and the iteration-complexity in the nonergodic sense of the majorized iPADMM. Compared with the majorized techniques mentioned in [2, 10] , the majorized iPADMM uses semidefinite positive operators instead of Lipschitz constants. The most important motivation behind this is the better numerical performance. This will be illustrated in Table 1 .
In this paper, we further study the rate of convergence of the majorized iPADMM presented in [36] . Now, we recall the majorized iPADMM. Since both f (·) and g(·) are smooth convex functions, there exist self-adjoint and positive semidefinite linear operators Σ f and Σ g such that for any y, y ∈ Y and any z, z ∈ Z, f (y) ≥ f (y ) + ∇f (y ), y − y + 1 2 y − y For any given (y , z ) ∈ Y × Z, σ ∈ (0, +∞) and any (y, z, x) ∈ Y × Z × X , the majorized augmented Lagrangian function is defined as L σ (y, z, x; y , z ) :=f (y, y ) + p(y) +ĝ(z, z ) + q(z) + x, A * y + B * z − c
wheref andĝ are defined by (1.5) and (1.6), respectively. Then the majorized iPADMM can be described as follows.
Algorithm 1 Majorized iPADMM
Let σ > 0 and τ ∈ (0, (1 + √ 5)/2) be given parameters. Let S and T be given self-adjoint, possible indefinite, linear operators defined on Y and Z, respectively. Input (y
Step 1. Compute
Step 2. If a termination criterion is not met, set k := k + 1 and go to Step 1.
As mentioned in Han et al. [29] , a large amount of literature focuses on designing variant forms of ADMM and their applications. The literature on linear rate convergence, especially the Q-linear rate, on the other hand, is relatively sparse. Based on the close connections among DR, PPA and classic ADMM with τ = 1, the R-linear rate convergence of ADMM can be established under conditions such as strongly monotone, error bounds. By using different technical tools, the local Q-linear rate convergence of sequence {(z k , x k )}, generated by the generalized ADMM as defined in Eckstein and Berstekas [17] , is established by Han and Yuan [30] . Yang and Han [57] show the Q-linear rate convergence of ADMM for solving a class of convex piecewise linear-quadratic problems. In the same paper, the Qlinear rate convergence of linearized ADMM with positive definite proximal operators and τ = 1 is also proved. Under assumptions that either f (y) + p(y) or g(z) + q(z) is strongly convex with a Lipschitz continuous gradient and others, Deng and Yin [13] provide some scenarios on the R-linear and Q-linear rate of convergence of ADMM. Recently, based on the easy-to-use convergence theorem in Fazel et al. [19] , the Q-linear rate convergence theorem for spADMM with τ ∈ (0, (1 + √ 5)/2) is established by [29] under a calmness condition, which holds automatically for convex composite piecewise-linear programming. To know more about the convergence rate analysis of ADMM, we refer to [29] and the references therein. Inspired by [29] , we resolve the Q-linear rate convergence issue for the majorized iPADMM scheme with τ ∈ (0, (1 + √ 5)/2). Due to the potential divergence of direct extension of 3-block ADMM [4] , much effort has been spent to design convergent and efficient multi-block ADMM methods for linear/convex quadratic programs. Among these works, the symmetric Gauss-Seidel based ADMM (sGS-ADMM), which is initially presented by Li et al. [38] has attracted more and more attention because of its excellent numerical performance. The convergence proof in [38] is via establishing its equivalence to general 2-block spADMM with particular proximal terms. This is one of the motivations that inspire us to analyze the general 2-block majorized iPADMM. For more discussions about symmetric Gauss-Seidel based ADMM, see [5, 37, 38, 39] .
The main contributions of this paper are as follows,
(1) we first refine the conditions in [36, Theorem 10 (b) ] to establish the convergence of the majorized iPADMM with
respectively. This improvement is quite useful in the cases when the f or g is not quadratic function.
(2) we build up a general Q-linear rate convergence theorem based on an inequality associated with the iteration sequences generated by majorized iPADMM. The convergence analysis of symmetric Gauss-Seidel based majorized ADMM (sGS-mPADMM) is also presented.
(3) we apply the majorized iPADMM to three types of regularized logistic regressions: constrained regression, fused lasso and overlapping group lasso.
The rest of the paper is organized as follows. In section 2, we give some preliminaries that will be frequently used in other sections. In section 3, we refine the convergence result [36, Theorem 10 (b) ] and then establish a general Q-linear rate convergence theorem under a metric subregularity condition. In section 4, we apply the majorized iPADMM to three types of regularized logistic regression and then present the numerical results. Finally, we give some concluding remarks and future works in Section 5.
Preliminaries
In this section, we first summarize and study some preliminaries that will be used in the subsequent analysis.
Let (ȳ,z) be the optimal solution of problem (1.1). If there existsx ∈ X such that (ȳ,z,x) satisfies the following Karush-Kuhn-Tucker (KKT) system: It is well known that the Moreau-Yosida proximal mappings Pr θ (·) is globally Lipschitz continuous with modulus one, see e.g. [31, 35] . Denote u := (y, z, x) ∈ U with U := Y × Z × X . Define the KKT mapping R : U → U as
From [42] , we know that u ∈ Ω if and only if R(u) = 0.
Let F : X ⇒ Y be a multivalued mapping. Denote its inverse by F −1 . Define the graph of multivalued function F as follows
Definition 2.1. [15] A multivalued mapping F : X ⇒ Y is said to be metrically subregular atx ∈ X forȳ ∈ Y with modulus κ ≥ 0 if (x,ȳ) ∈ gph(F) and there exist neighborhood U ofx and V ofȳ such that
or equivalently, F is said to be metrically subregular atx forȳ with modulus κ ≥ 0 if there exists a neighborhood U ofx such that
It is well known that F is metrically subregular atx ∈ X forȳ ∈ Y if and only if F −1 is calm atȳ ∈ Y forx ∈ X , whereȳ ∈ F −1 (x). From [44, Proposition 1] and [48] , we know that if F is piecewise polyhedral or F is the subdifferential mapping of a convex piecewise linear-quadratic function, then F is metrically subregular atȳ forx. Till now, numerous works have been done to study the sufficient conditions of calmness of KKT solution mappings, we refer to [11, 14, 26, 12] and the references therein.
To establish the linear rate convergence of the majorized iPADMM, we need the metric subregularity of KKT mapping R. From the definition 2.1, the metric sub-regularity of R atū ∈ Ω for origin with modulus η > 0 can be describe as: there exists ρ > 0 such that Since for any proper closed convex function θ : Y → ∪ {+∞}, the subdifferential ∂θ(·) is a monotone multi-valued mapping (see [46] ), i.e., for any y 1 , y 2 ∈ domθ, it holds that
and let x and y be points in V. Then one has
where conv ∂F([x, y])(y − x) denotes the convex hull of all points of the form ζ(y − x), where
In this subsequent analysis, we will use the expressions of proximal mappings associated with 1 and 2 norm, respectively. For any c 1 , c 2 > 0,
otherwise.
Q-Linear rate of convergence
This section aims to analyze the convergence rate of the majorized iPADMM for solving (1.1). We show that the algorithm achieves a Q-linear rate of convergence under mild conditions. Before formally stating this result, we first give some technical results. Throughout the subsequent analysis, we assume that Assumption 2.1 and the following assumption hold. 
Technical lemmas
For any self-adjoint linear operator M : X → X , we denote the largest eigenvalue by λ max (M). For notational convenience, define
Set κ 4 := max{κ 1 , κ 2 , κ 3 } and
} be the infinite sequence generated by the majorized iPADMM scheme. Then for any k ≥ 0,
Proof. The optimality condition for (1.8a) is
It follows from (1.8c),
From Proposition 2.1, we know that there exists
Substituting the above equation and (3.3) into (3.2), we get
where
Since the Moreau-Yosida proximal mapping is globally Lipschitz continuous, we have that for any k ≥ 1,
Next, we estimate upper bounds of λ max (S k ) and
and consequently, for any k ≥ 1, we have
By substituting above two inequalities into (3.4), we can get (3.1). This completes the proof.
To refine the global convergence of the majorized iPADMM in [36, Theorem 10(b)], we need the following lemma.
Lemma 3.2. Let h : X → be a smooth convex function and there is a self-adjoint positive semidefinite linear operator P such that, for any givenx ∈ X ,
Then it holds that
Proof. For any ε ∈ , define
Then, from (3.5) and [43, Theorem 2.1.5], we have that
Consequently, for any ε = 0, we obtain that
Then, we obtain
Therefore, by taking limits on both sides of the above inequality for ε → 0, we complete the proof.
Lemma 3.3. Let {(y k , z k , x k )} be the infinite sequence generated by the majorized iPADMM. Then, for anyū := (ȳ,z,x) ∈ Ω, τ > 0 and k ≥ 0, we have
where for any k ≥ 0,
Proof. By the first order optimality conditions (1.8a) and (1.8b), we have
Since (ȳ,z,x) is a KKT point, it holds that
We obtain from the maximal monotonicity of ∂p that
Thus, by reorganizing above inequality and Lemma 3.2, we have
Similarly, by using the maximal monotonicity of ∂q and Lemma 3.2, we obtain
By adding (3.11) and (3.12) together, we get
Directly from [36, Equation (47)], it holds that
(3.14)
Since for any self-adjoint linear operator G, it holds that u, Gv =
This, together with (3.14) and (3.13) implies that the conclusion holds. The proof is completed.
Since the proof of the following lemma is not much different from the one in [36, Theorem 10, Inequality (55)] except for replacing Inequality (33) in [36] by (3.7) in Lemma 3.3, we only include an outline here. For notational convenience, let
Lemma 3.4. Suppose that Assumption 2.1 holds. Let H f and H g be defined in (3.15). Let {u k := (y k , z k , x k )} be the infinite sequence generated by the majorized iPADMM scheme. For each k and any KKT pointū := (ȳ,z,x), let φ k be defined in (3.8). Then, for any k ≥ 1, we have
Proof. From [36, Lemma 7] , it holds that
This, together with the definition of φ k and Lemma 3.3 implies the conclusion.
For any τ ∈ (0, +∞), as in [29] , we define
It is easy to check that
. Let E : X → Y × Z × X be a linear operator such that its adjoint E * satisfies E * (y, z, x) = A * y + B * z. Denote the following two self-adjoint linear operators:
19)
Since t τ > 0, we know that H g 0 is equivalent to
Lemma 3.5. Let τ ∈ (0, (1+ √ 5)/2), M and H be defined in (3.19) and (3.20), respectively. Then,
Proof. First we show that
Suppose that
Since t τ > 0 and
This together with the assumption that 1 2 Σ f + S + σAA * 0 implies d y = 0. This contradiction shows that H 0. We can get M 0 by using the same technicals. For brevity, we omit the details. Next, we show that H 0 ⇒
The proof is completed.
Convergence analysis
In this subsection, we investigate the convergence of majorized iPADMM for solving (1.1). Inspired by [29, Proposition 4] , we first develop a key inequality needed for proving the linear rate convergence for the majorized iPADMM. Proposition 3.1. Let τ ∈ (0, (1 + √ 5)/2) and {u k := (y k , z k , x k )} be the infinite sequence generated by the majorized iPADMM. Then for any KKT pointū := (ȳ,z,x) and any k ≥ 1,
Consequently, we have for all k ≥ 1,
Proof. By reorganizing the inequality (3.16), we have
From definitions of x k+1 and (ȳ,z,x), we have
(3.25)
Then we can get (3.22) by substituting (3.25) into (3.24). Since inequality (3.22) holds for anyū ∈ Ω, we can get (3.23) from the fact that Ω is nonempty closed convex set. This completes the proof.
Now we are ready to establish the linear rate of convergence of the majorized iPADMM for (1.1) under a metric sub-regularity on R at some KKT point for origin. Theorem 3.1. Let {u k := (y k , z k , x k )} be the infinite sequence generated by the majorized iPADMM scheme. Let τ ∈ (0, (1 + √ 5)/2),
Then, we have the following results, (a) the sequence {(y k , z k )} converges to an optimal solution of problem (1.1) and {x k } converges to an optimal solution of the dual of problem (1.1).
(b) Suppose that the sequence {(y k , z k , x k )} generated by the majorized iPADMM converges to KKT pointū := (ȳ,z,x). If R is metrically subregular atū for origin with modulus η > 0. Then there exist a positive number µ ∈ (0, 1) and integer
Moreover, there exists a positive numberμ ∈ [µ, 1) such that for all k ≥ 1,
Proof. We first prove the convergence on the sequences {(y k , z k )} and {x k }. From Lemma 3.5 and (3.26), we know that H 0, M 0 and Σ g + T 0. Then we obtain from Proposition 3.1 that {u k+1 } is bounded and
Consequently, there is a subsequence {u k i } which converges to a cluster point u ∞ . From Lemma 3.1, we know that
Taking limits on both sides of the above inequality, we obtain R(u ∞ ) = 0. Thus, the subsequence {u k i } converges to u ∞ ∈ Ω. Therefore, the sequence { u
Σg+T } converges to 0 as k i → ∞. Since the subsequence is a non-increasing sequence and u k+1 − u k → 0, we have
Therefore, the whole sequence {u k } converges to {u ∞ }. This completes results (a). Next, we prove (b). From (a), we know that the sequence {(y k , z k , x k )} generated by the majorized ADMM converges toū = (ȳ,z,x). Then there exist ρ > 0 and an integer k 0 ≥ 1 such that for all k ≥ k 0 , u k+1 −ū ≤ ρ.
Therefore, by using Lemma 3.1 and (2.3), we know that for all
From the definition of H and the fact that H 0, we know that there exists a finite real number 1 ≥ 0 such that Σ g + T 1 H g . Then, it holds that
Also, then there exists a finite real number 2 > 0 such that H 0 2 H. It follows from (3.29) that for all k ≥ k 0 , 
Then by reorganizing the above inequality, we know that for all k ≥ k 0 ,
max (M) = 1/µ. where µ := ( 1 β + 1)/(1 + β + 1 β) < 1. Then we know that inequality (3.27) holds.
By combining (3.27) with Lemma 3.1, (3.23) in Proposition 3.1, we can obtain directly that there exists a positive numberμ ∈ [µ, 1) such that (3.28) holds for all k ≥ 1. This completes the proof.
A sGS based majorized ADMM
Consider the following general multi-block convex composite programming model, For each i ∈ {1, . . . , s} and j ∈ {1, . . . , t}, we assume that f i : Y i → ∪ {+∞} and g j : Y j → ∪ {+∞} are convex functions with Lipschitz continuous gradients. Then, for given y i ∈ Y i , z j ∈ Z j , there exist positive semidefinite matrices Σ f i and Σ g j such that
. . , Σ gt ). For any given parameter σ > 0, the majorized augmented Lagrangian function L σ (y, z, x; y , z ) is defined as (1.7). Then the majorized sGS based majorized ADMM (sGS-msPADMM) can be described as follows.
Algorithm 2 sGS-msPADMM
Let σ > 0 and τ ∈ (0, (1 + √ 5)/2) be given parameters. Input (y 0 , z 0 , x 0 ) ∈ dom p × dom q × X . For k = 0, 1, 2, . . . generate (y k+1 , z k+1 ) and x k+1 according to the following iteration.
Step 1a. (Backward GS sweep) Compute for i = s, . . . , 2,
and y
Step 1b. (Forward GS sweep) Compute for i = 2, . . . , s,
Step 1c. (Backward GS sweep) Compute for j = t, . . . , 2,
and z
Step 1d. (Forward GS sweep) Compute for j = 2, . . . , t,
Step 2.
For each i ∈ {1, . . . , s} and j ∈ {1, . . . , t}, choose self-adjoint (not necessary positive semidefinite) linear operators
Define the following two linear operators,
where sGS( By using the same process in Li et al. [38] and Chen et al. [5] , the sGS-msPADMM can be converted into an equivalent 2-block majorized iPADMM with self-adjoint positive semdefinite proximal terms S and T . By noting the choice of S i and T j , we know that Assumption 3.1 holds and
Now we are ready to state the convergence results of the sGS-msPADMM.
Theorem 3.2. Let {u k := (y k , z k , x k )} be the infinite sequence generated by the sGSmsPADMM. Let τ ∈ (0, (1+ √ 5)/2) and choose proximal terms S i and T j , ∀i ∈ {1, . . . , s}, j ∈ {1, . . . , t} such that
where S and T are defined by (3.33) . Then, we have the following results, (a) the sequence {(y k , z k )} converges to an optimal solution of problem (3.32) and {x k } converges to an optimal solution of the dual of problem (3.32).
(b) Suppose that the sequence {(y k , z k , x k )} generated by the sGS-msPADMM converges to KKT pointū := (ȳ,z,x). If R is metrically subregular atū for origin. Then the sequence {u k } linearly convergent to u.
Applications and numerical results
In this section, we apply the majorized iPADMM to general regularized logistic regression in the following form, min
where f : n+1 → ∪ {+∞} is the logistic loss function and ϕ : n → ∪ {+∞} is convex. More specifically, the logistic loss function f takes the following form,
where B i ∈ n are the predictor variables and b i ∈ {1, −1} are the responses, i = 1, . . . , N . For notation convenience, setỹ := [y;
and denote the gradient of f atỹ ∈ domf by ∇f (ỹ). Since the gradient ∇f is Lipschitz continuous on domf , we know that for any giveñ y ∈ n , there exists a positive semidefinite matrix Σ such that
In this section, we consider the logistic regression with three types of ϕ(·), namely, constrained regression, fused lasso and overlapping group lasso. Next, we reformulate these three types of regularized logistic regression into the framework of (1.1) and tailor the majorized iPADMM for each of them. Since our main purpose is to test the numerical performance of majorized iPADMM, we omit the history and development of these regularized logistic regression models. To know more about these models, we refer to [7, 32, 33, 34, 47, 51, 52, 58, 21, 41, 59 ].
Applications

Constrained logistic regression
Inspired by James [33] , we consider the function ϕ in the following form,
is an indicator function of convex set D. We can rewrite (4.1) as
The KKT condition can be written as follows
The majorized augmented Lagrangian function L σ (·) in (1.7) can be specifically written as
Therefore, we can solve (4.4) via the following iterative scheme:
Based on the optimality conditions, we measure the accuracy of an approximate optimal KKT point (y, u, v, ξ, ζ) via
, i = 1, . . . , N.
Fused lasso logistic regression
The fused lasso method is introduced by Tibshirani et al. [52] to study the situation that the features have a natural order. In this case, for any given λ 2 > 0, the function ϕ takes the following form,
By introducing auxiliary variable z ∈ n , we can reformulate the fused lasso problem into the framework of (1.1), i.e., min
where q(z) := λ 1 z 1 + λ 2 n i=2 |z i − z i−1 |. The KKT system can be written as follows,
The function L σ (·) in (1.7) can be specifically written as
Consequently, the majorized iPADMM iteration scheme for solving (4.8) can be described as follows,
Based on the optimality conditions, we measure the accuracy of an approximate optimal KKT point (y, z, x) via
It is worth to mention that, the solution z k+1 can be obtained by the following proposition.
Lemma 4.1. For any λ 1 , λ 2 ≥ 0, the optimal solution z * of the
can be described as
The above result was first shown in [51] by using the subgradient technique and an alternative proof can be found in [41] . Though there is no closed-form expression of z 0 , algorithms presented in [9] can be used to get z 0 very efficiency. The corresponding code can download from website "https://www.gipsa-lab.grenoble-inp.fr/ laurent.condat/software.html".
Overlapping group logistic regression
In this subsection, we focus on the case that
where λ 2 ≥ 0, G l ⊆ {1, 2, . . . , m}, l = 1, 2, . . . , m, contains the indices corresponding to the l-th group of features. The m groups of features are pre-specified, potentially with overlaps between groups.
For each l ∈ {1, 2, . . . , m}, define the linear operator P l by P l y = y G l and introduce new variables u l ∈ |G l | and v ∈ n . Let |G| = The Lagrangian function associated with (4.11) can be defined by L(y, y 0 , u, v; ξ, ζ) :
And then, the KKT system can be written as follows,
The majorized iPADMM iteration scheme can be described as follows:
Numerical results
In this subsection, we evaluate the performance of majorized iPADMM for solving constrained logistic regression (4.4), fused lasso (4.8) and overlapping group lasso (4.11), respectively. For all numerical experiments of majorized iPADMM, we choose τ = 1.618. values. All our computational results are obtained by running Matlab (2014a) on a windows workstation (16-core, Intel Xeon E5-2650 @ 2.60GHz, 64 G RAM). Set S 0 = rσI and
where r > 0 is a given positive number, in our tests, we set r = 10 −6 . It is worth mentioning that the positive penalty parameter σ is smaller than 1 in all the test examples. Therefore, the proximal term S 1 may not be a positive semidefinite operator. In the subsequent discussions, we call the majorized iPADMM with S 0 as "majorized spADMM" and majorized iPADMM with S 1 as "majorized iPADMM"
Constrained logistic regression: synthetic data
In this part, we test the performance of majorized iPADMM for constrained logistic regression by using synthetic data. The data B ∈ n×N , D ∈ m×n and d ∈ m are generated by standard normal distribution. We compare the performance between the majorized iPADMM and majorized spADMM. For each method, we also report the results obtained by two different choice of Σ, i.e., Σ := 0.25AA T /N and Σ := 0.25λ max (AA T )I/N . Algorithms will be terminated when η CL ≤ ε or the maximum iteration number is reached. In this test, we choose the regularization parameter λ 1 = γ B T b ∞ /N , where 0 < γ < 1. The maximum iteration number is 70,000 and error tolerance ε=1e-5. Table 1 reports the comparison among majorized iPADMM and majorized spADMM with different Σ. Since the workload of each iteration is nearly the same, we only report the number of iterations required for convergence. From the table, we know that the performance of majorized iPADMM with Σ = 0.25AA T /N is better than the case that Σ = 0.25λ max (AA T )I/N . In each case, the majorized iPADMM can sometimes bring about 40% reduction in the number of iterations needed for convergence as compared with the majorized spADMM. Note that though the size of each scenario is small, many cases still can not be solved within maximum iteration if Σ is taken as 0.25λ 
Fused lasso logistic regression: LIBSVM dataset
In this part, we apply the majorized iPADMM to fused lasso logistic regression and test performance with data sets:a8a, a9a, colon-cancer, duke breast-cancer, rcv1.binary, news20.binary. We get these data from the LIBSVM datasets [3] .
To evaluate the numerical performance, we also report majorized spADMM and a commonly used first order algorithm for solving fused lasso problem: the accelerated proximal gradient algorithm implemented in [41] . This algorithm is called "EFLA" 1 in [41] . In the comparison, we terminate "EFLA" if the objective value obj E satisfies 0 ≤ obj E −obj M ≤ ε, where obj M is the objective value obtained by majorized iPADMM. To keep things fair, we use the algorithm in [9] to implement the subproblem in EFLA. This makes EFLA faster than the original code in software "SLEP 4.0".
For both algorithms, we choose the regularization parameter as follows
where N is the size of sample and 0 < γ < 1.
Notice that the subproblem corresponding to (y, y 0 ) can be reformulated as a linear system. In order to exactly and efficiently solve this subproblem, we use different techniques to get the inverse matrix of H := Σ + σDiag(I, 0) + S. For a8a, a9a, i.e. n N , n is moderate, the inverse matrix H ∈ n×n can be efficiently obtained by MATLAB toolbox. For conlon-cancer, duke-BC, i.e. n N , N is moderate, by taking Σ = AA T /4N , the Sherman-Morrison-Woodbury formula [28] can be used to get the inverse matrix of H. For rcv1.binary, news20.binary, i.e., both n and N are large, by take Σ :=
. . , √ λ K are the K largest singular values of A and P 1 , . . . , P K are the corresponding left-eigenvectors, the Sherman-Morrison-Woodbury formula can also be used. Now we are ready to report the comparison results. From Table 2 , we know that the numerical performance of majorized iPADMM with indefinite proximal term (S 1 ) is better than other two methods. Besides, we can also see that the majorized iPADMM bring about 40%-50% reduction in the number of iterations needed as compared with the majorized spADMM except cases that a8a and a9a with γ = 10 −2 . We vary the parameter γ and report the computational time (seconds) of two instances: a9a and duke-BC in Figure 1 . We can observe that 1) for a9a, the advantage of majorized iPADMM over the EPLA in efficiency grow with the decreasing value of γ; 2) For duke-BC, the majorized iPADMM is about 2 times fast than EPLA. Table 2 : The performance of EPLA (E), majorized iPADMM (A), majorize spADMM (A0). Error tolerance ε =10e-6. "nnz" denotes the number of nonzeros in the solution z generated by majorized iPADMM (A). "iterNum" denotes the number of iterations. L C := 0.25λ max (BB T )/N .
Overlapping group lasso: gene expression data
We evaluate the performance of majorized iPADMM by using the commonly used testing data: breast cancer gene expression data set [55] . This data set contains 8,141 genes in 295 breast cancer tumor (78 metastatic ans 217 non-metastatic). We compare our majorized iPADMM with majorized spADMM, the Fast overlapping Group Lasso (FoGlasso) Algorithm implemented by Lei et al. [59] . Like [59] , we also follow [32] and employ the following two approaches to generate the overlapping gene groups: pathways [50] , edges [7] . For pathways, there are 637 groups, the largest gene group has 213 genes, and 3,510 gens appears in these 637 groups. For edges, there are 42,594 overlapping gene grouping with size of 2 and 8,141 genes appears in the 42,594 groups. In this experiment, we set parameters as follows: the weight ω l := |G l |, l = 1, . . . , m, where |G l | denotes the size of l-th group and λ 1 = λ 2 = γ Bb ∞ . In the comparison, we terminate "FoGLasso" if the objective value obj F satisfies 0 ≤ obj F − obj M ≤ ε, where obj M is the approximate optimal objective value obtained by majorized iPADMM. Table 3 shows the comparison among majorized iPADMM, majorized spADMM and FoGlasso. The majorized iPADMM will be increasingly demonstrated advantage along with the decreasing sparsity. We can see that both majorized iPADMM and majorized spADMM are much faster than FoGLasso except the case that nnz = 0. For the instance with the grouping by edges, majorized iPADMM is about 8 times faster than FoGLasso in cases γ=1e-5 and γ=5e-5. Table 3 : The performance of FoGLasso(F), majorized iPADMM(A) and majorized spADMM (A0).
"nnz" denotes the number of nonzeros in the solution v generated by the majorized iPADMM. Error tolerance ε=1e-6.
Conclusion remarks
In this paper, we have established the Q-linear rate convergence of the majorized ADMM with indefinite proximal terms for solving the 2-block linearly constrained convex composite optimization problem under a metric subregularity assumption. Numerical results on three types of regularized logistic regression have been given to evaluate the effectiveness of the 2-block majorized ADMM with indefinite proximal terms. From these results, we can see that, for many cases, the majorized ADMM with indefinite proximal terms can bring about 30%-50% reduction in the number of iterations needed for convergence as compared with the majorized ADMM with semi-proximal terms.
Strongly motivated by the numerical performance of the symmetric Gauss-Seidel based ADMM for solving multi-block convex composite quadratic programming, we also proved the linear rate of convergence of a symmetric Gauss-Seidel based majorized ADMM by building its equivalence to the 2-block majorized ADMM with specially constructed proximal terms. This will extremely facilitate the future exploration of the multi-block general linear/nonlinear models. We leave this topic as our future work.
