We consider an open problem on the stability of nonlinear nilpotent switched systems posed by Daniel Liberzon. Partial solutions to this problem were obtained as corollaries of global nice reachability results for nilpotent control systems. The global structure is crucial in establishing stability. We show that nice reachability analysis may be reduced to the reachability analysis of a specific canonical system, the nilpotent Hall-Sussmann system. Furthermore, local nice reachability properties for this specific system imply global nice reachability for general nilpotent systems. We derive several new results revealing the elegant Lie-algebraic structure of the nilpotent Hall-Sussmann system.
I. INTRODUCTION Consider the nonlinear switched systemẋ
where x ∈ R n , σ : R + → {0, 1} is a piecewise constant function, and f 0 , f 1 : R n → R n are smooth vector fields. This models a system that can switch between the two subsystemṡ x = f 0 (x) andẋ = f 1 (x).
We say that (1) is globally uniformly asymptotically stable (GUAS) if there exists a class KL function 1 β such that for any initial condition x(0) = x 0 and any switching law σ the corresponding solution of (1) satisfies: |x(t)| ≤ β(|x 0 |, t), for all t ≥ 0. Note that this implies in particular that x(t) → 0 for any switching law. Recently, the problem of establishing GUAS has attracted considerable interest (see e.g. [15] , [20] , [4] , [5] ).
The following is a necessary (but not sufficient) condition for GUAS of (1).
Assumption 1
For any k ∈ [0, 1], the origin is an asymptotically stable equilibrium point of the systemẋ = kf 0 (x) + (1 − k)f 1 (x).
Considerable interest has been devoted to deriving Lie-algebraic conditions guaranteeing GUAS. The Lie bracket of two smooth vector fields f , g : R n → R n is another vector field defined by [f , g](x) := ∂g(x) ∂x f (x) − ∂f (x) ∂x g(x). The Lie algebra generated by the vector fields f and g, denoted L(f , g), is the smallest linear subspace that contains these vector fields and is closed under the Lie bracket operation.
If h 1 , h 2 are linear subspaces of a Lie algebra h, one writes [h 1 , h 2 ] for the linear space spanned by all the products [h 1 , h 2 ], with h 1 ∈ h 1 , h 2 ∈ h 2 .
Definition 1
The derived series is defined inductively by g It was shown in [17] that for linear switched systems, i.e. when f i (x) = A i x, with A i ∈ R n×n , Assumption 1 and the solvability of L(f 0 , f 1 ) implies GUAS. The proof is based on the fact that solvability is equivalent to the existence of an invertible matrix T such that T −1 A i T , i = 0, 1, is an upper-triangular matrix.
For nonlinear switched systems a stronger requirement on the Lie algebra is needed.
Definition 2
The lower central series is defined inductively by
and L(f , g) is said to be nilpotent of order k.
In other words, O(L(f , g)) = k means that all iterated Lie brackets containing k + 1 terms vanish (and there exists a Lie bracket containing k terms that does not vanish).
Example 1 Suppose that
T , and that all Lie brackets containing five (or more) terms vanish, so O(L(f , g)) = 4.
It follows from the definitions above that a nilpotent Lie algebra is solvable. Hence, nilpotency implies GUAS for linear switched systems. An open problem, posed in [16] , is whether nilpotency implies GUAS for nonlinear switched systems as well. Partial solutions for the cases O(L(f , g)) = 1, 2, 3 are known. To explain these results, consider the control system corresponding to (1), namely,
where 
, so every trajectory of (1) is also a trajectory of (2).
For an initial condition x(0) = x 0 and an admissible control u ∈ U , let x(t; u, x 0 ) denote the solution of (2) at time t. We assume from hereon that (2) is complete, i.e. x(t; u, x 0 ) is well defined and unique for all x 0 ∈ R n , u ∈ U , and t ∈ R. We say that (2) is globally asymptotically stable (GAS) if there exists a class KL function β such that for any initial condition x(0) = x 0 and any control u ∈ U : |x(t; u, x 0 )| ≤ β(|x 0 |, t), for all t ≥ 0.
Remark 2 It follows from Remark 1 that GAS of (2) implies GUAS of (1) . It can be shown that the converse implication is also true, so GAS of (2) is equivalent to GUAS of (1).
The difficulty in analyzing GAS of (2) stems from the fact that the set of solutions {x(·; u, x 0 ) : u ∈ U } is huge. One possible approach for overcoming this difficult is based on applying nice reachability results.
A. Nice reachability
Given some subset of controls V ⊆ U and T > 0, let R(T ; V, x 0 ) := {x(T ; v, x 0 ) : v ∈ V}, i.e. the set of points that can be reached at time T using controls in V. A problem of considerable importance is finding conditions guaranteeing that
where W ⊂ U is a subset of "nice" controls, that is, controls that satisfy some regularity properties. Eq. (3) implies that any point that can be reached at time T using a control u ∈ U can also be reached, at the same time, using some "nice" control w ∈ W. We refer to (3) as a nice reachability property. If it holds for all T > 0, we say that the result is global in time. Otherwise, we say that the property is local or small-time.
There is rich literature on conditions guaranteeing various local regularity properties (see, e.g., [25] , [28] , [26] , [3] , [22] ). A well known example is the celebrated bang-bang theorem for linear control systems. Let BB j ⊂ U denote the set of bang-bang controls with no more than j discontinuities on any interval of time.
Theorem 1 (Bang-bang theorem) [2] , [32] Consider (2) with f (x) = Ax, g(x) = b, and
This is a local result since, in general, the bound j increases with T . The following result demonstrates a global nice reachability property.
Note that here the bound k on the number of switches is uniform over all times T ≥ 0. The proof of this result demonstrates a general approach for obtaining nice reachability results based on optimal control techniques [29] , [23] , [22] . For the sake of completeness, we include it in the Appendix.
Global nice reachability properties have important practical applications. For example, Prop. 1 implies that any point-to-point control problem may be reduced to the problem of determining k + 1 values: the k switching times t 1 , . . . , t k and the value v ∈ {−1, 1} such that u(t) = v for t ∈ (0, t 1 ). In general, global regularity properties make it possible to design efficient numerical algorithms for solving optimal control and motion planning problems [14] , [33] , [6] .
It is easy to verify that the condition A k b = 0 implies that the Lie algebra generated by the vector fields f (x) = Ax and g(x) = b is nilpotent of order k. Thus, for linear control systems nilpotency implies that the local bang-bang theorem becomes the global result stated in Prop. 1.
Control systems with a nilpotent Lie algebra attract considerable research interest. The main reason for this is that given a general control system, it is possible to construct a nilpotent control system that approximates the original system. Roughly speaking, this is a form of a Taylor approximation of the control system [9] , [12] . Thus, analysis of the nilpotent system provides important information on the original, more complicated, system [24] , [30] , [14] , [11] .
Several global nice reachability results are known for nonlinear nilpotent control systems. Let PC j ⊂ U denote the set of piecewise-constant controls with no more than j discontinuities on any interval of time.
Theorem 2 Consider the control system (2).
(
Statement (i) is easy to prove using the fact that O(L(f , g)) = 1 if and only if the vector fields f and g commute [10] . One manifestation of the power of the analysis approach presented here, which is based on the canonical nilpotent Hall-Sussmann nilpotent, is that Statement (i) becomes a corollary of Prop. 1. The proof of (ii) [23] is based on a variational approach and uses the classical maximum principle (MP). A slightly weaker nice reachability result appeared earlier in the pioneering paper [7] . The proof of (iii) [27] is based on analysis of the corresponding Hall-Sussmann system using the secondorder Agrachev-Gamkrelidze MP.
Thm. 2 may lead to the impression that the reachable set of nilpotent control systems is, in some sense, simple. This impression is false [18] . The next example demonstrates this.
Example 2 [21] Consider the system:ẋ 1 = x 2 ,ẋ 2 = u. The famous Fuller's problem is: minimize
It is well known [34] that there exist p, q ∈ R 2 for which the problem admits a unique optimal control u * that is bang-bang with an infinite (countable) number of switches on the time interval [0, 1]. This implies that (2) with n = 3,
T , and g(x) = (0, 1, 0) T satisfies the following property. There exists a point in R(1; U , (p T , 0) T ) that can only be reached using the chattering control u * . Hence, any reachability with a finite number of pieces-type result cannot hold. It is easy to verify that O(L(f , g)) = 5.
We note in passing that the discussion above naturally leads to the following interesting question.
Question 1 [1] What nice reachability properties, if any, hold when
The nice reachability results in Thm. 2 imply GAS for (2) (and, therefore, GUAS for (1)).
Theorem 3 Consider the control system (2). If Assumption 1 holds, and there exists an integer
The proof, which is based on extending an idea from [19] , can be found in [27] . Roughly speaking, the idea is that when Assumption 1 holds, instability can only be generated by repeated switchings. However, the nice reachability condition implies that there exists an integer k such that any control u ∈ U can be replaced with a control w with no more than k switches. The global structure of the nice reachability, i.e. the fact that k does not depend on the final time T , is crucial for the proof.
In this paper, we show that the analysis of nice reachability for nilpotent control systems can always be reduced to analyzing the reachable set of a specific control system, the nilpotent Hall-Sussmann (HS) system. The discussion above provides ample motivation for developing a better understanding of the properties of the nilpotent HS system. We show that the Lie algebra of the nilpotent HS system satisfies several elegant properties and that its solution is homogeneous with respect to a suitable time scaling. We use these results to prove that for nilpotent control systems local nice reachability automatically implies global nice reachability. This explains why all the results in Thm. 2 are global.
The remainder of this paper is organized as follows. In the next section, we briefly review the HS system derived in [30] . In Section III, we derive several new results on the Lie algebraic structure of the HS system. In Section IV, we use the results on the HS system to prove that for nilpotent control systems local nice reachability implies global nice reachability.
II. SOLUTION OF NILPOTENT CONTROL SYSTEMS
In this section, we briefly review a representation for the solution of (2), derived in [30] , as an infinite product of exponentials with coefficients d i (t; u). We refer to the d i s as Sussmann's coordinates. The Sussmann coordinates themselves can be represented as the solution of a control system that is affine in the control, i.e. there exist vector fields p(·), q(·) such thaṫ
We refer to (4) as the Hall-Sussmann (HS) system. A rigorous presentation requires great care and, in particular, solving the dynamic equation formally using indeterminates instead of the vector fields, and then applying an evaluation map that plugs in the vector fields for the indeterminates (see [31] ). In the nilpotent case, the infinite product becomes finite and so the presentation can be made simpler. The reader is referred to [30] , [14] , [13] for more details on the terminology and concepts involved.
Since the presentation is somewhat technical, we begin with an example demonstrating the simplest possible case. We use (exp tf )(x 0 ) to denote the solution at time t ofẋ = f (x), x(0) = x 0 .
Example 3 Consider the case where O(L(f , g)) = 1, i.e. [f , g](x) = 0. In this case, the flows generated by f and g commute [10] , and it is well known and easy to demonstrate that the solution of (2) can be expressed as the product of two exponentials:
with
for all x 0 . This suggests that by analyzing the properties of the d i s we can learn a great deal on our original nilpotent control systems. Indeed, since d 1 (t) does not depend on the control, andḋ 2 = a+ub, with a = 0 and b = 1, it follows from Prop. 1 that
where R d is the reachable set of (4). Now (5) implies that R(T ; U , x 0 ) = R(T ;
. . . The pull-back formula (see, e.g., [9, Appendix I]) asserts that
For example, for f (x) = Ax and g(x) = Bx, (6) yields
where [A, B] := BA − AB. It is easy to verify that the right-hand side of this formula is just the Taylor expansion about t = 0 of the left hand-side. Note that when L(f , g) is nilpotent, the right-hand side of (6) becomes a polynomial in t.
A. The Hall Basis
Iterated Lie brackets are not independent (in the sense of linear algebra). For example,
. It is useful to construct a basis for L(f , g), i.e., a minimal set of Lie products that span L(f , g). This can be done in several ways. We consider the P. Hall basis, which is a set H = {h i } i≥1 of Lie brackets, whose elements are totally ordered using a relation ≺, defined as follows.
First, define some ordering between f and g, say, the lexicographic ordering f precedes g. Set h 1 = f and h 2 = g. Each h i ∈ H, i > 2, is an iterated Lie product of h 1 and h 2 and has a weight wt(h i ) defined as the number of terms in the product, with wt(h 1 ) = wt(h 2 ) = 1. The ordering among two elements h, v ∈ H is defined by h ≺ v iff either (1) wt(h) < wt(v); or (2) wt(h) = wt(v) and h precedes v in the lexicographic ordering. For
The set H is constructed in a recursive manner. The only element of weight 2 is h
) is nilpotent, H will be a finite set.
Example 4
The elements of H with wt ≤ 4 are:
∈ H. Indeed, it is easy to show this term can be expressed as a linear combination of elements in H,
The elements with wt = 5 are h
, and
.
, so the Hall basis induces a graded structure on L(f , g).
By definition, each
) as the left (right) factor of h i . An important property is that for each h i ∈ H with wt(h i ) > 1, there exist unique integers m = m(i), j = j(i) and k = k(i) such that
where the left factor of h k is different from h j and m ≥ 1 [30] . For example,
B. The Sussmann coordinates
With each h i ∈ H, Sussmann associated two functions: c i (t; u) and
The c i s are defined recursively as follows. First, c 1 (t; u) = 1 and c 2 (t; u) = u(t). For i > 2:
where m, j, k are the integers in the unique decomposition of h i (7). For example,
c 1 (τ ; u)dτ )u = tu, and d 3 (t; u) = t 0 τ u(τ )dτ . The d i s can be used to provide an expression for the solution of the control system (2) as the product of exponentials. The next result is a special case of the main result in [30] .
Theorem 4 Suppose that
The solution of (2) satisfies:
for all x 0 ∈ R n , u ∈ U , and t ≥ 0.
Example 5
Consider the case a = 2. In this case, the right-hand side of (10) is (exp tf )•(exp
. Then z(0; u, x 0 ) = x 0 , and differentiating z and using (6) yieldsż = f (z) + ug(z). Thus, z, x satisfy the same differential equation with the same initial condition, so (10) indeed holds.
Thm. 4 implies that if two controls
for all x 0 . This suggests that by analyzing the properties of the d i s we can learn a great deal on our original nilpotent control systems.
C. The Hall-Sussmann system
It is possible to represent the d i s as the solution of an affine control system. To do so, we define two vectors in R l . The first is p = (1, 0, . . . , 0) T . The second is q = q(d) defined recursively as follows:
where m, j, k are the integers in the unique decomposition of h i (7).
Proposition 2 The Sussmann coordinates
Proof. We use induction to prove thaṫ
It is easy to verify that (13) holds for v = 1, 2. Suppose that (13) holds for v = 1, . . . , i − 1. Applying (9) (2) at time T using two steps: (a) compute the solution d(T ; u) of (12), which can be done by quadrature; and (b) apply the mapping d(t; u) → x(t; u, x 0 ) defined by (10) . Note also that the definition of q implies that every q i is a polynomial function of elements of the vector d (see [8] for some related considerations).
III. ANALYSIS OF THE HALL-SUSSMANN SYSTEM
It is clear that the analysis of the HS system can thus provide considerable information on our original nilpotent control system. In this section, we derive several new results on the HS system.
A. Lie-algebraic properties
Define r = (r 1 , . . . , r l )
Note that 1 ≤ r 1 ≤ · · · ≤ r l . By (14) , wt(h v ) = r v for all v, so (7) yields
Define a dilation δ :
Recall that a real-analytic function s : R l → R is said to be homogeneous of degree (HOD) c with respect to δ , denoted s ∈ P c , if s(δ x) = c s(x). (The notation P c suggests polynomials.) For c < 0, we set P c = {0}. A real analytic vector field 2 s(x) = (s 1 (x), . . . , s l (x)) is HOD c with respect to δ if s i ∈ P r i −c for i = 1, . . . , l.
Example 7
Consider the case O(L(f , g)) = 3. Then l = 5 and r = (1, 1, 2, 3, 3)
It is easy to verify that
is HOD 1 with respect to δ .
Proposition 3 The vector fields p(d) and q(d) are HOD 1 with respect to δ .
Proof. The statement is obviously true for the vector p. Thus, we only need to show that
It is easy to verify that (16) holds for v = 1, 2. Suppose that (16) holds for v = 1, . . . , i − 1. Let (7) be the unique decomposition of h
, and using the induction hypothesis yields
, and using (11) again completes the proof.
The homogeneity of p, q implies that Lie products of p, q enjoy a special structure.
2
There are several different conventions for defining a homogeneous vector field; we follow the one given in [9] .
Proposition 4 Let
Proof. It is easy to prove that if two real analytic vector fields w 1 , w 2 are HODs i 1 , i 2 , respectively, with respect to some dilation, then [w 1 , w 2 ] is HOD i 1 + i 2 with respect to this dilation [9] . It follows from Prop. 3 that w(d) is homogeneous of degree i with respect to δ , i.e. w v (d) ∈ P rv−i , v = 1, . . . , l, and this completes the proof.
Our main result in this section shows that L(p, q) has some elegant properties. We use {e 1 , . . . e l } ∈ R l to denote the natural basis of R l .
Theorem 5 Suppose that
be the vector fields in the corresponding nilpotent HS system. Denote the Lie algebra generated by p and q by L HS := L(p, q). Then the following properties hold.
be the ordered Hall basis of L HS (using the lexicographic ordering p precedes q), i.e.
Then for all i and d:
Proof. Consider a Lie product w of p and q containing i > r l = a terms. This Lie product is homogeneous of degree > r l with respect to δ , so w = 0. Hence, L HS is nilpotent with
Define a coordinate transformation φ(d) :
On the other hand, applying Thm. 4 to the nilpotent control system (12) yields 
B. Homogeneity with respect to time scaling
The homogeneity of p, q implies that the solutions of the HS system are homogeneous with respect to time scalings. Let U [0,T ] define the set of measurable controls u :
Proposition 5
Fix arbitrary u ∈ U , > 0, and v ∈ {1, . . . , l}. Then:
and
Proof. We use induction on v. For v = 1, we need to show that c 1 ( t; u ) = 0 c 1 (t; u) which is obviously true. For v = 2, (20) becomes c 2 ( t; u ) = 0 c 2 (t; u). This indeed holds since c 2 ( t; u ) = u ( t) = u(t) = c 2 (t; u). It follows from (8) that (21) also holds for v = 1, 2.
Now assume that (20) and (21) hold for v = 1, . . . , i − 1. By (9), c i (
, and applying the induction hypothesis yields (15) and (9) again yields c i ( t; u ) = −1+r i c i (t; u). This proves (20) , and (21) follows from (8).
IV. FROM LOCAL TO GLOBAL NICE REACHABILITY We now use the analysis of the HS system presented above to show that local nice reachability properties of the HS system automatically imply global nice reachability results for nilpotent control systems. 
Then the reachable set of (2) satisfies Then, in particular, (22) holds for the corresponding HS system (which is also nilpotent of order a). For any > 0 any control function in W [0, T ] is also a piecewise constant control with no more than j discontinuities on [0, T ]. Since (23) holds for any > 0, we obtain a global nice reachability result for nilpotent control systems of order a. Thus, Lemma 1 explains why the results in Thm. 2 are all global in time.
Example 9 Consider the nonlinear switched system (1) . Assume that it is nilpotent with O(L(f 0 , f 1 )) = 2. The corresponding control system is given by (2) , with O(L(f , g)) = 2. The associated Hall-Sussmann system is:ḋ
We now show that (24) satisfies the following (global) nice reachability result:
Fix arbitrary T ≥ 0 and u ∈ U . Denote s := d(T ; u). Define y :
with y 2 (0) = y 3 (0) = 0. Denote s := y(T ; u). Let v ∈ U be the control that steers the y-system from y(0) = 0 to s in minimum time, that is, y(T ; v) = s , for some T ≤ T . Applying the maximum principle shows that v ∈ BB
1
. Define a control w ∈ U by w(t) = v(t) for t ∈ [0, T ), and w(t) = 1 for t ∈ [T , T ]. Then, w ∈ BB 2 and (26) yields y(T ; w) = y(T ; w) = s . Combining this with the definition of y yields d(T ; w) = s. Since T and u are arbitrary, this proves (25) .
Lemma 1 implies that the reachable set of the control system (2) satisfies R(T ; U , x 0 ) = R(T ; BB 2 , x 0 ), for all T ≥ 0, x 0 ∈ R n . If, furthermore, Assumption 1 holds, Theorem 3 implies that the control system is GAS, and, therefore, the switched system is GAUS.
V. CONCLUSIONS
We considered an open problem on the stability analysis of nilpotent switched systems. Partial solutions to this problem were obtained as corollaries of global nice reachability results for nilpotent control systems. The global structure of these results is crucial in proving GUAS. A fundamental tool for studying nice reachability for nilpotent control systems is the nilpotent Hall-Sussmann system. We proved several properties underlying the elegant Lie-algebraic structure of the HS system. We also showed that a local, or small-time, nice reachability result for the nilpotent HS system implies a global nice reachability result for general nilpotent control systems.
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APPENDIX: PROOF OF PROP. 1 Fix arbitrary T ≥ 0, x 0 ∈ R n , and u ∈ U . Let p := x(T ; u, x 0 ). Define y(t) := exp(−At)x(t) − 
Let p := y(T ; u, x 0 ), so that u steers the y-system from y(0) = x 0 to p at time T . Consider the problem of finding a control v ∈ U that steers the y-system from y(0) = x 0 to p in minimal time. Such a control exists and applying the maximum principle (MP) yields
where m(t) := λ T exp(−At)b for some λ ∈ R n \ {0}. Since A k b = 0, m(t) = a k−1 t k−1 + · · · + a 1 t + a 0 , with a i ∈ R. It follows from the MP that m(t) is not the zero polynomial (i.e. at least one of the a i s is not zero), so (28) implies that v is bang-bang with no more than k − 1 switching points. By definition, v steers the y system from y(0) = x 0 to y(T ) = p for some T ∈ [0, T ].
Define a control w by w(t) = v(t) for t ∈ [0, T ), and w(t) = 1 for t ∈ [T , T ]. Then, w ∈ BB k and (27) yields y(T ; w, x 0 ) = y(T ; w, x 0 ) = p . Combining this with the definition of y yields x(T ; w, x 0 ) = p, so w steers x from x 0 to p in time T . Recalling that x 0 , T and u were arbitrary completes the proof.
