The out-of-time-ordered correlator (OTOC) and entanglement are two physically motivated and widely used probes of the "scrambling" of quantum information, which has drawn great interest recently in quantum gravity and many-body physics. By proving upper and lower bounds for OTOC saturation on graphs with bounded degree and a lower bound for entanglement on general graphs, we show that the time scales of scrambling as given by the growth of OTOC and entanglement entropy can be asymptotically separated in a random quantum circuit model defined on graphs with a tight bottleneck. Our result counters the intuition that a random quantum circuit mixes in time proportional to the diameter of the underlying graph of interactions. It also serves as a more rigorous justification for an argument of [1] , that black holes may be very slow scramblers in terms of entanglement generation. Such observations may be of fundamental importance in the understanding of the black hole information problem. The bound we obtained for OTOC is interesting in its own right in that it generalized previous studies of OTOC on lattices to the geometries on graphs and proved it rigorously.
I. INTRODUCTION A. Background
The "scrambling" of quantum information is a fundamental phenomenon, deeply connected to many important research topics in physics, such as black holes [2] [3] [4] [5] and many-body chaos [6, 7] . In recent years, a great amount of research effort has been devoted to the detection and characterization of scrambling. The so-called out-of-time-ordered correlator (OTOC) [8] is a commonly used measure of quantum chaos and scrambling. A variant based on commutators (also known as the OTO commutator) is given by
where O 1 (x, 0) is an operator acting on site x, and O 2 (y, t) is a Heisenberg operator at time t that only acts on y at time 0, i.e. O 2 (y, t) = U † (t)O 2 (y, 0)U (t) where U (t) is the unitary for the evolution from time 0 to t. Intuitively speaking, it characterizes parameters like sensitivity to initial conditions via the spread of local operators. The equilibration of OTOC is recently linked with the Hayden-Preskill decoding of Hawking radiation [2, 9] . Also notice that the scrambling phenomena exhibit a truly quantum nature-the state of the entire system remains pure during the unitary evolution (although it is effectively randomized), thus no information is really lost; the generation of global entanglement leads to the scrambling of initially localized quantum information, spreading and hiding it from observers that only have access to part of the system. This observation leads to another fundamental probe of a stronger form of scrambling, namely the entanglement between parts of the system [3, [10] [11] [12] .
To understand and characterize the dynamical behaviors of scrambling systems, several explicit models have been proposed and investigated, such as the SYK model [13, 14] . Another leading approach is the random quantum circuit model [2, 11, [15] [16] [17] , capturing the key kinematic feature of chaos that the dynamics of the system appears to be random, and the locality of physical interactions. In these previously studied scrambling models, the saturation of OTOC and that of entanglement are expected to occur at a similar time scale [11, 15, 16] . More generally, one could consider the dynamics of many small quantum systems (say qubits) connected according to some graph [18, 19] , with random unitary gates being applied to each edge. Suppose that we apply gates in a random order such that on average each edge has one gate applied to it per unit time; e.g. we might imagine they are applied according to independent Poisson clocks on each edge. A natural conjecture here, which would be compatible with all previous results, is that the scrambling time is proportional to the diameter of the graph, i.e. the maximum distance between any two vertices in the graph. This would correspond to information traveling through the graph at a linear velocity and arguably is assumed implicitly by previous work that discusses butterfly velocities, entanglement velocities, etc. However, no proof exists, outside of the special case of Euclidean lattices in a fixed number of dimensions, that the OTOC time is linearly related to the graph diameter. Even for Euclidean lattices in more than one dimension, this result was only recently proven [20] .
B. Results
1.
Our first main result (Theorem 2) shows that for arbitrary graphs with sufficiently low degree, the OTOC time is upper bounded by a constant multiple of the graph diameter. Here by low degree, we mean that if quantum system is d dimensional and is connected to z neighbors, then we should have
2. We prove a converse to the above result showing that for low-degree graphs, the OTOC time is also lower bounded by a constant multiple of the graph diameter; see Theorem 5. Indeed we show a lower bound for graphs with any degree but our bounds become weaker as the graph degree increases.
3. We also give a heuristic argument that this lowdegree requirement is necessary for the above two results by exhibiting two families of graphs where d 2 z. In one family, the OTOC time appears to grow exponentially more rapidly than the diameter, and in another the OTOC time can grow arbitrarily more slowly than the diameter. These are described in Appendix C. 4 . By contrast with the OTOC time, we can use existing bounds on entanglement growth to exhibit graphs where the time to entangle two halves of the system is far larger than the OTOC time (see Corollary 1). The graphs with these properties include e.g. binary trees, which we explicitly analyze in this paper, and discretizations of hyperbolic space around black holes, originally proposed by [1] , which are expected to exhibit similar behaviors (as argued below). In other words, we have established an asymptotic separation between the time scales of OTOC and entanglement saturation.
The above results have three major implications.
1. Scrambling in non-Euclidean geometries. Existing work has studied OTOC and scrambling mostly on Euclidean lattices [15, 16, 21] . The general assumption is that after time t, a localized perturbation will affect everything within some ball of radius v butterfly t. However, this has not been proved and previous work gave heuristic arguments for it that included uncontrolled approximations. We consider the random circuit models defined on general graphs. We find that if the local dimension is large relative to the graph degree then indeed there is a linear butterfly velocity. More precisely we find upper and lower bounds v inner , v outer such that at time t a perturbation at a single site will affect a region that contains a ball of radius v inner t and is contained in a ball of radius v outer t.
In the regime where d is small relative to the graph degree then our proofs break down. We also find apparent counter-examples which suggest that linear butterfly velocity no longer holds in high-degree graphs. Some of these examples are not rigorously analyzed but we present a heuristic argument suggesting that the scrambling time for some families of graphs should grow more rapidly or more slowly than the diameter of the graphs.
2. Black hole information scrambling. Our results can be regarded as a more rigorous argument that fleshes out the idea of a recent paper by one of the authors [1] , which concerns whether it is possible for the fast scrambling conjecture of black holes [3] to hold if one assumes that the causality structure of general relativity holds around a black hole, and if the medium by which the information is scrambled is Hawking radiation. In [1] , the space around the black hole is divided into cells, each of which contains a constant number of bits of Hawking radiation. It then gives arguments for why the Hawking radiation is not adequate for fast scrambling if the entanglement definition of scrambling is used. The cell structure around the black hole looks like a patch of a cellulation of hyperbolic geometry, where the cells on the event horizon are the boundary of this patch. According to our results the scrambling timescales defined using entanglement and OTOC are different on this geometry. As we shall see, an even stronger separation is found for the much simpler tree graph, where the leaves lie on the event horizon.
As for the Hayden-Preskill decoding task (to recover quantum information falling into the black hole from Hawking radiation) [2] , Yoshida and Kitaev recently proposed an explicit protocol [9] whose performance is roughly related to the (commutator form of) OTOC by
where F is the decoding fidelity and d A is the Hilbert space dimension of the input message. The term C(t) takes the form defined in Eq. (1) and considers O 1 and O 2 averaged over all Pauli operators on the in-falling system and Hawking radiation respectively; see Sections 2-4 of [9] for details. By simple calculations one can see that our results imply a possible time window in which the decoding could be achieved with high fidelity without substantial entanglement when the infalling quantum state has small (O(1)) size but the black hole is sufficiently large (note that it might still make more sense to consider multiple infalling qubitsfor example, it appears that adding one bit to a Schwarzschild black hole can only be done with a photon whose wavelength equals the size of the black hole, which means that it is already delocalized).
3. Inequivalence of convergence to 2-designs in different measures. The speed of convergence of a random circuit to a 2-design (distributions that approximately agree with the Haar measure up to the first two moments, which have found many important applications as an efficient approximation to Haar randomness, in quantum information [22] ) has been the subject of a vast amount of research. In particular, [20, [23] [24] [25] [26] show that the speed of convergence depends on the geometry of interactions, and suggest that it should be proportional to the diameter of the graph of interactions. Note that 2-designs are very powerful measures of convergence, in the sense that a distribution being close to a 2-design implies that the distribution has mixed with respect to not only OTOC but also von Neumann and Rényi-2 entanglement entropy [11, 27] , and other important signatures of information scrambling such as decoupling [28] . Past work has generally aimed to construct exact or approximate 2-designs using either random or structured circuits, and as a result has focused on proving that the 2-design conditions are met rather than looking for cases where they are not met. Our work gives several examples (see Section V) where a random circuit approximates the OTOC but not the entanglement properties of a 2-design, and therefore implies that a strong approximation of 2-designs (in terms of e.g. the frame operator [12] ) may not be achieved in time proportional to diameter.
II. OUR MODEL
Let G be a graph with V vertices and E edges. The model we study consists of a graph with a d-dimensional Hilbert space associated with each vertex of G. Each edge has Haar-random unitary gates applied to qudits on its endpoints according to a Poisson clock with rate 1, as described in the introduction. The mixing times for OTOC and entanglement, τ OTOC is defined to be the minimum amount of time needed for OTOC between vertices x and y to become Θ(1). Similarly, τ (A) ent is the minimum time needed for the von Neumann entropy of set of vertices A to become Θ(1) times its equilibrium value, that is, Θ(min{|A|, |B|}). Here B is the complement of A.
We hope to study the pair of (x, y) that has largest τ (x,y) OTOC , and the set A that has largest τ (A) ent , as they could best characterize OTOC and entanglement properties for G.
Instead of studying this model directly we can consider the process in which a random edge is picked every 1/E time units. This is because in our Poisson clock model, each edge is equally likely to be picked. By Theorem 1, the number of unitaries applied within time t is Θ(Et), so the two models above are equivalent up to a constant factor. Proof. The number of unitaries applied to each edge is a Poisson distribution with mean t, so the total number of unitaries λ is a Poisson distribution with mean Et. By [29] ,
One specific graph that can give a separation of OTOC and entanglement saturation time is a perfect binary tree shown in Fig. 1 . We will study the OTOC of operators located on the pair of farthest vertices in the graph, which are a leaf vertex of left subtree and a leaf vertex of the right subtree. For the entanglement part, the entropy of qudits on the left subtree will be studied.
FIG. 1. An illustration of the binary tree model of depth 4.
We consider OTOC between local operators originally acting on two farthest vertices (a leaf of the left and right subtrees respectively, for example, O1 and O2 in the diagram), and entanglement between the left subtree (dashed circle) and the rest of the graph (the cut shown by the red double line).
The cell structure roughly equivalent to the hyperbolic geometry in 3 dimensions, or indeed any constant number of dimensions, represents another graph giving such a separation. This is described in Section 3 of [1] and depicted below (Fig. 2) .
III. OTOC
To analyze the saturation time of OTOC, we describe the process of operator spreading as a Markov chain.
FIG. 2. ([1])
The cell structure roughly equivalent to the hyperbolic geometry, depicted in two dimensions. In [1] , this represents the black hole cell structure in Schwarzschild coordinates, where each cell carries one qubit of Hawking/Unruh radiation.
Consider an arbitrary Pauli operator σ p acting on n ddimensional qudits, p ∈ {0, . . . , d
2 − 1} n , and apply some unitary U to it. We expand the resulting operator on Pauli basis and have
The expected value of the cross term for α q averaged over the distribution of U would be
According to the construction of random circuit, this is zero for q = q for U being the unitary in a single step. Therefore in each step the values of α q α * q undergo linear transformation, which we can interpret as a distribution because they are positive and sum to 1.
If we start from a Pauli operator located at a single vertex x, on each vertex all non-identity Pauli operators will have the same probability as long as x has been touched at least once in the process. So we only care if the operator on a vertex is identity (I) or non-identity (N). And the norm of the time-evolved operator with a Pauli operator P on some vertex y would be proportional to the probability of having nonzero Pauli operator on that site, and the factor of proportionality would be
which is just the commutator averaged over all nonidentity Pauli operators. In summary, the object we will study is the OTOC between Pauli operator on vertex y and time-evolved Pauli operator on vertex x after T steps of random circuits on graph G, and it equals to Markov chain M 0 ) . Let G be a graph and x be a node of the graph. The Markov chain M 0 (which depends on G and x) is defined as follows: The state space is the set of all the configurations in which each vertex of G is assigned a label "N" or "I". The initial state of M 0 has "N" assigned to vertex x and "I" assigned to all other vertices. The update rule is that in each step a uniformly random edge is picked and the labels on the two corresponding vertices are updated. "II" remains "II", and otherwise they has a probability of
for becoming "IN" or "NI" each, and
Now we prove an upper bound for the OTOC saturation time. We will only present the sketch and put the full proof in the appendices. Proof. As explained in Section II, the OTOC saturation time corresponds to the number of steps needed for M 0 to have Ω(1) probability of having a label "N" on y, where Markov chain M 0 is defined in Def. 2. We will first prove Theorem. 3, which states that with probability 1−e −Θ(D(x,y)) the vertex y gets hit by a label "N" within Θ(E ·D(x, y)) steps. By Theorem 1 this needs Θ(D(x, y)) time units with high probability. Then we will show in Theorem 4 that after this happens, the probability for having an "N" on y remains Ω(1).
Theorem 2 (OTOC upper bound
). Let G be a graph with V vertices and E edges, and suppose the degree for each vertex at most d 2 , where d is the Hilbert space dimension for the qudit on each vertex. Then for any pair of vertices x and y, τ
Theorem 3.
Suppose that G is a graph with the degree for each vertex being at most d 2 . For any pair of vertices x and y with distance D(x, y), the expected number of steps for y to be labeled "N" is O(E · D(x, y)) in M 0 starting from x. Besides, with probability 1 − e −Ω (D(x,y) ) the vertex y gets labeled "N" in time O(E · D(x, y)).
Proof. (Sketch) We will first construct a Markov chain M which has the same initial state as M 0 , and in each step the update rule of M is applied, followed by changing all "N" into "I" except the one closest to vertex y. By a simple coupling argument the number of steps needed for y to get an "N" in M 0 is lower bounded by that in M . The distance between the vertex with label "N" and vertex y in Markov chain M 0 can be described by a biased random walk, from which we can obtain the desired bound. More details could be found in Appendix. A.
Theorem 4. After a label "N" reaches the target vertex y, the probability for having an "N" on y will remain Ω(1).
Proof. (Sketch) We again consider the modified chain which only keeps one label "N" after each step. We will show that vertex y has Ω(1) probability of having label "N" in the equilibrium distribution. Lemma 2 states that this probability is monotonically non-increasing as a function of the number of steps, so the probability is Ω(1) in any step. More details could be found in Appendix. B.
Theorem 2 states that the number of steps needed for OTOC saturation in a low-degree graph is at most O(E · D(x, y) ). However, we expect that in a graph with high degree, the number could be much larger. Some intuitions are given in Appendix C.
Besides this upper bound we also have a lower bound for OTOC saturation.
Theorem 5 (OTOC lower bound). Let G be a graph with V vertices and E edges, and suppose the degree for each vertex is O(1). Then for any pair of vertices x and y, τ The proof will be presented in Appendix D.
IV. ENTANGLEMENT
Here we only need to consider the case where the evolution is unitary and the system is pure.
Entanglement entropy of pure state |ψ AB is given by E(|ψ ) := S(ρ A ) where ρ A = Tr B [|ψ ψ|] and S is the von Neumann entropy. Notice the following simple, general fact: Lemma 1. Let U AB be a unitary operator acting on two d-dimensional systems AB. Then for any |ψ AA BB with ancilla systems A , B ,
Proof. Adapted from the proof of Lemma 1 of [30] . Suppose Alice holds AA and Bob holds BB . In addition, they share two copies of the maximally entangled state
Consider the following double teleportation protocol. Alice consumes a |Φ d and classical communication to teleport A to Bob, who performs U locally and then consumes a |Φ d and classical communication to teleport system A back to Alice. The protocol is LOCC, under which the entanglement entropy between Alice and Bob is monotonically nonincreasing. Therefore, by the additivity of S (and thus E) on tensor products,
and so the claimed bound follows.
Note that the proof also applies to e.g. the Rényi-2 entropy, which is a variant of the entanglement entropy that can be more directly measured in experiments [31, 32] .
By Lemma 1, the entanglement entropy between the two trees increases by at most 2 log d when the random unitary is acted across the middle edge. This edge only has a probability of 1/E to be selected in each step. So in order to reach the maximum entropy Ω(V log d), Ω(V 2 ) steps are needed.
From Lemma 1 we can get the following result for a general graph. This also lower-bounds the time it takes for the random circuit to converge to 2-designs [11, 27] .
V. SPECIFIC MODELS
One may argue that the lower bound for entanglement saturation time relies on the low chance of picking the cut edge in each step. Here we will propose a different model with a higher probability of picking the cut edge that can still separate OTOC and entanglement saturation.
In this model we still apply Haar-random unitaries to vertices connected by randomly chosen edges. Instead of picking a random edge from all edges, in each step we pick a random edge from the left subtree (L), and then the cut edge (C), and finally a random edge from the rest of the edges (R). In this LCR model, the analysis for OTOC does not change by much and still has the O(V log V ) upper bound. We would argue that the entanglement saturation time is still Ω(V 2 ). Consider the sequence of picking edges L i1 CR j1 L i2 CR j2 . . . The probability that the random edge on L or R is connected to the cut edge is Θ(1/V ). So the probability that neither R j k nor L i k+1 is connected to C is 1 − Θ(1/V ), in which case R j k L i k+1 commute with the neighboring C, and the chain reads
. ., where the two C gates reduce to one effective C gate. The probability that such commutation does not happen is Θ(1/V ), which means that the expected number of effective C gates in constant time steps is Θ(1/V ). So the expected saturation time is Ω(V 2 ). We can also consider two complete graphs connected by a cut edge. Let V be the number of vertices, and the number of edges would be E = Θ(V 2 ). We still have a similar Markov chain describing the evolution of OTOC. In the LCR model for this graph, by [23] the complete graph on the left reaches equilibrium in O(V log V ) time. Then after a constant number of steps there will be a label "N" propagated to the right, and another O(V log V ) steps will be needed for OTOC to equilibrate. On the other hand, Ω(V 2 ) steps will be need for entanglement.
If a random edge is picked in each step, we expect the OTOC time scales to stay the same. The entanglement takes Ω(V E) = Ω(V 3 ) steps to saturate.
Besides the two ways of picking random edges, we can also pick a random matching in each step (assuming the number of vertices on each side is even), followed by picking the cut edge. The entanglement entropy takes Ω(V ) steps to saturate. For OTOC, the number of edges connecting a vertex with label "N" and a vertex with label "I" in a random matching should be proportional to the total number of "N", so we expect the number of vertices with "N" to grow exponentially. Therefore it would take O(log V ) steps for an "N" to go across the middle edge, and a total number of O(log V ) steps for OTOC to saturate.
VI. CONCLUSION
Random quantum circuits have widespread applications in quantum information, and are also very important models of scrambling and chaotic quantum systems in theoretical physics. There are several ways to characterize scrambling and randomness in quantum processes, among which the OTOC and entanglement are two important types of measures. This work aims to understand whether they are equivalent to each other as the signature of scrambling. To this end, we carefully analyze local random quantum circuits defined on a binary tree, which exhibit the property that OTOC mixes rather fast since the light cone can quickly reach the far end (O(n ln n) gates), while it takes a much longer time for entanglement between the left and right subtrees to grow (Ω(n 2 ) gates). We furthermore generalize the result to any bounded-degree graph with a tight bottleneck. That is, the generation of entanglement is slow, even if the graph has small diameter. Our result indicates that unitary t-designs can be much more expensive than we thought: They require a random quantum circuit to have depth much larger than the diameter of the underlying graph. This result provides a more rigorous evidence for arguments made in [1] : if we consider the model discussed in [1, 3] , then the scrambling of quantum information as seen by strong measures such as entanglement or decoupling can be much slower than we thought before. (Technically the cell structure has a hyperbolic geometry which, unlike a tree, has many short cycles. However these cycles do not make a big difference to either the OTOC or the entanglement time. The features that turn out to matter are (a) the local degree, and (b) whether the volume of balls in the geometry scales exponentially or polynomially with their radius.) The implications of these results on the problem of decoding Hawking radiation [2, 33] and more generally the black hole information problem are an important future direction to explore. In order to give an upper bound on the time scale that an "N" hits vertex y, we study a modified chain M in which the spreading of label "N" is slower than M 0 . Roughly speaking M only keeps a single label "N" that is closest to vertex y.
Definition 3 (Markov chain M ).
Markov chain M has the same state space and initial state as M 0 . In each step the update rule for M 0 is applied, followed by setting all "N" labels into "I" except for the one closest to y (choose randomly if this is not unique).
In this way the vertex with label "N" in M is always labeled "N" in M 0 in the most natural way of coupling M 0 to M , and therefore after any number of steps the probability that vertex is labeled "N" in M 0 is lower bounded by the corresponding probability in M .
The Bernstein inequality is needed for the proof of our theorem, which states that for independent zero-mean random variables X 1 , . . . , X n each with absolute value at most M ,
This could be generalized to the case with nonzero mean. Suppose Y 1 , . . . , Y n has mean µ 1 , . . . , µ n and they
Theorem 6 (Restatement of Thm. 3). Suppose that G is a graph with the degree for each vertex being at most d 2 . For any pair of vertices x and y with distance D(x, y), the expected number of steps for y to be labeled "N" is O (ED(x, y) ) in M 0 starting from x. Besides, with probability 1 − e −Ω (D(x,y) ) the vertex y gets labeled "N" in time O (ED(x, y) ).
Proof. As mentioned, the upper bound for M defined in Definition 3 gives an upper bound for M 0 . Let v be the vertex with label "N". As long as v = y, there will be at least one neighbor u that is one step closer to y, and other neighbors are at most one step further from y due to the triangle inequality. If the edge (u, v) is selected, there is a chance of that the label on u becomes "I", and the distance between y and the closest label "N" becomes one step longer. Let the degree of u be d u , and the distance between the label "N" and vertex y will have probability of at least to increase by 1, where the probabilities depend on the specific vertex. Since the degree for any vertex is at most d 2 , the time needed for the distance to drop from D(x, y) to 0 is upper bounded by the time in the following biased random walk W . W has states {0, 1, . . . , d max } where d max is the maximum possible distance to y, and starting from vertex D(x, y) it has a fixed probability of
for decreasing by 1 and
) for increasing by 1. Extension of this finite chain to an infinite one could only increase the hitting time of vertex 0, because the finiteness at vertex d max prevents us from getting too far from vertex 0. The displacement of an random walk on an infinite chain (i.e. the difference of the final position and initial position) is the sum of displacement for each step, which has probability
probability of being +1, and otherwise it is 0. The mean and variance for displacement at each step is
The expected number of steps needed to reach vertex 0 in this random walk is −D(x,y) µ0 = Θ(E · D(x, y)). We can also use Eq. (A1) to bound the probability that the total displacement of T steps is larger than −D(x, y), where we set T to be twice the expected number of steps needed and t = D(x, y). M can be set to be 2. The denominator in the exponent will be T (σ D(x, y) ), so Eq. (A1) gives a probability of at most e −Θ(D(x,y)) for not reaching vertex 0. and the probability for state x 0 would be
which is a monotonically non-increasing function of t given λ k are all nonnegative.
Theorem 7 (Restatement of Thm. 4). After a label "N" reaches the target vertex y, the probability for having an "N" on y will remain Ω(1).
Proof. We again only keep track of the label "N" closest to y. When it is at y, there is a probability of
that an "I" is left on y and the closest "N" becomes one of the neighbors of y. Here, d y is the degree of y. Otherwise, suppose it is at a vertex u with degree d u . There is at least one neighbor of u that is one step closer to y, and other neighbors are at most one step farther. This corresponds to a probability of moving to 1, and at other state k the probabilities for moving to k + 1 and k − 1 are
) respectively. From [34] we can get the probability for state 0 in the stationary distribution, which is 1 1 + dmax−1 t=0
which is Ω (1) . Note that at large E, the probability for staying at the same state is larger that 1 2 , which means that all eigenvalues are positive. Also the random walk on a finite chain is reversible, so by Lemma 2, the probability for having "N" on t remain Ω(1). time is Θ(log V /V ). In contrast, the distance between any pair of vertices is 1.
Another example is that the OTOC saturation time on any graph can be scaled down by a factor of Θ(1/k) if we replace each edge by k-fold parallel edges. Alternatively we can replace each edge (u, v) by 2k edge (u, z i ) and (z i , v) for 1 ≤ i ≤ k, where {z i } k i=1 are newly added vertices (there are 2kE new vertices in total, k for each edge). Since k could be arbitrary, this violates the lower bound we obtained at finite degree.
