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Since the naissance of the fuzzy set theory in 1965, it has been applied to many areas exten-
sively. In the applications, people are confronted with the interpretation problem of member-
ship functions frequently. Since each person has his/her own opinion about the meaning of a
subjective concept, he/she always has his/her own membership function for the same concept.
The applications of the theory, for example fuzzy control and fuzzy reasoning, show the
robustness of the (more or less) optionally chosen membership functions. This phenomenon
probably reﬂects the inherent characteristics of fuzzy sets. In order to uncover the reason,
many researchers have pay attention to the interpretation of membership functions (fuzzy
sets). In this paper, from the quotient space theory and fuzzy equivalence relation, a new struc-
tural deﬁnition of fuzzy set is given. The ‘‘isomorphic principle’’ and ‘‘similarity principle’’ of
fuzzy sets, the necessary and suﬃcient conditions of the ‘‘isomorphism’’ and ‘‘e-similarity’’ of
two fuzzy equivalence relations, and some properties of the new structural deﬁnition are dis-
cussed. These results may open up some inherent properties of fuzzy sets and provide a new
interpretation of the membership functions.
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Since the naissance of the fuzzy set theory in 1965 [1], it has been applied to many
areas extensively. In the applications, people are confronted with the interpretation
problem of the membership functions frequently. Since each person has his/her own
opinion about the meaning of the same subjective concept such as ‘‘small’’, ‘‘large’’,
etc., he/she always has his/her own membership function for the same concept such
as triangular, trapezoidal, or gaussian, to name a few. The applications of the theory,
for example fuzzy control and fuzzy reasoning, show the robustness of the (more or
less) optionally chosen membership functions. This phenomenon probably reﬂects
the inherent characteristics of fuzzy sets. In order to uncover the reason, we will give
a new interpretation to the membership functions.
The deﬁnition of the membership function as followsDeﬁnition 1.1. Given a domain X. If A is a fuzzy subset of X, for any x 2 X
assigning a number lA(x): X ! [0,1] to x, lA(x) is called a membership of x with
respect to A.
Mapping lA(x):X ! [0,1],x ! lA(x) is called a membership function of A.
It is noted that in the following discussion, domain X is assumed to be inﬁnite (not
limit to ﬁnite). For simplicity, the membership function is denoted by A(x) rather
than lA(x).
The main operations of fuzzy sets: given two fuzzy sets A(x), B(x), the union,
intersection and complement of A(x) and B(x) areðA [ BÞðxÞ ¼ max½AðxÞ;BðxÞ; ðA \ BÞðxÞ ¼ min½AðxÞ;BðxÞ; A ¼ ½1
 AðxÞ
In practice such as fuzzy reasoning, designers may choose the membership func-
tions optionally in some degree, i.e., these membership functions may (slightly) be
diﬀerent for the same concept, but they can generally get the same (or approximate)
result. The robustness of the (more or less) optionally chosen membership functions
has brought many peoples attention. Some researchers [2–5] presented the
probabilistic interpretation of membership functions. For example, Lin [2,3]
interpreted memberships as probabilities. Each sample space has a probability
and each point is associated with one sample space. So the total space is like a ﬁbre
space. Each ﬁbre space is a probability space. Liang [4] regarded the membership
function value as an independent and identically distributed random variable and
proved that the mean of the membership functions exists for all the elements of the
universe of discourse. He interpreted the meaning of a subjective concept of a group
of people as the mean of the membership function for all people within the group.
Takashi Mitsuishi [5] introduced a new concept of empty fuzzy set in order to deﬁne
the membership function of fuzzy sets. These results may interpret the robustness of
membership functions in the probabilistic sense. That is, although diﬀerent persons
may assign (slightly) diﬀerent membership functions to a concept when solving a
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approximate result. Unfortunately, these results were obtained based on a strong
assumption, i.e., the membership function value is assumed to be an independent
and identically distributed random variable. Lin [6–8] presented a topological
deﬁnition, topological rough set, of fuzzy sets by using neighborhood systems,
discussed the properties of fuzzy sets from their structure, and then presented a
deﬁnition of the equivalence between two fuzzy membership functions and the
necessary and suﬃcient conditions of the equivalence between two membership
functions. He also discussed the concept of granular fuzzy sets in [2,9] and ‘‘elastic’’
membership functions in [10–12]. Lins works provide a structural interpretation of
membership functions (fuzzy sets).
It can be seen that a membership function of fuzzy sets can be interpreted in two
ways: one probabilistic, the other structural. We will show below that for a fuzzy set
(concept), it may probably be described by diﬀerent types of membership functions,
as long as their structures (see the structural deﬁnition of fuzzy sets below) are the
same, they will represent the fuzzy sets with the same property. That is, although
these membership functions are diﬀerent in appearance, they are the same in essence.
Therefore, the structural interpretation of fuzzy sets would be better than the
probabilistic one. And it seems that in a given environment most people would have
a similar structural interpretation for a concept. We will introduce a structural
deﬁnition of fuzzy sets and discuss its properties below since the structural
description is more essential to a fuzzy set.
The paper is organized as follows. In Section 2, the structural deﬁnition of
membership functions and the isomorphism principle are discussed. In Section 3, the
equivalence discrimination of membership functions is presented. In Section 4, the
deﬁnition of e-similarity and the similarity principle are introduced. Section 5, some
main conclusions are made. First, we introduce some basic results of quotient space
theory [13–15].Deﬁnition 1.2. Assume R 2 T(X · X), where T(X · X) stands for all fuzzy sets on
X · X. If it satisﬁes
(1) "x, R(x,x) = 1,
(2) "x,y 2 X, R(x,y) = R(y,x),
(3) "x,y,z 2 X, R(x,z) P supy(min(R(x,y),R(y,z))),
R is called a fuzzy equivalence relation on X.
Proposition 1.1. Assume that R is a fuzzy equivalence relation on X. If we define
8x; y 2 X ; x  y () Rðx; yÞ ¼ 1, then ‘‘’’ is a crisp equivalence relation on X. Let
[X] be a quotient space corresponding to relation ‘‘’’, i.e.,
½X  ¼ ½xjx 2 Xf g; ½x ¼ yjy  x; y 2 Xf g:
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transitivity. From x  y, y  z ) R(x,y) = 1,R(y,z) = 1, have R(x,z) P min(R(x,y),
R(y,z)) = 1 , i.e., x  z. hTheorem 1.1. Assume that R is a fuzzy equivalence relation on X, and [X] is a
quotient space as defined in Proposition 1.1. Define
8a; b 2 ½X ; dða; bÞ ¼ 1
 Rðx; yÞ 8x 2 a; y 2 b; ð1:1Þ
d(Æ,Æ) is a distance function on [X].Proposition 1.2. Assume that R is a fuzzy equivalence relation on X. Let
Rk = {(x,y)jR(x, y) P k}, 0 6 k 6 1, Rk is a crisp equivalence relation on X and is
called a cut relation of R.Proof. Obviously, relation Rk has self-reﬂectance and symmetry properties. Assume
that x and y, and y and z both are Rk equivalence. From its deﬁnition, we have
R(x,y) P k and R(z,y) P k. From (3) in Deﬁnition 1.2, have R(x,z) P
min{R(x,y),R(y,z)} P k, i.e., R(x,z) P k. Then x and z are Rk equivalence. Rela-
tion Rk has transitivity property. Finally, Rk is a crisp equivalence relation. h
From the deﬁnition of Rk, it is noted that 0 6 k2 6 k1 6 1() Rk1 > Rk2 ()
X ðk2Þ is a quotient space of X(k1), where X(k) is a quotient space corresponding
to equivalence relation Rk. A family {X(k)jR(x,y) P k}, 0 6 k 6 1, of quotient
spaces forms an order-chain based on the inclusion relation of quotient sets. A set
{X(k)j0 6 k 6 1} of spaces is called a hierarchical structure on X. Therefore, given
a fuzzy equivalence relation R on X, we have a corresponding hierarchical structure
on X.
Below we will show in what condition a corresponding fuzzy equivalence relation
can be obtained from a normalized metric.
Deﬁnition 1.3. Assume that (X,d),d(x,y) 6 1, is a metric space. For "x,y,z 2 (X,d),
if there does not exist any number within the array {d(x,y),d(y,z),d(x,z)} such that it
is greater than other two numbers, d is called a normalized equicrural distance.
From the deﬁnition, it is known that the necessary and suﬃcient condition that d
is a normalized equicrural distance is that any triangle formed by connecting any
three points on X is an equicrural triangle and its crus is the longest side of the
triangle. Since a triangle formed by {d(x,y), d(y,z), d(x,z)} is equicrural and its crus
is the longest side of the triangle, there must exist two equal numbers within {d(x,y),
d(y,z), d(x,z)} such that the two numbers do not less than the third one. That is,
there does not exist any number within {d(x,y), d(y,z), d(x,z)} such that it is greater
than other two numbers. The name ‘‘equicrural distance’’ is used for indicating its
geometric meaning.
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exists a fuzzy equivalence relation R on X such that X(k), k 2 [0,1], is a quotient space
corresponding to Rk, and Rk is a cut relation of R.Proof. Since {X(k)} is a hierarchical structure on X, each X(k) is a quotient space of
X. Let Rk, 0 6 k 6 1, be an equivalence relation corresponding to X(k).
"x, y 2 X, deﬁne
Rðx; yÞ ¼ inffk ðx; yÞ 62 Rkj g
1; 8k; ðx; yÞ 2 Rk

"x,y,z 2 X, Let R(x,y) = a1, R(x,z) = a2, R(y,z) = a3.
For "e > 0, we have ai 
 e < d1 6 a1, a2 
 e < d2 6 a2, d3 < a3 
 e < d3 6 a3.
(x,y) 2 Rd1, (x,z) 2 Rd2, (y,z) 2 Rd3.
If d2 P min(d1,d3), then R(x,z) P d2 P min(R(x,y) 
 e,R(y,z) 
 e) P
min(R(x,y),R(y,z)) 
 e.
If d2 < min(d1,d3), assuming d3 6 d1, from (x,y) 2 Rd1, (y,z) 2 Rd3, we have
(x,y) 2 Rd3, i.e., x  y, y  z(Rd3), then x  z(Rd3), i.e., R(x,z) P d3 = min(d1,d3) P
min(R(x,y),R(y,z)) 
 e.
Let e ! 0, we have
R(x,z) P supy(min(R(x,y),R(y,z))).
R(x,y) is a fuzzy equivalence relation on X and Rk is its cut relation. hTheorem 1.2. The following three statements are equivalent, i.e.,
(1) Given a fuzzy equivalence relation on X.
(2) Given a normalized equicrural distance on some quotient space of X.
(3) Given a hierarchical structure on X.Proof. (1)! (2), it is needed to show that the distance deﬁned on [X] based on
Theorem 1.1 is a normalized equicrural distance. By reduction to absurdity, assume
that there exist a,b,c 2 ([X],d) such that within {d(a,b) = d1, d(b,c) = d2, d(a,c) = d3}
there is a number greater than other two numbers, e.g., d3 > d2, d3 > d1, d2 P d1.
From the condition (3) of Deﬁnition 1.2, we have R(a,c) P min{R(a,b),R(b,c)},
i.e., 1 
 d3 P min{1 
 d1, 1 
 d2} = 1 
 d2. Then have 
d3 P 
d2, i.e., d3 6 d2. This
contradict to d3 > d2.
(2)! (1), assume that d(a,b) is a normalized equicrural distance on [X].
When a,b 2 [X], let R(a,b) = 1 
 d(a,b). For x,y 2 X, x 2 a, y 2 b, a,b 2 [X],
deﬁne R(x,y) = R(a,b). We will show that R(x,y) is a fuzzy equivalence relation
on X.
Obviously, R(x,y) has self-reﬂectance and symmetry properties. Now we show its
transitivity property. By reduction to absurdity, there exist x,y,z 2 X, x 2 a, y 2 b,
z 2 c, a,b,c 2 [X] such that R(x,z) < min{R(x,y),R(y,z)}. Assume that d(a,b) P
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 d(a,c) < min{1 
 d(a,b),
1 
 d(b,c)} = 1 
 d(a,b), then d(a,c) > d(a,b) P d(b,c). This is in contradiction to
that d is a normalized equicrural distance.
(1)! (3), it can be obtained from Proposition 1.2.
(3)! (1), it can be obtained from Proposition 1.3. h2. A structural deﬁnition of membership functions
Deﬁnition 2.1. Given a fuzzy equivalence relation R(x,y) on X. For a crisp set A on
X, we deﬁne a corresponding fuzzy set A such that its membership function is
A(x) = sup{R(x,y)jy 2 A}. A(x) is called a structural deﬁnition of membership
functions.
Therefore, A is a fuzzy set extended from a crisp set A by fuzzy equivalence
relation R and with A as its core. The new deﬁnition is induced from a fuzzy
equivalence relation and represents the relationship between a crisp set and its
corresponding fuzzy set so that it redounds to the understanding of fuzzy sets. We
will show below that the new deﬁnition is reasonable.
Lin [6,7] deﬁned fuzzy sets by neighborhood systems and discussed the
operations of the newly deﬁned fuzzy sets. Yao [16] presented a qualitative
deﬁnition of fuzzy sets. The deﬁnition we proposed is quite similar to their
deﬁnitions. But we will mainly focus on the relation between the operations of the
fuzzy sets commonly deﬁned and that of the fuzzy sets we proposed in order to
uncover the essence of membership functions. First, we show that two diﬀerent
fuzzy equivalence relations may correspond to the same hierarchical structure (see
Example 1).Example 1. Assume X = {1,2,3,4}. Two fuzzy equivalence relations R1,R2 are as
follows. Fuzzy equivalence relation R1: R1(1,1) = R1(2,2) = R1(3,3) = R1(4,4) = 1;
R1(1,2) = 0.8; R1(1,3) = R1(1,4) = R1(2,3) = R1(2,4) = 0.5; R1(3,4) = 0.6. Its corre-
sponding hierarchical structure: X1(1) = {1,2,3,4}, X1(0.8) = {(1,2),3,4}, X1(0.6) =
{(1,2), (3,4)}, X1(0.5) = {(1,2,3,4)}.
Fuzzy equivalence relation R2: R2(1,1) = R2(2,2) = R2(3,3) = R2(4,4) = 1;
R2(1,2) = 0.9; R2(1,3) = R2(1,4) = R2(2,3) = R2(2,4) = 0.6; R2(3,4) = 0.7. Its corre-
sponding hierarchical structure: X2(1) = {1,2,3,4}, X2(0.9) = {(1,2),3,4}, X2(0.7) =
{(1,2), (3,4)}, X2(0.6) = {(1,2,3,4)}.
From the example, it can be seen that R1 and R2 are two different fuzzy
equivalence relations but they have the same hierarchical structure. In fact, from a
hierarchical structure, a limitless number of fuzzy equivalence relations can be
deﬁned.
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ing hierarchical structure are called isomorphic.Deﬁnition 2.3. Assume that R1 and R2 are two fuzzy equivalence relations on X, and
{X1(k)/0 6 k 6 1} and {X2(l)/0 6 l 6 1} are their corresponding hierarchical struc-
tures, respectively. If there exists an one-one corresponding and increasing function f
:[0, 1]! [0, 1] ([0,1] onto [0,1]) such that "k, 0 6 k 6 1 we have X1(k) = X2(f(k)), R1
and R2 are called as strongly isomorphic. Function f is an isomorphic transform of
R1 and R2.
Note that if two fuzzy equivalence relations are strongly isomorphic, they must be
isomorphic. Contrarily, the relationship does not hold.Deﬁnition 2.4. Given a fuzzy subset A and its membership function lA(x). Deﬁning
an equivalence relation R : x  y () lAðxÞ ¼ lAðyÞ on X, we have a quotient space
[X]A corresponding to R. Furthermore, deﬁning an order ‘‘<’’ on [X]A such that
½x < ½y () lAðxÞ 6 lAðyÞ, x 2 [x], y 2 [y], space ([X]A, <) obtained is a totally
ordered quotient space corresponding to fuzzy subset A.Deﬁnition 2.5. Fuzzy subsets A and B are isomorphic if they belong to a corre-
sponding totally ordered quotient space.Proposition 2.1. Given two isomorphic fuzzy equivalence relations R1, R2 and a crisp
set A. Fuzzy subsets A1 and A2 are isomorphic, where A1 and A2 are defined by R1 and
R2 respectively according to Definition 2.1 (the structural definition).Proposition 2.2. R1 and R2 are two strong isomorphic fuzzy equivalence relations on
X. A and B are two crisp sets. Based on Definition 2.1, from R1 and R2 fuzzy subsets
A1, A2 and B1, B2 can be defined respectively. Then, fuzzy set A1 [ B1 and fuzzy set
A2 [ B2 (A1 \ B1 and A2 \ B2) are isomorphic.Proof. A1(x), A2(x), B1(x), and B2(x) are membership functions correspond to A1,
A2, B1, and B2, respectively. Assume that C1(x) and C2(x) are membership functions
of A1 [ B1 and A2 [ B2 respectively. C1(x) = max[A1(x),B1(x)], C2(x) =
max[A2(x),B2(x)].
Letting IA1 = {xjC1(x) = A1(x)}, IA2{xjC2(x) = A2(x)}, we will show IA1 = IA2
below.
If x 2 IA1, then A1(x) P B1(x). From Proposition 2.1, A1(x) and A2(x), B1(x) and
B2(x) are isomorphic. By assuming that A1(x) > B1(x), from the deﬁnition of A(x)
there exists y 2 A such that R1(x,y) > A1(x) 
 e. On the other hand, for "z 2 B have
R1(x,z) 6 B1(x). Letting e small enough such that "z 2 B, R1(x,y) > R1(x,z), since
R1 and R2 are isomorphic, we have
R2(x,y) > R2(x,z), "z 2 B, (see the conclusion of Theorem 3.1).
By taking the upper bound of the right hand side of the above inequality,
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x 2 IA2.
Similarly, if x 2 IA2 then we have x 2 IA1. Finally, IA1 = IA2.
Next, we show below that C1(x) and C2(x) are isomorphic.
Given x and y, and C1(x) > C1(y). If x,y 2 IA1, then C1(x) = A1(x), C1(y) = A1(y),
and have A1(x) > A1(y). From IA1 = IA2, have C2(x) = A2(x), C2 (y) = A2(y). Then,
since A1 and A2 are isomorphic, C2 (x) = A2(x) > A2(y) = C2(y).
Similarly, we may have the same result when x and y both do not belong to IA1.
Finally, we need to consider the instance: x 2 IA1 and y 62 IA1.
Assume x 2 IA1, y 62 IA1, and C1(x) > C1(y), then A1(x) > B1(y). Letting
A1(x) = k1, B1(y) = k2, we have k1 > k2. Let k1 > k3 > k4 > k2, from R1 and R2 are
strong isomorphic, i.e., f is a isomorphic transform of R1 and R2, by letting l3 = f(k3)
and l4 = f(k4), we have l4 < l3 and X1(k3) = X2(l3), X1(k4) = X2(l4).
From the deﬁnition of A1(x), we have $z 2 A, R1(z,x) P k3, i.e., z and x are
equivalent on X1(k3). Thus, x and z are equivalent on X2(l3) as well. We have
A2(x) P R2(z,x) P l3. Similarly, y and any point in B are not equivalent on X1(k4).
The y and any point in B are not equivalent on X2(l4), i.e., B2(y) 6 l4 < l3 6 A2(x).
We have C2(y) = B2(y) 6 l4 < l3 6 A2(x) = C2(x), i.e., C2(y) < C2(x).
Similarly, when C1ðxÞ < C1ðy; Þ () C2ðxÞ < C2ðyÞ and C1(x) = C1(y,)()
C2(x) = C2(y), it can be proved that A1 [ B1 and A2 [ B2 are isomorphic.
Similarly, it can be proved that A1 \ B1 and A2 \ B2 are isomorphic. hProposition 2.3. R1 and R2 are two isomorphic fuzzy equivalence relations on X. A is a
crisp set on X. From R1 and R2, according to Definition 2.1 fuzzy subsets A1 and A2 can
be defined. Then, fuzzy sets A
1 and A


2 are isomorphic, where A


1 is the complement of
A1 and its membership function is A


1 ðxÞ ¼ ð1
 A1ðxÞÞ.Proof. Since the corresponding totally ordered quotient spaces of fuzzy sets A
1 and A
are the same, (only the orders in the two spaces are reciprocal), A
1 and A


2 are
isomorphic. hTheorem 2.1 (weak isomorphism principle). R1 and R2 are two strongly isomorphic
fuzzy equivalence relations on X. Given a family {A1,A2,An} of crisp sets. From R1
and R2, the families A = {A1, . . .,An} and B = {B1, . . .,Bn} of fuzzy subsets can be
defined. After performing a finite number of set operations (complement, intersection,
union, etc.) over A and B, we have new families C = {C1, . . .,Cm} and D = {D1, . . .,Dm}
of fuzzy subsets. C and D are isomorphic as well.Proof. The theorem can directly be obtained from Proposition 2.2 and 2.3. h
In Section 4, we will show that when the condition ‘‘strongly isomorphic’’ is re-
placed by ‘‘isomorphic’’, the conclusion of Theorem 2.1 still holds. Since the condi-
tion in Theorem 2.1 is strong, we call the theorem ‘‘weak’’.
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property of a fuzzy set. After performing a family of set operations over any two
fuzzy sets of the same (isomorphic) structure, the newly obtained fuzzy sets still have
the same structure whereas they may probably be described by diﬀerent membership
functions. The theorem would give a deeper understanding of the fuzzy set theory.
Example 2. Fuzzy equivalence relations R1 and R2 as deﬁned in Example 1. Let
A = {1,3} and B = {1}. Deﬁne fuzzy sets A1, B1 and A2, B2 from R1 and R2,
respectively. Their membership functions as follow:
A1(x) = {A1(1) = 1, A1(2) = 0.8, A1(3) = 1, A1(4) = 0.6}
B1(x) = {B1(1) = 1, B1(2) = 0.8, B1(3) = 0.5, B1(4) = 0.5}
A2(x) = {A2(1) = 1, A2(2) = 0.9, A2(3) = 1, A2(4) = 0.7}
B2(x) = {B2(1) = 1, B2(2) = 0.9, B2(3) = 0.6, B2(4) = 0.6}
Fuzzy sets A1 and A2 have different membership functions on X. But they
are isomorphic since their corresponding totally ordered quotient spaces ({(1,3), (2),
(4)}) are the same.
Similarly, fuzzy sets (A1 \ B1) and (A2 \ B2) have different membership functions,
their corresponding totally ordered quotient spaces ({(1), (2), (3,4)}) are the same as
well.
ðA1 \ B1ÞðxÞ ¼ fðA1 \ B1Þð1Þ ¼ 1; ðA1 \ B1Þð2Þ ¼ 0:8;
ðA1 \ B1Þð3Þ ¼ 0:5; ðA1 \ B1Þð4Þ ¼ 0:5g
ðA2 \ B2ÞðxÞ ¼ fðA2 \ B2Þð1Þ ¼ 1; ðA2 \ B2Þð2Þ ¼ 0:9;
ðA2 \ B2Þð3Þ ¼ 0:6; ðA2 \ B2Þð4Þ ¼ 0:6g
From the structure of fuzzy sets A1 and A2, it is known that points 1 and 3 both
belong to the core A = {1,3} of the fuzzy sets; point 2 closer than point 4 to the core
A. Although different membership function values are assigned to the points in A1
and A2 respectively, since the correlation among points are the same in the two fuzzy
sets, their structure are the same. Therefore, the structural relation among points is
the essential property of a fuzzy set.
In Deﬁnition 2.1 a fuzzy set is deﬁned by a fuzzy equivalence relation so that the
isomorphism principle holds. Otherwise, the isomorphism principle does not neces-
sarily hold. For example, if a fuzzy set is deﬁned from neighborhoods, we have the
following example.
Example 3. Assume that the structures of fuzzy sets A and B are A = {(1,2), (3), (4)}
and B = {(1), (2), (3), (4)}, respectively. Deﬁne their membership functions as
A1(x) = {1,1,0.8,0.6}, A2(x) = {1,1,0.8,0.7}, B1(x) = {1,0.7,0.6,0.8}, and B2(x) =
{1,0.7,0.6, 0.9}. Certainly, A1(x) and A2(x) are membership functions of A, and
B1(x) and B2(x) are membership functions of B.
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(A [ B)1(x) = max{A1(x),B1(x)} = {1,1,0.8, 0.8}, and the structure of (A [ B)1(x) is
{(1,2), (3,4)}
(A [ B)2(x) = max{A2(x),B2(x)} = {1,1,0.8, 0.9}, and the structure of (A [ B)2(x) is
{(1,2), (4), (3)}
Obviously, the two structures are not the same. The isomorphism principle does
not hold.3. The discriminance of isomorphism of fuzzy equivalence relations
In what conditions two fuzzy equivalence relations would be isomorphism?
Theorem 3.1 (isomorphism discriminance theorem). Two isomorphic fuzzy equiva-
lence relations R1 and R2 () for any x,y,u, v 2 X,R1(u,v) < R1(x,y)M R2
(u, v) < R2(x,y) and R2(x,y) = R2(u, v)M R1 (x,y) = R1(u, v).Proof. ): Assume R1(u,v) < R1(x,y). Let k1:R1(u,v) < k1 < R1(x,y) and X1(k1) =
{(x,y)jR1(x,y) P k1}. Then, x and y are equivalent in X1(k1) but u and v are not
equivalent in X1(k1). Since R1 and R2 are isomorphic, there exists an k2 such that
X1(k1) = X2(k2). We have x and y are equivalent in X2(k2) but u and v are not equiv-
alent in X2(k2). Therefore, R2(u,v) < k2 i.e., R2(u,v) < R2(x,y).
Similarly, R2(u,v) < R2(x,y)! R1(u,v) < R1(x,y).
Now we prove that if R2(x,y) = R2(u,v) then R1(x,y) = R1(u,v). By reduction to
absurdity, Let R2(x,y) = R2(u,v) but R1(x,y)5 R1(u,v). We might as well assume
a = R1(x,y) > R1(u,v) = b.
Letting X1(a) = {(x,y)jR1(x,y) P a}, then (u,v) 62 X1(a). From the isomorphism
of R1 and R2, there exists an c such that X1(a) = X2(c). We have
(x,y) 2 X2(c) = X1(a). And from R2(x,y) = R2(u,v), we have (u,v) 2 X2(c) = X1(a)
and (u,v) 62 X1(a). There is a contradiction. Thus, R1(x,y) = R1(u,v).
(: Let I1 = {kj$(x,y),R1(x,y) = k, 0 6 k 6 1}, and "k 2 I1, let D1(k) = {(x,y)j
R1(x,y) = k}. From the assumption R1(u,v) = R1(x,y)M R2(u,v) = R2(x,y), it is
known that the value of R2 of any point on D1(k) has the same, e.g., l. We can deﬁne
a function f(k) = l on I1. For "k 2 I1, letting X1(k) = {(x,y)jR1(x,y) P k}, we have a
hierarchical structure {X1(k),k 2 I1}. For "k 2 I1, letting X2(f(k)) = {(x,y)j
R2(x,y) P f(k)}, then have a hierarchical structure {X2(f(k)), k 2 I1}.
Now we prove below that the hierarchical structures {X1(k), k 2 I1} and {X2(f(k)),
k 2 I1} are the same. Given X1(k) = {(x,y)jR1(x,y) P k}, and assume (u,v) 2 X1(k),
we have R1(u,v) P k = R1(x1y1). On the other hand, from R1(u,v) P R1(x,y)M
R2(u,v) P R2(x1,y1) = f(k), we have (u,v) 2 X2(f(k)).
Similarly, we have (u,v) 2 X2(f(k)), and (u,v) 2 X1(k). That is, hierarchical
structures {X1(k),k 2 I1} and {X2(f(k)), k 2 I1} are the same. h
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(u,v) 2 X · X,R1(x,y) = R1(u,v), R2(x,y) = R2(u,v), then for "(x,y) 2 X · X, we
deﬁne a function F:F(R1(x,y)) = R2(x,y). If for any (x,y), (u,v) 2 X · X, when
R1(x,y) < R1(u,v), we have F(R1(x,y)) < F(R1(u,v)), i.e., R2(x,y) < R2(u,v), and when
F(R1(x,y)) < F(R1(u,v)), we have R1(x,y) < R1(u,v). Function F is called a strictly
increasing function.Corollary 3.1. Given two fuzzy equivalence relations R1 and R2. Assume that F is a
function defined by Definition 3.1. If F is a strictly increasing function, then R1 and
R2 are isomorphic.Proof. From the deﬁnition of F and Theorem 3.1, we can directly obtain the
corollary. hExample 4. Assume X = Rm. LetR1ðx; yÞ ¼ e

P
k
xk
ykj j
R2ðx; yÞ ¼ 1
 c
X
k
xk 
 ykj j
In the above formula, given a proper c such that 0 6 R2(x,y) 6 1.
Obviously, there exists a strictly increasing function between R1 and R2. So R1
and R2 are isomorphic.Proposition 3.1. R1 and R2 are isomorphic () the corresponding function
F(R1(x, y)) = R2(x, y) is strictly increasing.Proof. (: From the Corollary 3.1, it can be proved.
): Assume that R1 and R2 are isomorphic. From the proof process of Theorem
3.1, it is known that there exist I1 and an one-one corresponding and increasing
function f such that {X1(k), k 2 I1} and {X2(f(k)), k 2 I1} are the same. Letting
F(k) = f(k), k 2 I1, then F(R1(x,y)) = R2(x,y) is a strictly increasing function. h
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From the preceding discussion, it is known that the requirement of isomorphism
of two fuzzy equivalence relations is too strong. We will present a rather week con-
dition, i.e., e-similarity of two fuzzy sets, and discuss its properties.Deﬁnition 4.1. Given two fuzzy equivalence relations R1 and R2, and e > 0, if
there exists a fuzzy equivalence relation R3 satisfying (1) R3 and R1 are
strongly isomorphic, (2) "x,y 2 X, jR2(x,y) 
 R3(x,y)j < e; or (1) R3 and R2 are
strongly isomorphic, (2) "x,y 2 X, jR1(x,y) 
 R3(x,y)j < e then R1 and R2 are e-
similarity.Deﬁnition 4.2. Given two fuzzy sets A and B, and e > 0, there exists a fuzzy set C
satisfying (1) A and C are isomorphic (or B and C are isomorphic), (2) "x 2 X,
jlC(x) 
 lB(x)j < e (or "x 2 X, jlC(x) 
 lA(x)j < e), then A and B are e-similarity.Proposition 4.1. Assume that R1 and R2 are two e-similarity fuzzy equivalence rela-
tions, and A is a crisp set on X. From R1, R2, and A, two fuzzy sets A and B can be
defined by Definition 2.1. Fuzzy sets A and B are e-similarity.Proof. We might as well assume there exists an R3 strongly isomorphic to R1,
R3 = R1, and "x,y 2 X, jR2(x,y) 
 R3(x,y)je. Given x, assuming that A(x) =
R1(a1,x) and B(x) = R2(a2,x), then A(x) = R1(a1,x) < R2(a1,x) + e 6 R2(a2,x) + e =
B(x) + e.
Similarly, B(x) = R2(a2,x) < R1(a2,x)e 6 R1(a1,x) + e = A(x) + e.
Thus, jB(x) 
 A(x)j < e, and have A and B are e-similarity. hTheorem 4.1 (Similarity principle). R1 and R2 are two e-similarity fuzzy equivalence
relations on X. Given a family {A1,A2, . . .,An} of crisp sets. From R1 and R2, the fam-
ilies A = {A1, . . .,An} and B = {B1, . . .,Bn} of fuzzy sets can be defined, respectively.
After a finite number of set operations (union, intersection, complement), we have a
families C = {C1, . . .,Cm} and D = {D1, . . .,Dm} of fuzzy sets. Then, C and D are e-
similarity.Proof. Assume there exist strongly isomorphic fuzzy equivalence relations R3 and
R1, and "x,y 2 X, jR2(x,y) 
 R3(x,y)j < e. Deﬁning a family E = {E1, . . .,Em} of
fuzzy sets from R3, after a set of operations, we have a family F = {F1, . . .,Fm} of
fuzzy sets. From the week isomorphism principle, C and F are isomorphic.
On the other hand, from Proposition 4.1, "i, jDi(x) 
 Fi(x)j < e. From Deﬁnition
4.2, D and C are e-similarity. h
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Theorem 4.2. R1 and R2 are e-similarity () there exists a strictly increasing
function F such that jF(R1(x, y)) 
 R2(x,y)j < e.Proof. Let R3(x,y) = F(R1(x,y)). From Proposition 3.1, R3 and R1 are strongly iso-
morphic, From Deﬁnition 4.1, R1 and R2 are e-similarity. h
The structural properties of e-similarity of fuzzy equivalence relations.
Assume that R1 and R2 are two fuzzy equivalence relations. Their corresponding
hierarchical structures are {X1(k)} and {X2(l)}, respectively. If R1 and R2 are e-sim-
ilarity, there exists a strictly increasing function F: k1 = F(k) such that "k, $l,
we have X2(l 
 e) < X1(F(k)) < X2(l + e). Otherwise, "l, $k, have X2(F(k) 
 e) <
X1(l) < X2(F(k) + e).
The relationship can be indicated in Fig. 1.
Fig. 1 shows that although the corresponding hierarchical structures of R1 and R2
cannot be merged into one hierarchical structure, for any quotient space X1(k1)
among {X1(k)} there must exist quotient spaces X2(l1 
 e) and X2(l1 + e) in
{X2(l)} such that one is in front of X1(k1); the other is at the back of X1(k1). Con-
trarily, for any quotient space X2(l1) among {X2(k)}, there must exist quotient
spaces X1(k1 
 e) and X1(k1 + e) in {X1(k)} such that one is in front of X2(l1); the
other is at the back of X2(l1).
We will show below that in Theorem 2.1 the conclusion still holds whereas the
condition ‘‘R1 and R2 are strongly isomorphic’’ is replaced by ‘‘R1 and R2 are iso-
morphic’’. The outline of its proof is as follows.
From the proof process of Theorem 3.1, it is known that when R1 and R2 are iso-
morphic, there exist I1 and an one-one corresponding and increasing function f de-X1(0)     X1(λ1)      X1(λi-ε)    X1(λI+ε)   X1(1)
X(0)    X(µ1-ε) X2(µ1+ε)      X2(µi)      X2(1)
Fig. 1. The relationship among quotient spaces.
Fig. 2. The adjustment procedure of function f.
L. Zhang, B. Zhang / Internat. J. Approx. Reason. 40 (2005) 92–108 105ﬁned on I1 such that {X1(k),k 2 I1} and {X2(f(k)),k 2 I1} are the same, i.e., "k 2 I1,
we have X1(k) = X2(f(k)). If f can be extended to an one-one corresponding and
increasing function from [0,1] on to [0,1], then f must be continuous. Therefore,
R1 and R2 are strongly isomorphic. Generally, the function extended from f is not
continuous on [0,1]. When X is a ﬁnite set, if the fuzzy equivalence relations on X
are isomorphic then they are strongly isomorphic as well.
We will show that as long as function f is adjusted properly, it will become an one-
one corresponding, continuous, and increasing function. The adjustment procedure
of the function f is as follows.
As shown in Fig. 2, along the discontinuous point we cut the curve f vertically,
move the right part of f rightward, and connect the right and left parts by a line.
By using the above procedure to treat all discontinuous points of f and f
1 (the
inverse of function f), we can obtain an one-one corresponding, continuous, and
increasing function.
Therefore, the domain of f is extended from [0,1] to [0,d1], since the discontinuous
points of f are moved rightward. The range of f is extended to [0,d2], since the dis-
continuous points of f
1 are moved rightward. Again, {X1(k),k 2 [0, 1]} is extended
to {X3(k)} = {X1(k),k 2 [0,d1]}. It is easy to prove that the equivalence relations R1
and R3 corresponding to {X1(k)} and {X3(k)} are e-similarity as long as the overall
rightward moving distance of discontinuous points in f is less than e.
Since the adjusted function is one-one corresponding and continuous from [0,d1]
to [0,d2], we can obtain that the equivalence relations R3 and R4 corresponding to
{X3(k)} and {X4(k)} are strongly isomorphic.
Then, we have the following theorem.
Theorem 4.3 (isomorphism principle). R1 and R2 are two isomorphic fuzzy equiva-
lence relations on X. Given a family {A1,A2, . . .,An} of crisp sets. From R1 and R2, the
families A = {A1, . . .,An} and B = {B1, . . .,Bn} of fuzzy subsets can be defined. After
performing a finite number of set operations (complement, intersection, union, etc.) over
A and B, we have new families C = {C1, . . .,Cm} and D = {D1, . . .,Dm} of fuzzy subsets.
C and D are isomorphic as well.Proof. Assume that {Xi(k)} corresponds to fuzzy equivalence relation Ri,A
3 =
{A31, . . .,A
3
n} is a family of fuzzy sets deﬁned by R3 and a family A = {A1, . . .,An}
of crisp sets. After a set of operations over A3, we have a family C3 of fuzzy sets.
A4 = {A41, . . .,A
4
n} is a family of fuzzy sets deﬁned by R4 and a family
A = {A1, . . .,An} of crisp sets. After a set of operations over A
4, we have a family
D4 of fuzzy sets. Since R1 and R3 are e-similarity, from Theorem 4.2 the families
C3 and C of fuzzy sets are e-similarity. Similarly, since R2 and R4 are e-similarity,
the families D4 and D of fuzzy sets are e-similarity.
Again, R3 and R4 are strongly isomorphic, from Theorem 2.1 C
3 and D4 are
isomorphic.
Finally, C andD are 2e-similarity. Since e is an arbitrary number, C and D are
isomorphic. h
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can also be replaced by ‘‘isomorphic’’.5. The geometric meaning of the structural deﬁnition of fuzzy sets
Since the membership functions (see Section 2) of fuzzy sets are induced from
fuzzy equivalence relations, the geometric meaning of fuzzy set structures will be
analyzed by the fuzzy equivalence relation structures.
Given a fuzzy equivalence relation R(x,y). First, assume that A = {x0} is a single
point set. A fuzzy set A is generated from A and its membership function A(x) =
R(x0,x) is deﬁned from {x0}. From Deﬁnition 2.1, letting d(x,y) = 1 
 R (x,y),
d(x,y) is a normalized equicrural distance on some quotient space [X] of X. Under
the distance, the neighborhood system of x0 is {S(x0, e), 0 6 e 6 1}, where
S(x0, e) = {xjd(x0,x) < e,x 2 X} corresponds to the structure of fuzzy set A(A(x0)).
A totally ordered quotient space ([XA], <) can be deﬁned from the neighborhood
system by Deﬁnition 2.3. The distance between any point and point x0 determines its
order on the space.
Generally, given a crisp set A, from Deﬁnition 2.1 a fuzzy set A can be deﬁned and
its membership function is A(x). Letting d(A,x) = 1 
 A(x), d(A,x) is the distance be-
tween point x and set A under metric d(x,y). Let S(A, e) = {xjd(A,x) < e} be an e-
neighborhood of A. From the neighborhood system {S(A, e), 0 6 e 6 1} of A, a
totally ordered quotient space can also be obtained by Deﬁnition 2.3, where the dis-
tance between any point and set A determines the space order. From the isomor-
phism principle in Section 4, it is known that the corresponding totally ordered
quotient spaces of fuzzy subsets represent the essential property of fuzzy subsets.
A crisp set and a corresponding fuzzy set can be described geometrically as in
Fig. 3.
The geometrical meaning of the structural deﬁnition of fuzzy sets.
According to Deﬁnition 2.3, given a fuzzy set A on X, an order relation on some
quotient space [X] of X is obtained. The order represents the relative distance, a well
relation, between each point on X and the core A0 of fuzzy set A rather than an abso-
lute value as described by common membership functions. So the structural deﬁni-
tion of fuzzy sets are better than the optionally chosen membership functions,A crisp set A
A corresponding fuzzy set A 
Fig. 3. The geometric representation of a common set and a fuzzy set.
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erty of a fuzzy set.
From the preceding discussion we know that as long as people have the same (or
e-similarity) interpretation of the order relation among points of a fuzzy set on X, the
membership functions deﬁned by Deﬁnition 2.1 are isomorphic (or e-similarity),
although their types may (slightly) be diﬀerent. From the isomorphism (e-similarity)
principle, after a ﬁnite number of set operations the fuzzy sets obtained are also iso-
morphic (or e-similarity). Under a certain environment, a group of persons generally
has the same (or similar) structural interpretation for a concept so that the fuzzy pro-
cessing is more robust.
Example 5. As in Example 1, Let A = {1}, two isomorphic fuzzy equivalence
relations R1 and R2.
Deﬁning fuzzy set A from R1, we have its membership function.
A1(x) = {A1(1) = 1,A1(2) = 0.8,A1(3) = 9.5,A1(4) = 0.5}, and the corresponding
totally ordered quotient space {(1), (1,2), (1,2,3,4)}.
We might as well deﬁne A from R2 and obtain
A2(x) = {A2(1) = 1, A2(2) = 0.9, A2(3) = 0.6, A2(4) = 0.6}, and its corresponding
totally ordered quotient space {(1), (1,2), (1,2,3,4)}.
Two membership functions A1(x) and A2(x) are (slightly) different, but in
quotient space [X]A they have the same three elements (1), (2), and (3,4) and the same
order relation among them, i.e., (1) < (2) < (3,4). The fuzzy set A deﬁned by A1(x)
and A2(x) respectively has the same structure.6. Conclusions
By introducing the fuzzy equivalence relation into quotient space theory, we pres-
ent a structural deﬁnition of fuzzy sets. Then the ‘‘isomorphism’’ and ‘‘similarity’’
principles of fuzzy sets are given. From the principles, we show that although each
person may probably assign (slightly) diﬀerent membership functions for a concept
in problem solving, the same (approximate) results can be obtained by fuzzy process-
ing generally.
The results will help us for deeper understanding the essence of fuzzy processing.Acknowledgement
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