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Abstract
Progress in the development of advanced and multi-functional materials for
organic and hybrid electronic and optoelectronic devices is often hampered by
the lack of a detailed understanding of structure/property relationships, and
especially of the link between molecular structure, nanoscale aggregation and
electronic properties. This issue affects particularly interfaces among molecular
layers in thin-film materials for organic devices, where the chemico-physical
complexity of the system leads to difficult interpretation of experimental results.
The overall performance of the organic electronic and optoelectronic devices
are related to the charge transport properties of the materials constituting the
active layer, which, in turn, depend on the morphology at the interface be-
tween the layers. These properties are affected by several factors, such as the
fabrication parameters, processing, and the interactions between the materials
composing the layers.
In this thesis, the development of computational tools able to model the
nanoscale morphology and the electronic properties of materials, in realistic
environments, targeting specific interfaces for organic electronics, is outlined.
These tools make use of methods at different scales, based on molecular dynam-
ics (MD), density functional theory (DFT) and coarse-grain (CG) simulations.
In this regard, high performance computing (HPC) infrastructures enable the
widening of the domain of each method, allowing the simulation of large-scale
systems.
In particular, MD simulations were performed for the modelling of materials
used in organic electronic and optoelectronic devices, including organic semi-
conductors based on small molecules, polymer dielectrics, electrodes and 2D
materials, investigating the growth and aggregation of organic materials and
layered systems at the interfaces. These morphologies were then used to in-
vestigate electronic properties occurring between materials by performing DFT
calculations. The CG method allows the extension of the length and time scales
of the systems under investigation.
The approach proposed in this thesis enables a better understanding on
the aggregation of organic materials in complex environments and the related
electronic processes, by mimicking realistic processing techniques, and finally
correlating the results with experiments.
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Introduction
Since the discovery, in 1977, that the conductivity of polyacetylene increases
by several orders of magnitude upon doping with iodine[1], organic electronics
attracted a lot of interest and research efforts. For this pioneering work and
further research on conducting polymers, Heeger, MacDiarmid and Shirakawa
were awarded with the Nobel prize in Chemistry in 2000. The first organic
device was fabricated ten years later, in 1987, by C. W. Tang, who built a
prototypical bilayer OLED device[2]. In the same year, Koezuka and co-workers
reported the first organic field-effect transistor based on polythiophene[3]. The
research on organic electronic devices raised and, with that, their application
in common objects, like smartphones, TV and medical devices. The increased
interest in organic devices is due to manifold factors. Firstly, the increased
sensitivity towards social and energetic issues related to the use of non-renewable
and difficult to extract inorganic materials, like silicon and lithium, commonly
used for displays and batteries. Moreover, organic-based devices show a series
of appealing features which can allow them to compete with their inorganic
counterpart, such as the possibility to realize flexible large-area devices based
on thin films, constituted by cheap, highly tunable materials. Organic materials
can be bio-compatible, enabling applications concerning the interaction between
organic devices and biological systems.
The main drawbacks of organic electronics, however, reside in the lower life-
times of materials, due to degradation processes occurring when exposed to
air and water, leading to lower charge transport properties and hence to lower
efficiency and performance of the devices[4–8]. Nowadays, the research is fo-
cused on the improvement and enhancement of the materials composing the
building blocks of the organic devices, in order to obtain better performance[9–
12]. Above all, the research on these devices is not focused on the replacement
of inorganic devices, but rather to fabricate devices for a range of applica-
tions in which the inorganic materials cannot be used. For example, sensors
for health care, large-area low-consumption lighting devices, flexible devices,
wearable electronics, bioelectronics[13–19].
The overall performance of the organic electronic devices are generally re-
lated to the morphological and charge transport properties of the semiconduct-
ing materials constituting the active layers. These two properties are tightly
correlated. In fact, is now well known that charge transport in organic materials
depends crucially on the molecular nanoscale morphology of materials in aggre-
gates[10, 20–22]. These factors, in turn, are related to the device architecture,
processing techniques, and physicochemical interactions with the environment
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and other materials, occurring, for example, at the interfaces[23]. In particu-
lar, remarkable electronic and optical performances in organic devices can be
achieved by active layers constituted by thin-films of crystalline or polycrys-
talline organic materials, where the growth of ordered aggregates is a prereq-
uisite for optimal efficiencies[5, 6, 24, 25]. The potential occurrence of poly-
morphism in the formation of organic crystal aggregates, may impact further
the overall device performances[26–28]. The relationship between the direction-
ality and anisotropy of nanoscale crystalline aggregation and charge transport
properties is particularly relevant in planar devices, such as organic transis-
tors, where charge accumulation is essentially connected to the organic layers
at the semiconductor/dielectric interface[6, 20, 29]. Accordingly, the properties
of these devices depend critically on aggregation properties and crystallinity
in the pseudo-bidimensional layers constituting the active thin-film[6, 20, 25].
Detailed investigations on aggregation phenomena in layered organic semicon-
ductors and the link with charge transport properties constitute an essential
element for the optimisation of devices and the comprehensive understanding
of structure/property relationships.
The aggregation and crystallinity of organic layers is also greatly affected by
the interaction with the underlying surface on which they are grown. Namely,
the nature of the interactions between the materials at the interface, the mor-
phology of the underlying surface, the deposition technique and parameters,
dictate the morphology of the organic materials aggregated on the surface[5, 6,
10]. These factors must be optimised in order to obtain well-ordered crystalline
aggregates and hence good charge transport properties. Experimental charac-
terization techniques are employed to investigate the structure and morphology
of these interfaces, at the microscopic scale[5, 30–34]. A detailed knowledge
on the structure/properties relationship, together with a comprehensive under-
standing of the molecular process leading to the morphology at the interfaces
between organic materials is a prerequisite for the fabrication of devices with
enhanced performance. In this respect, computational models can provide use-
ful tools to gain a better understanding about the nanoscale morphology of
interfaces and charge transport properties, such as charge carriers mobility and
charge injection rates.
In this thesis, computational modelling techniques at different scales were
carried out to investigate the structure, dynamics and electronic properties of
materials used in organic electronics. In particular, starting from a detailed
knowledge of properties of the materials studied, the aim of this thesis was to
develop computational tools enabling a better understanding on the morpholo-
gies of materials at the interfaces by performing molecular dynamics (MD)
simulations, mimicking the experimental process for the fabrication of organic
devices, and eventually correlate the results with available experimental data.
Furthermore, the morphologies obtained by simulations were used to investigate
the electronic properties in realistic aggregates by performing density functional
theory (DFT) calculations, in order to understand the charge transport behavior
of materials in real devices. The detailed atomistic information obtained were
then used to develop coarse-grained models to scale-up the size and time scale
of our simulations, approaching the device-like scales. The correlation between
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the morphologies at the interface between materials and electronic properties
enables the understanding of phenomena occurring at the nanoscale in real sys-
tems, such as degradation of materials, structure/properties relationship, and,
in turn, by comparing our results with experiments, we could improve processes
leading to better performance and hence enhancing the efficiency of organic
electronic and optoelectronic devices.
In Chapter 2, an overview on the main features of organic electronics are
described, from devices to molecular properties of materials used in organic
electronics and the characterization techniques to investigate them.
In Chapter 3, the methods used for the simulations performed in this thesis
are presented.
In Chapter 4 and 5, the morphology of 2D and 3D aggregates of PTCDI-C13,
an n-type semiconductor used in organic field-effect transistor, were investi-
gated, respectively. In particular, the phases of the materials in 2D aggregates
were modeled and their structure and dynamics were studied by performing
MD simulations. The structures obtained were then used to compute electronic
properties by DFT calculations, obtaining the stability and charge transport
properties of the 2D aggregates. These configurations were then used to model
the 3D bulk phases of the material, by performing MD and metadynamics simu-
lations in order to determine the most stable bulk structure, and then compute
the charge transport properties. These investigation led us to gain a complete
structural and electronic picture of the semiconducting material. These works
have been already published [35, 36].
In Chapter 6, the atomistic information obtained by the previous works were
used to develop a coarse-grained model of the PTCDI-C13 by the parametriza-
tion of atomistic potential, decreasing the complexity of the system. The struc-
tural properties of the coarse-grained models of PTCDI-C13 3D bulk phases
were compared to the atomistic ones.
In Chapter 7, the morphology of PTCDI-C13 at the interface with different
substrates was studied by performing MD simulations. In particular, the in-
terface with a polymeric material commonly used as gate dielectric in organic
devices, poly(methyl methacrylate) (PMMA), was investigated, applying com-
putational approaches that mimic the fabrication process of organic devices.
Furthermore, the interface with a model 2D material, graphene, was modeled
and the results were compared with experiments.
In Chapter 8, the interface between a prototypical hole transport material
and the anode electrode used in organic light-emitting diodes was modeled. In
particular, in order to understand the process leading to the degradation of
materials at the interface in these devices, a model of the interaction between
an organometallic material and indium tin oxide (ITO), was developed, by
applying advanced computational techniques to obtain realistic morphologies
of the interface and compute charge injection rates at the interface.
In Chapter 9, the structure, dynamics and electronic properties of phospho-
rene at the interface with organic materials were studied, by performing MD
and DFT calculations. Namely, the interaction with alkanes and with PMMA
was investigated to study the structural and electronic changes of phosphorene
at the interface with materials used in organic electronics.
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Organic Electronics: materials,
processes and devices
Organic electronics is a branch of materials science that deals with devices
constituted by organic small molecules or polymers. The progress of applied
research in organic and hybrid electronics, nowadays, relies largely on the devel-
opment of novel materials, with tailored properties, able to perform targeted,
complex functionalities at the molecular level[9, 11]. In this respect, intense
research efforts have been carried out, during the past few decades, to develop
materials based on small organic molecules and polymers, constituting the active
component of devices, such as organic light-emitting diodes (OLEDs), organic
field-effect transistors (OFETs), organic light-emitting transistors (OLETs) and
organic photovoltaics cells (OPVs)[37–44]. The main features of these devices
are the materials used and the fabrication and processing techniques. Their
development leads to progress and enhancement in the fabrication of high per-
formance organic electronic devices. In particular, remarkable electronic and
optical performances can be achieved by active layers constituted by thin-films
of crystalline or polycrystalline organic materials, where the growth of ordered
aggregates is a prerequisite for optimal efficiencies[9, 11, 12].
The ordered aggregation of these materials depends crucially on the inter-
actions at the interface with other materials in devices. The morphology at
these interfaces, in turn, affects the electronic properties of materials, hence
determines the overall charge transport in organic electronic and optoelectronic
devices[6, 22, 31, 45, 46].
In this chapter, an introduction on the most studied organic devices and
their features is presented. Moreover, an analysis on the properties of the mate-
rials used for the fabrication of these devices, from the morphology in thin films
to their charge transport properties, is described, together with the experimen-
tal techniques employed for the characterization of the structural and charge
transport properties of materials. Finally, the organic and inorganic materials
investigated for the scopes of this thesis are shown.
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2.1 Organic light-emitting diodes
Organic light-emitting diodes (OLEDs) are devices in which the emission of
light occurs from an excited molecule, called emitter. In the simplest example
of an OLED, the emission layer lays between two electrodes, a cathode and an
anode. Usually, the cathode is metallic (Al, Ca, Ba) and the anode is a trans-
parent metallic oxyde (the most common is the indium-tin oxyde, ITO)[45, 48–
50]. In the simplest OLED device, electrons are injected by the cathode to
the lowest unoccupied molecular orbital (LUMO) of the organic semiconduc-
tor, while holes are injected by the anode on the highest occupied molecular
orbital (HOMO) of the organic semiconductor. Electrons and holes recombine
in the emitting region, forming an exciton. This exciton decays emitting a
photon of energy hν, with an energy equal to the energy band gap between
the HOMO and the LUMO, in the range of visible light. Hence, the emitting
properties and overall performance of these devices depend on the HOMO and
LUMO characteristics of the organic materials used, which are correlated to
the conduction and valence bands of the inorganic semiconductors. OLEDs
composed of cathode, anode and active layer present some performance issues.
Namely, holes usually have a higher charge mobility than electrons, leading to
an emission nearer to the cathode instead of the middle of the active region.
Moreover, exciton-metal quenching can take place in the vicinity of electrodes.
For these reasons, then, OLEDs are usually fabricated with a multilayer ar-
chitecture. In particular, layers for the charge injection and trasport can be
inserted between the electrodes and the active layer, in order to improve effi-
ciency of charge injection and to balance electrons and holes transport in the
emitting layer (see Figure 2.1a). Nowadays, OLEDs are fabricated in stacks,
called stacked or tandem OLEDs[47, 49, 51, 52], in which the whole device is
formed by cells functioning as a single OLED (see Figure 2.1b). Every cell of
the stack emits light of a different colour and works at a fraction of the voltage
required. Therefore, with this architecture the degradation of materials and
the high voltage due to the high current density within the device layers are
reduced. Applications of OLEDs range from smartphones displays, TV screens,
Figure 2.1: Organic light-emitting diode in multilayer (a) and
stacked (b) architectures. Adapted from Ref. [12, 47].
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computers, to lighting. Compared to LEDs, OLEDs present lower production
costs, lightweight and flexibility, enhanced brightness and wider viewing angle,
less energetic consumption and the possibility to fabricate large-area devices.
Due to the layered stacked architecture of OLEDs, one of the crucial aspects
that affects greatly the performance of the devices is related to the processes
leading to degradation of materials constituing the layers of OLEDs, mostly
occuring at the interfaces[23, 51, 53, 54]. In this respect,computational models
provide useful tools to gain a better understanding about the nanoscale mor-
phology of interfaces and the charge injection from metallic electrodes to the
organic semiconductor layer, in order to develop devices with enhanced perfor-
mances[55–57]. This issue will be addressed in Chapter 8. The active layer in
OLEDs is usually composed by small organic molecules or by organometallic
complexes. The use of organometallic complexes as host materials is due to the
efficiency of the decay mechanisms. The formation of an exciton statistically
populates the singlet (S1) and triplet (T1) states at 25% and 75%, respectively.
Organic molecules usually decay by fluorescence with the transition S1 → S0.
The T1 state is usually poorly populated in organic materials because the inter
system crossing (ISC) S1 → T1 is energetically unfavourable, since it requires a
spin flip. The internal quantum efficiency (IQE) is therefore limited to 25% in
organic materials. Organometallic complexes present spin-orbit coupling, which
allows easier spin flipping and hence increases the inter system crossing. Excited
states in these complexes can decay by phosphorescence with the transition T1
→ S0. If this transition is radiative, both S1 and T1 can decay in a radiative
process, leading to a potential IQE of 100%.
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2.2 Organic field-effect transistors
Organic field-effect transistors (OFETs) are commonly constituted by three elec-
trodes (the gate, the source and the drain), a gate dielectric layer and an organic
semiconducting layer (see Figure 2.2). These devices can be fabricated in the
top-gate configuration, in which the gate electrode lays on top of the semicon-
ducting layer, or in bottom-gate configuration, in which the semiconducting
layer is on top of the dielectric layer with an underlying gate electrode. Source
and drain electrodes, in turn, can be deposited on top of the semiconducting
layer (top-contact) or on top of the dielectric layer (bottom-contact). In Figure
2.2 a bottom-gate top-contact OFET is represented. In this architecture, when
no voltage is applied between gate and source electrodes, the device is in the
"off" state. The application of a gate voltage (VG) generates charge polarization
in the semiconducting layer, at the interface with the dielectric layer. In par-
ticular, for negative VG, holes are generated in the semiconducting layer at the
interface with the gate dielectric (p-channel devices), while positive VG causes
accumulation of electrons in the semiconducting layer (n-channel devices). By
applying another voltage between source and drain (VSD), the charge carriers
migrate across the semiconductor and are collected in the drain electrode. This
is called the "on" state of the device. Initially, when VSD < VG, the OFET
operates in a linear current regime, following the equation:
ISD =
W
L
µ C
(
VG − VT − VSD
2
)
VSD (2.1)
where W and L are the width and the length of the channel, respectively, µ
is the feld-effect mobility, C is the capacitance of the gate dielectric and VT is
the threshold voltage. When VSD becomes higher than VG (VSD > VG), the
transistor operates in the saturation regime:
ISD =
W
2L
µ C(VG − VT )2 (2.2)
The current flow in OFET devices can be therefore modulated by modulating
the magnitude of both VG and VSD. When VG is applied, the majority of
Figure 2.2: OFET device in bottom-gate top-contact architec-
ture. Adapted from Ref.[21].
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charge carriers are collected within the first few molecular layers of the organic
semiconductor at the interface with the dielectric layer. For this reason, the
growth and the order of these interfacial semiconducting layers determine the
transistor performance. The degree of order and the morphology of aggregates
at the interface depend on several factors, such as deposition technique, de-
position rates, substrate surface chemistry and surface roughness[5, 6, 58–63].
An increase in the deposition rate increases the nucleation density and leads to
smaller crystallites[5, 6, 24]. If the rate is extremely high, the growth becomes
completely kinetic and amorphous films are formed[6]. A decrease of the de-
position rate should also decrease the nucleation density and increase the size
of the grains in polycrystalline materials[5, 6, 24]. Another factor affecting the
aggregation of organic materials on the dielectric layer is the substrate tem-
perature. A high substrate temperature allows the organic molecules to diffuse
more on the surface, finding the lowest energy sites and forming more regular
grains[6, 63]. An excessive increasing of the temperature, however, can lead to
a difficult nucleation. Thus, the substrate temperature should not be above the
organic material sublimation temperature. For desirable grain morphology and
2D growth, the substrate temperature should be as high as possible, provided
that desorption does not dominate and that nucleation is still possible[5, 6]. The
aggregation and structure of organic materials at the interface in these devices
will be investigated in this thesis. The performance of OFETs are characterized
by the mobility, which is the drift velocity of the charge carrier per unit applied
field, the on-off ratio (the difference in source/drain current in the “on” and “off”
states), often related to the purity of the semiconductor and threshold voltage
(the voltage at which the transistor turns from the “off” to the “on” state), which
depends on the quality of the interface between the organic semiconductor and
the gate insulator.
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2.3 Organic light-emitting transistors
Organic light-emitting transistors (OLETs) are ambipolar transistors in which
the active region is formed by an organic semiconductor able to transport both
holes and electrons. These devices emit light via charge recombination. Exci-
tons are created by the in-plane moving of holes and electrons current, controlled
by the gate electrode. An example of an OLET device is represented in Figure
2.3. The electroluminescence intensity is tuned by the gate and drain voltage.
Compared to OLEDs, OLETs present more control over charge injection, bal-
ance of the holes and electrons current, higher charge carriers density which
leads to a higher mobility, improving lifetime and efficiency of devices. While
in OLEDs the charge carriers have to move few tens of nm to recombine, in
OLETs they have to move hundreds of nm. For this reason, in OLETs the
charge transport properties of the active materials must be optimised. More-
over, formation of both electrons and holes should occur at a similar VT and
recombine in a defined region of the active layer. In order to improve efficiency
in these devices, usually the active layer is formed by three layers, one composed
of a n-type (electrons conductor) semiconductor, one of a p-type (holes conduc-
tors) semiconductor and between them a recombination layer, which should
have a high emission efficiency. Holes and electrons are formed in the p- and
n-type semiconducting layers, respectively, and recombine in the recombina-
tion layer upon application of a VSD, emitting light. A key aspect for an
efficient charge recombination in these devices is the energy levels alignment
of the materials. Namely, the LUMO (HOMO) energy of the n-type (p-type)
semiconductor should be similar to the LUMO (HOMO) energy of the mate-
rial constituting the recombination layer. Another key aspect is represented by
the interfaces between organic materials composing the active layer, since the
nanoscale morphology at the interface affects the charge transport and therefore
the performance of the devices[12, 64].
Figure 2.3: Representation of an organic light-emitting tran-
sistor. Adapted from Ref.[12].
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2.4 Organic photovoltaics cells
Solar cells are devices that directly convert light energy into electrical energy.
Organic photovoltaics (OPVs) cells cover a range of photovoltaic device architec-
tures that contain at least one organic material in the functional light-absorbing
layer. In p-n heterojunction solar cells, the active layer is sandwiched between
a high work function anode and a low work function cathode. The active layer
is composed of two light-absorbing semiconductors, one p-type and one n-type.
These organic semiconductor materials can be deposited as separate layers, with
contacts at the p-n interface (bilayer heterojunction), or form a blend in which
p-n interactions are extended throughout the active layer (bulk heterojunction,
BHJ). In these devices, light absorption occurs at the active layer upon solar
irradiation, forming an exciton. The exciton diffuses within the active layer
until it reaches the donor-acceptor interface, where it dissociates forming free
charge carriers, which diffuse to the anode (holes) and the cathode (electrons)
electrodes. At the electrodes, charge is collected. Due to the device architecture
and functioning, charge transport and thus performance are strongly affected,
among other factors, by the nanoscale morphology at the organic/electrode and
organic/organic interfaces and molecular packing of materials constituting the
active layer[65, 66].
Figure 2.4: Organic photovoltaic cell bulk heterojunction.
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2.5 Materials for organic electronics
Organic materials for electronic and optoelectronic applications should have
specific properties, depending on which role they perform in the device opera-
tions. These properties can be manifold, such as optical properties, electrical
properties, morphological properties, chemical and thermal stability, and pro-
cess compatibility. For example, electrodes should ensure ohmic contacts and
provide high conductivity to ensure charge injection to the active layer. The
gate dielectric must exhibit good dielectric properties to ensure charge carri-
ers accumulation in the active channel upon application of the gate voltage.
Organic semiconductors are the most important materials in an organic elec-
tronic device, therefore their properties are the most important. In particular,
a good organic semiconductor should present good thermal and chemical sta-
bility, molecular packing that favor the migration of electrons, hence favor the
charge transport in the device.
2.5.1 Organic semiconductors
The most important property of semiconducting materials for organic electronic
devices is the conduction of charges. Charge transport properties in these ma-
terials determine the performance of the whole device. A key characteristic
which affects the electronic properties of organic materials is the intermolecular
order adopted by the molecules in the solid state. Good electronic performance
requires strong electronic coupling between adjacent molecules, that in turn
depends on the aggregation of the material.
The main differences between organic and inorganic semiconductors reside
in the charge transport mechanism. In particular, in inorganic materials charges
are fully delocalized in the valence and/or conduction bands and transport is
driven by strong electronic couplings. Organic materials are packed via weak
van der Waals interactions and charges are commonly transported via hopping
between conjugated systems.
In single bonds, the electrons of the outer shells occupy hybridized sp3 or-
bitals, forming σ orbitals. In double bonds, instead, the orbitals are hybridized
sp2, in which two p orbitals form the σ orbitals, while the third, pz, is orthog-
onal to the linking bond, and overlaps with pz orbitals of neighboring atoms,
forming the pi orbitals. A conjugated system presents alternating single and
double C bonds. The electrons of pi orbitals are delocalized over the whole
conjugation of the system, hence they can move from one bond to another.
The conjugation can take place even if the carbon backbone is interrupted by
single N or S atoms. The whole filled pi-molecular orbitals can be associated
to the valence bands in inorganic materials, while the unoccupied pi-molecular
orbitals can be associated with the conduction bands. The HOMO and LUMO
energies of a material determine its electronic properties. The energy difference
between HOMO and LUMO is called band gap, and usually is in the order of
a few eV. Charge carriers in organic materials tipically induce a relatively large
local polarization and lattice distortion. The carrier together with the induced
polarization is considered as one entity, called polaron. A polaron is defined as
a quasiparticle composed of a charge plus its accompanying polarization field.
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In organic electronics, the semiconducting materials can be composed by
either small molecules or polymers. Small molecule semiconductors are easy to
purify and usually form crystalline thin films, which is an important character-
istic for layered organic devices. Polymer semiconductors have good electronic
properties, processability and flexibility. The charge transport in polymers can
be interchain (via pi-pi stacking interactions) or intrachain (faster than inter-
chain). We can also distinguish between amorphous and crystalline organic
semiconductors, with the former presenting a disordered packing, while the lat-
ter aggregating in ordered packed structures. Crystalline organic semiconduc-
tors packs in two main motifs: the herringbone, with aromatic cores disposed
edge-to-face, and the cofacial (or coplanar), with aromatic cores disposed face-
to-face, typically with some degree of displacement along the long and short
axes of the molecules.
Organic semiconductors are mainly classified as p-type or n-type, which
means that they conduct holes or electrons, respectively. This classification
arises from the specific properties of the materials. Molecules with low electron
affinity (i.e. electron donating) transport holes, whereas molecules with high
electron affinity (i.e. electron accepting) transport electrons. In addition, or-
ganic semiconductors that are able to transport both holes and electrons are
called ambipolar.
p-type semiconductors
The p-type semiconductors discussed in this section are represented in Figure
2.5. The most commonly used p-type organic semiconductors are acenes, het-
eroacenes and thiophenes, in both small molecules and polymers. Naphthalene
(1) and anthracene (2) are the less extended acenes, but, due to their poor
electronic properties, they are not significantly used for device applications. In-
creasing the dimension of the aromatic core, the intermolecular overlap of the
electron cloud increases, resulting in a larger electronic coupling, hence better
electronic properties. The most studied p-type organic small molecule semicon-
ductor is certainly pentacene (3), due to its efficient charge transport and highly
ordered herringbone molecular packing (up to 1.5 cm2V−1s−1)[67]. Pentacene
has been widely investigated in the last years, as prototypical p-type semicon-
ductor for organic electronics, by both the morphological and the electronic
point of view[46, 68–70]. Nevertheless, pentacene presents also some important
drawbacks, such as oxidative instability and absorption in visible spectra[71],
hence limiting its application in electronic devices requiring ambient stability
and optical transparency. All the acenes exhibit a typical the classic herringbone
packing[9]. By functionalizing the molecular aromatic cores, the molecular pack-
ing usually change, leading to a cofacial motif[72] which can in principle increase
the charge mobility. An example is rubrene (4), a tetracene derivative, which
shows high charge carriers mobility, due to the strong pi-stacked arrangement
in the solid state[73, 74]. Other examples are porphyrins (5) and phthalocya-
nines (6), which present strong pi-pi interactions between cores, and coronenes
(7), which aggregate in a discotic columnar liquid crystalline phase[75]. An-
other very important class of p-type materials are the oligothiophenes, which
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Figure 2.5: Organic p-type semiconductors.
have attracted attention because of their planar structures and ease of tun-
ability. The functionalization of oligothiophenes with alkyl groups could also
improve the field-effect performance of organic compounds. This is due to the
stand-up configuration adopted by the molecules, i.e. solid state arrangement
arrangement with their long axis perpendicular to the substrates[26]. Among
the p-type semiconductors based on thiophene ring, the most studied are the
sexithiophene (6T) (8), the DH-4T (9) and the DH-6T (10) [9, 64]. The p-type
polymer polythiophene was used to build the first OFET device[3] (see Chap-
ter 1). A derivative of polythiophene, which is one of the p-type polymeric
semiconductor most used in device applications, is the poly(3-hexylthiophene)
(11), known as P3HT[61, 76–79]. P3HT shows high mobility, good crystalline
packing[77], with lamellar structures which enhance charge transport[79].
n-type semiconductors
n-type organic semiconductors (Figure 2.6) are usually less studied than p-type
counterparts, mostly due to their instability in the presence of air and water.
To achieve good electron injection from electrodes to n-type semiconductor,
the electron affinity of the semiconductor should be close to the Fermi energy
of the electrode. The introduction of electron-withdrawing groups like halo-
gens, cyano and carbonyl groups can efficiently lead the LUMO energy level
closer to the work function of electrodes. Among the halogens groups, the
most used to functionalize organic semiconductors is the fluorine atom, because
2.5. Materials for organic electronics 15
Figure 2.6: Organic n-type semiconductors.
it enhances the charge mobility and stability of organic semiconductors. For
example, the pentacene derivative functionalized with fluorine atoms, perfluo-
ropentacene (12), shows n-type characteristics[80]. One of the most important
classes of n-type semiconductors are imides. The most common compounds of
this group are naphthalene tetracarboxylic diimide (NTCDI) (13) and perylene
tetracarboxylic diimide (PTCDI) (14) [9, 11, 24, 25, 31–34, 37, 58, 69, 70, 81–
85]. These compounds can be functionalized by introducing substituents to the
nitrogen or/and to the bay area of the aromatic cores, leading to a fine tuning
of the molecular packing, stability and charge mobilities. NTCDI derivatives
functionalized at the nitrogen show good electron mobilities[86, 87]. PTCDI
derivatives are commonly used in organic devices as n-type semiconductors due
to their high electrons conductivity, the strong pi-pi interactions leading to highly
ordered molecular packing in thin-films, high photochemical stability, good ab-
sorption properties and mechanical robustness. For these reasons, perylene di-
imide derivatives are good candidates for OPVs and OFETs applications[9, 11,
24, 33, 34, 82, 84, 85, 88–90]. PTCDI derivatives present good electron mobili-
ties for both substitution at the nitrogen and at the aromatic cores. Two widely
studied PTCDI derivatives functionalized at the nitrogen are PTCDI-C8 and
PTCDI-C13 (see Figure 2.8a) [5, 24, 25, 33, 34, 59, 63, 85]. PTCDI-C13 is also
a semiconducting material studied in this thesis (see section 2.12). The func-
tionalization at the bay area, on the other hand, is usually made by cyano and
halogens groups, which usually improves the air-stability of PTCDI, whereas it
affects the molecular packing of the materials in thin films, lowering the charge
mobility. Some examples of these functionalization, are PDI8-CN2 (15) [31, 91,
92] and PDIF-CN2 (16) [82, 93, 94]. Similarly to the case of p-type semiconduc-
tors, several polymers based on n-type semiconductors have been synthesized
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during the last years[95].
2.5.2 Gate insulators
The crucial parameter of a gate insulators for applications in organic devices, is
the dielectric constant, which should be high in order to scale down the device
dimensions, lowering the driving voltage of the overall device. The mostly used
materials for gate dielectric is SiO2[5, 31, 58, 63, 66, 70, 96–99]. Nevertheless,
because of the high operating voltage applied to achieve good conductivity, the
high costs and the inorganic nature of this material, recent research has been
focusing on the development of organic polymeric materials to be used as gate
dielectric in organic electronic devices[10]. Organic polymers exhibit ideal flex-
ibility for flexible electronics and promote intimate contact with the organic
semiconductors. Among these, the polymers usually employed as gate insu-
lators are polystyrene (PS), polyvinyl-phenol (PVP), polymethyl-methacrylate
(PMMA), polyvinyl-alcohol (PVA)[7, 10, 29, 61, 81, 100].
2.5.3 Electrodes
The materials used for the electrodes are critical for the fabrication of high
performance organic devices. Materials for applications as electrodes should
present high conductivity, high stability, good adhesion with the organic semi-
conductors and a work function aligned with the organic semiconductors energy
levels. The most widely used metallic electrode is certainly Au[9, 25, 59, 101,
102]. However, because o f its high cost, alternative materials such as conduc-
tive polymers (polyaniline, polypyrrole and PEDOT:PSS)[10, 103], and other
metals like Al and Ag-nanoparticles, have been used. The most widely used
anode electrode is indium tin oxide (ITO)[45, 48–50], which is also one of the
materials studied in this thesis.
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2.6 Techniques of fabrication of thin film
materials
The morphology at the interface in organic electronic and optoelectronic de-
vices depends on the materials used (and the nature of their interactions), the
fabrication methods and the processing techniques. In this section, the main
fabrication processing techniques used to grow organic materials on substrates
are presented.
2.6.1 Vacuum thermal evaporation
Vacuum thermal evaporation (VTE) is a technique for the growth of thin films
that makes use of an ultrahigh vacuum environment to deposit and purify small-
molecule organic semiconductors on a substrate. In particular, the organic
semiconductor is placed in a vacuum chamber at a pressure of 10−3 Pa. The
organic material is then heated to its melting or sublimation temperature, with
the substrate placed above the vacuum chamber, allowing the formation and
growth of the organic semiconducting layer. The organic materials grown with
this technique are required to be thermally stable. The main advantages of this
technique are the control of the purity, thickness and structural properties of
the film deposited, obtained by controlling the deposition rate and the substrate
temperature. If needed, two or more materials can be evaporated in sequence
or at the same time. Films deposited by vacuum evaporation have generally
good homogeneity and structural properties. The main disadvantages of this
technique, however, are the high costs of instrumentation, the longer times for
deposition, the difficult control over the film thickness uniformity and dopant
concentrations and the impossibility to scale up for industrial applications.
2.6.2 Organic vapor phase deposition
In order to overcome the issues related to the VTE deposition technique, or-
ganic vapor phase deposition (OVPD) has been demonstrated as an alternative
technique that significantly improves control over doping, and is adaptable to
rapid, particle-free, uniform deposition of organics on large-area substrates[104].
In OVPD, the evaporation area and the deposition area are physically sepa-
rated and can be independently optimised. The organic compound, placed in
the evaporation area, is thermally evaporated into a diluting, non-reactive gas
stream (for example nitrogen), and then transported in a hot-walled deposition
are toward a cooled substrate where the condensation occurs. This technique
allow the deposition of organic materials at lower pressure respect to the high
vacuum of VTE. Moreover, flow patterns in OVPDmay be engineered to achieve
a substrate-selective, uniform distribution of organic vapors, resulting in a very
uniform coating thickness and minimized materials waste. Also, the inert gas
stream prevents contaminations.
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2.6.3 Liquid phase deposition techniques
Liquid phase processes are among the most important for the fabrication of
organic electronic devices. Many organic semiconductor materials have been
functionalized and engineered to increase their solubility, in order to make easier
their growth. The most important liquid phase techniques are spin-coating,
drop-casting and inkjet printing. Spin-coating is a widespread technique used
to obtain uniform thin films on substrates[28, 41, 88, 105]. The spin-coating
technique consists in the coating of a substrate with an organic material thin
film, diluted in a solvent. When the substrate is coated, it rotates (spin) at high
speed (usually about 600 rpm), pulling the solvent to the sides exploiting the
centrifugal forces. Airflow then dries the remaining solvent, leaving a plasticised
thin film on the substrate. The processing parameters in spin-coating are crucial
in order to obtain good aggregated thin films. In this regard, the spinning
velocity and drying times are two of the parameters that mostly affect the
final morphology of the films obtained. The main advantages of spin-coating
are the ease of the process set-up, with which uniform thin film coating can
be achieved. The disadvantages are the high waste of material (usually about
90%) with the rest being flung off the side and wasted, which is not convenient
for industrial applications, the fast drying times leading to lower performance
of materials which require longer time to self-assemble or crystallize, and finally
the possibility to coat one substrate at a time, resulting in a low throughput
technique. The drop casting technique consists in the dropping of a solution
containing the organic material on a substrate, followed by evaporation of the
solvent and subsequent formation of the thin film. This technique is usually
carried out at room temperature, even if the temperature can be increased to
speed-up the evaporation or to improve the morphology of the film. This is a
really simple technique, with a very low waste of material, but it can cover a
low area of substrate and the thickness and uniformity of the film are hardly
controllable.
Research efforts are now focusing on the development of large-area liquid de-
position techniques, enabling industrial fabrication of organic electronic and op-
toelectronic devices based on thin-films. In particular, inkjet printing represents
an accurate and reproducible technique for the preparation of thin films[106].
This technique in based on the ejection of droplets of material from a noz-
zle, which subsequently coalesce on a substrate, forming printing patterns that
depend on the size and spacing between droplets. This approach allows the
control of the size of the droplets ejected and the patterns of the final film by
modulating the specific parameters.
Another large-area fabrication technique is the roll-to-roll technique, which,
as the name suggests, fabricates electronic devices on a roll of flexible plastic or
metal foil, or can be used for the application of coatings to flexible devices[107–
109].
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2.7 Growth of organic materials at interfaces
The growth of an organic material on a substrate can be affected by several
factors, such as the deposition rate, the growth technique, the process tempera-
ture. The growth mode of an organic material on a substrate, though, is mainly
determined by the molecule/substrate and molecule/molecule interaction ener-
gies. The stronger the molecule/substrate interactions, the greater the tendency
to 2D growth, and vice versa. Three dimensional growth at the interface with
the surface can give rise to voids in the film with consequent formation of grain
boundaries, affecting the charge mobility and thus the efficiency of the device.
Three main growth mode can be observed at the molecule/substrate interface:
• Frank-van der Merwe (layer-by-layer growth): organic molecules with
strong interactions with the substrate form smooth layers, leading to a
2D growth, in which the subsequent layers are formed only when the pre-
vious layer is already fully grown (Figure 2.7a). This growth is usually
associated with higher mobility of the organic semiconductors.
• Volmer-Weber (island growth): the molecule/substrate interactions are
low, enabling the molecules to move freely on the surface and form large,
isolated islands of crystal after deposition, causing the 3D growth of rough
multi-layer films on the substrate (Figure 2.7b).
• Stranski-Krastanov (layer-plus-island growth): molecule/substrate inter-
actions are not too strong or too weak. Substrate can impose crys-
tallinity to the organic molecules without preventing self-organization,
letting molecules to aggregate. Transition from the 2D (layer-by-layer) to
3D (islands formation) growth occurs at a critical layer thickness which is
highly dependent on the molecule and substrate (Figure 2.7c).
Thus, the stronger the molecule/substrate interactions, the more 2D will be the
growth, whereas the stronger the molecule/molecule interactions, the more 3D
will be the growth. This is a phenomenological classification, based on obser-
vation and calculations, mainly performed on inorganic materials. In organic
materials, many more features must be considered, with the molecule/molecule
and molecule/substrate interactions being one of the most important, but not
the only one. Therefore, there cannot be a unified classification of growth modes
for organic materials, but these can be regarded as a good base to understand
the molecular features of interfaces.
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Figure 2.7: Representation of the different growth modes of
organic materials on a substrate: (a) layer-by-layer growth, (b)
island growth, (c) layer-plus-island growth.
2.8 Characterization of organic materials
Film morphology and growth modes of organic materials at the interfaces can
be investigated by a series of techniques with which the film morphology and
molecular structural parameters can be obtained, including scanning probe
techniques, such as atomic force microscopy (AFM) and scanning tunneling
microscopy (STM). Detailed information about the structure, orientation and
growth of materials can be obtained by spectroscopic techniques like x-ray
diffraction (XRD) and grazing-incidence x-ray diffraction (GIXD). Spectro-
scopic techniques, such as absorption, photoluminescence and electrolumines-
cence, can also provide information about the nature of the materials and the
aggregation at the solid state.
2.8.1 Scanning probe techniques
Atomic force microscopy
In atomic force microscopy (AFM), a sharp tip at the free end of a cantilever
interacts with a surface. The forces imposed to the tip by the sample surface
can be used to form a three-dimensional image (topography) at the nanometric
resolution. AFM can be operated in contact mode, in which the tip is always in
contact with the surface, following the surface topography, or in tapping mode,
where the cantilever oscillates at or near its resonance frequency at a certain
distance from the surface, with a laser beam positioned at the back of the can-
tilever sending the signal to a detector. When the tip interacts with the surface,
changing its oscillation frequency, the detector collects the changes in the can-
tilever oscillation. The resulting tapping AFM image is produced by imaging
the force of the intermittent contacts of the tip with the sample surface. From
an AFM image, several quantitative parameters can be obtained. For example,
information about island formations on a substrate can be extracted, like the
step height, providing information about the growth modes and morphology of
2.8. Characterization of organic materials 21
aggregates, or the skewness and kurtosis, which measure the symmetry and the
tailing of the data, respectively. AFM can be performed during the growth of
an organic semiconductor material on a substrate in order to obtain morpholog-
ical information at low-coverage. This technique can then be useful to obtain
information about the morphology of interfaces and growth modes in organic
electronic devices.
Scanning tunneling microscopy
Scanning tunneling microscopy (STM) is a high-resolution (in the order to 0.1
nm) imaging technique based on quantum tunneling. The resulting image car-
ries information on the distribution of electrons on the surface of the sample,
which usually follows closely the surface topology. To obtain a STM image,
the tip of STM is firstly brought near to the sample surface. Then, a voltage
bias is applied, allowing the electrons to tunnel between the tip and the sam-
ple, creating a tunneling current, which is collected. Similar to AFM, STM
can be carried out in two modes: in the constant height mode the height and
voltage of the tip are kept constant, resulting in an image of the charge density
of the surface, while in the constant current mode a piezoelectric controls the
height of the tip depending on the measured tunneling current, resulting in a
topography of the surface. This technique is commonly used to investigate the
molecular packing of organic semiconductors at the interface with a substrate,
giving detailed atomistic information.
2.8.2 X-ray crystallography
X-ray crystallography has been extensevely used to obtain atomic and molec-
ular information about bulk crystalline structure of organic materials. This
technique is based on the diffraction of an x-ray beam caused by atoms in the
sample. By measuring the angles and intensities of the diffracted beams, a crys-
tallographer can produce a three-dimensional picture of the density of electrons
within the crystal, determining the atomic position, the lattice parameters the
disorder and presence of impurities of the sample. Information about lattice
parameters and orientation of molecules in a crystal are usually obtained by
x-ray powder diffraction. Grazing incidence x-ray scattering, instead, permits
to study the surface and interface of thin films.
X-ray powder diffraction
X-ray powder diffraction (XRD) is a technique used to identify the phase and
unit cell of a crystalline organic material, based on the constructive interference
of monochromatic X-rays and a crystalline sample. The interaction of the inci-
dent rays with the sample produces constructive interference (and a diffracted
ray) when conditions satisfy Bragg’s Law (nλ = 2d sinθ). These diffracted
X-rays are then detected, processed and counted. By scanning the sample
through a range of 2θ angles, all possible diffraction directions of the lattice are
obtained. Conversion of the diffraction peaks to d-spacings allows identification
of the lattice parameters of the organic sample. With this technique is possible
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to identify which phase is present in a polycrystalline sample, or to define the
lattice parameters, used as reference to further correlate this result with AFM
and STM imaging, for example.
Grazing incidence x-ray scattering
Grazing incidence x-ray scattering (GIXD) is a technique used to investigate
the molecular packing and orientation of organic materials in thin films. GIXD
is done with a very low incidence angle x-ray beam, α < 1°. In this way, signal
losses caused by the absorption of x-ray beams from the substrate are avoided.
Therefore, reducing α allows more x-rays to be absorbed by the sample thin
film, increasing the signal yield. By setting the α below the critical incidence
angle αc, the x-rays will be totally reflected from the sample surface, obtaining
information about the morphology of the thin film surface. To obtain informa-
tion about the bulk structure of the thin film, instead, α should be higher than
αc.
2.8.3 Spectroscopic techniques
Absorption spectroscopy
Absorption spectroscopy refers to a spectroscopic technique used to investigate
at which wavelength a sample absorbs the incident radiation. Namely, the
sample is irradiated by a large range of radiation frequencies, resulting in an
absorption spectrum, which is determined by atomic and molecular composi-
tion of the material, hence providing information about the molecular nature
of the sample. Moreover, the intensity of light absorbed by the sample gives
information about its morphology and molecular packing at the solid state.
In particular, ultraviolet–visible spectroscopy (UV-Vis) is an absorption spec-
troscopic technique that works in the ultraviolet-visible spectral region. This
absorption spectroscopy is particularly important in the field of organic mate-
rials for devices since the pi-conjugated molecules absorb light in the UV-Vis
range.
Photoluminescence and electroluminescence
Photoluminescence (PL) is the light emitted from a sample after the absorption
of radiation. The emission can occur by fluorescence of phosphorescence, where
the former refers to a fast relaxation of the excited state at lower energy than
the original photons absorbed, while the latter indicates a slower relaxation of
the excited states, comprising mechanism like intersystem crossing, particularly
important in the case of OLEDs, as described in section 2.1. This technique
can be used to investigate the purity, aggregagation and degradation processes
of organic semiconducting materials in devices. Electroluminescence (EL) is
the emission of light generated upon injection of charges in the form of electric
current or electric field.
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2.9 Charge transport in organic materials
The nanoscale morphology of organic semiconductors in thin films is closely
related to the charge transport properties. In particular, the charge transport
properties of organic semiconductors depend on the molecular packing, disorder,
presence of impurities and defects. The charge carriers mobility can thus change
largely as a function of the sample quality.
pi-conjugated systems present a significant delocalization of pi electrons, mov-
ing within the system via a hopping mechanism. This mechanism occurs, in
polymers, along the conjugated chains, while in small molecules pi orbitals can
delocalize over different neighboring molecules, which are packed via pi stack-
ing. This hopping mechanism will be highly anisotropic, depending on the
orientation and packing of pi cores between which the charges are transported.
Hopping transport can be described as a series of successive electron-transfer
reactions between neutral and charged molecular or polymeric repeat units, i.e.
between local neutral and polaronic ground states. The rate of hopping of a
charge carrier between two sites depends on the overlap of the electronic wave
functions of these two sites, which allows tunneling from one site to another.
Charge mobility in organic materials
Charge carriers mobility is one of the most important features in the develop-
ment of organic electronic devices with enhanced performances. In particular,
mobility is often defined in terms of phenomenological models. For example, in
the Drude model mobility is expressed in terms of the charge density n which
has to flow from an electrode to the other under the effect of an electric field F
passing through a conducting medium. This model is described by the equation
of motion of a gas of electrons within a metal in which a friction term is inserted
to describe the electron scattering:
mv˙ +
m
τ
vD = −eF (2.3)
where m is the electron mass, τ is the scattering time (that is the avearage
time between two nucleus-electron collisions), e is the electron charge, and vD
is the drift velocity induced by the electric field, which is added to the thermal
velocity vtherm. The total velocity of the electron becomes:
v = vD + vtherm (2.4)
In the stationary case, v is a constant and is defined as the drift mobility of the
charge carrier (µ) as:
µ =
vD
F
= −eτ
m
(2.5)
The charge carrier mobility is then defined as the ratio between the drift velocity
and the applied electric field and is correlated to the scattering time of the
electron. Experimentally, charge transport properties are characterized by the
charge carrier mobilities. When the electric field is not applied, charge transport
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is purely diffusive and is expressed by:〈
x2
〉
= nDt (2.6)
where 〈x2〉 is the mean-square displacement, D is the diffusion coefficient, t is
the time and n is a size-dependent variable (equal to 2,4 or 6 for 1D,2D and
3D, respectevely). The charge mobility µ is then obtained by the Einstein-
Smoluchowski equation
µ =
eD
kBT
(2.7)
where kB is the Boltzmann constant. Diffusion is defined as the displacement
of a charge around an average position, while drift is the displacement of the
average position. Drift is the effect that dominates the migration of the charge
carrier across the organic layer in devices.
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2.10 Experimental measurements of mobility
Time-of-flight
In time-of-flight (TOF) measurements, the organic layer is sandwiched between
two electrodes. A laser pulse irradiates the organic material at a certain wave-
length, generating charge carriers near one electrode. Depending on the polar-
ization of the laser pulse and the corresponding electric field, the charge carriers
will be holes or electrons, which migrate towards the other electrode. The cur-
rent at the second electrode is recorded as a function of the transit time ttr.
Ordered organic materials result in sharp signals, while in disordered materi-
als a broadening in the signal occurs. With this technique, the charge carriers
mobility µ is obtained directly via the equation:
µ =
vD
F
=
d
Fttr
=
d2
V ttr
(2.8)
where d is the distance between the electrodes, F is the electric field, t is the
average transient time and V is the applied voltage.
Field effect transistor configuration
The field effect transistor (FET) configuration can be used to extract the charge
carriers mobilities of the device. The operation of the FET can be described
by two different regimes. In the linear regime, i.e. when VSD < (VG − VT ), the
drain current ID increases linearly with the applied VSD according to equation
2.1. At higher VSD, when VSD > (VG−VT ), the FET operates in the saturation
regime, and ID varies quadratically with VG following the equation 2.2. The
field effect mobility µ can then be extracted from the slope of the ID vs VG in
the linear regimeand ID vs V 2G in the saturation regime, with the equations:
µlin =
L
W
1
C
∂ID
∂VG
µsat =
L
W
2
C
(
∂
√
ID
∂VG
)2 (2.9)
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2.11 Modelling of materials and interfaces for
organic electronics
Experimental techniques, including microscopic, spectroscopic and electrical
characterization, enable investigations on the morphology of materials in thin
films, on growth modes and nanoscale aggregation, and to evaluate electronic
and optoelectronic properties of devices, as described above. However, these
techniques lack in the detailed understanding of atomistic phenomena, in par-
ticular those occurring at the interfaces of organic electronic devices hampering
the accurate definition of structure/property relationship.
In this regard, computer simulations can provide useful tools to link the
molecular information to the device performance. Indeed, computational mod-
elling techniques are often used to study the structural and electronic properties
of organic and inorganic materials at the nanoscale, allowing the investigation of
phenomena occurring at scales where no experimental techniques can venture.
Moreover, the atomistic information obtained by these techniques can be used
to predict the behavior of materials in device-like scales.
Like the characterization techniques, several accurate computational mod-
elling tools are currently available, each one dealing with different characteristic
time and length scales, as will be described in details in the next Section.
In the last years, with the development of computational infrastructures,
and especially the HPC facilities, the capabilities of computational modelling
techniques has increased exponentially. The main limitation of computer ex-
periments targeting the properties of matter with atomistic resolution remain,
however, the characteristic time and length scales of simulations, usually much
smaller with respect to the ones needed to cover all the phenomena occurring
in materials in devices.
For this reason, each computational technique is usually applied to the study
of specific properties and phenomena of materials. In order to bridge the scales
of different phenomena, usually multiple simulation methods must be applied,
obtaining different kind of information which, once gathered, can lead to a
meaningful description of the system under investigation. The interlink between
computational tools is the core of multiscale modelling techniques, as it will be
described in the next Section.
Quantum chemical calculations explicitly treat the electronic structure of
the systems under investigation. These techniques are often used to evaluate
the electronic and charge transport properties of materials [35, 36, 89, 110–122].
In particular, the energy levels, molecular binding energy, stability, the charge
transport properties of materials, and even excited state properties, including
absorption and emission spectra, can be obtained by using these techniques.
Moreover, they can also be used to develop force fields for molecular mechanics
[57, 114, 123–125].
Molecular mechanics methods are employed to simulate the time evolution of
position, velocities and forces on atoms or groups of atoms using classical force
fields. This is a widely used method to simulate the morphology of materials
in realistic environments [35, 36, 57, 122, 125–128], the deposition of organic
materials on surfaces [129, 130] and the structural and dynamical properties
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of the materials at the interfaces [46, 124, 129–137]. Predicting the realistic
morphology of an organic material is a challenging task, especially if the material
is crystalline. For this reason, morphologies obtained by these methods are often
validated against experimental results.
Large-scale morphologies can be simulated by developing coarse-grained
models of the systems [57, 127, 138–145]. These models represent groups of
atoms as a single particle which interact with other particles with a potential
obtained by the parametrization of defined atomistic properties.
The computational methods presented above have been successfully used
in the last decades by theoretical and computational research groups, in the
field of modelling of materials, processes and devices for organic electronics and
optoelectronics, leading to an enhanced development of the techniques and to
better understanding on the properties and phenomena investigated.
These methods will be treated in more details in the next Section, with a
particular emphasis on the techniques applied in this thesis.
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2.12 Materials used in this thesis
In this section, the materials modeled and studied in this thesis are described.
In particular, several materials for organic electronics were modeled and studied,
ranging from small molecules and polymers to organometallic complexes, metal
oxides and 2D materials.
Small molecule organic semiconductors
During the PhD period, both p-, n-type and ambipolar small molecule or-
ganic semiconductors materials were modeled. In particular, the structure and
morphology of the ambipolar organic semiconductor 2,2’-(2,2’-bithiophene-5,50-
diyl)bis(5-butyl- 5H-thieno[2,3-c]pyrrole-4,6)-dione, also referred to as NT4N[27,
146], was simulated by performing MD simulations. Moreover, perylene di-
imide derivatives were also modeled. Namely, two n-type small molecules for
bio-devices applications, N,N’-1H,1H’-perfluorobutil dicyanoperylene diimide
(PDIF-CN2) and (N,N’-bis(n-octyl)-dicyanoperylene-3,4:9,10-bisdicarboximide)
(PDI8-CN2), were modeled and their interaction with water was investigated
(publication in progress). Another material used for bio-electronics applica-
tions is the PDI-Lys, which is a perylene diimide functionalized at the nitro-
gens with lysine. The morphology and structure of this material in thin films
were simulated in a collaborative work with the experimental group within the
ISMN-CNR institute[147].
The most widely studied organic semiconducting material in this disser-
tation is a prototypical n-type perylene diimide derivative. Perylene diimide
derivatives are commonly used in organic devices as n-type semiconductors.
In particular, one of the most widely studied PDI derivatives is the N,N’-
ditridecylperylene-3,4,9,10-tetra carboxylic diimide (PTCDI-C13), functional-
ized with C13 alkyl chains (see Figure 2.8a). Experimentally, a huge increase in
the mobility (from 0.58 to 2.1 cm2V−1s−1) is observed by thermal annealing at
140 °C the PTCDI-C13 film[25], due to an improvement in the molecular pack-
ing of PTCDI-C13 molecules upon annealing[5, 24, 59]. Vasseur et al.[5], for
example, observed a dependence of the molecular packing of PTCDI-C13 to the
deposition rate during the growth process. They also observed that PTCDI-C13
grow on SiO2 following a Stranski-Krastanov growth type (described in section
2.7), with a 2D-like growth in the first few layers, with a subsequent 3D-like
growth. A lot of studies on the growth of PTCDI-C13 observed the forma-
tion of needle-like islands of PTCDI-C13 during the growth[5, 24]. Tatemichi
et al. [25] characterized the PTCDI-C13 bulk and thin film by performing x-
ray crystallography, reporting a cofacial configuration with a dimeric unit cell.
The aggregation, structure and dynamics of PTCDI-C13 will be addressed in
Chapter 4, 5, 6 and 7.
The hole transport layer (HTL) of an OLED device was simulated by mod-
elling an organometallic material, in particular an iridium-complex, used as
hole transport and emitting material in real OLED devices. The usage of
organometallic complexes in OLED devices is explained in section 2.1. Tris[(3-
phenyl-1H-benzimidazol-1- yl-2(3H)-ylidene)-1,2-phenylene]Ir (DPBIC) is an Iri-
dium based complex, used as hole-conducting and electron-blocking material in
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Figure 2.8: Structures of PTCDI-C13 (a), PMMA (b) and
DPBIC (c).
OLEDs and OPVs (see Figure 2.8c)[57, 148]. The particular spherical structure
of DPBIC makes it an amorphous material in aggregates. This morphological
and electronic properties of this material will be investigated in Chapter 8.
Polymeric gate insulators
The morphology at the interface between organic semiconducting materials and
the gate dielectric layer in organic devices, especially in OFETs, is one of the
crucial aspects affecting the performance of devices, as also stressed before in
this dissertation. Hence, realistic models of a gate dielectric layer are needed
in order to investigate the properties of these interfaces. In this regard, com-
mon polymeric insulator materials, used as gate dielectric in organic electron-
ics, were modeled. In particular, a study on the detailed atomistic structure
of polyvinyl-phenol (PVP) and polymethyl-methacrylate (PMMA) was carried
out[126]. Furthermore, in a perspective of organic bio-devices application, a
polymeric insulator based on silk fibroin protein was also modeled. Silk fibroin
was reported as a gate insulator for technological and biomedical applications
[44, 149, 150]. In this thesis, the PMMA models obtained in previous work were
used as gate dielectric layer.
PMMA is a transparent thermoplastic polymer used as coating layer or as
dielectric layer in organic devices. PMMA is composed of methyl methacry-
late monomers, whose structure is represented in Figure 2.8b. The material
was first brought to market in 1933 by the Rohm and Haas Company under
the trademark Plexiglas. PMMA presents mechanical strength, is transparent,
UV tolerant, easy to process and cheap. PMMA has a density of 1.18 g/cm3,
melting temperature of 433 K and glass transition temperature (Tg) ranged
between 363 and 393 K[151]. PMMA is an insulating material, which is why is
often employed as dielectric layer in organic devices, mostly in OFETs. PMMA
usually leads to better transport properties in organic devices, being capable to
associate a good compatibility with organic materials and an ease processability
at a high dielectric constant (4.5) in thin films. The morphology of a PMMA
slab was obtained as described in previous work[126]. Namely, a periodic model
of PMMA chains, with 32 monomer units each, with 10x10 nm lateral size and
a thickness of 5 nm, was relaxed by MD simulations at room temperature.
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Electrodes
The morphology at the interface between conducting and semiconducting mate-
rials and electrodes is crucial in all organic devices. In particular, in this thesis,
the morphological and injection properties of the interface between an hole
transport material and the anode electrode was studied and will be described
in Chapter 8. In particular, as electrode, a doped metal oxide commonly used
as anode electrode in OLED devices was modeled.
Indium tin oxide (ITO) is one of the most widely used transparent conduct-
ing oxides in organic electronic devices. In particular, ITO is commonly used
as anode layer in OLEDs and OPVs, due to its electrical conductivity, optical
transparency and ease of processability[152, 153]. ITO is obtained by doping
indium oxyde with 5-10 wt% of Sn atoms. A model of ITO will be used as
electrode to study the interface between the hole transport layer and the anode
layer in OLEDs in Chapter 8.
2D materials
Among the 2D materials, graphene is certainly the most famous, with applica-
tions as electrode and substrate in a wide range of organic electronic devices[9,
102, 135, 154, 155]. This interest is due to its electronic properties, showing
high electron conductivities and good structural properties for applications in
organic devices. A lot of studies have been carried out also on the aggregation
of organic materials on graphene surface[100, 155–157]. In this thesis, graphene
was used as a prototypical 2D material for the study of aggregation of PTCDI-
C13 (see Chapter 7).
Another 2D material, emerging for its excellent semiconducting properties
is phosphorene. Phosphorene is obtained by exfoliation of black phosphorus
(BP), exhibiting a natural bandgap, unique anisotropy and extraordinary phys-
ical properties[158]. In analogy to other layered materials, such as graphite,
BP is composed of vertically stacked 2D atomic sheets, held together by van
der Waals interactions[159]. In BP, however, the sp3 hybridization leads to lo-
calization of a lone pair of electrons on phosphorus atoms, which results in a
puckering of individual layers and to an asymmetric P-P intra-layer bonding
pattern. The properties of phosphorene are related to the surface morphol-
ogy of BP, including strong in-plane anisotropy, due to the surface puckering,
which, unlike other layered materials, are reflected in its electronic, thermal and
mechanical properties[118, 160–163]. The bonding asymmetry in phosphorene
layers is commonly described in terms of armchair (AM) and zigzag (ZZ) direc-
tions, referred to the orthogonal vectors in the crystal unit cell[164]. The strong
structural in-plane anisotropy in phosphorene layers is reflected in a dramatic
difference between several physical properties in the two principal directions,
including tensile and shear modulus and thermal transport[118, 159, 164, 165].
Another peculiar property of phosphorene is the occurrence of a sizeable direct
electronic band gap, which has been estimated to be about 1.5 eV[159, 164],
thus much larger than in BP (0.3 eV)[166]. The band gap of BP is in fact
correlated to the number of layers, leading to tunability of the electronic prop-
erties of few-layers phosphorene materials, enabling a wide range of applications
2.12. Materials used in this thesis 31
Figure 2.9: Black phosphorous bulk structure (a), top view (b)
and side view (c) of phosphorene monolayer.
in electronics and optoelectronics[159, 161, 164, 167–169]. Namely, the large,
tunable electronic band gap and high hole mobilities at room temperature (up
to 103 cm2 V −1 s−1)[164] make phosphorene an ideal candidate as the active
material for field-effect devices. Accordingly, previous work has demonstrated
the possibility of fabricating OFETs based on phosphorene, with high on/off
ratio and operating in the radio-frequency range. However, a few issues must
be addressed before exploitation of phosphorene in large-scale applications, the
most relevant of which concerns intrinsic degradation phenomena. Indeed, the
phosphorus lone pairs exposed on phosphorene surface are prone to chemical
attack by external agents, including oxygen and water, which lead to degrada-
tion of structural and electronic properties, as observed recently[159, 164, 170,
171].
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Computational methods
Multiscale modelling refers to a computational approach which intends to bridge
multiple models at different scales to investigate the properties of a system. This
approach is applied when these properties have to be analysed at different time
and length scales, different methods and complexity. Nevertheless, the models
used in a multiscale investigation are connected. The multiscale approach out-
lined in this thesis is addressed mainly in the applications of different methods
at different length and time scales to study the properties of the materials used
in organic electronics, mostly investigating the morphology and electronic prop-
erties at the interfaces, comparing the results with experimental findings. To do
so, the methods applied ranged from the atomistic to the mesoscale, trying to
elucidate the occurring of phenomena involved in the fabrication processing of
organic devices. In this regard, high performance computing (HPC) is of funda-
mental importance to investigate properties of organic materials, exploiting the
potential and reaching the limit of each method used for these investigations.
In this chapter, the computational methods used for the scope of this thesis are
presented.
Figure 3.1: Representation of the different methods at the dif-
ferent length and time scales.
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3.1 Wave function methods
3.1.1 The Schrödinger equation
The electronic properties of an atom or molecule is determined by the time-
independent Schrödinger equation[172]:
HˆΨ = EΨ (3.1)
where Hˆ is the Hamiltonian operator, E is the energy of the system and Ψ is the
wave function. The wave function is a central quantity in quantum mechanics.
It contains all the spatial and spin coordinates of the particles and it includes
all the information about the system. The wave function is such that |Ψ|2
corresponds to the probability distribution of the system in the space defined by
spatial and spin coordinates. The operator Hˆ is the Hamiltonian of the system
and it is composed by a kinetic and a potential energy part including nucleus-
electron attraction, nucleus-nucleus and electron-electron repulsion terms. In
atomic units, the Hamiltonian for N electrons and M nuclei (described by
position vectors ri and RA, respectively) is:
Hˆ = −1
2
N∑
i=1
∇2i−
1
2
M∑
A=1
1
MA
∇2A−
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B>A
ZAZB
RAB
(3.2)
where riA = |ri −RA|, rij = |ri − rj| and RAB = |RA −RB|. In the specific
case of molecular systems, exact solutions of the equation (3.1) are known for
mono-electronic systems. Several approximations schemes are therefore applied
to solve such an equation for polyelectronic systems.
3.1.2 The Born-Oppenheimer approximation
A common approximation for the simplification of the problem cited above, is
due to Born and Oppenheimer[173]. Since the nuclei are much heavier than
electrons, they move more slowly. Hence, one can approximate that the elec-
trons move within a stationary field of fixed nuclei. Within this approximation,
the kinetic energy of the nuclei can be neglected and the repulsion between
the nuclei can be considered as a constant. The remaining terms define the
electronic Hamiltonian:
Hˆel = −
N∑
i=1
1
2
∇2i −
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
(3.3)
We can then write the electronic part of equation (3.1) as:
HˆelΨel(ri;RA) = Eel(RA)Ψel(ri;RA) (3.4)
where Ψel is the electronic wave function which describes the motion of the
electrons.
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3.1.3 The Hartree-Fock method
Since there is no analytical solution to the many-body electronic repulsion term
in the electronic Schrödinger equation, in the Hartee-Fock method the electron-
electron interactions are treated in a mean field approximation, i.e. each elec-
tron is considered to move in the mean field due to all other electrons. The
Hartree–Fock method also assumes that the ground state N-electron wave func-
tion of the system can be approximated by a single Slater determinant.
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3.2 Density functional theory
Density functional theory (DFT) is a quantum mechanical method used to
investigate the electronic ground state of molecules. The idea at the center of
DFT method is that there is a relationship between the total electronic energy
and the electronic density. This method also enables the calculation of electronic
properties of organic materials and aggregates. In this thesis, DFT calculations
were performed by using the softwares SIESTA[174], CRYSTAL09[175, 176],
ADF[177] and QUANTUM ESPRESSO[178].
3.2.1 Hohenberg-Kohn Theorem
The Hohenberg-Kohn theorem[179] states that the ground-state energy and all
other ground-state electronic properties are uniquely determined by the electron
density ρ(r). The total electronic energy of the system can therefore be ex-
pressed as a functional of the electron density:
E[ρ] = T [ρ] + Vee[ρ] + Ven[ρ] (3.5)
where T[ρ] represents the kinetic energy of the system, while Vee and Ven
are electron-electron and electron-nucleus interactions, respectively. The lat-
ter term can be also written as:
Ven[ρ] =
∫
ρ(r)Vext(r)dr (3.6)
where Vext(r) is the external potential. Vee can also be expressed as the sum
of a classical Coulombic contribution J [ρ] and a non-classical term, containing
electronic correlation and exchange terms. The electronic energy can then be
written as:
E[ρ] = FHK [ρ] +
∫
ρ(r)Vext(r)dr (3.7)
where FHK = T [ρ]+Vee[ρ] is known as the universal functional of the electronic
density. The Hohenberg-Kohn variational theorem states that for a trial den-
sity ρ’(r), the energy functional E0[ρ′] cannot be less that the true ground-state
energy of the molecule.
3.2.2 Kohn-Sham equations
Kohn and Sham equations[180] consider a set of one-electron equations that
generate the same density of some system of interacting particles. Kohn and
Sham divided the energy functional E[ρ(r)] as:
E[ρ] = Ts[ρ] + J [ρ] +
∫
drρ(r)Vext(r) + EXC [ρ] (3.8)
where Ts[ρ] is the kinetic energy of non-interacting electrons, which can be
defined in terms of Kohn-Sham (KS) orbitals ψi for each electron:
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Ts[ρ] = −1
2
N∑
i=1
〈ψi|∇2|ψi〉 (3.9)
the electronic density for such system is:
ρ(r) =
∑
i
|ψi(r)|2 (3.10)
J [ρ] represents the Coulomb energy:
J [ρ] =
e2
2
∫
dr
∫
dr’
ρ(r)ρ(r’)
|r− r’| (3.11)
EXC is the exchange-correlation energy, including exchange and correlation ef-
fects between electrons. A variation of the total energy with respect to ρ leads
to the following expression for the effective potential:
Veff (r) = Vext(r) +
δJ [ρ]
δρ(r)
+
δEXC [ρ]
δρ(r)
(3.12)
where the last term is the exchange-correlation potential:
VXC(r) =
δEXC [ρ]
δρ(r)
(3.13)
Since there is no explicit form for VXC , approximations have to be done.
3.2.3 Exchange-correlation energy functionals
By assuming that electrons move on a positive background charge distribution
like a uniform electron gas, in the local density approximation (LDA) the EXC [ρ]
is expressed as:
EXC [ρ] =
∫
ρ(r)εXC [ρ(r)]d(r) (3.14)
where εXC [ρ] is the exchange-correlation energy per electron of a homogeneous
electron gas of density ρ. εXC [ρ] is calculated once, then EXC can be calculated
from the equation 3.14. This method results reliable also for solid state sys-
tems, even if their electron density is strongly inhomogeneous. An extension of
the LDA method is the generalized gradient approximation (GGA) which also
includes a gradient term for the density.
3.2.4 Hybrid functionals
Hybrid functionals incorporate the exact HF exchange contribution into the
DFT functional. This is useful since the exchange contributions are significantly
larger than the correlation effects, thus an accurate expression for the exchange
energy is a crucial requirement for a good functional. One of the most used
exchange-correlation hybrid functionals is the B3LYP[181, 182], which stands
for Becke, 3-parameter, Lee-Yang-Parr, and follows the proportion:
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EB3LY Pxc = E
LDA
x +a0(E
HF
x −ELDAx )+ax(EGGAx −ELDAx )+ELDAc +ac(EGGAc −ELDAc )
(3.15)
where a0 = 0.20, ax = 0.72, and ac = 0.81. EGGAx and EGGAc are generalized
gradient approximations, and ELDAc is the local-density approximation to the
correlation functional.
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3.3 Molecular dynamics
Molecular dynamics (MD) is an atomistic simulation method for the investi-
gation of the molecular properties of the system under study. Starting from
initial positions and velocities of a set of particles interacting in specific con-
ditions, this method applies the Newton equation of motion to compute the
new set of coordinates and velocities for each integration step. Particles are
moved in the new positions, forces are updated and equations reintegrated.
With this method, trajectories describing the dynamical evolution of the sys-
tem over time are obtained. From these trajectories is possible to derive the
time-dependent properties of the system as statistical averages. The time scale
of MD simulations range from picoseconds (10−12 s) to nanoseconds (10−9 s).
Equations of motion are integrated using very short time steps, usually in the
order of femtoseconds, to avoid integration numerical errors, which could lead
to a significant energy deviations of the system. The MD simulations presented
in this thesis were performed by using the GROMACS[183] and LAMMPS[184]
packages.
Phase space
In a dynamic system, the phase space is defined as the space in which all
the possible states of the system are represented. For a system containing N
particles, 6N values are needed to define the system state (3 coordinates for each
atom and 3 for each momentum). Each combination of the 3N atoms and 3N
momenta define a point in the 6N-dimensional space and that point describes the
dynamic state of a certain particle in the system. For this reason, a point in the
phase space can be defined as a microstate of the system. Therefore, an ensemble
can be considered a set of points in the phase space. Molecular dynamics
generates a sequence of points in the phase space, each of them connected over
time.
3.3.1 Equations of motion
Molecular dynamics is based on the integration of the Newton’s equations of
motion over time for a set of N particles:
d2ri
dt2
=
Fi
mi
(r1, r2, ...rN)
Fi(r1, r2, ...rN) = −∇riVi(r1, r2, ...rN)
(3.16)
where ri is the position vector of the particle i, mi is the mass, Fi is the total
force acting on the particle i and Vi is the potential energy by which force is
calculated. By solving these equations, the total energy of the system is con-
served and the time averages obtained during the simulations result equivalent
to the averages of the microcanonical ensemble (NVE), in which the number of
particles N, the volume V and the energy E are constant. There are other en-
sembles that can be used, i.e. the canonical ensemble NVT (constant number of
40 Chapter 3. Computational methods
Figure 3.2: Periodic boundary conditions in the two dimen-
sions.
particles N, volume V and temperature T), isothermal-isobaric ensemble NPT
(where P is the pressure) and the grand canonical ensemble µVT (where µ is the
chemical potential). The knowledge of the microstates of the system allows to
determine thermodynamic properties, like energies, temperature, pressure, den-
sities, which can, in turn, be correlated with experimental data or can be used
to predict molecular properties for which the experimental data is unknown.
3.3.2 Periodic boundary conditions
To minimize the edge effects in a finite system periodic boundary conditions
are applied. The dimensions of the box containing the particles constituting
the system under study, called unit cell, are defined by three vectors (b1,b2,b3)
which represent the three basis vectors of the periodic box. The atoms of the
system to be studied are inserted into the simulation box, which is surrounded
by translated copies of itself. Therefore, the system has no boundaries. If the
simulated system is a crystal, these periodic conditions reflect the real condi-
tions of the system, whereas if the system is non-periodic, like a liquid or a
solution, they could cause artifacts. These artifacts can be evaluated compar-
ing the properties variation at different system sizes. They are expected to be
less severe compared to the errors resulting from an unnatural boundary with
vacuum. There are several possible shapes for the simulation box. Some of
them are more indicated for macromolecules in solution (like the rhombic do-
decahedron and the truncated octahedron), since fewer solvent molecules are
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required to fill the box given a minimum distance between macromolecular im-
ages. Nevertheless, a periodic system based on the rhombic dodecahedron or
the truncated octahedron it’s equivalent to a system based on a triclinic unit
cell. This is the most general unit cell and comprises all possible shapes.
3.3.3 Integration of the equations of motion
Leapfrog integration algorithm
One of the integrators of the equations of motion in molecular dynamics simula-
tions is based on the Leapfrog algorithm, which is time reversible. It generates
trajectories in the NVE ensemble, in which the energy is conserved. This algo-
rithm, using positions r at time t and the velocities v at time t− 1
2
∆t, updates
the positions and velocities using the forces F(t) determined by the positions
at time t:
r (t+ ∆t) = r(t) + ∆tv
(
t+
1
2
∆t
)
v
(
t+
1
2
∆t
)
= v
(
t− 1
2
∆t
)
+
∆t
m
F(t)
(3.17)
Molecular dynamics simulations normally require properties that depend on
position and velocity at the same time (such as the sum of potential and kinetic
energy). In the Leapfrog algorithm the velocity at time t is obtained from the
average of the velocities half a timestep either side of time t:
v(t) =
1
2
[
v
(
t− 1
2
∆t
)
+ v
(
t+
1
2
∆t
)]
(3.18)
3.3.4 Thermostats
To ensure that the average system temperature is maintained close to a defined
temperature (Text), the system can be coupled to a thermostat. When this is
done, the equations of motion are modified and the system no longer samples
the microcanonical ensemble. Two different thermostats are generally used to
simulate systems in NVT and NPT ensemble: Nosé-Hoover and Berendsen.
Nosé-Hoover thermostat
In the Nosé-Hoover algorithm[185, 186] Newton’s equations of motion are mod-
ified by introducing a thermal reservoir and a friction term:
d2ri
dt2
=
Fi
mi
− ζ
Q
dri
dt
(3.19)
where the friction parameter ζ is controlled by the equation:
dζ
dt
= (T − T0) (3.20)
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where T0 is the reference temperature, while T is the instantaneous temperature
of the system. Q = (NfkBT0τ 2T ) is the effective ‘mass’ of the thermoststat, τT
is the time constant and Nf is the number of degrees of freedom in the system.
Berendsen themorstat
One of the possible thermostats that can be used is the Berendsen thermostat,
which simulates a weak coupling with a first order kinetic to an external bath
at an assigned temperature T0. Temperature variations over time starting from
T0 are corrected by the equation:
dT
dt
=
T0 − T
τT
(3.21)
The temperature deviation decays exponentially with a time constant τT . This
time constant, then, controls the oscillation of the thermostat. The Berendsen
algorithm conserves the total momentum but not the energy.
3.3.5 Barostats
The size and shape of the simulation box can be dynamically adjusted by cou-
pling the system to a barostat in order to obtain a desired average pressure
(Pext).Two different barostats are commonly used to simulate system in NVT
and NPT ensemble: Berendsen and Parrinello-Rahman.
Berendsen barostat
In the NPT ensemble, the dimensions and the shape of the simulation box can
be controlled by coupling a barostat to the system. In the Berendsen barostat,
a pressure term is added to the equations of motion:
dP
dt
=
P0 − P
τP
(3.22)
where τP is the time constant of the barostat.
Parrinello-Rahman barostat
The Parrinello-Rahman barostat[187] approach is similar to the Nosé-Hoover
temperature coupling, and usually they are combined. The box vectors are
represented by the matrix b:
db2
dt2
= V W−1b′−1(P−Pref ) (3.23)
here V is the volume of the box, W is a matrix parameter determining the
strength of the coupling, while P and Pref are the current and reference pres-
sures, respectively. With the Parrinello-Rahman algorithm, the equations of
motion become:
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d2ri
dt2
=
Fi
mi
−Mdri
dt
M = b−1
[
b
db′
dt
+
db′
dt
b
]
b′−1
(3.24)
3.3.6 The Force Field
The force field is the set of functions needed to define the interactions in a
molecular system. These may have a wide variety of analytical forms, with
some basis in chemical physics, which must be parametrized to give the correct
energy and forces. A correct parametrization of the force field is crucial for MD
simulations to describe the interactions in the system investigated. The total
configuration energy of a molecular system may be written as:
U(r1, r2, . . . , rN) =
Nbond∑
ibond=1
Ubond(ibond, ra, rb)
+
Nangle∑
iangle=1
Uangle(iangle, ra, rb, rc)
+
Ndihed∑
idihed=1
Udihed(idihed, ra, rb, rc, rd)
+
N−1∑
i=1
N∑
j>i
Upair(i, j, | ri − rj |)
· · ·
(3.25)
where Ubond, Uangle, Udihed, Upair are empirical interaction functions representing
chemical bonds, valence angles, dihedral angles and pair-body. The first three
are regarded as intra-molecular interactions and the last as inter -molecular
interaction. The position vectors ra, rb, rc and rd refer to the positions of the
atoms specifically involved in a given interaction. The numbers Nbond, Nangle
and Ndihed refer to the total numbers of these respective interactions present in
the simulated system, and the indices ibond, iangle and idihed uniquely specify an
individual interaction of each type, all of which must be individually cited. The
indices i and j appearing in the pair-body term indicate the atoms involved
in the interaction. In general, it is assumed that the pair-body terms arise
from van der Waals and/or electrostatic (Coulombic) forces. The former are
regarded as short ranged interactions and the latter as long ranged. The non-
bonded pair interactions are calculated using a Verlet neighbour list[188], which
is reconstructed at defined intervals during the simulations. This list records the
indices of all ’secondary’ atoms within a cut-off radius (rcut) from each ’primary’
atom.
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Bonded interactions
Bond potential
Bond interactions are usually described by two potential forms, one anharmonic
(or Morse) and one harmonic. The Morse potential is characterized by an
asymmetrical potential well and null forces at infinite distance. The function is
described by the equation:
Vmorse(rab) = Dab [1− exp (−βab (rab − r0))]2 (3.26)
where Dab is the depth of the well, βab defines the steepness of the well, and r0
is the equilibrium distance. The steepness parameter βab can be expressed in
terms of the reduced mass of the two bonded atoms, the fundamental vibration
frequency ω and the well depth Dab:
βab = ωab
√
µab
2Dab
(3.27)
Since ω =
√
kab
µ
, where kab is the bond force constant, βab can be written as:
βab =
√
kab
2Dab
(3.28)
Since the Morse potential needs the definition of three parameters and usually
bonds do not deviate significantly during molecular mechanics calculations, the
harmonic potential is commonly used. In this potential, the energy varies with
the square of the equilibrium distance displacement of the bond:
V (rab) =
1
2
kab(rab − r0)2 (3.29)
This potential correctly approximates the shape of the energy curve potential
in the well area, where the molecules are at the equilibrium, whereas it loses
accuracy as it moves away from the equilibrium.
Angle potential
The deviation of bonded angle interactions from the reference value is usually
described by a harmonic potential:
V (θabc) =
1
2
kθabc(θabc − θ0)2 (3.30)
where θ0 is the equilibrium value of the angle, kθabc is the force constant and θabc
is the angle formed between the atoms ra, rb and rc. The force constants kabc
for angles are usually weaker than the bonded ones.
Dihedral potential
The existence of energy barriers at the chemical bonds rotation is crucial in or-
der to understand the structural and conformational properties of the molecules.
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The torsional potential (or dihedral) describes the interaction resulting from the
torsional forces within the molecules and is applied to four atomic positions.
Torsion angles in a molecule can be defined with two different dihedral poten-
tials: proper and improper. The proper dihedral interactions are described by
the function:
V (φabcd) = kφ(1 + cos(nφ− φ0)) (3.31)
where kφ represents the height of the energy barrier, φ and φ0 are the torsion
angle and the equilibrium torsion angle, respectively. This proper potential is
known as periodic. Another potential for the proper dihedrals is described by
the Ryckaert-Bellemans function:
Vrb(φabcd) =
5∑
n=0
Cn(cos(ψ))
n (3.32)
where ψ = φ− 180°.
Improper dihedrals are meant to keep planar the planar groups, such as aromatic
cores, or to prevent that chiral molecules convert into their specular image. The
improper dihedral potential can be written as:
Vi(ξabcd) =
1
2
kξ(ξabcd − ξ0)n (3.33)
Non-bonded interactions
Non-bonded interactions are divided in weak interactions (Van der Waals), ex-
pressed via potentials containing repulsion and dispersion terms (Lennard-Jones
and Buckingham), and electrostatic interactions (Coulomb). These interactions
are calculated for each neighbouring particle that are within a certain radius.
Lennard-Jones potential
The most familiar van der Waals pair interaction potential is the Lennard-Jones:
VLJ = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
, rij > rcut−off (3.34)
where rij is the distance between two interacting particles i and j,  is the depth
of the potential well and σ is the distance at which VLJ=0. This potential
is repulsive at short range and attractive at long range. To avoid excessive
computational costs, this potential is truncated at a specific distance rcut−off .
Buckingham potential
The Buckingham potential[189] has a more flexible and realistic repulsion term
than the Lennard-Jones interaction, but is also more expensive to compute.
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The potential form is:
VB(rij) = Aij exp(−Bijrij)− Cij
r6
(3.35)
where Aij,Bij and Cij are constants. The two terms on the right-hand side
constitute a repulsion and an attraction, because their first derivatives with
respect to rij are negative and positive, respectively.
Coulomb potential
Electrostatic interactions between two particles within the rcut−off are calcu-
lated as the sum of the interactions between two point charges with the Coulomb
potential:
Vc =
1
4piε0
qiqj
rij
(3.36)
where qi and qj are the charges of the two particles i and j, rij the distance
between them and ε0 the vacuum dielectric constant.
Ewald sum
The Ewald sum is a computational technique for calculating electrostatic inter-
actions in a periodic (or pseudo-periodic) system[188]. The basic model for a
neutral periodic system is a system of charged point ions mutually interacting
via the Coulomb potential:
EC =
1
2
∑
|n|=0
N∑
i=1
N∑
j=1
qiqj
4piε0|rij + n| (3.37)
The Ewald method divides the electrostatic calculations in a short-range and a
long-range part. The short-range part is evaluated in real space, calculating the
effect of a potential generated by a distribution of point charges, which quickly
decays at long distances, converging rapidly in the real space. The long-range
part, instead, is solved as a Fourier series in reciprocal space. An efficient im-
plementation of the Ewald sum is the particle mesh Ewald (PME) scheme[190].
Here, Fourier calculations are made by using a fast Fourier transform (FFT)
on a discrete mesh. This improves the computational efficiency, in fact PME
scales as O(NlogN) whereas the direct sum as O(N2).
Cutoff restrictions
The minimum image convention implies that the cutoff radius used to truncate
non-bonded interactions must not exceed half the shortest box vector:
Rc <
1
2
min(| a |, | b |, | c |), (3.38)
otherwise more than one image would be within the cutoff distance of the force.
When a macromolecule, such as a protein, is studied in solution, this restriction
does not suffice. In principle a single solvent molecule should not be able to
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‘see’ both sides of the macromolecule. This means that the length of each box
vector must exceed the length of the macromolecule in the direction of that
edge plus two times the cutoff radius Rc. It is common to compromise in this
respect, and make the solvent layer somewhat smaller in order to reduce the
computational cost. For efficiency reasons the cutoff with triclinic boxes is more
restricted. For grid search the extra restriction is weak:
Rc < min(ax, by, cz) (3.39)
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3.4 Coarse-grained models
Atomistic models provide a detailed description of the interactions between
atoms, but at high computational cost. Therefore, the use of atomistic models
limits the size of the samples and the time scale of the simulations, usually
shorter than relevant processes occurring in materials at the nanoscale. Coarse-
graining (CG) thecniques are commonly applied to extend the MD simulations
both in time- and length- scales[57, 138–145]. Namely, the number of degrees
of freedom of a molecular system is reduced by reducing the interaction sites,
i.e. substituting groups of atoms with a single particle with shape, dimensions
and properties related to the atomistic counterpart, resulting in a model that is
computationally less expensive than the equivalent fully atomistic model. The
choice of the beads constituting the coarse-grained model depends basically on
the class of molecule considered. However, the same molecules can be repre-
sented by beads comprising more or less atoms, leading to models with compro-
mises between accuracy and transferability, i.e. models capable of describing
the general dynamics of systems with different compositions and different con-
figurations [191]. Coarse-grained models are widely employed for simulating
polymers and peptides, but also for small organic molecules (see Chapter 6).
An example of the coarse-graining of a polymer is presented in Figure 3.3.
Effective bonded and non-bonded interactions are typically derived by fitting
the interaction potential of an atomistic trajectory by applying a Boltzmann
inversion.
Figure 3.3: Example of the coarse-graining of a PMMA chain.
In this figure, each polymer group is represented by an orange
CG spherical bead.
3.4. Coarse-grained models 49
Boltzmann inversion
The probability of a certain configuration in the canonical ensemble is Boltz-
mann distributed with respect to a degree of freedom q, such as:
P (q) =
exp(−βU(q))
Z
(3.40)
here U(q) is a potential, β = 1/kBT and Z is the partition function given
by Z =
∫
(−βU(q))dq. The probability distribution P is known by atomistic
trajectories, then it is possible to invert the equation 3.40 in order to obtain the
potential:
U(q) = −kBT ln(P (q)) (3.41)
hence, extracting an atomistic property from a trajectory, the interaction po-
tential is obtain by fitting the data given by the equation 3.41. Usually, a single
Boltzmann inversion is used for bonded potentials.
Iterative Boltzmann inversion
An implementation of this method is the iterative Boltzmann inversion (IBI). In
this method, the potential obtained by a single Boltzmann inversion Ui is com-
pared to a reference value and the estimation of the final potential is improved
iteratively by the equation:
Ui+1 = Ui − kBT ln
(
Pi(q)
Pref (q)
)
(3.42)
until the potential obtained by the Boltzmann inversion is in good agreement
with the reference. This method is mostly used for non-bonded interactions.
Gay-Berne potential
The Gay-Berne (GB) pair potential[192] is a simple one-site attractive–repulsive
interaction, used in simulations of liquid crystalline systems. The GB potential
is an anisotropic form of the Lennard-Jones 6-12 potential and can be written
as:
U(uˆi, uˆj, rˆij) = 4ε(uˆi, uˆj, rˆij)
×
[( σc
rij − σ(uˆi, uˆj, rˆij) + σc
)12
−
( σc
rij − σ(uˆi, uˆj, rˆij) + σc
)6]
(3.43)
where rˆij is the intermolecular distance between the particles i and j, uˆi and
uˆj are unit vectors representing the orientations of the molecules. The func-
tion ε(uˆi, uˆj, rˆij) defines the angular dependent potential well depth and also
depends on the interaction parameters εx, εy and εz, which are directly related
to the potential well depths for two GB particles approaching with fixed par-
allel orientations along the three Cartesian directions. σ(uˆi, uˆj, rˆij) represent
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the anisotropic contact term which approximates the geometrical contact dis-
tance between two ellipsoids and depends on the axes lengths σx, σy, σz. This
potential is commonly used to model the non-bonded interactions between aro-
matic cores. In this thesis, this potential was used to model the CG interactions
between perylene cores of PTCDI-C13.
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3.5 Metadynamics
Metadynamics is a technique used for reconstructing the free-energy surface of
a system as a function of few selected degrees of freedom, referred to as the
collective variables (CVs)[36, 117, 193–195]. In metadynamics, sampling is ac-
celerated by a history-dependent bias potential, which is adaptively constructed
in the space of the CVs. In particular, during the simulation, a positive Gaus-
sian potential is added to the real energy landscape of the system, discouraging
it to come back to the previous point. During the evolution of the simulation,
more and more Gaussians sum up, until the system explores the full energy
landscape. At this point the energy landscape can be recovered as the opposite
of the sum of all Gaussians. Metadynamics is often performed to study sys-
tem characterized by configurations separated by high energy barriers, so that
classical MD timescale cannot sample them, or that the transition between two
configurations is determined by rare events. Metadynamics does not require an
initial estimate of the energy landscape to explore, but the choice of the correct
CV to investigate is crucial in order to investigate the free energy of the system
correctly. This choice, however, is not always trivial, mostly for complex sys-
tems. Let S(q) to be the selected degree of freedom of the system, i.e. the CV,
the metadynamics bias potential at the time t can be written as:
VG(S, t) =
∫ t
0
dt′ω exp
(
−
d∑
i=1
(Si(q)− Si(q(t′)))2
2σ2i
)
(3.44)
where ω is an energy rate and σ i correspond to the width of the Gaussian for
the ith CV. The energy rate is constant and can be expressed in terms of a
Gaussian height W and a deposition stride τ :
ω =
W
τ
(3.45)
The effect of the metadynamics bias potential (VG) is to push the system away
from local minima to visit new regions of the phase space, exploring all the free
energy surface (FES). In the long time limit, VG provides and unbiased estimate
of the underlying free energy:
VG(S, t→∞) = −F (S) + C (3.46)
The free energy F(S) is defined as:
F (S) = − 1
β
ln
(∫
dq δ(S − S(q)) e−βU(q)
)
(3.47)
where β = (kBT )−1, k B is the Boltzamnn constant, T the temperature of the
system and U(q) the potential energy function. In standard metadynamics,
Gaussians of constant height are added for the entire course of a simulation.
As a result, the system is eventually pushed to explore high free-energy regions
and the estimate of the free energy calculated from the bias potential oscil-
lates around the real value. In well-tempered metadynamics, the height of the
Gaussian is decreased with simulation time according to:
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Figure 3.4: Schematic representation of the metadynamics
technique. Adapted from Ref.[193].
W = ωτGe
−VG(S,t)
kB∆T (3.48)
where ωτG is an initial Gaussian height, ∆ T an input parameter with the di-
mension of a temperature, and k B the Boltzmann constant. With this rescaling
of the Gaussian height, the bias potential does not fully compensate the under-
lying free energy, but it converges to:
VG(s, t→∞) = − ∆T
T + ∆T
F (S) + C (3.49)
where T is the temperature of the system. In the long time limit, the CVs
sample an ensemble at a temperature T + ∆T which is higher than the sys-
tem temperature T. In particular, ∆T = 0 corresponds to standard molecular
dynamics, whereas ∆T → ∞ corresponds to standard metadynamics. In well-
tempered metadynamics, the biasfactor is the ratio between the temperature
of the CVs (T + ∆T) and the system temperature (T):
γ =
T + ∆T
T
(3.50)
The biasfactor should thus be carefully chosen in order for the relevant free-
energy barriers to be crossed efficiently in the time scale of the simulation.
In this thesis, metadynamics calculations were performed using the Plumed
plugin[196] included in the LAMMPS package[184].
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3.6 Modelling of charge transport
In organic materials, a charge carrier residing on a molecular site tends to
polarize its neighboring region, leading to the formation of quasi-particles, po-
larons, in which the electronic charge is dressed by phonon clouds. Phonons are
quantized modes of vibrational energy arising from the collective oscillations
of atoms within a crystal[116]. Unlike inorganic materials, in these materials
the interactions between electrons and phonons are comparable or even larger
than the electronic interactions. The charge transport properties in organic
semiconductors are affected by several factors, including the system environ-
ment, the molecular geometry, the intermolecular distance, and the molecular
packing [116], hence to the small deviation of atoms respect to their equilib-
rium position, referred to as electron-phonon coupling. This can be subdivided
in local and nonlocal coupling. The former refers to the modulations of site
energies within the organic crystal, while the latter refers to the modulation of
the transfer integrals by lattice phonons. Another parameter strongly affecting
the charge transport properties in organic materials is the electronic coupling,
which is connected to the overlap between the orbitals of the dimers partici-
pating in the charge transfer reaction, and hence is very sensitive to relative
molecular positions and orientations of the dimers. The electronic coupling el-
ement (tab) between two species, a and b, can be evaluated as tab = 〈Ψa|H|Ψb〉,
where H is the Hamiltonian of the system, Ψa and Ψb are the wavefunctions of
two charge-localized states. The most simple method used to determine elec-
tronic coupling values is called energy splitting in dimers (ESID) method, based
on the assumption that, at the transition state, the energy difference E2 - E1
between the adiabatic states Ψ1 and Ψ2 corresponds to 2tab, then tab = (E2−E1)2 .
By applying the Koopmans’ theorem[197], the method becomes the KT-ESID
and the transfer integral for electron [hole] transfer from the electronic coupling
is obtained by:
t =
L+1[H] − L[H−1]
2
(3.51)
where  L[H] and  L+1[H−1] are the energies of LUMO and LUMO+1 [HOMO
and HOMO-1] levels taken from the closed-shell configuration of the neutral
state of a dimer.
Electron-transfer theory
Electron transfer processes are driven by electron-electron and electron-vibration
interactions. In particular, an electron is transferred from an initial orbital to a
final orbital. According to the perturbation theory, the probability of the tran-
sition between an initial state ψi to a final state ψf , driven by a perturbation
V , can be written as:
Pif =
1
~2
|〈ψi|V |ψf〉|2
[
sin(ωfi t/2)
ωfi /2
]2
(3.52)
where t denotes the time, ωfi the transition energy between the electronic states
i and f , ~ is the Planck constant and 〈ψi|V |ψf〉 is the electronic coupling matrix
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element. The charge transport properties in organic materials depend strongly
on the extent of the electronic coupling, defined by the matrix element Vif =
〈ψi|V |ψf〉. If the final state has a continuous distribution of final electronic
states, the density of the final state ρ(Ef ) can be introduced. The transition
probability per unit time, or transition rate (kif ), adopts the Fermi’s Golden
Rule:
kif =
2pi
~
|Vif |2ρ(Ef ) (3.53)
and the expression for the rate obtained within the Franck-Condon approxima-
tion becomes:
kif =
2pi
~
|Vif |2(FCWD) (3.54)
here FCWD is the Franck-Condon weighted density of states. When assuming
that all vibrational modes are classical (~ωi << kBT ), the FCWD follows a
standard Arrhenius type equation:
FCWD =
√
1
4pikBTλ
exp
[
−(∆G
0 + λ)2
4λkBT
]
(3.55)
hence the transition rate takes the semiclassical Marcus theory expression:
kif =
2pi
~
|Vif |2
√
1
4pikBTλ
exp
[
−(∆G
0 + λ)2
4λkBT
]
(3.56)
where λ represents the reorganization energy induced by the electron transfer
and ∆G0 is the variation of the Gibbs free energy during the transition. The
reorganization energy λ is expressed as the sum of an inner and an outer con-
tributions. The inner (intramolecular) reorganization energy arises from the
change in equilibrium geometry of the donor and the acceptor sites upon the
electron transfer. The outer reorganization energy, instead, depends on the
electronic and nuclear polarization/relaxation of the surrounding medium.
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Morphology and electronic
properties of two-dimensional
PTCDI-C13 aggregates
The outstanding charge mobilities observed in devices[25] are usually ascribed to
the peculiar molecular structure of PTCDI-C13 (see Figure 2.8a). Moreover, the
interplay between the supramolecular arrangement of alkyl chains and the pi-pi
stacking interactions among perylene diimide cores can be expected to represent
the primary phenomenon behind the formation of ordered PTCDI-C13 layered
aggregates, observed in several experiments[198–200]. Despite the large amount
of work performed on the characterization of PTCDI-C13 thin films at heteroin-
terfaces[5, 7, 24, 63, 199, 201], the details of crystal formation and packing, at
the molecular level, still remain elusive. Indeed, the typical polycrystallinity
of organic layered aggregates[198–200] hinders the accurate characterization of
in-plane packing in PTCDI-C13 thin-films by standard XRD techniques[24, 25,
202, 203]. The most accurate available structural information to date suggests
formation of ordered island of PTCDI-C13 with a typical terrace height that
is compatible with molecules arranged in a stand-up configuration[7, 24]. The
resulting morphology of PTCDI-C13 thin-films in best-performing devices con-
sists essentially of compact layers of quasi-2D polycrystalline aggregates[63],
with molecules oriented in a direction that is favourable to charge transport.
However, details on the peculiar realization of the intermolecular pi-stacking,
a comprehensive rationalization of structural and dynamical aspects of aggre-
gation of PTCDI-C13 layers and the relationships with growth conditions and
processing are still missing. A detailed knowledge of the structure of the in-
volved crystalline aggregates, at the atomistic level, constitutes thus a pivotal
field of investigation for the optimisation of materials and devices. In this
chapter, the study on morphological and electronic properties of 2D strucures
of PTCDI-C13 is presented. To this end, three putative crystal structures of
PTCDI-C13 layers, differing essentially in the relative orientation of the pery-
lene cores, were modeled. The arrangement of PTCDI-C13 molecules in each
of these tentative structures has been inferred from the known crystal structure
of thin-films of similar organic systems[11]. Namely, 2D crystals with perylene
cores arranged in a cofacial (CF), staggered (ST) and herringbone (HB) config-
uration, respectively, commonly observed in perylenes, were considered[25, 85,
56 Chapter 4. Morphology and electronic properties of two-dimensionalPTCDI-C13 aggregates
204–206]. Investigations on 2D structures elucidate the morphology of PTCDI-
C13 in monolayers and in layer-by-layer growth, that is, in aggregation condi-
tions that can be considered as the most favourable to charge transport. Indeed,
although the nature and morphology of the substrate, as well as growth con-
ditions and material processing, are known to greatly affect the aggregation of
organic overlayers[5, 7, 25, 203], detailed studies on ideal 2D structures can as-
sess the intrinsic propensity of PTCDI-C13 to form ordered layers at interfaces.
The analysis of the 2D crystal structures, their morphology and dynamics, and
the relationship with the resulting electronic properties allows to understand
how these parameters impact on the performances of devices.
The work presented in this chapter has been published in Ref. [35].
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4.1 Morphology of 2D structures of PTCDI-C13
The structures of the different 2D crystals of PTCDI-C13 considered were ini-
tially investigated by MD simulations and analysed in terms of structural pa-
rameters. To this end, models of the three (CF, ST and HB) structures were
initially prepared by inserting dimers in a monoclinic (CF, HB) and orthorhom-
bic (ST) unit cell, as in Figure 4.1. The initial cell parameters of the CF phase
(Z=2) were taken from Tatemichi et al.[25]. From these parameters, a 2D super-
cell was built, by replicating the experimental unit cell along the [1 0 0] and [0
1 0] directions. The simulation replicated box contained 24 molecules. Similar
model systems were built for the ST and HB phases. Periodic boundary condi-
tions in 3 dimensions were used for the simulation of 2D systems, by inserting
a vacuum region (about 20 Å) along the z direction. Electrostatic interactions
were treated by the particle-mesh Ewald (PME) method and a cut-off of 10.0
and 14.0 Å was used for Coulomb and van der Waals interactions, respectively.
The Nose–Hoover thermostat[185, 186] was used for simulations in the canon-
ical (NVT) ensemble, and the Parrinello–Rahman barostat[187] was added in
variable-cell (NPT) simulations, with time constants of 1.0 ps and 10.0 ps, re-
spectively. All the MD simulations were performed by using the GROMACS
package[183]. Structures were initially relaxed to the local energy minimum by
steepest descent optimisation, then equilibrated at 300 K in NPT ensemble for 1
ns and, in analogy with experimental processing[5, 7, 25, 63, 198, 203], annealed
at 400 K for 1 ns. Annealed structures were then relaxed and equilibrated to
300 K for 1 ns. All parameters of the two dimensional cell (a, b, and γ) were
allowed to relax during NPT simulations. A further cooling to negligible kinetic
energies and final steepest descent relaxation led to optimised structures, used
to evaluate structural parameters (shown in Table 4.1) and as input for DFT
calculations. The supercells of all 2D crystals exhibit remarkable long-range
Table 4.1: Cell parameters for PTCDI-C13 crystals (a,b:Å;
γ:degrees and surface densities (mol nm−2) obtained by
MD simulations.
Structure a b γ Density
CF 8.78 8.51 81.49 2.71
ST 7.48 8.62 84.72 3.06
HB 7.81 8.76 72.49 3.07
translational crystal order upon MD relaxation at room temperature and can
be reduced to a unit cell with Z=2. The optimised 2D structures of PTCDI-
C13 are shown in Figure 4.2. Notably, the computed cell parameters of the
CF and ST crystals are compatible with available experimental data[25]. The
computed surface densities, which can be related to molecular packing in 2D
aggregates, are 2.71 mol/nm2, 3.06 mol/nm2 and 3.07 mol/nm2 for the CF, ST
and HB models, respectively (see Table 4.1). The slightly larger surface density
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Figure 4.1: Structure of the PTCDI-C13 molecule (top) and
cartoons of the initial two-dimensional crystals of the CF (bot-
tom left), ST (bottom center) and HB (bottom right) crystals.
Adapted from Ref. [35].
of the ST and HB polymorphs can be ascribed to the peculiar relative orien-
tation of the perylene cores, allowing the minimization of the steric hindrance
of the alkyl chains and, in the ST crystal, to strong pi-stacking interactions.
Inversely, the more symmetric CF structure leads to less effective space filling
and, consequently, to a lower surface density.
4.2 Structural parameters
The molecular packing in 2D crystals was further assessed by computing the
radial pair distribution function g(r) between centers of mass of PTCDI-C13
molecules. The computed g(r) of the relaxed 2D crystals for models of the
three structures considered is shown in Figure 4.3a. The most intense peaks
of the g(r) (3.75 Å, 4.55 Å and 5.85 Å for the ST, CF and HB structures,
respectively) correlate with the crystal packing of PTCDI-C13 molecules along
the [1 0 0] crystallographic direction, which coincides with the axis of main pi-pi
stacking, perpendicular to the aromatic rings, for the CF and ST structures.
Less intense g(r) peaks, between 7.5 and 9.5 Å, correspond to crystal packing
along the [0 1 0] direction for CF and ST structures, and to a combination of
[1 0 0] and [0 1 0] ordering for the more isotropic HB crystal. The preferential
crystal packing of CF and ST structures along the [1 0 0] direction agrees
with the observed needle-like growth of nanoscale perylene aggregates[5, 199,
207]. However, charge transport properties of materials based on the perylene
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Figure 4.2: Optimised structures of the CF (left), ST (center)
and HB (right) 2D crystals of PTCDI-C13. Adapted from Ref.
[35].
diimide unit are also greatly affected by the relative orientation of neighboring
pi-cores[128]. The relative orientation of neighboring molecules in 2D PTCDI-
C13 aggregates was evaluated in terms of two order parameters, defining the
twist (θ) and tilt (ϕ) angles between the two planes of the perylene cores,
respectively, as shown in the inset of Figure 4.3b. According to this definition,
the pair of angles [θ,ϕ] results about [0, 0], [30, 0] and [0, 30] for the CF,
ST, and HB structures, respectively (see Figure 4.3b). The angular structural
parameters [θ, ϕ] can be used to identify the different PTCDI-C13 2D crystals,
thus allowing a detailed analysis of morphology and structural modifications in
both layers and nanoaggregates.
4.3 Stability of 2D aggregates
To explore the thermal stability of PTCDI-C13 crystals, NPT simulations at
higher temperatures were also performed. The structure of the CF crystal is
essentially unchanged by relaxation at 500 K for about 2 ns. Also, no relevant
structural changes was observed upon annealing of the HB crystal at 500 K.
However, variable-cell MD relaxation of the ST structure at 500 K leads to
a complete phase transition to the CF crystal, suggesting a viable low-energy
dynamical path for the interconversion between these two forms. To further
assess the stability and the dynamical behavior of the different 2D structures
and in realistic finite-size systems, MD simulations on small planar (about 3x3
nm) non-periodic clusters of PTCDI-C13 were also performed in non-periodic
conditions. Clusters of the CF crystal were found to be stable under MD at
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Figure 4.3: Radial distribution function (a) and angular order
parameters (b) for the three PTCDI-C13 2D crystals considered
(CF: blue; ST: red; HB: green) at 300 K. Adapted from Ref. [35].
annealing temperatures higher than 500 K on timescales of about 10 ns. How-
ever, the analysis of the structure obtained by annealing the CF cluster to 700
K reveals a still relatively ordered arrangement of PTCDI-C13 molecules, with
coexistence of aggregates in liquid-crystal CF and ST forms, as shown in Fig-
ure 4.4a. Likewise, annealing the HB cluster at high temperature (about 700 K)
induces molecular aggregation into a similar polycrystalline structure composed
of CF and ST phases (see Figure 4.4b). Inversely, the ST cluster undergoes a
thermally-induced rearrangement to the CF form, as observed for the periodic
system, by annealing at 400 K (see Figure 4.4c), thus at temperatures lower
than those generally used to anneal PTCDI-C13 thin-films[69]. Therefore, at
high temperatures the free energy basins corresponding to both the CF and
ST configurations are sampled, whereas relaxation toward the global minimum
configuration is observed at lower temperatures. The remarkable crystal order-
ing at room temperature in 2D crystals, the coexistence of CF and ST liquid
crystal phases at high temperatures and the abrupt interconversion from the ST
to the CF structure at relatively low temperatures indicate the CF crystal as
the most stable and suggest the occurrence of a relatively low energy barrier for
transition from the ST metastable phase. Moreover, the HB crystal constitutes
a high-energy metastable form of PTCDI-C13 and, as such, not likely to be
observed in 2D aggregates. Accordingly, the CF crystal is expected to domi-
nate in the thermodynamically controlled growth of aggregates, whereas both
CF and ST forms may coexist in particular environments. These findings agree
with recent experiments, where formation of cofacial aggregates of PTCDI-C13
is commonly observed[25, 203, 207]. It must be pointed out that the energy
landscape sampled by MD simulations, referring to 2D layers and clusters in
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Figure 4.4: Initial (left) and final (center) structures of non-
periodic PTCDIC13 clusters and angular order parameters for
the final structure (right) for (a) relaxation of the CF cluster at
700 K; (b) relaxation of the HB cluster at 700 K; (c) relaxation
of the ST cluster at 400 K, inducing a phase transition to the
CF phase. Adapted from Ref. [35].
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Figure 4.5: Difference between the mean potential energies (at
300 K) of the CF and ST nanorods, with periodicity along the
main axis only, as a function of the number of rows along the
in-plane non-periodic direction. Adapted from Ref. [35].
vacuum, may significantly be altered upon interaction with a substrate. How-
ever, the propensity to ordered aggregation and the relative stability of the
structures considered can be expected to hold also in several practical cases,
for example for growth of PTCDI-C13 on smooth surfaces and for relatively
weak molecule–substrate interactions. The factors behind 2D aggregation in
PTCDI-C13 crystals were further investigated by modelling nanorod-like[208]
systems with periodicity in one dimension. To this end, MD simulations were
performed on quasi-1D supercells of the CF and ST structures, respectively,
with periodicity along the [1 0 0] direction of the corresponding 2D crystal and
a variable number of replica along the orthogonal in-plane non-periodic direc-
tion. The mean potential energy at 300 K of PTCDI-C13 CF and ST aggregates
composed by 1 to 7 supercells along the non-periodic direction of the system is
shown in Figure 4.5.
For a single stack of PTCDI-C13 molecules, the ST structure is energetically
more stable, as a consequence of the reduced steric hindrance of the alkyl chains
with respect to the CF phase. However, the stability of the CF structure in-
creases with the size of the system along the [0 1 0] direction of the corresponding
2D crystal, as a consequence of the more favourable 2D packing of the perylene
cores. The relative stability of CF and ST quasi-1D planar structures, as a
function of their width along the [0 1 0] direction, can be related to the relative
propensity to form aggregates in thermodynamically- and kinetically-controlled
growth conditions. Namely, in kinetically-controlled growth of PTCDI-C13 the
effect of terms associated to entropy, related mainly to the conformation of
flexible alkyl chains, dominates the total free energy of the system. In these
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conditions, aggregation of needle-like molecular stacks in the ST conforma-
tion, characterized by higher flexibility of alkyl chains and consequent lower
steric hindrance, can be observed. Inversely, the thermodynamically-controlled
growth of aggregates, induced by low initial molecular kinetic energy in the
deposition process or by annealing/quenching cycles, is expected to lead to for-
mation of extended 2D layers in the most stable CF form, as also suggested by
the phase transition discussed above.
4.4 Electronic properties
To assess the energetics and the electronic properties of the PTCDI-C13 struc-
tures in more detail, DFT calculations were performed on 2D crystal systems
starting from the structures obtained by MD simulations. In particular, DFT
calculations were carried out using the CRYSTAL09 package[175, 176]. The
exchange-correlation contributions to the total energy were treated using the
hybrid B3LYP functional with 20% of exact Hartree–Fock exchange[209, 210].
The all-electron Gaussian-type basis sets adopted were 6-31(d1) for oxygen[211],
nitrogen[212] and carbon[213], and 31(p1) for hydrogen[211]. Long-range dis-
persion interactions were accounted for by a post-DFT dispersive contribution,
suggested by Grimme[214], to the computed ab-initio total energy and gradi-
ents. For each optimised structure, the charge transfer integrals in dimers, τ ,
were computed as:
τ =
Jij − Sij (eii+ejj)2
1− S2ij
(4.1)
where Jij, Sij and eii, ejj are the transfer integral, the overlap integral and the
site energies, respectively:
Jij =
〈
ϕi|hks|ϕj
〉
Sij =
〈
ϕi|ϕj
〉
eii =
〈
ϕi|hks|ϕi
〉
ejj =
〈
ϕj|hks|ϕj
〉 (4.2)
with ϕi the frontier molecular orbital (i.e. HOMO or LUMO) of the i -th
molecule and hks the Kohn–Sham Hamiltonian of the molecular dimer. For
each crystal structure, the reported τ were computed as the average of val-
ues obtained for the two nonequivalent closest dimers in the 2D system. DFT
variable-cell full geometry optimisations indicate the CF crystal as the most
stable, with a total electronic energy of 244 and 301 meV per cell lower with
respect to the ST and HB crystals, respectively (see Table 4.2). The DFT opti-
mised lattice parameters for the PTCDI-C13 crystal structures considered, also
shown in Table 4.2, are in good agreement with force-field results, with a slight
increase of surface densities. On the basis of the DFT wavefunctions, charge
transport properties of the PTCDI-C13 crystals were evaluated by computing
transfer integrals τ . Despite the less dense packing, the CF structure exhibits
a much larger electron transfer integral (τe) with respect to the ST and HB 2D
crystals (see Table 4.3). This difference can be ascribed to the more favourable
overlap of LUMO orbitals of PTCDI-C13 molecules stacked along the [1 0 0]
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Figure 4.6: Topology of the LUMO (top) and HOMO (bot-
tom) orbitals for PTCDI-C13 dimers in the configuration of the
CF (left), ST (middle) and HB (right) DFT optimised crystal
structures. Adapted from Ref. [35].
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Table 4.2: Cell parameters for PTCDI-C13 crystals (a,b:Å;
γ:degrees and surface densities (mol nm−2) obtained by DFT
calculations.
Structure a b γ Density
CF 8.62 8.57 82.74 2.73
ST 7.36 8.65 85.94 3.15
HB 7.11 8.91 74.50 3.28
Table 4.3: Relative energies (meV) and transfer integrals (meV)
for holes and electrons computed at the DFT level.
Structure ∆E τh τe
CF 0 92 235
ST 244 44 37
HB 301 2 46
direction in the CF crystal, as shown by the orbital topologies of Figure 4.6.
Indeed, even small orbital misalignments are known to impact greatly on the
transfer integrals in perylene diimide derivatives [214]. Inversely, the computed
hole transfer integral (τh) for the CF structure is about three times lower than
the τe and only two times larger than that of the ST crystal, confirming the low
propensity to p-type transport in perylene diimide derivatives[24, 215], as also
suggested by the negligible τh for the HB structure.
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4.5 Conclusions
In summary, an integrated approach based on MD and DFT simulations was
applied to investigate the relationship between crystal structure, stability, dy-
namics and charge transport properties in 2D PTCDI-C13 aggregates. MD
simulations indicate a remarkable long-range stability for different putative 2D
crystals. The thermodynamically most stable crystal structure corresponds to
a face-to-face interaction between the pi-cores of the perylene moieties, thus
confirming experimental evidences. Moreover, a metastable 2D crystal phase
of PTCDI-C13, with perylene cores arranged in a staggered configuration, was
also observed. The relative stability of the two lowest-energy 2D phases, how-
ever, is reversed in quasi-1D nanorods, suggesting a likely role of side-to-side
interactions in stabilizing 2D aggregates. The local ordering of aggregates was
analysed in terms of radial and angular structural parameters. The latter, in
particular, can be related to the relative orientation of the pi-cores. More-
over, transfer integral calculations based on DFT suggested a strong correlation
between molecular morphology and charge transport properties. Namely, the
most stable 2D structure of PTCDI-C13 is found to be also the most effective for
electron transport. Our results suggest a likely dependence of the molecular ag-
gregation in nanostructures with environment, growth conditions and thermal
treatments, affecting dramatically charge transport properties in devices. In
particular, a controlled aggregation of PTCDI-C13 towards long-range-ordered
2D layers in the thermodynamically stable cofacial phase is expected to lead to
most efficient in-plane charge transport.
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Morphology and electronic
properties of three-dimensional
PTCDI-C13 aggregates
The structural properties of bulk and bilayer ordered aggregates of PTCDI-C13
were investigated by performing molecular dynamics (MD) simulations. The
relationship between morphology and charge transport was then evaluated by
computing electron transfer integrals at the density functional theory (DFT)
level. In particular, we relaxed putative structures of 3D aggregates of PTCDI-
C13 by atomistic MD. Relaxed structures were used to carry out metadynamics
calculations in the space of suitable collective variables, identifying global and
local minima and computing the related free energy. The structures of the pre-
dicted stable and metastable configurations were also used to evaluate total en-
ergies and electron transfer integrals in 3D ordered aggregates at the DFT level.
The effect on the charge transport properties of the disorder induced by inter-
actions of the organic layer with substrates, as in the case of organic/dielectric
interfaces, was further assessed by evaluating transfer integrals of aggregates of
PTCDI-C13 in contact with a model surface. As observed previously (Chapter
4), the PTCDI-C13 molecule exhibits two low-energy packing configurations
in planar two-dimensional (2D) aggregates, with the perylene cores arranged
according to a symmetric cofacial (CF) or staggered (ST) configuration, re-
spectively. Moreover, aggregates of molecules with a planar pi-core and long tail
substituents may exhibit various degrees of interdigitation of alkyl chains, which
assists formation of regularly packed structures[78, 126, 216]. We therefore fo-
cused our simulations on bulk and bilayer aggregates of the CF 2D crystal of
PTCDI-C13, which is the thermodynamically most stable structure at ambient
conditions, considering both interdigitated and non-interdigitated configura-
tions. Furthermore, calculations were also performed on the 3D aggregation
of PTCDI-C13 in the ST configuration, which is likely to occur in kinetically-
controlled growth conditions (Chapter 4). The integration between atomistic
MD, metadynamics simulations, DFT total energy calculations, evaluation of
electronic transfer integrals and the comparison with available experimental
data, guides us in assessing the structure of PTCDI-C13 in nanoaggregates as
a function of growing conditions, correlating molecular structure to potential
performances in devices.
The work presented in this chapter has been published in Ref. [36].
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5.1 Morphology of bulk phases
Simulation models were prepared basing on the configurations of the perylene
diimide cores taken from equilibrated 2D (monolayer) CF and ST layer phases,
as described in Chapter 4. Initially, the flexible C13 alkyl chains of PTCDI-C13
were arranged to form, in the direction orthogonal to that of pi-stacking, a fully-
interdigitated 3D bulk crystal. The degree of interdigitation was progressively
decreased, by changing the cell parameter orthogonal to the pi-stacking plane,
relaxing again the system by variable-cell MD, obtaining the lay-on configura-
tion. Both interdigitated and lay-on CF and ST phases were initially relaxed to
the nearest energy minimum by steepest descent optimisation and subsequently
equilibrated at 300 K, in the NPT ensemble, for 4 ns. Stable configurations
were then cooled to negligible kinetic energies and optimised. Electrostatic in-
teractions were evaluated by the particle-mesh Ewald (PME) method, using
cut-off of 10.0 Å for both Coulomb and van der Waals interactions. The Nose-
Hoover thermostat[185, 186] was used for simulations in the NVT ensemble,
with a time constant of 1.0 ps, and the Parrinello-Rahman barostat[187] added
in variable-cell (NPT) simulations, with a time constant of 10.0 ps. All the MD
simulations were performed by using the GROMACS package[183]. Simulations
converged to four stable configurations at room temperature, corresponding to
a fully-interdigitated and a lay-on structure for both the CF and the ST crys-
tals, shown in Figure 5.1, together with their equilibrated unit cells. To assess
the relative stability of the relaxed structures, and to explore the underlying
free energy landscape, further MD simulations were performed. Namely, the
equilibrated 3D bulk structures were annealed at 500 K for 2 ns. No relevant
structural changes were observed for the CF lay-on structures in the timescale
of MD simulations. However, annealing of the relaxed ST lay-on and inter-
digitated structures at 400 K for 2 ns led to interconversion to the CF lay-on
configuration. The interconversion mechanism from ST lay-on and interdigi-
tated structures to the CF lay-on configuration suggests a larger stability for
this latter, in complete analogy with the case of PTCDI-C13 monolayers.
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Figure 5.1: Relaxed structures for the bulk CF (top) and ST
(bottom) crystals of PTCDI-C13 in the interdigitated (left) and
lay-on (right) configurations. Adapted from Ref. [36].
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5.2 Morphology of bilayer structures
The same equilibration protocol was performed on bilayers of the equilibrated
bulk configurations. To model the bilayers, the bulk phases obtained previously
were replicated along the z axis and 50 Å of vacuum were inserted along the
z direction of the box. The MD equilibration resulted in configurations simi-
lar observed in the bulk phases, as shown in Figure 5.2. In bilayers, however,
the topmost and bottommost alkyl chains of PTCDI-C13 lean towards the pi-
cores, in analogy to what is observed in monolayers. The tilted configuration of
the C13 chains can thus be considered a structural feature of the topmost lay-
ers in ordered PTCDI-C13 aggregates, corresponding to the surfaces exposed
to scanning-probe techniques, or at heterointerfaces. Notably, the computed
inter-layer distance for the CF layon bulk configurations (25.2 Å) agrees re-
markably well with the height of the PTCDI-C13 unit cell (25.3 Å) obtained by
XRD experiments[5, 24, 25]. In addition, the slight increase of the inter-layer
distance in bilayers (25.6 Å) is compatible with the larger d-spacing observed
in thin-films (25.6 – 26.1 Å)[5, 24]. Unlike other substituted perylene deriva-
tives, exhibiting interdigitated stable structures, the relatively short inter-layer
distance in PTCDI-C13 thin-films, with respect to the end-to-end length of a
relaxed isolated molecule (about 43 Å), can be related to the tilted configuration
assumed by molecules on the xy plane.
Figure 5.2: Relaxed structures for bilayers of PTCDI-C13 in
the CF (top) and ST (bottom) configurations in the interdigi-
tated (left) and layon (right) configurations. Adapted from Ref.
[36].
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5.3 Free energy calculations
Further assessments of the equilibrated structures of Figure 5.1 and quantitative
estimates of the related Gibbs free energy surface were carried out by predictive
structural simulations using metadynamics. These calculations were performed
using the Plumed plugin[196] for LAMMPS package[184]. As collective variable
for these calculations, the z component of the distance (dz) between the ter-
minal carbon atoms of contiguous alkyl chains was used (see Figure 5.3). Free
energy calculations were performed by adding Gaussian functions to the meta-
dynamics potentials with a frequency of 1000/step, a height of 10−3 kJ mol−1
and a width sigma of 0.10 kJ mol−1. These calculations were only performed on
the CF configuration, since it was found to be the most stable one, in order to
evaluate the local minima of interdigitated and lay-on configurations, and also
the energy barrier for the phase transition between them. The CF interdigitated
bulk structure of PTCDI-C13, which, for the above considerations, is expected
to constitute a local free energy minimum, was used as the starting configu-
ration for metadynamics. Namely, in order to avoid undesired effects due to
the supercell, metadynamics calculations were applied on a system composed
of a single molecule. The defined collective variable accounts for structural
changes from interdigitated to lay-on configurations. The resulting Gibbs free
energy surface, as a function of the selected collective variable (see Figure 5.3),
confirms the occurrence of two main basins of attraction, corresponding to the
fully-interdigitated (dz = 1.15 nm) and to the layon (dz = −0.13 nm) CF con-
figurations, respectively. The CF lay-on structure results more stable than the
corresponding fully-interdigitated configuration, with a difference in free energy
of about 20 kJ mol−1 at 300 K and a barrier for interconversion that is estimated
to be about 45 kJ mol−1. The main contribution to the observed free energy
difference can be ascribed to the coulombic repulsion between alkyl C13 chains,
which is significantly larger in the interdigitated configuration. Therefore, from
our observations, alkyl chains assist interlayer ordered packing, despite a low
propensity to interdigitation. Remarkably, the broader free energy basin cor-
responding to the interdigitated configuration lies closely to a local minimum,
located at dz = 0.83 nm. This minimum corresponds to the partial slipping of
interdigitated PTCDI-C13 molecules from each other, sterically controlled by
the hindrance of -CH2- and -CH3 groups. The transition state connecting the in-
terdigitated and layon structures is located at an intermediate value (dz = 0.37
nm) on the computed free energy surface, with a structure corresponding to an
incompletely-interdigitated configuration.
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Figure 5.3: Gibbs free energy, in kJ mol−1, for bulk PTCDI-
C13 at 300 K in the space of the collective variable representing
the z-component of the distance between the terminal carbon
atoms of contiguous alkyl chains. Adapted from Ref. [36].
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5.4 Electronic properties
More detailed information about the structure and energetics of PTCDI-C13
crystals were obtained by DFT calculations. Periodic DFT calculations on bulk
model systems were carried out with the SIESTA package[174] (version 4.0), by
applying the PBE[209] gradient-corrected approximation to DFT, using a basis
set of double-ζ plus polarization quality for orbital expansion and a cut-off of
150 Ry for density expansion. Van der Waals interactions were accounted for by
including a Grimme[214] dispersion potential. A reciprocal space mesh of 3x3x1
k-points was used in periodic calculations. Geometries were optimised by re-
laxing all the nuclear degrees of freedom until convergence to a maximum force
of 0.02 eV/Å on atoms and 1 GPa on cell stress. The structural parameters for
the configurations in Figure 5.1, optimised at the DFT level and corresponding
total DFT electronic energies are reported in Table 5.4. Calculations indicate
the CF lay-on configuration as the most stable, with the ST lay-on configura-
tion lying about 44 kJ mol−1 above in energy. Moreover, interdigitated crystals
are generally less stable than the corresponding layon structures by more than
65 kJ mol−1. Therefore, it can be concluded that the CF lay-on configuration
corresponds to the global energy minimum configuration for PTCDI-C13 crys-
tals. This picture is confirmed by the excellent agreement between the DFT
computed interlayer distance, corresponding to the c value of the cell paramater
(25.9 Å) and the value observed by XRD and AFM experiments (between 25.6
and 26.1 Å) in PTCDI-C13 aggregates[5, 24]. Other computed CF lay-on lattice
parameters are in agreement with experiments[25]. To shed light on the rela-
tionship between morphology and charge transport properties of PTCDI-C13,
the intermolecular transfer integrals were computed on nearest neighbor dimers
extracted from DFT-optimised structures and from equilibrated MD configu-
rations. Transfer integrals were evaluated on dimers extracted from the DFT
periodic calculations described above using the charge transfer integrals mod-
ule of the ADF program package[177]. Electronic couplings for electrons and
holes were computed by the PW91[217] exchange-correlation functional and a
triple-ζ plus-polarization basis set. The resulting transfer integrals are reported
in Table 5.2. The proposed multiscale approach is able to guide us to a better
understanding of the structure/properties relationship in molecular aggregates
of organic materials. In particular, starting from the molecular modelling of
3D bulk and layered phases, we are able to correlate morphology to charge
transport through electronic structure calculations. This, in turn, allows us to
speculate on the electronic behaviour of materials in thin-film devices. In the
case of crystalline aggregates of PTCDI-C13, the computed values of transfer
integrals were found in line with previous calculations on substituted PTCDI
systems[89, 110]. Despite the relatively large transfer integrals, the poor hole
conducting properties of PTCDI derivatives are usually ascribed to the deep
ionization potential[125]. As expected, computed transfer integrals suggest sig-
nificant charge transport in the direction of the pi-stacking (values shown in
Table 5.2) for crystalline aggregates. The CF structures exhibits comparable
transfer integrals for electrons in the lay-on and interdigitated configurations.
Although less stable, the interdigitated structures were found to shows higher
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Figure 5.4: Snapshot of an equilibrated PTCDI-C13 bilayer in
the CF layon configuration at the interface with a model sur-
face (left) and the distribution of transfer integrals for electrons
(blue) and holes (red) for the first PTCDI-C13 layer equilibrated
at room temperature at the interface with the model surface
(right). Vertical lines indicate the value of transfer integrals
of DFT crystal structures for electrons (blue) and holes (red).
Adapted from Ref. [36].
values of transfer integrals with respect to the lay-on ones. Transfer integrals
for the ST structures are generally lower than for the CF configurations, as
a result of the tilted pi-stacking, similarly to the case of monolayers (Chapter
4). Besides crystalline ideal structures, the effect of more realistic environments
on charge transport properties was assessed by computing the distribution of
transfer integrals for a bilayer of the most stable PTCDI-C13 phase (CF lay-on)
equilibrated at room temperature and at the interface with a model surface with
a morphology resembling that of a typical substrate for the growth of organic
thin-films. The periodic model surface was first generated by constructing a
5x5 nm regular square-lattice of dummy atoms with 0.1 nm spacing, and as-
signing a random value, within selected boundaries, for the z (i.e., orthogonal
to the molecular plane) component of the coordinates. The z component was
then changed iteratively by averaging the first derivative of neighboring sites,
until convergence to a given total surface root mean square (rms) roughness.
This algorithm allows to obtain a model surface with selected rms and higher-
order moment surface parameters (skewness and kurtosis) depending on the
initial random distribution of z coordinates. In agreement with the value com-
monly observed on the surface of polymer or inorganic dielectric materials for
in-plane devices[7, 63, 218], a model surface with a rms roughness of 0.3 nm
was generated, with relatively large skewness and kurtosis values (0.098 and
-0.414, respectively) to enhance the effects of local molecule/surface interac-
tions. All atoms of the model surface were assigned non-bonded parameters of
graphite carbon atoms, to mimic the effect of hydrophobic substrate/molecule
weak forces, and were kept frozen throughout all simulations. A supercell of the
multi-layer crystalline PTCDI-C13 aggregate, with lateral dimension of about
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Table 5.1: Lattice parameters of PTCDI-C13 crystals (a,b,c:
Å; α,β,γ:degrees), computed at the DFT level, and total elec-
tronic relative energies (kJ mol−1).
a b c α β γ Energy
Lay-on CF 4.300 8.470 25.875 95.91 102.39 95.76 0
ST 3.604 8.672 30.272 84.66 91.19 94.45 +44.1
Interdigitated CF 4.230 8.461 28.658 103.34 89.83 98.21 +86.8
ST 3.290 9.868 31.762 98.59 91.50 81.90 +111.2
5x5 nm, was first relaxed in vacuum, then put in close contact with the model
surface, and subsequently equilibrated at room temperature by MD for 10 ns.
This simulation time was found to be sufficient for the formation of a stable
interface between the PTCDI-C13 aggregate and the model surface. Transfer
integrals were computed on the equilibrated system for all molecule pairs. The
effect of annealing on the morphology of PTCDI-C13 aggregates on a model sur-
face was further evaluated by analyzing relevant structural parameters upon an-
nealing at 400 K followed by relaxation for 5 ns. As expected, thermal disorder
broadens the distribution of transfer integrals for both electrons and holes[122],
also slightly lowering the average value by about 22 and 6 meV for electrons
and holes, respectively. The distribution of transfer integrals for holes is further
broadened and shifted to lower values for an ordered bilayer of PTCDI-C13
aggregates relaxed on surfaces (See Figure 5.4).
However, electron transfer integrals are essentially unchanged with respect
to the crystal for the first layer of the PTCDI-C13 in contact with the sur-
face, whereas lower values are observed for the second layer. Indeed, in the
first PTCDI-C13 layer ordered packing is maintained by the interplay between
strong pi-stacking interactions and flexibility of alkyl chains, which induce a
bulk-like interlayer interaction and adapt to the morphology of the underlying
surface. Moreover, in the particular case of interaction with a model surface,
the morphology of PTCDI-C13 aggregates is slightly affected by annealing at
400 K, as suggested by computed structural parameters. Despite the slight
lowering of intermolecular transfer integrals related to thermal and structural
disorder, computed values suggest remarkable charge transport properties for
multi-layer aggregates of PTCDI-C13 in realistic environments. In particular,
transport of electrons exhibits a lower propensity to degradation upon structural
modifications with respect to holes.
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Table 5.2: Intermolecular transfer integrals in meV for elec-
trons (coupling of LUMO orbitals) and holes (coupling of HOMO
orbitals) for dimers extracted from the DFT-optimised PTCDI-
C13 crystal structures (a), average values for dimers of the
PTCDI-C13 MD crystal structure at 300 K (b), first layer (c)
and second layer (d) at the interface with a model surface.
τe τh
Lay-on CF 127a 213a
105b 207b
109c 170c
86d 180d
ST 38a 112a
Interdigitated CF 146a 328a
ST 82a 18a
5.5 Conclusions
In summary, an integrated computational approach, based on MD and DFT
calculations, allowed to understand the details of the morphology in PTCDI-
C13 aggregates, to evaluate the related stability and energetics and to correlate
structure to charge transport properties. The most stable ordered bulk crystal
structure found corresponds to a CF lay-on configuration. Computed crystal
parameters are in excellent agreement with available structural data. The CF
lay-on configuration is also prevalent in bilayers of PTCDI-C13, mimicking the
situation occurring in thin-films or at interfaces. Our calculations also indicate
local energy minima for interdigitated (CF and ST) and for asymmetric ST
structures, where the pi-cores of perylene diimide arrange in pairs of rotated
units. These configurations, however, are more than 40 kJ mol−1 higher than
the global energy minimum. Indeed, metadynamics calculations and simula-
tion of heat treatments suggest a likely interconversion path from local minima
configurations to the thermodynamically stable CF lay-on structure. In par-
ticular, the formation of interdigitated aggregates of PTCDI-C13 is found to
be unfavored with respect to lay-on structures, with C13 alkyl chains assisting
intra-layer aggregation. Nevertheless, the possible occurrence of different struc-
tures in nanoscale aggregates of PTCDI-C13 confirms experimental evidence,
where an interplay between layered and three dimensional growth is observed,
as a function of processing conditions. Moreover, the thermodynamically sta-
ble CF lay-on configuration exhibits remarkable charge transport properties, as
suggested by intermolecular charge transfer integral calculations. A broaden-
ing of the distribution of transfer integral values for electrons and holes and
a lowering of the average is observed for PTCDI-C13 layers equilibrated at
room temperature and at the interface with a model substrate. However, com-
puted values suggest remarkable charge transport properties for the CF lay-on
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configuration also in partially disordered morphologies, suggesting this config-
uration as responsible of the observed high conductivities in layered aggregates
of PTCDI-C13.
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Chapter 6
Coarse-grain model of PTCDI-C13
In Chapters 4 and 5, the morphology of PTCDI-C13 2D and 3D phases were
simulated. Detailed information about the polymorphism and the thin-film ag-
gregation of the organic semiconductor were obtained, together with the charge
transport properties of the different phases, applying MD and DFT methods.
This was a first step towards the study of the thin-film aggregation of the
PTCDI-C13 at the interfaces in devices. The large-scale morphology of these
interfaces can be investigated by applying MD simulation techniques, enabling
the study of phenomena occurring at the nanoscale with atomistic precision (see
Chapter 7).
However, atomistic models limit the size of the systems studied and the
time scale of the simulations, usually shorter than relevant processes occurring
in materials at the nanoscale (see Section 3.4). The computational cost re-
quired to simulate systems with sizes comparable to the real devices would be
too demanding even for HPC infrastructures. For this reason, the simulation
of large-scale morphologies of materials and interfaces used in organic electron-
ics, can be performed by developing CG models, allowing the investigation of
systems with increased size and time scales. This approach has been applied to
the case of PTCDI-C13 aggregates in thin-films.
In this chapter, the development of a preliminary coarse-grain model of the
PTCDI-C13 molecule is presented. The first step is to develop a CGmodel of the
PTCDI-C13 which resembles the atomistic properties of the material, decreasing
its complexity. The atomistic information obtained by the MD simulations of
PTCDI-C13 2D and 3D phases (Chapters 4 and 5) was used to generate a
coarse-grain potential able to lower the complexity of the system by maintaining
the molecular properties, by performing a proper fitting procedure. The first
step consists in the choice of the beads, which are not commonly used spheres,
but rather ellipsoids with unconventional interaction potentials (Section 6.1.1).
The electrostatics of the coarse-grain model will be considered by fitting the
atomistic charges on the beads (Section 6.1.2). Finally, the interaction of each
bead with the others will be parametrized by proper fittings of the atomistic
potential for non-bonded and bonded interactions, including the bonds, angles
and dihedral components (Section 6.1.3). The coarse-grained model obtained
was then validated by performing simulations of bulk structures, comparing the
results obtained with the atomistic models of Chapters 4 and 5.
The simulations presented in this chapter were performed by using LAMMPS
package [184].
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6.1 Coarse-graininig procedure
6.1.1 Choice of the beads
The PTCDI-C13 molecule has been represented with Gay-Berne (GB) beads [219].
Namely, one larger ellipsoid represented the rigid perylene diimide core, smaller
ones represented the C3H6 groups constituting the alkyl chains, while the -
CH3 terminal groups were described with a sphere. The coarse-grained model
obtained is shown in Figure 6.1. As can be seen from the figure, this model
allows to represent the PTCDI-C13 with 11 beads for each molecule, instead
of 118 atoms of the atomistic PTCDI-C13, hence substantially decreasing the
complexity of the system and related computational costs.
Figure 6.1: Coarse-grain model of the PTCDI-C13 molecule.
One ellipsoid for the core, one ellipsoid for the C3H6 groups of
the alkyl chains and one sphere for the CH3.
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6.1.2 Effective charges
A set of effective charges has also been fitted on the atomistic potential, us-
ing a genetic algorithm described in Ref. [139]. With the chosen set of effec-
tive charges, a coarse-grained fitted electrostatic potential was obtained (Figure
6.2b) starting from the atomistic electrostatic potential (represented in Figure
6.2a). The effective positive (red) and negative (blue) charges were then placed
within the ellipsoid representing the perylene core, as shown in Figure 6.2c.
This off-center electrostatic potential has been implemented in LAMMPS[184,
220].
Figure 6.2: Atomistic (a) and fitted (b) electrostatic potentials
are represented as charge density on the perylene diimide core.
The positions of the effective positive and negative coarse-grained
charges are depicted in red and blue, respectively (c).
82 Chapter 6. Coarse-grain model of PTCDI-C13
6.1.3 Flexible force field
In order to maintain the atomistic information of PTCDI-13 molecule, the beads
modeled were constrained to act as chemically bonded with a set of bonded po-
tential terms, including effective bonds, angles and dihedrals[219]. In particular,
the parametrization of this bonded potential was carried out by performing an
MD simulation of 1 ns at 500 K in the NVT ensemble of a single molecule
of PTCDI-C13 in vacuum. This allowed the bonds, angles and dihedrals to
explore all the possible conformations within the atomistic force field. Bonds,
angles and diedrals parameters were extracted from the MD trajectory and the
data obtained were parametrized to effective potentials with the application
of an Inverse Boltzmann procedure, as described in section 3.4, following the
equation:
Ueff (x) = −kBT ln[p(x)] (6.1)
allowing the probability to be converted into energy profiles. An example of
this conversion is represented in Figure 6.3.
Figure 6.3: Parametrization of the bond between the perylene
core and the first C3H6 of the alkyl chains. Blue dots are the
probability extracted via the Boltzmann inversion, the red curve
is the fitted data.
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6.2 Coarse-grained simulations
Figure 6.4: Coarse-grained simulations of bulk CF PTCDI-C13
structures. Starting ((a) layon (c) interdigitated) and final ((b)
layon (d) interdigitated) configurations are represented.
To correlate the CG model developed, the 3D equilibrated bulk structures
of PTCDI-C13 (obtained in Chapter 5) were used as a starting point for the
coarse-grained simulations. In particular, simulations of the coarse-grained 3D
PTCDI-C13 bulk were run at room temperature in the NVT ensemble for 1 ns
with a timestep of 0.2 fs. The starting and final structures of the PTCDI-C13
structures are represented in Figures 6.4 and 6.5. All the bulk structures main-
tained their layon or interdigitated characteristic, apart from the ST interdigi-
tated, which appeared to be the most disordered (Figure 6.5d). The aggregation
of the CF and ST layon bulk after equilibration is structurally similar to the
atomistic counterparts. To evaluate the correlation between the coarse-grained
and the atomistic model, radial distribution function were computed between
central bead (the one representing the perylene core) and compared with the
atomistic, computed between PTCDI-C13 centers of mass. Even if the simula-
tions were very short and still need further equilibration, results are promising
and in good agreement with the atomistic data (Figure 6.6).
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Figure 6.5: Coarse-grained simulations of bulk ST PTCDI-C13
structures. Starting ((a) layon (c) interdigitated) and final ((b)
layon (d) interdigitated) configurations are represented.
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Figure 6.6: Radial distribution functions of atomistic (a:CF
layon; c:CF interdigitated; e:ST layon; g:ST interdigitated) MD
equilibrated structures and coarse-grained (b:CF layon; d:CF
interdigitated; f:ST layon; h:ST interdigitated) initial (blue
dashed) and final (blue solid) structures.
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6.3 Conclusions
In this chapter, a preliminary coarse-grain model of PTCDI-C13 has been pre-
sented, including the choice of the beads for representing the atomistic structure
and the consequent fitting of the atomistic charges and potential. In particular,
the choice of modelling ellipsoid beads instead of conventional spheres allowed
the correct description of the perylene core and its interactions. The CG model
developed was then validated by performing a first set of simulations on the
3D bulk structures of PTCDI-C13, comparing the results with the atomistic
simulations. The results obtained have demonstrated the feasibility of reducing
the complexity of the atomistic model by developing a CG model, encouraging
us to further develop the coarse-grain parameters in order to obtain a quantita-
tive description of the structural properties of PTCDI-C13. Once the atomistic
properties and interactions will be correctly represented by the the CG model,
the simulation of large-scale aggregation of PTCDI-C13 will be possible, allow-
ing to increase the size and time scale of the system under investigation. The
procedure presented in this chapter can be potentially applied to other organic
materials, starting from the atomistic information obtained by MD simulations
and developing a coarse-grain model consistent with the atomistic properties.
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Chapter 7
Interface morphology of
PTCDI-C13 nanoscale aggregates
In organic electronic and optoelectronic devices based on thin films, one of the
most important factors influencing the charge transport properties of active
layers and hence the overall performance of devices, is the polycrystalline ag-
gregation of organic semiconducting materials at the interfaces[9, 11, 20, 29].
The aggregation at the interface can be affected by several factors, like the
deposition rate and the substrate temperature during the growth of the thin
film, the application of thermal treatments on the active layer, the fabrication
conditions, the degradation of the organic materials, and so on[5, 6, 24, 25, 63].
A detailed knowledge on the process occurring at the molecular level of the
interfaces constituting the organic devices is crucial for a better understanding
on the morphological properties of the organic materials, which can lead to the
engineering of the materials and fabrication processing to build devices, and, in
turn, to enhanced performance.
In this respect, computational tools can be useful for investigating the atom-
istic process occurring at the interfaces[127, 135, 136, 221, 222], based on the
atomistic knowledge of the structural and electronic properties of the organic
materials studied.
In this chapter, the interface morphology between PTCDI-C13 and other
materials commonly used in organic devices, namely PMMA and graphene, was
investigated by performing MD simulations using the GROMACS package[183].
In particular, the morphological properties of PTCDI-C13 at the interface with
PMMA and graphene were investigated, mimicking the experimental processing,
based on the information on structural and electronic properties in 2D and
3D aggregates obtained in Chapters 4 and 5. The results obtained by these
simulations were also correlated with experimental available data.
The simulations presented in this chapter were performed at HPC facili-
ties Cyfronet (Poland) and CINECA (Italy) through a PRACE-DECI and an
ISCRA project, respectively.
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7.1 PTCDI-C13 at the interface with PMMA
In OFETs, charge transport depends strongly on the morphology of the inter-
face between the organic semiconductor and the insulator layer. The first few
layers of semiconductor are the ones responsible for the charge transport in
OFETs[9, 11, 20]. In particular, the layer at the interface with the dielectric
plays a crucial role in the determination of the active layer morphology and
hence to the performance of the final device. In this regard, a good control of
the molecular structure and morphology of the organic semiconductor at the
semiconductor/insulator interface is thus critical for enhancing the performance
of OFETs[6, 10]. Detailed atomistic information, obtained by using computa-
tional tools, can assist the investigations on the nanoscale phenomena occur-
ring at the interface related to the growth of organic materials on the insulator
surface. This information, in turn, can be used to correlate simulated morphol-
ogy with experimental characterizations. In this work, a computational study
on the interface between an organic semiconductor and the dielectric layer at
the atomistic scale was carried out, performing simulations based on molecular
dynamics. Namely, PTCDI-C13 and PMMA were modeled as organic semi-
conductor and organic dielectric material, respectively. In order to understand
how the growth of a second layer would affect the morphology of the first one,
bilayers of PTCDI-C13 were equilibrated on the same surface of PMMA and
the morphological properties were compared with the previous case. To inves-
tigate the kinetic growth of PTCDI-C13 on the PMMA surface, the growth
of single PTCDI-C13 molecules on PMMA, mimicking the vapor deposition
technique, was performed. Furthermore, simulations of islands formation and
dynamics on both PMMA and PTCDI-C13/PMMA were performed, observing
grain boundaries and coalescence of islands.
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7.2 PTCDI-C13 monolayer on PMMA
The morphology at the interface between a monolayer of PTCDI-C13 and
PMMA was firstly investigated by performing MD simulations. In particu-
lar, an equilibrated monolayer of PTCDI-C13 was relaxed on top of a 10x10 nm
layer of PMMA, modeled in a previous work[126]. The molecules constituting
the PTCDI-C13 monolayer was in the CF configuration, i.e. the most stable 2D
phase of this material (see Chapter 4). The PTCDI-C13 monolayer was inserted
in the simulation box at a distance of 10 Å from the PMMA surface. The system
was then equilibrated for 5 ns at 300 K in a NPT ensemble. Furthermore, to
study the effects of temperature on the morphology of PTCDI-C13 at the inter-
face with PMMA, the PTCDI-C13 monolayer was annealed for 5 ns at 400 K,
maintaining the PMMA slab at 300 K, mimicking the annealing applied experi-
mentally to improve the molecular packing of PTCDI-C13[25]. The morphology
of the interface was then investigated by evaluating structural parameters of the
PTCDI-C13 monolayer. Namely, the distance between centers of mass (COM)
in the monolayer, the average tilt angle of PTCDI-C13 molecules, the radial
pair distribution function (g(r)), the density molecular profile along the z di-
rection and the angular structural parameters (θ and ϕ) described in Chapter
4 were calculated. The morphology of the PTCDI-C13/PMMA interface after
the 300 K equilibration is represented in Figure 7.1a. The PTCDI-C13 mono-
layer adapted on the surface of PMMA, with a partially ordered aggregation,
and disordered configuration of akyl chains, but maintaining an overall packing
through a strong pi-pi stacking. The flexibility of the alkyl chains, by modulat-
ing their length in order to improve the alignment of perylene cores along the
monolayer, assist the aggregation of PTCDI-C13 at the interface with PMMA.
By applying an annealing to the PTCDI-C13 monolayer at 400 K for 5 ns, the
molecular packing of the monolayer at the interface improved remarkably, as
shown in Figure 7.1b. The alkyl chains lined up in a very ordered fashion, with
the perylene cores assuming an almost perfect CF configuration.
The aggregation at different temperatures was then compared by calculat-
ing the density profile of the system along the z direction, the g(r) between
PTCDI-C13 molecules and the angular structural parameters. The results are
reported in Figure 7.2. The density profiles (Figure 7.2a) shows, between 4
Figure 7.1: Monolayer of PTCDI-C13 equilibrated on PMMA
slab at 300 K (a) and at 400 K (b).
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Figure 7.2: Density profiles (a) and g(r) (b) calculated for
the PTCDI-C13 monolayer equilibrated on PMMA at 300 K
(red) and at 400 K (blue). Angular structural parameters for
the PTCDI-C13 monolayer equilibrated on PMMA at 300 K (c)
and at 400 K (d).
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and 9 nm, the PMMA slab (density ≈ 1.20 g/cm3[97, 151]), and between 10
and 12 nm the PTCDI-C13 monolayer. The density profile of the monolayer at
400 K appeared less broaden and slightly shifted towards the PMMA surface.
The g(r) is considerably different, with the main peak (related to the distance
between COMs) of the annealed monolayer a lot sharper and more intense than
the main peak at 300 K. The secondary peaks (representing the long-range or-
dering) are also quite different. The annealed monolayer presented sharp, well
defined secondary peaks, whereas the one equilibrated at 300 K showed broaden
undefined secondary peaks. Angular structural parameters at 300 K(see Figure
7.2c) show an interplay between the CF and ST configurations, with a general
CF aggregation. This partial transition of some molecules from the CF to the
ST configuration can be ascribed to the increased disorder due to the inter-
action with the polymeric rough surface. The more disordered aggregation of
the PTCDI-C13 monolayer on PMMA surface is confirmed by the higher av-
erage distance between COMs of 4.80 Å respect to the 4.57 Å of the ideal 2D
case. The average tilt angle calculated between PTCDI-C13 cores and z axis is
39.74°. The angular structural parameters calculated at 400 K (Figure 7.2d),
instead, shows a complete presence of CF configuration in the monolayer. The
average tilt angle increase, becoming 43.6°, probably due to the more space be-
tween the aligned chains and hence the need to tilt for maximize the contacts.
These comparisons confirm the increased order in the aggregation of PTCDI-
C13 monolayer at the interface with PMMA upon application of annealing at
high temperature, as observed in experimental studies on this material[7, 24,
25].
7.3 PTCDI-C13 bilayer on PMMA
The organic semiconductor layer at the interface with the dielectric layer is the
main responsible for the performance of the OFET devices. As described in
the previous section, indeed, the morphology of this layer is one of the main
features affecting the charge transport properties in organic devices. The inter-
action with the substrate and the temperature are the first factors influencing
the morphology of the interface. However, the morphology of the first layer can
be affected also by the subsequent layers of organic materials. In this section,
the effects on the nanoscale 3D morphology of the PTCDI-C13 on the PMMA
surface were investigated. In particular, PTCDI-C13 bilayers in the CF layon
and interdigitated configurations were considered (as the 3D most stable struc-
tures observed in Chapter 5). The bilayers were firstly equilibrated in vacuum
and then inserted in the simulation box at a distance of 10 Å from PMMA, as
described before. Then, a simulation of 5 ns at 300 K was carried out. Further-
more, after the equilibration at 300 K, the effects of temperature were analysed
by annealing the system at 400 K for 5 ns. All these simulations were carried
out in the NPT ensemble (where the cell parameters a,b and γ were allowed to
relax) in order to let the box parameters to adapt to the modification of the
layer morphology upon the interaction with the rough surface. The final mor-
phologies at different temperatures were then analysed by evaluating the same
structural parameters as before. The structure of the layon PTCDI-C13 bilayer
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Figure 7.3: Structures of layon PTCDI-C13 bilayers equili-
brated on PMMA at 300 K (a) and at 400 K (b), together with
the angular structural parameters of the first (c) and second (d)
layer at 300 K and of the first (e) and second (f) layer at 400 K.
Figure 7.4: Density profiles (a) and g(r) (b) calculated for the
layon PTCDI-C13 equilibrated on PMMA at 300 K (red) and at
400 K (blue).
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equilibrated at 300 K on PMMA is represented in Figure 7.3a. The aggregation
appeared similar as the case of monolayer equilibrated on PMMA at 300 K,
with an increased disorder upon equilibration on PMMA, with the long alkyl
chains that assist the packing of PTCDI-C13. The angular structural param-
eters of the first and the second layer are represented in Figure 7.3c and 7.3d,
respectively. The layer at the interface with the PMMA shown a more ordered
aggregation with respect to the second one, with an almost total CF configu-
ration. This difference is ascribable to both the presence of vacuum above the
second layer, and to the increased packing of the layer at the interface because
of the sandwich between the two materials.
The application of the annealing at 400 K led to similar results as the mono-
layer case, with an increased molecular packing and order of the bilayer, as can
be seen from Figure 7.3b. The angular structural parameters, reported in Fig-
ure 7.3e and 7.3f are the same for the two layers, showing the presence of the
CF configuration only. The average COMs distance of the bilayer at 300 K
and 400 K were very similar, with values around 4.60 Å. The tilt angle, as in
the monolayer case, increased with the equilibrated temperature of the system,
passing from 43.0° of the CF layon at 300 K to 47.0° upon annealing. The most
impressive difference is related to the interlayer distance, which changes a lot
upon annealing, decreasing from 32.5 Å at 300 K to 26.3 Å after annealing. The
latter value is very similar to the experimental calculated value in PTCDI-C13
thin films after applying thermal treatments[5, 7, 25]. The density profiles and
g(r) in the two cases, represented in Figure 7.4, reproduce similar results with
the monolayer case. In bilayers, though, the difference in the density profiles are
more emphasized. Above all, the density profile of the second layer is sharper
and more shifted toward the PMMA surface. The g(r) resembled the same
sharpening of the main and secondary peaks upon application of annealing.
The equilibrated structure of interdigitated PTCDI-C13 bilayer on PMMA
is shown in Figure 7.5a. The interdigitated characteristic of the configuration
is preserved after the equilibration on the rough surface, with the perylene
cores maintaining an almost perfect packing in the bilayer, as confirmed by the
angular structural parameters (see Figure 7.5c and 7.5d). The situation does not
significantly change after the annealing at 400 K, as shown in Figure 7.5b and
is confirmed, as before, by angular structural parameters (Figure 7.5e and 7.5f).
Unlike the layon PTCDI-C13 case, in the interdigitated configuration, the first
and second layer maintain the same molecular packing and aggregation, both
at 300 K and at 400 K. This is probably due to the interdigitation itself, which
makes the molecules more rigidly packed. This tendency to maintain the same
molecular packing at room temperature and at 400 K can be also appreciated
by observing the density profiles in Figure 7.6a, in which the profiles at different
temperatures are almost exactly overlapped. Some differences are appreciable
by observing the g(r) at different temperature. As a matter of fact, the peaks
at 400 K are sharper and more defined respect to the ones at 300 K, even if
they still are quite similar.
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Figure 7.5: Structures of layon PTCDI-C13 bilayers equili-
brated on PMMA at 300 K (a) and at 400 K (b), together with
the angular structural parameters of the first (c) and second (d)
layer at 300 K and of the first (e) and second (f) layer at 400 K.
Figure 7.6: Density profiles (a) and g(r) (b) calculated for the
layon PTCDI-C13 equilibrated on PMMA at 300 K (red) and at
400 K (blue).
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Figure 7.7: Top view (a) and side view (b) of a PTCDI-C13
island equilibrated on the first PTCDI-C13 layer at the interface
with PMMA.
7.4 Formation and growth of PTCDI-C13 islands
From experimental characterization performed during the growth of PTCDI-
C13 on a dielectric layer (SiO2) in organic devices, Vasseur et al.[5] observed
that the PTCDI-C13 grows according to a Stranski-Krastanov mode, i.e. a
layer-plus-island growth. This means that, after the first complete monolayer
grown on the substrate, the subsequent molecules will firstly aggregate in or-
dered islands on the PTCDI-C13 monolayer, and then, increasing the number of
molecules of the system, they will coalesce to form bigger clusters of islands and,
finally, the second complete monolayer will be formed (as described in section
2.7). These observations are mainly based on scanning probe techniques, such
as AFM and STM, or by GIXD. These advanced techniques are able to follow
the growth of materials during the deposition on a substrate, obtaining struc-
tural information. Here, atomistic MD simulations aiming at the modelling
of the coalescence of two islands and the dynamics of a single island on the
first complete monolayer of PTCDI-C13 on PMMA, were performed. Firstly,
a 20x20 nm monolayer of PTCDI-C13 at the interface with PMMA was equili-
brated for 10 ns at 300 K in an NVT ensemble. The morphology and dynamics
of an isolated island grown on top of the first complete monolayer was studied
by inserting an aggregate containing 250 PTCDI-C13 molecules (that is the
average number of molecules forming a complete monolayer on a 10x10 PMMA
slab) on top of the equilibrated PTCDI-C13 monolayer on PMMA, at a dis-
tance of 10 Å. The system was then equilibrated at 300 K for 5 ns in an NVT
ensemble. In Figure 7.7 the equilibrated island is represented. The edges of the
island are rounded, because the molecules try to minimize the contacts with
the external vacuum, leading to a more compact aggregation. The shape of the
PTCDI-C13 island resembles the topology of islands of PTCDI-C13 observed
by AFM characterizations[7, 70, 215]. The angular structural parameters show
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Figure 7.8: Top view of two different snapshots of the simula-
tion of the coalescence between two small PTCDI-C13 islands on
the PTCDI-C13/PMMA system:(a) the first interaction between
the two islands and (b) the formation of the coalesced island.
a quite disordered aggregation, due to the particular shape of the islands, with
a more ordered packing at the center, in which there is an interplay between
CF and ST configurations.
In another set of simulations, two small PTCDI-C13 islands, containing 96
molecules each, were equilibrated on the same PTCDI-C13/PMMA surface as
before. In the initial configuration, the two islands was at 10 Å from the surface
and 5 Å from each other. The system was then equilibrated for 10 ns a t 300
K in an NVT ensemble. During equilibration, after an initial diffusion over
the surface, the two islands approach and coalescence occurred, resulting in
a bigger island. After an initial formation of a grain boundary between two
distinct configurations, the PTCDI-C13 molecules packed in a single cluster, as
shown in Figure 7.8b.
7.5 Kinetically-driven aggregation of PTCDI-C13
on PMMA
The morphology for the kinetic growth of PTCDI-C13 at the interface with
PMMA was modeled (with a similar approach then developed in MIRTO, see
Appendix A). Namely, each PTCDI-C13 molecule was initially inserted, with
random rotation and random initial position along the x and y axes, in the
vacuum region above a 10x10 nm PMMA surface, at a distance of 5 nm along
the z axis. For each molecule insertion, a short non-equilibrium MD deposition
run was initially performed, adding a constant value of 0.4 nm/ps to the z
component of all atomic velocities of PTCDI-C13. A total simulation at 300 K
for 500 ps in NVT ensemble was performed for each molecule inserted.
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Figure 7.9: Side view (a) and top view (b) of the kinetically-
driven aggregation of PTCDI-C13 on PMMA.
The first few PTCDI-C13 molecules deposited interact with the PMMA sur-
face arranging in a flat-lying configuration, without interacting with the other
molecules deposited. The first aggregates of PTCDI-C13 are observed when 50
molecules have been deposited on the surface, with cores interacting through
pi-pi interactions, in a 3D-like growth. The first needle-like 1D stack aggregate
of PTCDI-C13 molecules is observed with 100 molecules on the surface. This
aggregate is formed by stacked PTCDI-C13 molecules packed along the [1 0 0]
direction of the crystalline PTCDI-C13. This 1D aggregate enlarges by increas-
ing the number of PTCDI-C13 molecules on the surface, initially increasing
the 1D stacking along the [1 0 0] direction, and eventually, during deposition,
adding stacked molecules along the [0 1 0] direction. The formation of another
1D aggregate occurred with increasing the number of molecules on the surface.
At the end of the simulation, with 300 molecules deposited and relaxed on the
PMMA surface, the two needle-like aggregates present defined configurations of
the stacked molecules, ST and CF, with a preference for the more kinetic form
ST. The main needle-like aggregate presents a more ordered aggregation than
the second one. This is due to the less extension of the second aggregate along
the [0 1 0] direction respect to the first one, as observed in the section 4.
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7.6 PTCDI-C13 at the interface with graphene
In recent years, many organic electronic devices using graphene as electrode
have been fabricated[102, 115, 154, 155, 223], due to its high flexibility and
transparency, chemical and thermal stability, and high conductivity[224]. All
these properties make graphene as one of the best candidates for devices where
a transparent electrode is needed, like organic field-effect transistors. Moreover,
graphene has also been found to be a good substitute for ITO in organic light-
emitting diodes[100, 115, 131, 154, 156, 223]. The interface between perylene
diimide derivatives and graphene has also been studied from both the exper-
imental and the computational point of view. In particular, the interaction
between PTCDA and PTCDI with graphene has been investigated[225]. All
of them observed the formation of an interfacial layer of flat-lying molecules
of the organic material on the graphene surface, due to the strong pi-pi inter-
actions between the perylene cores and the graphene polyaromatic conjugated
structure. Jeong et al.[24] reported an OFET fabrication in which graphene has
been used as a transparent electrode and PTCDI-C13 as organic semiconductor,
studying the effect of thermal treatments on the morphology and crystallinity
of PTCDI-C13 at the interface with graphene. They observed a strong corre-
lation between ordered aggregation of PTCDI-C13 molecules and annealing at
high temperatures. Namely, whereas the PTCDI-C13 deposited on graphene
at room temperature presented a disordered morphology, without a preferential
aggregation, applying thermal treatments to the system formation of terraces
of PTCDI-C13 was observed, hence related to the transition between flat-lying
molecules to stand-up ordered aggregates. In this work, the nanoscale aggre-
gation of PTCDI-C13 at the interface with the graphene was investigated by
means of atomistic MD simulations by performing a fast deposition of PTCDI-
C13 molecules on the surface of a graphene layer, in order to obtain a kinetic
aggregation of the organic molecules on the surface. Furthermore, the effects of
the temperature have been investigated by applying thermal treatments to the
system, mimicking the experimental processing[24].
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Figure 7.10: Morphology of the kinetically-driven aggregation
of PTCDI-C13molecules on graphene.
7.7 Morphology of the PTCDI-C13/graphene in-
terface
The interface between PTCDI-C13 and graphene was modeled by performing
MD simulations. Firstly, a 10x10 nm graphene monolayer was modeled based
on the OPLS force field[226] and equilibrated for 5 ns at 300 K. Then, each
PTCDI-C13 molecule was initially inserted, with random rotation and random
initial position along the x and y axes, in the vacuum region above the surface,
at a distance of 5 nm. For each molecule insertion, a short non-equilibrium MD
deposition run was initially performed, adding a constant value of 0.4 nm/ps to
the z component of all atomic velocities of PTCDI-C13. A total simulation at
300 K for 100 ps in NVT ensemble was performed for each molecule inserted.
The short equilibration time for each molecule mimic an experimental very
fast deposition rate, which is known to result in a kinetic aggregation. The
final system, consisting of 350 PTCDI-C13 molecules on graphene, is shown
in Figure 7.10. The molecules exhibited a typical kinetic aggregation at the
interface, presenting highly disordered clusters, with the formation of very small
crystallites and no preferential configuration.
The strong pi-pi interactions between PTCDI-C13 and graphene surface act
as an energy barrier to the ordered aggregation of PTCDI-C13 material. In
order to allow the molecules to overcome this energy barrier, in analogy with
experiments[24], thermal treatments were applied. In particular, the PTCDI-
C13 molecules were annealed at 600 K for 150 ns in an NVT ensemble, whereas
the graphene substrate was maintained at 300 K. At the end of the simulation,
the system was cooled to 300 K and equilibrated for 10 ns. In the first ns of the
simulation, PTCDI-C13 molecules, especially the ones more distant from the
graphene substrate, began to stand up and aggregate in a layered configuration.
The first layer of PTCDI-C13 at the interface with graphene remained in the
flat-lying configuration, forming the interfacial layer.
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Figure 7.11: Formation of a complete monolayer after the ap-
plication of thermal annealing, with the presence of an interfa-
cial layer composed of flat-lying PTCDI-C13 interacting with the
graphene layer.
During the annealing, the molecules above the interfacial layer aggregated
to form a monolayer on top of the interfacial layer. The monolayer formed
improved its order by interacting with other PTCDI-C13 molecules, increasing
the pi-pi stacking interactions, eventually reaching a stable configuration, with
an almost completely ordered CF molecular packing, as shown in Figure 7.11.
The height of the monolayer was found to be about 25.8 Å, in good agreement
with calculated height of PTCDI-C13 terraces in experiments[5, 7, 24, 25, 63].
The formation of an interfacial layer with the growth of layers above it has been
observed in other research on organic materials grown on graphene[33, 81, 100,
115].
Figure 7.12: Formation of a complete monolayer after the ap-
plication of thermal annealing and potential switching.
In order to obtain the most thermodynamically stable form of aggregation
of the PTCDI-C13 at the interface with graphene substrate, the same thermal
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treatments were applied to the PTCDI-C13 molecules, modifying the interac-
tion potential between PTCDI-C13 and graphene. Namely, the ε term of the
Lennard-Jones potential (see section 3.3.6) of graphene was decreased by one
order of magnitude (1/10), resulting in a lower interaction with the PTCDI-C13
cores, thus turning the graphene in an almost 2D inert surface. This potential
switch was intended to allow the PTCDI-C13 at the interface with graphene
to overcome the high energy barrier between the flat-lying and stand-up con-
figurations, without the presence of the interfacial layer. Physically, the lower
interaction between PTCDI-C13 and graphene obtained by this potential mod-
ification, can represent the occurrence of defects or the chemical functionaliza-
tion of the graphene surface. In this regard, to obtain a complete monolayer at
the interface without the presence of the interfacial layer, this simulation was
performed on a system composed of 250 PTCDI-C13 molecules in a kinetic ag-
gregation on the graphene surface (obtained with the same approach described
before). In the first steps of the simulation, the PTCDI-C13 molecules began to
form an ordered monolayer on the surface of graphene, without the formation
of the interfacial layer. The monolayer presented some grain boundaries, due to
the different PTCDI-C13 ordered clusters interacting with each other. During
the annealing, the PTCDI-C13 molecules ordered in a monolayer with a single
configuration. At the end of the simulation, the PTCDI-C13/graphene inter-
action potential was restored and the system equilibrated for 10 ns at 300 K.
The final morphology of the PTCDI-C13 monolayer, shown in Figure 7.12, can
be defined as the most thermodynamically stable for PTCDI-C13 molecules on
graphene. The results obtained by MD simulations were found in good agree-
ment with the paper by Jeong et al.[24]. In this paper, the authors studied the
effects of thermal treatments to the PTCDI-C13 grown on graphene. They per-
formed XRD experiments before and after the thermal treatments, observing
a remarkable improvement of the structural properties of the aggregate, with
well defined spikes in the XRD patterns (see Figure 7.13a). They also found,
by performing AFM imaging, that the morphology of as-cast PTCDI-C13 on
graphene resulted in ellipsoidal ball-like small grains, disordered and without
the presence of terraces (see Figure 7.13b), as we obtained by the fast deposition
of the PTCDI-C13 molecules (see Figure 7.10). By the application of thermal
treatments at 130 °C (about 400 K), however, they observed an increasing in the
crystallinity of PTCDI-C13 and also an improvement of the morphology and
structure of aggregates (see Figure 7.13c), with the appearance of terraces with
height of about 25.5 Å, in good agreement with the results we obtained by MD
simulations (25.8 Å). Although Jeong et al. did not observed the presence of an
interfacial layer in this system, our simulations indicate the likely occurrence of
flat-lying molecules between graphene and PTCDI-C13 ordered islands.
102 Chapter 7. Interface morphology of PTCDI-C13 nanoscale aggregates
Figure 7.13: XRD spectrum (a) of the as-cast (red curve)
and the annealed (blue curve) PTCDI-C13 on graphene. AFM
topologies of the as-cast (b) and annealed (c) PTCDI-C13 on
graphene. Adapted from Ref. [24].
7.8 Conclusions
In the first part of the Chapter, the morphology of PTCDI-C13 monolayer in
the CF configuration at the interface with PMMA was investigated. In par-
ticular, the interaction between the two materials was analysed by computing
structural parameters, comparing the results obtained at 300 K with the ones
obtained by applying thermal treatments (400 K), observing an improvement
on the morphology of PTCDI-C13 upon the application of annealing, as also
observed in experiments[5, 25, 198]. Furthermore, the 3D layered aggregation
was investigated by equilibrating structures of PTCDI-C13 bilayer in the layon
and interdigitated configurations. The layon bilayer exhibited the same be-
haviour of PTCDI-C13 monolayer, with enhancement in the aggregation upon
annealing, showing an interlayer distance in good agreement with experiments.
Interdigitated bilayer shown a stable configuration either at 300 K and at 400
K, with a slightly improved aggregation at 400 K.
The formation and aggregation of islands on top of the PTCDI-C13 mono-
layer on PMMA was studied, observing that the island maintained the mor-
phology of the monolayer, with a small increase of disorder. Moreover, the
coalescence of two islands was simulated by equilibrating two little islands on
top of the same surface.
Finally, the kinetically-driven aggregation of PTCDI-C13 on the PMMA
surface was studied by performing a fast growth simulation, obtaining PTCDI-
C13 aggregates with a kinetic morphology, which can be correlated to a very
fast growth of PTCDI-C13 on a dielectric layer.
The interface between PTCDI-C13 and grapehene was also investigated.
In particular, the PTCDI-C13 molecules were equilibrated, one-by-one, on the
graphene surface, with fast simulations at 300 K, in order to obtain the most
kinetic aggregation of the molecules at the surface. After that, applying an an-
nealing at high temperature, the formation of an ordered monolayer on top of
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an interfacial layer was observed. Furthemore, we obtained the most ther-
modynamic aggregation of PTCDI-C13 on the graphene by performing the
same annealing and simultaneously decreasing the interaction potential between
PTCDI-C13 and graphene, observing the formation of the ordered monolayer
without the presence of the interfacial layer. Calculating the height of the mono-
layer obtained, we found them in good agreement with experiments on the same
interface[24].
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Chapter 8
Nanoscale morphology and charge
injection rates at the interface
between DPBIC and ITO
Organic light-emitting diodes are nowadays expanding in the popular market,
with applications ranging from displays to lighting. Nevertheless, many aspects
affecting their lifetime and efficiency, and thus the overall performances of de-
vices, are poorly studied, both theoretically and experimentally. In particular,
one of these issues is related to the processes leading to degradation of materials
constituting the layers of OLEDs, mostly occuring at the interfaces[4, 23, 48,
227]. In this respect, computational models provide useful tools to gain a better
understanding about the nanoscale morphology of interfaces and the charge in-
jection from metallic electrodes to the organic semiconductor layer, in order to
develop devices with enhanced performances[52, 55–57, 228]. In this chapter, an
integrated multiscale approach based on molecular dynamics (MD) and density
functional theory (DFT) was applied to model realistic metal/semiconductor in-
terfaces and the electronic processes occuring upon charge injection in OLEDs.
In particular, the morphology and charge injection properties at the interface
between the metallic anode and the organic layer in an electrode/organic junc-
tion were analysed. Namely, the hole injection from a thin-film of indium tin
oxide (ITO), commonly used as anode electrode, to an hole-transport (and
electron-blocking) layer constituted by an amorphous undoped thin-film of the
Iridium complex DPBIC (Tris[(3-phenyl-1H-benzimidazol-1-yl-2(3H)-ylidene)-
1,2-phenylene]Ir) was targeted. The understanding of charge injection processes
at the metal/organic interface, in complex morphologies, requires an in-depth
analysis of intrinsically different phenomena. In the presented approach, large-
scale molecular dynamics (MD) calculations were first performed to simulate
the morphology of nanoscale aggregates at the metal/organic interface. In par-
ticular, a realistic description of interfaces between the metal electrode and the
amorphous organic material was achieved through the application of an innova-
tive simulation protocol, based on equilibrium and non-equilibrium MD, using
the GROMACS package[183]. The morphology obtained by MD simulations
was then used to evaluate structural properties, in the form of distributions,
and for the subsequent evaluation of electronic properties and injection mech-
anism at interfaces. To this end, DFT calculations were used to compute en-
ergy level alignments and electronic couplings at the metal/organic interface.
These values were then used to compute the distribution of injection rates for
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nanoscale aggregates of DPBIC molecules at the interface with ITO. This ap-
proach allows to correlate the morphological properties of materials at interfaces
with electronic processes, including charge injection and transport, leading to a
multiscale computational model able to link simulations and experiments.
This work has been carried out in the framework of the H2020 project "Mod-
eling Stability of Organic Phosphorescent Light Emitting Diodes" (MOSTOPHOS)
under the Grant Agreement No. 646259.
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Table 8.1: Calibration DFT calculations on the In2O3 cubic
bulk structure. US: UltraSoft pseudopotentials. MT: Martins-
Troulliers pseudopotentials. Energy cut-off (rcut: wavefunction,
dcut: electron density) in Ry; cell parameter (a) in Å.
XC functional Pseudo rcut dcut k-point sampling a
LDA US 30 120 3 3 3 10.111
PBE US 30 120 3 3 3 10.321
50 200 3 3 3 10.404
MT(In10d ) 50 200 3 3 3 9.864
70 280 3 3 3 10.284
80 320 3 3 3 10.334
MT(In0d) 70 280 3 3 3 10.011
80 320 3 3 3 10.047
8.1 Model of the ITO electrodes
In2O3 bulk structure
Amodel of the ITO electrode surface was generated from the corresponding bulk
system. In turn, to obtain the bulk structure of ITO, we firstly modeled the
undoped parent In2O3. The thermodynamically stable phase of indium oxide
is a bixbyite body-centered cubic structure, with 40 atoms in the symmetric
unit cell (80 in the cubic unit cell), formally related to a vacant cubic fluorite
(CaF2) crystal[152, 229, 230]. An initial model of the In2O3 bulk crystal was
prepared according to available experimental data[231]. To calibrate simulation
parameters against structural data, a set of DFT calculations with different
functionals was carried out (see Table 8.1), performed by using the QUANTUM
ESPRESSO package[178].
Both local-density and gradient-corrected exchange correlation functionals
were tested. As expected, ultrasoft (US) pseudopotentials are able to reproduce
experimental structure with good accuracy using a relatively low energy cut-off.
However, the use of US pseudopotentials hampers the subsequent calculation
of electronic coupling terms, in a plane-wave expansion of the wavefunction.
Therefore, Martins-Troullier (MT) pseudopotentials[232] are preferred for all
DFT calculations of injection rates. Excellent agreement between the opti-
mised cell parameter (10.047 Å) and the experimental value (10.117 Å)[231]
was achieved by using the PBE exchange correlation functional and MT pseu-
dopotentials for In and O atoms with an energy cut-off of 80 Ry and, remarkably,
with a valence-only pseudopotential for In (3 electrons in the valence shell). At
this level of theory, the computed band gap for In2O3 was found to be 1.85 eV,
which is about 1 eV smaller that the value currently accepted[233]. However,
this discrepancy is ascribable to the well-known underestimation of the band
gap related to the use of gradient-corrected XC functionals and does not affect
other electronic properties, such as electron density[233].
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Figure 8.1: Unit cells of In2O3 (a) and ITO 5 wt% (b).
Table 8.2: Computed cell length (in Å) of ITO bulk models at
different doping.
Doping level Defect a cell
5 wt% Sn4+In 10.077
2 SnIn · Oi’ 10.072
10 wt% Sn4+In 10.106
2 SnIn · Oi’ 10.092
ITO bulk structure
Models for the bulk ITO crystal were obtained from relaxed In2O3 structures,
with a variable amount of Sn doping. Namely, two different doping modes were
considered. In the electronically-compensated doping, tin ions (Sn4+) substitute
In3+ atoms, resulting in an excess positive charge. In the ionically-compensated
doping, which is likely to occur at high tin concentrations and oxidizing con-
ditions, indium ions are substituted by (2 SnIn · Oi’) defects, with interstitial
oxygen atoms occupying the vacancy sites of In2O3[153, 233]. Doping concentra-
tions of 5% and 10% in weight of tin content were modeled, in line with common
ITO samples[153]. The position of substitutional Sn ions was randomly selected
from the metallic sites of the In2O3 crystal. The electronic structure of ITO
bulk models was simulated with the same set-up used for DFT calculations
on In2O3, using a MT pseudopotential for the Sn sites. In Figure 8.1 In2O3
and ITO doped at 5wt% are represented. The cell length of DFT optimised
ITO models, at different doping concentration and with both electronically-
and ionically-compensated doping, is shown in Table 8.2. The variation in the
cell side length of In2O3 upon tin doping is below 1%.
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Table 8.3: Potential parameters used in molecular mechanics
calculations of In2O3 and ITO systems.
Buckingham terms Pair A (eV) 1/B (Å−1) C (eV Å−6)
In3+ O2− 2719.77 0.2917 0.0
Sn4+ O2− 2180.89 0.3076 0.0
O2− O2− 25.41 0.6937 32.32
Bonded terms Pair K (eV Å−2)
O2− O2− 20.53
ITO force-field
An atomistic force-field was defined, able to reproduce the structural properties
of ITO electrodes, to be used in MD simulations of metallic surfaces. For In2O3
and ITO, a non-bonded force-field was used. The use of non-bonded interaction
terms only allows the simulation of complex morphologies, dynamical effects,
heat treatments and processing, which can occur at metal surfaces. The force-
field for In2O3 and ITO systems was defined in term of pairwise contributions
to Coulomb and repulsion/dispersion energies. These latter, constituting van
der Waals interactions, were described in terms of a Buckingham potential (see
section 3.3.6). Coulombic terms were described as interaction between point
charges, assigned to atoms on the basis of the formal ionic charge (In: 3+;
Sn: 4+; O: 2-). In addition, polarization of oxygen atoms was taken into
account by considering a pair of opposite point charges (core and shell), for
each atomic center, attached to each other through an harmonic potential (see
section 3.3.6).The set of parameter used is taken from ref. [153] and adapted
to the current GROMACS implementation. The full set of parameters used is
shown in Table 8.3. The optimised unit cell side lengths are 10.116Å, 10.129
Å and 10.148 Å for In2O3 and ITO at 5 and 10 wt% tin doping, respectively.
Therefore, this set of parameters provided structural data for In2O3 and ITO
bulk crystals in excellent agreement with experimental values[153]. Moreover,
short MD equilibrations at room temperature in an NPT ensemble (in which
all cell parameters were allowed to relax) and annealing at 500 K (in the same
ensemble) suggested a remarkable structural stability of the simulated systems,
as indicated by the computed In-In and O-O radial distribution functions, shown
in Figure 8.2.
ITO surface
From the bulk system, a metal slab was obtained by cleaving the cubic crystal
along the (111) low-index surface, which is the most thermodynamically stable
one [152] Both oxygen-terminated and metal-terminated surfaces were consid-
ered, with an overall slab thickness of about 6-7 Å, corresponding to 9 atomic
layers. Moreover, the effect of hydrogen saturation of O-terminated surfaces
was also considered. The resulting slab, with an hexagonal unit cell (from 162
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Figure 8.2: Computed radial distribution function for In2O3
In-In (a) and O-O (b), ITO 5 wt% In-In (c) and O-O (d) and
ITO 10 wt% In-In (e) and O-O (f) bulk crystals, as a function
of temperature, at 300K (red) and 700K (green).
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Figure 8.3: DFT optimised geometry of the 5 wt% ITO slabs
exposing the (111) surface, both oxygen-terminated (side view
(a) and top view(c)) and hydrogen-terminated (side view (b)
and top view (d)).
to 164 atoms, depending on the doping level), was optimised by DFT, with
fixed cell volume and constraining the position of the four bottom-most atomic
layers. The optimised geometries of 5 wt% ITO slabs models exposing the (111)
surface, both O- and H- terminated, are shown in Figure 8.3. For the simu-
lations described in this chapter, only the 5 wt% O-terminated slab was used.
From this slab, a 2-dimensional supercell was generated by replicating the DFT
unit cell. The size of the slab was chosen large enough to allow for subsequent
growth of an amorphous organic layer of DPBIC molecules. Moreover, the su-
percell approach allows a reduction of the slab unit cell symmetry, leading to a
change of the angle between the crystal axis from 120°to 90°. A vacuum region
of about 10 nm was inserted in the direction of the box orthogonal to the ITO
surface, to avoid spurious interaction between slab images. The cell length of
the ITO slab obtained was about 5x5 nm. The metal slab supercell were relaxed
by constant-volume (NVT) MD simulations. An annealing/quenching cycle of 1
ns at a temperature of 500 K was also performed to improve surface relaxation,
followed by relaxation at room temperature.
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8.2 DPBIC model
DPBIC force-field
The DPBIC molecule was modeled with the OPLS-AA force field[226], using
both bonded and non-bonded terms. Non-bonded parameters for Iridium were
taken from the Universal force-field. Atomic charges were obtained by a RESP
fit of the DFT electronic density, computed at the B3LYP/6-31G* level of
theory. Unfortunately, accurate experimental structural data on the DPBIC
molecule is not available. However, the overall RMS deviation of atomic posi-
tions against the DFT optimised geometry is about 0.15 Å for non-hydrogen
atoms. The electronic structure of the organic molecule was assessed with a
computational set-up that is compatible with that used in calculations of the
bulk metal. Namely, MT pseudopotentials (taken from http://www.quantum-
espresso.org) were used for all atomic species (Ir, N, C, H) of the DPBIC
molecule, with the PBE exchange-correlation functional and a wavefunction cut-
off of 80 Ry. For subsequent accurate evaluation of weak molecule/substrate or
molecule/molecule interactions, the Grimme approximation[214] to dispersion
interactions was included in calculations. The computed HOMO and LUMO en-
ergies are 3.7 and 1.0 eV, respectively. The resulting computed HOMO-LUMO
gap is of 2.6 eV. On the basis of this force-field, amorphous bulk aggregates of
DPBIC were simulated by MD. To this end, DPBIC molecules were inserted
into a cubic simulation box, annealed at 500 K and subsequently equilibrated
at room temperature in the NPT ensemble. Model systems containing 100, 200
and 500 molecules in the simulation box were prepared, to monitor convergence
of the bulk properties as a function of the system size. The resulting equili-
brated aggregate exhibits a density of about 1.41 g/cm3 (1.40 g/cm3 for the
100 molecule model) and a radial distribution function for molecular centers of
mass peaked at about 11Å, as shown in Figure 8.4.
Figure 8.4: Box of 500 equilibrated DPBIC molecules (a) and
resulting g(r) for the molecular centers of mass (b) at 300K.
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Force-field for the metal-molecule interaction
The interaction between DPBIC molecules and the ITO was described in terms
of an interaction potential including Lennard-Jones and Coulomb parameters.
For consistency with the atomistic interaction potentials of the isolated metallic
and molecular moieties, respectively, atomic charges are taken from the force-
fields used in the isolated species. For the DPBIC molecule, LJ parameters are
used as described above. For ITO, parameters are taken from the Universal
Force Field for metal atoms and from OPLS for the oxygen atoms. Cross terms
are obtained by standard Lorentz-Berthelot rules. The implementation of two
distinct functional forms for van der Waals interactions (Buckingham (see sec-
tion 3.3.6 terms for the metallic systems and LJ (see section 3.3.6) terms for the
organic molecule and for the metal/molecule interaction, respectively) requires
the implementation of tabulated potentials in GROMACS. This force-field pro-
vides interaction energies and equilibrium distances that are in good agreement
with values computed at the DFT level, including dispersion corrections, as
shown in Figure 8.5. It is worth noting, however, that also DFT calculations
can be affected by inaccuracies in evaluating the interaction between weakly-
bounded systems.
Figure 8.5: Comparison between the interaction energy, as a
function of distance, for a DPBIC molecule adsorbed onto an
ITO surface, computed at the DFT (red) and FF (green) levels.
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Figure 8.6: Representative configurations of kinetic (a) and
thermodynamic (b) aggregates of DPBIC molecules on the model
ITO surface. The shaded area represents periodic images of the
simulation box.
8.3 Modelling of the ITO/DPBIC interface mor-
phology
The interface morphology between DPBIC and the electrode was modeled by
simulating the growth of an amorphous layer of organic molecules onto a re-
laxed ITO slab, through a combination of non-equilibrium and equilibrium MD
simulations. This approach enables the realistic description of complex inter-
face morphologies and, at the same time, a statistical variability related to the
replication of the same thermodynamical systems with different initial condi-
tions. Namely, DPBIC molecules were consecutively added to the simulation
box and relaxed onto the ITO surface, thus mimicking the growing mechanism
in vapor-phase deposition techniques. Despite a much smaller time scale for the
growth of the organic layer in simulations, our approach allows the correlation
between growth conditions and morphology by tuning simulation times and an-
nealing temperatures. Formation of the electrode/organic interface was realized
by iteratively inserting DPBIC molecules, equilibrated at 300K, to the 5x5 nm
ITO 5 wt% O-terminated slab model. Each molecule was initially positioned in
the vacuum region above the slab, at a distance of about 5 nm, with a random
in-plane displacement and rotation. For each molecule insertion, a short (10 ps)
non-equilibrium MD run was initially performed, adding a constant value of 0.4
nm/ps to the z component of all atomic velocities of DPBIC. In our simulations,
all DPBIC molecules get into contact with the surface in this MD time frame.
In a first set of simulations, a short (100 ps) MD equilibration run at 300 K
was performed after insertion of a new DPBIC molecule to the ITO surface.
The short equilibration time between consecutive insertions of molecules to the
organic layer at room temperature, simulates the experimental conditions re-
alized at high growth rates, corresponding to a kinetically-controlled growth
mode. In a second set of simulations, a longer (1 ns) MD run was performed
after insertion of each new DPBIC molecule into the system, with a temper-
ature ramp, controlled by a thermostat. In particular, after insertion of each
DPBIC molecule the system was equilibrated at 300 K (200 ps), annealed to
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Figure 8.7: Radial (a) and angular (b) structural parameters
defining the distance and orientation of DPBIC molecules with
respect to the ITO surface; radial pair distribution function be-
tween DPBIC molecules (c).
500 K (in 100 ps), equilibrated at 500 K (300 ps), quenched to 300 K (200
ps) and equilibrated at 300 K (200 ps). This second set of simulations aims at
reproducing the conditions for thermodynamically-controlled growth of DPBIC
aggregates on the ITO surface, which experimentally occur at low growth rates
or upon application of heat treatments. Indeed, annealing at high temperature,
is expected to increment the diffusion of DPBIC molecules on the ITO surface,
improving aggregation and molecular packing. For each simulation sequence,
about 50 DPBIC molecules were deposited onto the 5x5 nm ITO model, gener-
ating an organic layer with a thickness of about 5 nm. Each simulation process
was repeated 100 times with different initial conditions. Representative config-
urations of DPBIC aggregates on ITO for the two growth modes considered are
shown in Figure 8.6.
8.4 Distribution of the structural parameters
The morphology of the DPBIC/ITO interaction was analysed in terms of radial
and angular structural parameters, identifying the distance and the orientation
of individual DPBIC molecules with respect to the underlying metal surfaces.
The distance between a DPBIC molecule and the ITO surface is defined as the
difference between the z coordinate of the center of mass of the DPBIC (coin-
ciding essentially with the Ir center) and the average value of the z component
of the coordinates of the topmost atomic layer of the ITO slab (see Figure 8.7).
The orientation of the DPBIC with respect to the ITO slab is defined in terms
of the three-fold axis, orthogonal to the average plane connecting the C-N vec-
tor of the ligands to the metal center. The orientation of a DPBIC molecule
is thus defined as the angle between this plane and the z axis (see Figure 8.7).
In addition, the molecular aggregation of DPBIC is also assessed in terms of
the radial distribution function of the centers of mass (see Figure 8.7). The set
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Figure 8.8: Histograms of the distribution of the DPBIC/ITO
distance (a) and orientation (b), defined in terms of the radial
and angular parameters described above, for molecules at the
interface in the kinetic (blue bars) and thermodynamic (red bars)
growth modes. Molecular configuration and HOMO isosurface
for the three most likely orientations of DPBIC with respect to
the ITO surface: (c) θ = 0° (d) θ = 75° (e) θ = 180°.
of morphologies obtained by the MD simulations described above was analysed
in terms of these structural parameters, considering molecules at the interface
(within a distance of 0.9 nm from the ITO surface) only. The resulting dis-
tribution of the radial and angular structural parameters for the two growth
modes considered is shown in Figure 8.8. The analysis of interface configura-
tions suggests a distribution of DPBIC/ITO distances peaked at about 6 Å in
both (kinetic and thermodynamic) growth modes. This distance is about 1.5
Å lower than the equilibrium distance for an isolated DPBIC surface on ITO,
thus indicating a collective effect of DPBIC aggregates in inducing a stronger
interaction with the surface. Moreover, the distribution of DPBIC orientations
at the interface with ITO exhibits three major maxima, peaked at about 0, 75,
and 180° respectively, with a preference for the 0/180° orientation. In particular,
the 0 and 180 ° orientations seem more favourite in the thermodynamic growth
respect to the kinetic, as shown in the distributions in Figure 8.8 The occurrence
of three preferential orientations can be ascribed to the peculiar symmetry of
DPBIC substituents.
8.5. Extraction of representative structures for the evaluation of charge
injection rates 117
Figure 8.9: Representation of the extraction of a DPBIC
molecule on a unit cell of ITO slab from the MD simulation
box.
8.5 Extraction of representative structures for the
evaluation of charge injection rates
From the DPBIC/ITO interface morphology, a set of DPBIC configurations
were randomly extracted for the evaluation of charge injection rates. In partic-
ular, 100 configurations were considered. This approach allows the evaluation
of charge injection rates on realistic DPBIC configurations at the interface,
obtained by the relaxation of the molecules on the surface of ITO by MD simu-
lations, and, in turn, to correlate the rates distribution with the distributions of
structural parameters, namely DPBIC/ITO distances and orientations. Upon
selection of a given DPBIC molecule at the interface, representing a pair of
distance/orientation values, a smaller model was defined by centering the sim-
ulation box on the center of mass of DPBIC and re-cutting a portion of the
underlying ITO slab, using the hexagonal cell parameters of the smaller DFT
optimized slab as reference (see Figure 8.9). In particular, the selected ITO
portion was fitted onto the DFT optimized structure of the ITO unit cell, ob-
taining a DPBIC single molecule on the DFT optimized ITO hexagonal unit
cell. It is worth recalling that the ITO slab, used in MD simulations for the
growth of the organic layer, was built as a supercell of the DFT model, and
constant-volume MD equilibrations were only performed, thus keeping the cell
parameters unchanged. Consequently, the re-cut operation applied to the MD
model leads to a slab with the same periodicity of the initial DFT model.
8.6 Electronic coupling and injection rates
The hole electronic coupling between ITO and DPBIC molecules was evaluated
by computing the transfer integral between ITO Bloch states around the Fermi
energy and the molecular HOMO state. The contribution of individual transfer
integrals Vij, which measures the coupling between each of the electrode levels
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and the molecular HOMO level, is renormalized by the electrode density of
states (DOS) and assuming Fermi-Dirac distribution of occupancies:
Jij =
2pi
h
|Vij|2[1− f(Ei)]ρ(Ei) (8.1)
where Vij is the transfer integral between the metal state i and the molecular
state j, f(Ei) is the Fermi-Dirac distribution and ρ(Ei) is the density of states
at the electrode. Transfer integrals were computed at the DFT level on con-
figurations extracted from MD calculations, for isolated DPBIC molecules on
the periodic ITO slab, as explained before. DFT transfer integrals calculations
were performed by using the Quantum Espresso package[178], applying the PBE
functional[209] and MT pseudopotentials[232] on all atoms and a wavefunction
cut-off of 80 Ry. Namely, three independent calculations were performed (DP-
BIC molecule, ITO slab, and DPBIC/ITO) to reconstruct the effective overlap
and Hamiltonian matrices. The size of the simulation cell allowed us to compute
transfer integrals at the Gamma point only. Within this approximation, charge
transfer rates can be computed by the Marcus-Jortner formula:
kij =
2pi
h
|Vij|2ρ(E)
∫
dE[1− f(E)] 1√
4pikTλ
exp
[
−(Eij − λ− E)
2
4kTλ
]
(8.2)
where λ is the molecular reorganization energy, T is the temperature, k is
the Boltzmann constant and Eij is the energy alignment between the Fermi
level of the electrode and the molecular HOMO state. The hole reorganization
energy (λ) of 68 meV for DPBIC was taken from literature. Calculations were
performed at room temperature (T=300 K). In this work, we assumed perfect
alignment of the HOMOmolecular level with respect to the electrode Fermi level
(that is, Eij=0) to maximize the effect of molecular configurations on electronic
couplings. For a positive injection barrier, charge transfer rates are essentially
renormalized by the exponential term. Contribution of all DPBIC molecules
within a distance of 9 Å from the topmost surface atoms of ITO, constituting
the first molecular layer in contact with the electrode, was considered.
8.7 Distributions of charge injection rates
For each configuration considered, transfer integrals and injection rates were
computed as described above. The resulting distribution of injection rates, as
a function of the radial and angular structural parameters, is shown in Figure
8.10. As expected, computed transfer integrals exhibit an exponential decay
with the distance between the DPBIC molecule and the ITO surface, which
is related to the lowering of electronic overlap. Interestingly, computed values
suggest a preferential molecular orientation for injection, with a maximum at
around 0° and lower rates at an orientation of 180° for DPBIC with respect to
the ITO surface. This picture is compatible with the asymmetry of the HOMO
level (Figure 8.8). The overall distribution of injection rates, shown in Figure
8.11, is peaked at slightly larger values for the growth of DPBIC on ITO in
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Figure 8.10: Variation of the injection rate as a function of the
DPBIC/ITO distance (a) and orientation (b) for the kinetic (blue
dots) and thermodynamic (red dots) growth modes, respectively.
thermodynamic conditions, as a result of the increased relaxation at the inter-
face. Injection rates range are mostly located in the range from 1010 to 1012 Hz,
in line with rates computed for typical metal-organic systems, considering the
weak coupling between DPBIC and ITO. The distribution of injection rates as
a function of distance and orientation of DPBIC molecules with respect to the
ITO surface (Figure 8.11) suggests preferential configurations for optimal injec-
tion. In particular, hole injection is favored at short molecule/surface distances.
However, orientation of individual molecules does also play an important role.
The largest values of computed injection rates are observed for a DPBIC/ITO
distances of about 6 Å with organic molecules at an orientation of about 0° with
respect to the surface. The region ranging from 5.5 to 7.5 Å and θ from 40° to
100° is denser respect to the others, because it is the region in which both kinetic
and thermodynamic configurations are mostly distributed. However, this region
presents slightly lower values of injection rates. There are lower values also in
the region at 180° which has the HOMO orbital on the other side respect to
the surface. The highest values at 0° suggest that a thermodynamically-driven
growth of organic molecules on the surface leads to better injection rates and
hence to better performance of devices.
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Figure 8.11: Distribution of injection rates (a) in kinetic (blue
bars) and thermodynamic (red bars) growth conditions and dis-
tribution of injection rates (b, log scale) as a function of distance
and orientation for the aggregated (kinetic and thermodynamic
growth) data.
8.8 Conclusions
In summary, a realistic description of the interface between DPBIC and ITO was
modeled, by applying methods based on equilibrium and non-equilibrium MD
in different processing conditions. In particular, kinetic and a thermodynamic
growth conditions were reproduced, including statistical sampling of interface
configurations. The properties at the nanoscale of these interfaces were analysed
in terms of suitable structural parameters, such as distance between DPBIC cen-
ter of mass and ITO surface and orientation of DPBIC with respect to the ITO
surface, resulting in distributions of structural parameters. In order to correlate
morphology and charge transfer properties at the electrode/organic interface,
the structures obtained by atomistic models were extracted for performing elec-
tronic properties investigation. From these investigations, in turn, the charge
injection rates between ITO and DPBIC were evaluated. The distribution of
the charge injection rates indicates the thermodynamic growth conditions as the
one showing the highest injection rates values. Moreover, the correlation be-
tween distributions of charge injection rates and structural parameters suggests
a strong relationship between molecular orientation, related to the symmetry
of the HOMO orbital, and the resulting charge transfer properties at inter-
faces. Namely, the highest values of charge injection rates were computed for
molecules at θ = 0°, a value at which the thermodynamic growth distribution
of structural properties is peaked. We can then speculate that thermodynamic
growth conditions result in the best injection rates between ITO and DPBIC
in OLEDs. This approach was also collected in a mulsticale simulation tool,
MIRTO, as described in the Appendix A.
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Chapter 9
Morphology and electronic
properties of phosphorene at the
interface with organic materials
Phosphorene is a novel 2D materials which attracted a lot of interest in re-
searchers due to its high conductive properties, which makes it a great candi-
date for applications as semiconducting material in organic devices, mostly in
OFETs [46, 159, 161, 163, 164, 168, 234, 235]. The major issue for the applica-
tion of phosphorene in organic devices, however, is the low stability in ambient
conditions, related to degradation by oxidation of phosphorous atoms of the
surface. The occurrence of oxidation processes can partially be circumvented
by protecting the phosphorene active layers with an overlying layer of inert ma-
terials. A common strategy to phosphorene capping consists in encapsulating
the active layer with polymers or metal oxides[159, 164, 170, 171]. Another
issue that can potentially alter the properties of phosphorene in devices is re-
lated to the interaction at the interface with other materials, which can exhibit
a morphology far beyond the ideal planar configuration, thus altering the con-
formation of the overlying layers. This issue is particularly relevant in FET
devices based on phosphorene, where the active layer is in contact with a di-
electric material, for example a polymer or metal oxide layer[167, 169–171], to
ensure electrical insulation from the gate dielectric. As a result, the intrinsic
properties of phosphorene can be modified, with respect to the pristine material,
upon adsorption on substrates. In this chapter, the structure, dynamics and the
electronic properties of phosphorene monolayers at the interface with organic
materials are investigated by a combination of molecular dynamics (MD) and
density functional theory (DFT) calculations. All the MD simulations were per-
formed using the LAMMPS package[184], whereas the DFT calculations were
performed using the CP2K package[236]. In particular, the effect on the prop-
erties of phosphorene induced by overlying aggregates of linear alkanes is also
investigated, to assess the possibility of using molecular materials as capping
layers in phosphorene devices. In this regard, the morphology of alkane chains
at the interface with phosphorene was studied. Namely, the adsorption energy
of alkane chains (1 to 10 chains on the surface) on phosphorene was firstly eval-
uated, by applying a lateral sliding potential energy surface scan, locating the
local minima of alkane chains on phosphorene, correlating the potential energy
trend with orientation of the molecules on the surface. Furthermore, the aggre-
gation of alkanes with different chain lengths at the interface with phosphorene
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was investigated by performing MD simulations. In particular, pentadecane
(C15), triacontane (C30) and pentatetracontane (C45) were considered. In ad-
dition, the possibility of building a phosphorene-based stacked planar device
was evaluated by analysing how the structural, electronic and thermal trans-
port properties of phosphorene would be affected by the interaction with a
rough surface, representing a gate dielectric. Namely, the interaction between
a phosphorene monolayer and PMMA was investigated by performing MD sim-
ulations to study structural modification of phosphorene at the interface with
the polymer. Furthermore, DFT calculations were applied to assess the elec-
tronic transport properties of phosphorene upon these modifications. In order
to understand if the alkane chains can be used as capping layer to protect phos-
phorene surface by external agents in organic electronic devices, alkane chains
were also equilibrated on the phosphorene at the interface with PMMA, thus
modelling the dielectric/semiconductor/capping layer interfaces in real devices.
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9.1 Phosphorene model
Phosphorene layers were modelled using the interatomic potential described in
Ref [124], based on the OPLS-AA force field[226]. The phosphorene structure
was obtained from the bulk black phosphorus (BP) unit cell (taken from Amer-
ican Mineralogist Crystal Structure Database). The structure of the modeled
BP bulk structure was equilibrated by MD simulations. Namely, the structure
was equilibrated at 300 K for 1 ns in an NPT ensemble, letting the lattice pa-
rameters to relax. Thermal treatments were also performed on the equilibrated
bulk structure, performing a 5 ns simulation at 500 K in an NPT ensemble.
The stacking structure of the equilibrated bulk BP was AB type (see section
2.12), with a density of 2.73 g/cm3, in good agreement with reported data (2.69
g/cm3)[237]. The calculated interlayer distance of 3.04 Å is also in good agree-
ment with the DFT value of 3.21 Å[238]. The BP bulk equilibrated structure
is shown in Figure 9.1. From the equilibrated BP bulk structure, the phospho-
rene monolayer structure was extracted and equilibrated in order to be used in
further simulations.
Figure 9.1: Side view (a) and top view (b) of the equilibrated
structure of black phosphorus.
9.2 Interface between phosphorene and alkanes
To evaluate potential surface protection strategies for phosphorene, a first step
is to investigate the interactions between the phosphorene surface and the ma-
terial used as protection, and, in turn, how these interactions would affect the
structural and electronic properties of both the phosphorene and the protective
material. The protection layer should consists of an organic material, possibly
cheap, inert towards phosphorene and stable in ambient conditions. Further-
more, this organic material should aggregate uniformly and ordered in contact
with the phosphorene surface. This would result in a double advantage, i.e.
the protection would be more efficient and less material would be needed to
cover all the surface. In this regard, alkane chains could be used as protective
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material, and it was also found that alkane chains form ordered, uniform aggre-
gates on 2D materials, for example on graphene[135, 136]. To the best of our
knowledge, this study constitutes the first attempt to understand the aggrega-
tion of alkane chains on the phosphorene surface. To this end, the morphology
of alkane chains at the surface of the phosphorene were investigated, by means
of MD simulations and molecular mechanics calculations. First, a 12x12 nm
model of phosphorene was equilibrated in vacuum at room temperature by MD
simulations. Standard OPLS parameters were adopted for alkanes C15, C30
and C45 molecules.
To evaluate the adsorption energy of alkane chains on phosphorene surface,
a C30 alkane chain was considered. By performing molecular mechanics calcula-
tions, we estimated the optimal distance between alkane chains and phosphorene
surface evaluating the adsorption energy at different heights, finding a value of
3.50 Å, in good agreement with previous calculations on similar molecules[136].
Then, we analysed the energetics driving the alignment of the alkane chains
on phosphorene. The complexity of the potential energy landscape in a system
composed by weakly interacting flexible species hinders the localisation of global
minimum configurations using standard optimisation procedures. We then de-
cided to tackle this problem using a two-steps approach. We started overlaying
an optimised layer of alkane chains on a rigid optimised phosphorene layer. By
varying the mutual orientation and positioning of the rigid layers, we estimate
the potential energy landscape of the adsorption process in order to find candi-
date structures close to the global energy minimum. A full structural relaxation
is then performed to compute the global minimum energy of the configurations.
The adsorption energy is calculated as:
Eads = Echains@phosphorene − Echains − Ephosphorene
The orientation angle (θ) is an order parameters computed to evaluate the ori-
entation of alkane chains aggregates on the phosphorene surface. It is defined
as the angle between the alkane chain backbone and the zigzag (ZZ) direc-
tion of phosphorene. The surface potential energy of a single alkane chain on
phosphorene was evaluated by computing the potential energy of the alkane
chain at different positions on the surface at a fixed θ. These calculations were
repeated by changing the θ value, obtaining the most favourable orientations
and positions of a single alkane chain on the phosphorene surface (see Figure
9.2a). From these calculations, energy maps representing the surface potential
experienced by the alkane chain were obtained (an example of an energy map
is reported in Figure 9.2b). After having located the local energy minima, a
complete structural relaxation was performed to obtain the global minimum
of the single alkane chain, for each θ considered in the potential energy sur-
face calculations. This procedure was also performed for aggregates formed by
multiple chains (up to 10 chains per aggregate). Namely, the aggregates were
firstly optimised in vacuum and then the potential energy surface was scanned
as explained previously. Observing the energy map for a rigid shift of a single
C30 chain on the phosphorene surface, the most favourable orientation angle
would be 54° whereas the alkane chain oriented along the ZZ direction (θ = 0°)
resulted a bit higher in energy. By optimising the system, though, the trend
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Figure 9.2: Representative description of the procedure to
evaluate the potential energy surface (a) and the energy map
obainted for a single alkane chain on phosphorene at θ = 0°(b).
changes and the θ = 0° resulted the most favourable orientation (see Figure
9.3). This is ascribable mainly to the tilting of the alkane chain occurring when
it interacts with the phosphorene ZZ grooves. The optimised alkane chain ori-
ented along the ZZ direction, indeed, assumed a tilt angle between the alkane
chain plane and the posphorene surface of 9° which allows it to maximize the
interactions between C and P atoms. By increasing the number of chains in
the aggregates examined, the 0° orientation angle confirmed to be the most
favourable, with a lowering in potential energy per molecule due to the lateral
alkane-alkane interactions (see Figure 9.3), with an Eads=3.55 eV per molecule
for 10 C30 chains. The calculated equilibrium lateral distance between alkane
chains, 4.39 Å, almost coincides with the phosphorene lattice constant (4.38
Å). This may be another reason for the arrangement of the alkane chains along
the ZZ direction. In fact, due to this orientation, the alkane chains are always
located in their local minima, while this is not the case in other orientations.
In order to validate the results obtained by the adsorption energy evalua-
tion, MD simulations of alkane chains equilibrated on the phosphorene surface
were carried out. Namely, C15, C30 and C45 alkane chains were equilibrated
on a phosphorene 12x12 nm bilayer. One layer of phosphorene was maintained
fixed during all the simulations, while the layer above it was unbiased. This was
done to simulate other layers of a device underneath the phosphorene mono-
layer. In order to mimic the experimental process related to the aggregation
of alkane chains on a surface, similar to the procedure developed for other in-
terface models (MIRTO, see Appendix A), each alkane molecules was firstly
positioned above the phosphorene surface, at a distance of 50 Å along z, with
random rotation and initial position on the xy axis. An initial velocity com-
ponent toward phosphorene, ranging from 5 to 6 Å/ps, was assigned to the
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Figure 9.3: Optimised energies of alkane chains at θ = 0°(red),
θ = 20°(blue), θ = 50°(green), θ = 90°(black).
molecule. This procedure was repeated for each molecule inserted, until a com-
plete coverage of the phosphorene surface was obtained. For each new molecule,
an MD simulation at 300 K for 50 ps in an NVT ensemble was performed, in
order to obtain a n initially disordered aggregation of alkanes on phosphorene.
The system was then propagated in an NVT ensemble for 20 ns at 300 K. Al-
ternatively, to simulate the experimental procedure, an annealing at 400 K for
10 ns followed by cooling and equilibration at 300 K for 10 ns was performed.
In Figure 9.4, the final structures of C15,C30 and C45 alkanes on phospho-
rene after the initial deposition, equilibration and annealing, are represented,
together with their θ histograms. The aggregation of the alkane chains immedi-
ately after the deposition on the surface appeared disordered, with some chains
forming small oriented clusters (moslty in the case of C15 chains), but without
a clear preferential orientation. The more the alkane chain is long, the more
disordered appeared to be the aggregation (see Figure 9.4a, 9.4b and 9.4c). By
equilibrating the systems at 300 K, the alkane chains diffuse over the surface,
clustering in more ordered aggregates, with a clear propensity to the orienta-
tion along the ZZ direction (θ = 0°) of phosphorene. In particular, as shown in
Figure 9.4d, almost every C15 alkane chain aggregates along the ZZ direction,
while C30 presents two orientations, θ = 0° and θ ≈ 55°(see Figure 9.4e). C45
chains orient along the ZZ direction, with some amorphous aggregates, due to
the length of the chains (see Figure 9.4f). By applying thermal treatments, C30
and C45 alkane chains arrange with almost every chain oriented along the ZZ
direction (see Figure 9.4h and 9.4i), validating the results obtained by the ad-
sorpion energy evaluation. This result is evident by observing the θ histograms
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Figure 9.4: Final structures of C15 (left panels),C30 (middle
panels) and C45 alkanes 8right panels) after deposition (a,b and
c), after equilibration at 300 K (d,e and f), and after application
of annealing at 400 K (g,h and i). C atoms of alkane chains
are represented in red. Hydrogens are not shown for the sake of
clarity. Histograms of θ after deposition (green), equilibration at
300 K (blue) and annealing at 400 K (red) are reported for C15
(j), C30 (k) and C45 (l).
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Figure 9.5: Phosphorene equilibrated on the PMMA surface
(a) and simulated surface profile of the phosphorene layer (b).
(see Figure 9.4k and 9.4l).
These results confirmed the anisotropic properties of the phosphorene sur-
face. Moreover, the alkane chains aggregated in a uniform ordered morphology,
important property for the application as protective layer. The thermal treat-
ments were found to be crucial in order to obtain the better aggregation of
alkane chains at the interface. This is an important aspect that should also be
taken into account in experiments.
9.3 Morphology and electronic properties of phos-
phorene at the interface with PMMA
Another important interface for phosphorene to be used as organic semicon-
ductor layer in electronic devices is with the dielectric layer. The interaction
with a polymeric organic material, for example, could affect the structure and
hence the electronic properties of phosphorene, leading to the degradation of
performance in devices. In this regard, a detailed atomistic model of the pro-
cess occurring at the interface between phosphorene and the gate dielectric
layer could highlight how this interaction would affect the structural and elec-
tronic properties of phosphorene in organic devices. In this work, the interface
between phosphorene and PMMA (see section 2.12, was investigated by per-
forming MD simulations and DFT calculations. In particular, MD simulations
were carried out to understand how the interaction with a rough surface would
change the structural properties of phosphorene. The morphology obtained by
MD simulations has been used, in turn, to evaluate how this interaction af-
fect the electronic properties, by performing DFT calculations. The 10x10 nm
PMMA model used in this Chapter was obtained in a previous work[126]. A
10x10 nm equilibrated phosphorene monolayer was inserted at 10 Å distance
from the PMMA surface along the z non-periodic direction and equilibrated at
room temperature for 10 ns in the NVT ensemble. Electrostatic interactions
were treated by the particle-particle particle-mesh (pppm) method and a cut-
off of 10.0 Å were used for both Coulomb and van der Waals interactions. The
Nose-Hoover thermostat[185, 186] was used for simulations in the canonical en-
semble (NVT) with time constant of 0.1 ps and timestep of 1.0 fs. As shown in
Figure 9.5, phosphorene monolayer adheres and adapt very well on the PMMA
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Figure 9.6: Topology of HOMO and LUMO of the ideal case
(a and c) and the distorted (b and d) together with density of
states plot (e).
surface, losing its perfect planarity, especially along the armchair direction, but
maintaining an overall stable structure. The structural properties of the phos-
phorene layer upon equilibration on the PMMA surface were then evaluated by
simulating a surface profile (see Figure 9.3), by which we extracted the average
rms roughness (0.17 nm) and the rms roughness over the armchair (0.065 nm)
and zigzag (0.025 nm) components. The average surface rms roughness resulted
much smaller than in the rough substrate, meaning that the phosphorene does
not follow completely the surface topography of PMMA, in fact maintaining a
stable structure at the interface with the polymer. Moreover, the rms compo-
nents showed more propensity for the armchair direction to bend, adapting to
the underlying substrate, whereas the zigzag appeared more rigid. The struc-
ture of phosphorene at the interface with PMMA, obtained by MD simulations,
was then extracted to evaluate how the structural distortions affects the elec-
tronic properties. Namely, large-scale DFT calculations were carried out on
the phosphorene layer, composed of 2668 atoms, for both planar and distorted
structures. This calculations were performed at the gradient-corrected level
by applying the PBE[209] exchange-correlation functional within the GPW ap-
proach[239, 240] as implemented in the CP2K program package[236]. Electronic
states were expanded by a double-ζ plus polarisation basis set (DZVP)[241]
with norm-conserving pseudo-potentials for the description of core levels and
a plane-wave representation of the charge density[242–244] with a cut-off of
300 Ry. The HOMO and LUMO topologies (see Figure 9.6) did not presented
substantial modifications between ideal and distorted structure of phosphorene.
Furthermore, the density of the states plot (see Figure 9.6e) showed very similar
features for both cases, in the region around band gap, with very few differences
at higher and lower energies. Given this similarity, we can assume that the elec-
tronic properties of phosphorene are essentially not affected by the interaction
with the PMMA rough surface.
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Figure 9.7: Alkane chains (in red) equilibrated on phosphorene
on top of a PMMA slab.
9.4 Phosphorene at the interface between PMMA
and alkanes
To simulate interfaces in the real systems, we considered alkane chains as pro-
tective layers of phosphorene at the interface with PMMA, investigating if the
distortion of the phosphorene upon interaction with a rough surface would af-
fect the aggregation of the alkane chains. In a first set of simulations, 66 C24
alkanes were equilibrated on the surface of phosphorene on PMMA, observing
the same features of the interface morphology of alkanes on phosphorene. In
another set of simulations, 500 C24 alkane chains were deposited, one-by-one at
room temperature, on the phosphorene surface at the interface with the PMMA
obtained previously. The system was then equilibrated for 10 ns at 300 K, al-
lowing the alkane chains to relax on the phosphorene surface. The equilibrated
structure of this interface is represented in Figure 9.7. The first layers of alkanes
at the interface with phosphorene exhibit aggregation along the ZZ direction,
with the presence of amorphous clusters in the layers above the first ones. This
result demonstrates that even at high coverage the features of the interface
morphology between alkanes and phosphorene are maintained.
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9.5 Conclusions
The structural, dynamics and electronic properties of phosphorene at the inter-
face with other organic materials were investigated by performing MD, DFT and
molecular mechanics calculations. In particular, to evaluate the use of alkane
chains as a protective material for phosphorene, the aggregation of alkanes on
phosphorene was investigated. By MD simulations, we observed a uniform, or-
dered aggregation of alkane chains on the phosphorene surface along one prefer-
ential direction (the ZZ direction), creating an almost complete coverage of the
surface, which improves upon application of thermal treatments. The interface
of phosphorene with PMMA was simulated in order to investigate the modifica-
tions of the structural and electronic properties of phosphorene upon interaction
with the rough surface of a polymer. From MD simualtions performed on this
system, we found that the structure of phosphorene were distorted but not sig-
nificantly altered, as also observed by simulating a surface profile. Furthermore,
the comparison between the electronic properties of phosphorene at the inter-
face with PMMA with the pristine case shows that the interaction with the
polymeric surface does not affects the electronic properties. Finally, in view of
device applications, alkanes were probed as capping layer for phosphorene at
the interface with PMMA. MD results indicated the formation of ordered layers
of alkane chains at the interface, confirming the possible application of these
molecules as a protective material for device applications. Experiments are be-
ing carried out to validate the results obtained with our simulations, addressing
the possibility of using alkane chains as a capping layer for phosphorene.
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Conclusions and outlook
In this thesis, the morphology and the electronic properties of materials and
interfaces of relevance in organic electronics and optoelectronics devices were
investigated by advanced modelling tools. In organic devices based on thin
films, the morphology of interfaces between layers is of paramount important,
influencing the overall performance of devices. A detailed knowledge on the
processes occurring in materials at the interfaces enable the optimization of
organic materials and the development of novel fabrication process leading to
devices with enhanced performance. In a multiscale approach, the aim of the
thesis was to develop computational tools able to investigate the nanoscale
morphology of materials at the interfaces, further correlating the morphology
obtained with electronic processes in materials, including charge transport. The
length and time scale of involved phenomena require the application of a set
of computational tools, ranging from the atomistic simulations of electronic
properties to device-scale modelling in which the molecular information are
mandatory in order to understand the phenomena occurring at higher scales.
In this respect, HPC enabled us to access information at different scales with
unprecedented possibilities, widening the typical domain of different simulation
techniques.
A wide range of organic and inorganic materials was investigated, compris-
ing small molecules, polymers, metal oxides and 2D materials. In particular,
the morphology, stability and charge transport properties of 2D and 3D phases
of PTCDI-C13 were studied by performing MD and DFT calculations, and the
information obtained were used to develop a coarse-grain model of the organic
semiconducting material. Furthermore, the morphology of PTCDI-C13 aggre-
gates at the interface with a polymer dielectric layer, PMMA, and a 2D material,
graphene, used in organic electronics was studied, mimicking realistic fabrica-
tion and processing conditions. Moreover, the hybrid interface between a layer
of organic small molecules, DPBIC, and a doped metal oxide, ITO, representing
the hole transport layer and the anode in a OLED, respectively, was simulated,
and the interfacial structures were used to compute charge injection rates at the
interface. The relationship between structural and electronic properties at the
interface was then assessed by correlating nanoscale morphology with charge
injection rates. Finally, the structure, dynamics and electronic properties of
phosphorene (a 2D inorganic semiconductor), at the interface with organic ma-
terials, namely alkanes and PMMA, were investigated by a combination of MD
and DFT calculations.
The computational tools developed in this thesis have been integrated in a
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computational tool (MIRTO, Modeler of Interfaces and charge injection RaTes
calculatOr, see Appendix A) for the simulation of realistic morphologies of
materials at the interfaces, extracting structural and injection properties. This
tool was implemented in the software VOTCA[245].
This thesis outlined a first step towards a comprehensive understanding
of materials properties at the interfaces, in order to make use of these com-
putational tools for the investigation of new frontiers of organic electronics,
especially in the field of unconventional devices, such as large-area lighting,
automotive, wearable electronics, bioelectronics. This latter, in particular, is
an emerging field for addressing the challenges related to health. Progress in
the modelling of organic electronic materials and devices at the interface with
complex environments is expected to define new prospects for the development
of next-generation multifunctional devices for technological applications.
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Appendix A
Development of the computational
tool MIRTO: Modeler of Interfaces
and chaRge injection raTes
calculatOr
The modelling of the morphology and charge injection rates at the interface be-
tween DPBIC and ITO (see Chapter 8), led to the development of a multiscale
computational tool, called MIRTO (Modeler of Interfaces and chaRge injec-
tion raTes calculatOr). This tool is able to model the interface between two
materials, organic or inorganic, by performing advanced non-equilibrium and
equilibrium MD simulations, in order to obtain the morphology of a material
grown on a surface. Furthermore, the same tool extracts the morphology of the
interface and calculates suitable structural parameters, providing the statistical
distributions. Moreover, the morphology obtained by MD is used to investigate
the electronic properties by performing DFT calculations. From these calcula-
tions, the tool computes the charge injection rates between the two materials at
the interface, with their distributions. In particular, the tool correlates the rates
distributions with structural parameters previously calculated, directly compar-
ing the electronic and structural properties of the interface, and therefore obtain
a structure/properties relationship. The tool was firstly tested on the case study
of DPBIC on ITO, though it can in principle be used for the modelling of other
materials for organic electronic applications. Moreover, MIRTO is being imple-
mented in the open-source software suite VOTCA (Versatile Object-oriented
Toolkit for Coarse-graining Applications)[245]. MIRTO was firstly based on
shell (bash), Fortran90, C and python scripts. The scripts were then parsed in
python for the implementation in VOTCA. In this appendix, only scripts of the
first version will be treated.
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Modelling of heterointerfaces
The script deposition allows the user to obtain realistic morphologies of het-
erointerfaces starting from a surface and a single molecule. To this aim, the
script needs the structures of the surface and the molecule, together with their
force field and topology files (the cell parameters will be that of the surface
structure file). The user will then decide how many molecules will be deposited
on the surface and with which growth mechanism (kinetic or thermodynamic).
With these inputs, the script will firstly compute the system parameters (num-
ber of atoms of the surface and the molecule, cell parameters and highest atoms
of the surface in the box). The deposition of the molecules on the surface can
now begin. To do so, the first molecule is randomly rotated and inserted in the
simulation box with random initial position on x and y axis, and with a defined
distance along z axis. Moreover, an initial velocity toward the surface (-z di-
rection) will be assigned to the inserted molecule. The script will then run the
deposition simulation applying the relaxation method chosen by the user. This
deposition process will be repeated until the target number of molecules (de-
cided by the user) is obtained. Once the target number of molecules are being
obtained, the script will store the final morphology for further investigation.
deposition routine
read surface structure
read molecule structure
initialize parameters
insert the number of molecules to deposit
read n
define the growth condition (kinetic or thermodynamic)
for i=0,n do
insert new molecule in the simulation box
initialize velocities
start deposition
done
save morphology
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Assessment of structural and electronic properties
Structural parameters
The script postprocessing will take in input the morphology obtained by the
script deposition to investigate structural and electronic properties at the inter-
face. In particular, the script will firstly extract the morphology of the interface
and compute structural properties of the molecules at the interface with the
surface, such as orientation of molecules with respect to the surface, the dis-
tance between molecules and surface, and the radial pair distribution function
(g(r)) between molecules. The script will then collect these parameters in the
form of distributions.
postprocessing routine
read morphology
extract interface morphology
compute orientations
compute distances
compute g(r)
print orientations histogram
print distances histograms
print g(r) plot
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Electronic properties
In order to obtain structures on which electronic properties will be evaluated,
the script will also extract the single molecules at the interface with a small
portion of the surface. These structures will be used by the script rundft for
performing DFT calculations. These calculations will provide electronic infor-
mation that will be used to compute charge injection rates.
rundft routine
read interface morphology
extract single molecule on surface
compute electronic properties
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Charge injection rates
Finally, the script computerates will compute charge injection rates from these
DFT calculations. Structure/properties relationship will be assessed by associ-
ating these charge injection rates with structural parameters previously calcu-
lated. These distributions, in turn, can be used in a large KMC model able to
investigate for example the degradation of materials at the interface.
computerates routine
read electronic properties
compute injection rates
print injection rates distributions
correlate injection rates distributions with structural distributions
print structural/injection distributions
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