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Abstract
Background: In recent years, RNA molecules that are not translated into proteins (ncRNAs) have
drawn a great deal of attention, as they were shown to be involved in many cellular functions. One
of the most important computational problems regarding ncRNA is to predict the secondary
structure of a molecule from its sequence. In particular, we attempted to predict the secondary
structure for a set of unaligned ncRNA molecules that are taken from the same family, and thus
presumably have a similar structure.
Results:  We developed the RNAspa program, which comparatively predicts the secondary
structure for a set of ncRNA molecules in linear time in the number of molecules. We observed
that in a list of several hundred suboptimal minimal free energy (MFE) predictions, as provided by
the RNAsubopt program of the Vienna package, it is likely that at least one suggested structure
would be similar to the true, correct one. The suboptimal solutions of each molecule are
represented as a layer of vertices in a graph. The shortest path in this graph is the basis for
structural predictions for the molecule. We also show that RNA secondary structures can be
compared very rapidly by a simple string Edit-Distance algorithm with a minimal loss of accuracy.
We show that this approach allows us to more deeply explore the suboptimal structure space.
Conclusion: The algorithm was tested on three datasets which include several ncRNA families
taken from the Rfam database. These datasets allowed for comparison of the algorithm with other
methods. In these tests, RNAspa performed better than four other programs.
Background
Small non-coding RNA (ncRNA) molecules are DNA
sequences that are transcribed into RNA but are not trans-
lated further into protein sequences; rather they mediate
their cellular functions as RNA molecules. These mole-
cules have been the subject of much interest, as recent
studies have shown that they are widespread in a variety
of organisms, conserved in evolution, and play essential
enzymatic and regulatory roles in many cellular processes.
Experimentally, these molecules have been difficult to
identify because of their small size and generally low
abundance. Therefore, they were overlooked for many
years both in experimental and bioinformatic studies. It is
only in the last few years that systematic genome-wide
computational and experimental screens were carried out
to identify ncRNA-encoding genes, both in prokaryotes
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and eukaryotes [1-4]. ncRNA molecules were found to be
involved in ribosome RNA maturation and modification
(snoRNA), replication (telomerase RNA), protein translo-
cation (SRP RNA), gene silencing (miRNA), and many
other functions [5,6]. Furthermore, it was suggested [7,8]
that cellular control based on ncRNA is a major determi-
nant of the complexity of organisms, especially in higher
eukaryotes, as ncRNA molecules may offer an additional
cellular control mechanism that complements protein-
based regulation.
Computational identification of ncRNA molecules is
more difficult than identifying protein coding genes. On
the sequence level, to identify protein coding genes in a
genome, one can take advantage of the existence of several
characteristics or motifs included in all coding sequences
such as open reading frames, the three base periodicity of
codons and the amino-acid coding preference. In addi-
tion, other signs of genes are embedded in the regions
flanking the coding sequence, including promoters,
enhancer sequences, and others. In general, similar signals
have not been identified, and are clearly weaker for
ncRNAs. On the structural level, ncRNA molecules are
characterized by a secondary structure that is formed by
pairing of complimentary bases (A-U, G-C, and to a lesser
extent U-G) along the single strand molecule. However, it
is clear that given a small alphabet of four letters with this
pairing potential, many secondary structures are possible
even for sequences that do not encode ncRNA [9]; thus, it
is difficult to recognize ncRNAs solely based on their
potential to form secondary structure [10].
Despite these difficulties, many classes of ncRNA have
been identified computationally. Techniques such as
sequence conservation in concert with thermodynamic
stability have been successful in computationally identify-
ing ncRNA molecules [11,12]. However, identifying
ncRNA is only part the challenge. As mentioned above,
most ncRNA are characterized by distinctive secondary
structures, which often correspond to their respective
functions. Thus, given an ncRNA sequence, the task of
accurately predicting its secondary structure is of utmost
importance.
The two main programs that are widely used to predict the
structure of single ncRNA molecules are Mfold [13,14],
and RNAfold of the Vienna Package [15,16]. Both pro-
grams use a dynamic programming approach to calculate
the structure with the Minimal Free Energy (MFE) [17].
The basic algorithm is straightforward and was originally
suggested by Nussinov [18] to identify the structure with
the maximal amount of base pairing. However, the actual
implementation for secondary structure prediction of
ncRNA molecules is more complicated. Correct free
energy calculation involves many parameters that are rel-
evant to the energy function of a folded RNA molecule,
including stem energy (the length of the stem and the type
of hydrogen bonds that stabilize it), the size of loop struc-
tures, stacking energy between consecutive pairs of nucle-
otides, temperature, etc. [13,19]. While these programs
are the result of extensive effort and innovation, they
often fail to identify the true structure as the prediction
with the MFE. For example, a recent review [20] showed
that a prediction based on MFE was able to correctly pre-
dict the cloverleaf structure of tRNA in only 30% of cases.
In one case, these authors noticed that the correct tRNA
structure was ranked 104 in the list of predictions sug-
gested by the RNAsubopt [21] program, which is a variant
of the basic prediction algorithm and outputs a list of pre-
dicted structures which can be ranked by their MFE. A
short computational experiment we performed on our
dataset (see Results for more details) indicates that a list of
150 suboptimal structures is likely to contain at least one
reasonable prediction. Furthermore, if one ranks the list
of predictions by their MFE, there is a correlation between
the ranking in the list and the probability of a prediction
being correct. However, this correlation is rather weak,
and it is therefore not usually possible to choose the best
prediction on the basis of its MFE. As will be elaborated
on below, our method has the ability to identify the cor-
rect prediction from within this list.
The difficulties in predicting the structure of a single RNA
molecule led to the idea that structure predictions may be
more accurate if they are based on multiple sequences of
a single class of molecules. It is well known that secondary
structure is conserved within ncRNA families (to a greater
extent than sequence conservation among these mole-
cules). Thus, simultaneous prediction of the structure of a
set of related ncRNA might reveal the correct common
structure for the sequences that comprise a particular fam-
ily. Furthermore, application of a fast comparative predic-
tion algorithm can result in a tool for detecting novel
ncRNA molecules. Such a comparative prediction tool can
serve as the core component of a bottom-up clustering
algorithm [21-25] By iteratively expanding an initial seed
of ncRNA candidates that share a common structure, one
can identify additional novel families of ncRNA from
within a set of ncRNA candidates.
Several algorithms [21-25] have been suggested to find a
common structure when the sequence alignment is given.
For example, RNAalifold [21,22,25] combines both ther-
modynamic stability and sequence covariation by using a
dynamic programming approach, in which the energy
value that determines the inclusion of a given basepair in
the final structure reflects not only the thermodynamic
complimentarity value of the basepair, but also the degree
of covariance of the nucleotide pair within the set of
sequences. In a different version of the problem where theBMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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secondary structure of each sequence is either known or
predicted, MARNA [26] and RNAforester [27] can be used
to take these individual secondary structure assignments
and align them to produce a global multiple structural
alignment.
When the sequence alignment or the individual structure
assignments are not pre-determined, several programs
attempt to solve the problem of simultaneously finding
the best alignment and a shared secondary structure by
assuming a common structure for groups of ncRNA mol-
ecules. Some programs, such as Dynalign [28], and
SCARNA [29] are designed to align and predict the struc-
ture of two molecules, while other programs [9,30-32] are
designed to align and predict the structure of a larger data-
set. Most of these programs are largely based on some var-
iant of Sankoff's dynamic programming algorithm for
simultaneously folding and aligning multiple RNA
sequences [33]. Sankoff's algorithm considers all possible
folds and all possible alignments of the sequences, so
while it is thorough, it is prohibitively slow and memory
consuming [34]. In order to achieve a reasonable run-
time, constrained versions of the algorithm have been
implemented. For example, the StemLoc algorithm
[32,35] essentially uses Stochastic Context-Free Grammar
(SCFG) as a scoring scheme for Sankoff's algorithm. Stem-
Loc has a pre-folding and pre-aligning step which folds
each sequence individually and aligns them in pairs based
on sequence alone, before implementing the pairwise
SCFG stage. Pmcomp [9] is another variant of Sankoff's
algorithm, which takes pre-computed basepair probabil-
ity matrices as input from McCaskill's algorithm [36], and
performs pairwise alignments of RNA sequences.
PmMulti [9] is a wrapper program that does progressive
multiple alignments by repeatedly calling pmcomp. Fol-
dAlignM [37] is a wrapper for the Foldalign program,
which is largely based on the pmcomp program.
Sankoff-based algorithms attempt to simultaneously align
the sequences and predict their structure. In a deviation
from this concept, RNAcast [38,39] bypasses the need to
find a global alignment and focuses on predicting the best
secondary structure for each sequence. This is done by pre-
dicting 'shapes', which are structures at different levels of
abstraction, for each sequence, and then finding a consen-
sus shape that is common to all sequences. For each
sequence, the final prediction is the structure with the
lowest MFE among all the structures that are mapped to
that consensus shape.
Our algorithm shares the principle and logic of RNAcast
in that it looks for structure predictions for each sequence
and searches for them from within a list of suboptimal
predictions. However, there is a significant difference
between our approach and that of RNAcast. RNAcast
depends on the existence of a common 'shape' and assigns
these shapes to the same key in a hash table. RNAspa,
while operating under the assumption that the sequences
have similar structure, does not depend on this assump-
tion and will look for the best path between the predic-
tions even if they are dissimilar. Therefore, as will be
shown later, RNAspa is able to produce structural predic-
tions even when the data is 'contaminated' with a small
numbers of unrelated molecules.
Results
Three main problems arise when trying to evaluate the
performance of RNA secondary structure prediction algo-
rithms. One is establishing the data set(s) on which to
evaluate the performance of the algorithm, the second is
identifying 'the real structure' against which the predic-
tions are tested and the final issue is choosing the meas-
ures to be used when evaluating a comparison between a
structure prediction and the 'real structure'.
Data Sets
One major problem in the field of RNA structure predic-
tion is the lack of a good common benchmark that can be
used to judge the quality of structural predictions. The
Bralibase [40] was the first useful resource to address this
need. However, Bralibase I offers structural information
for only small number of single (not families of)
sequences. Bralibase II, which offers aligned sets of five
large families, concentrates on the alignment aspects of
the problem; namely, it shows how RNA sequences
should be aligned relative to each other, but it does not
supply a secondary structure for each sequence. Bralibase
2.1 [41] includes a larger set of aligned sequences, but
again it does not include a structural assignment for each
sequence. Thus, it is not suitable for testing the validity of
our algorithm, which returns a structure prediction for
each molecule.
As in many other similar studies (i.e. [26,35,42-44]),
Rfam [45] was used as the source for the dataset in this
study. Rfam version 7.0 [46] is a large collection of ncRNA
families. The seed alignment of each Rfam family contains
known representative members of the family as well as a
structural assignment, which was hand-curated.
First data set
To enable comparison with previous studies, we used the
same families that were used by Hamada et al. [31]. The
dataset includes eight ncRNA families: tRNA, Tymovirus/
Pomovirus tRNA-like 3' UTR element (Tymo), Purine
riboswitch (Purine), Lysine riboswitch (Lysine), SAM
riboswitch (S box leader) (SAM), FMN riboswitch (RFN
element) (FMN), Cobalamin riboswitch (Cobalamin),
and glmS glucosamine-6-phosphate activated ribozyme
(glmS).BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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These RNA families form a diverse dataset including tRNA
and tRNA-like molecules, riboswitches and ribozymes.
tRNA molecules have a highly conserved structure from
bacteria to man and function in protein translation. The
Tymo RNAs are similar to tRNA molecules in structure
and adenylation at the 3' end, but unlike tRNA are not
aminoacylated. They are present in the 3' UTR of viral
RNAs, and their structure is important for viral replica-
tion. Riboswitches are composed of a single metabolite-
binding aptamer and a single expression platform that
function together to regulate genes in response to chang-
ing metabolite concentrations. Ribozymes are RNAs with
the ability to act as enzymes and cleave target RNA.
These RNA families have well-characterized biological
functions and possess distinct RNA secondary structures.
The number of stems of the family members varies from
three (Purine riboswitch) to nine (Cobalamin) and their
length varies from 66 (tRNA) to 373 (Cobalamin) bps.
The average standard deviation of lengths within each
family as well as the average sequence identity is detailed
in Table 1. For comparison with other currently used pro-
grams, we randomly selected groups of ten sequences
from each family, so that each sequence was selected at
most once and so the number of sequences for each fam-
ily would not exceed 50. All the other sequence groups
used for testing various aspects of RNAspa's performance
were selected with the same criteria. The eight families
with their structural annotations are available [Additional
files 1, 2, 3].
Second data set
As RNAcast (see below) is the most similar algorithm to
RNAspa, we also directly compared RNAspa against
RNAcast using the same dataset on which RNAcast was
evaluated [38]. This dataset contains the following fami-
lies: the transfer tRNA; the lin4 miRNA; the 5S ribosomal
RNA; the signal recognition particle SRP RNA; IRES: the
viral internal ribosome entry sites element; the Purine
riboswitch and the SAM riboswitch; the small nuclear
RNAs: U1, U2 and U12.
Third data set
This dataset contains 5 randomly chosen SSU (small sub-
unit) rRNA sequences (accession numbers: X59604.1
U23936.1, U07367.1, M54937.1, M19172.1). Their
sequences and structures were downloaded from [47].
These sequences range in length from about 1700 to 2000
bps. These sequences with their structural annotations are
available [Additional File 3].
The structural standards
Unlike protein structures, where there is a large set (over
30,000 entries) of three dimensional structures deter-
mined by the highly accurate experimental methods of X-
ray crystallography and NMR, experimental data for both
secondary and tertiary structure of RNA molecules is very
scarce. X-ray structures are available for only a few mole-
cules. For other molecules, cross-linking data and other
biochemical studies can provide some information on
their secondary structure. For most families of ncRNA, the
structural information, as provided by Rfam and other
databases, is based on computational methods such as
Infernal [48-50], and thus is not sufficiently reliable as a
source for structural 'standards'. For seven of the eight
families that constitute the data set used in this study, the
secondary structure information provided by Rfam is cited
as coming from published experimental studies. Techni-
cally, the secondary structural information in Rfam is
encoded by the color-coding of complementary regions
that forms the stems in each structure, which is equivalent
to a string representation of the structure in bracket nota-
tion.
Table 1: Comparison of RNAspa's accuracy versus that of other prediction programs











RNA- spa Stem- Loc pmMulti Fold-AlignM RNAcast
tRNA 1114 5 43% 71 ± 4 0.64 0.86 0.61 0.73 0.95 0.45 (3)
Tymo 28 2 68% 79 ± 3 0.76 0.93 0.98 0.72 0.94 0.92 (1)
SAM 71 5 62% 111 ± 15 0.59 0.66 0.38 0.64 0.53 0.62 (1)
Lysine 60 5 50% 179 ± 7 0.63 0.68 0.28 0.64 0.52 (1) 0.71 (1)
Purine 37 3 56% 96 ± 1 0.68 0.86 0.51 0.74 0.78 0.72 (1)
Cobalamin 171 5 46% 200 ± 27 0.38 0.40 0.12 no data no data 0.41
FMN 48 4 60% 135 ± 19 0.32 0.44 0.25 0.45 0.64 0.47 (1)
glmS 14 1 51% 159 ± 40 0.58 0.61 0.38 no data no data no data
Each family was represented by several non-overlapping datasets (see third column). The MCC score is averaged among the datasets of each family. 
The number of datasets in which the program failed to produce an output appears in brackets. "no data" denotes that the program failed on all 
datasets. In some cases, StemLoc returns a consensus structure for only part of a dataset. Therefore, the MCC score reported here only reflects 
those sequences for which a structure was predicted. See [Additional File 5] for raw data.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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Measures of accuracy
To evaluate and compare the predictions provided by
RNAspa with the 'correct' structure, we used the Matthews
Correlation Coefficient (MCC) which correlates, on a base
by base basis, between the prediction and the correct
structure. The MCC measure is used in many studies to
evaluate the accuracy of RNA secondary structure predic-
tion methods [31,34,42,51,52]. After counting the
number of True-Positives (TP), True-Negatives (TN),
False-Positives (FP), and False-Negatives (FN) for each
alignment relative to Rfam, MCC provides a measure of
accuracy, which is expressed as a number ranging from -1
for assignments that are false, around 0 for random
assignments, and 1 for assignments that are all true. Note
that the single value provided encapsulates all four accu-
racy measures, and an MCC measure closer to 1 denotes
higher accuracy.
The four True/False/Positive/Negative parameters were
counted, similar to [34] as follows: In the case of left and
right brackets at the exact same position, we add 2 to TP.
If RNAspa agrees with the Rfam annotation that there is
no stem at a certain base, we add 1 to TN. If RNAspa pre-
dicts a basepair while Rfam determines that both bases do
not participate in any pair, we add 2 to FP, and conversely,
if Rfam indicates that two bases form a pair and RNAspa
predicted neither, we add 2 to FN. Finally, RNAspa and
Rfam may agree that a base participates in a base-pairing,
but disagree as to the identity of the binding partner. In
this case, both FP and FN are incremented by 1.
The rank of the 'correct' structures within the list of 
suboptimal structures
We present here a polynomial time algorithm and its
implementation, which performs well for ncRNA struc-
ture prediction. The algorithm builds on the ability of the
Vienna Package's RNAsubopt to include at least one struc-
ture close to the 'true' structure in the set of suboptimal
solutions that it suggests. Thus, it is important to first eval-
uate the improvement that our method offers compared
with directly using the results of RNAsubopt. First we ana-
lyzed, for our dataset, the accuracy of the predictions of
RNAsubopt. RNAsubopt has two modes of operation:
'complete enumeration' ('-e range' option) that enumer-
ates all structures within a predefined range of the MFE
structure and 'Boltzmann sampling' ('-p n' option) that
samples the space of suboptimal structures following a
Boltzmann distribution of their MFE. Unless mentioned
otherwise, RNAsubopt was run in the 'complete enumer-
ation' mode in the experiments described below. A com-
parison between these two modes is shown in Table 2.
The 'complete enumeration' mode performed better on
shorter sequences and the 'Boltzmann sampling' mode
performed better on longer sequences. This can be
explained by the nature of these two modes. The two
modes trade density for diversity. Within a given energy
range in the complete enumeration mode, shorter
sequences yield a diverse set of suboptimal structures, but
as the length increases an increasing number of subopti-
mal structures with only minor differences are suggested
and therefore sampling becomes more important. We
ranked the 150 structures predicted by RNAsubopt for
each sequence in two ways: by their MCC score (as com-
pared to the Rfam standard), and by their MFE (as
assigned by RNAsubopt). Then, we looked at the structure
with the best/worst MCC score and found its position in
the MFE ranked list. Averaged results for each dataset are
shown in Figure 1. The results show that, on average, the
structures with the best MCC scores tend to originate from
predictions with better MFEs than those with worse MCC
scores. However, these values have very large standard
deviations, and thus the correlation is not reliable. Note
further that among all the datasets the average MFE-based
MCC
TP TN FP FN
TP FP TP FN TN FP TN FN
=
⋅− ⋅
+ () ⋅+ () ⋅+ () ⋅+ ()
.
Table 2: Comparing the performance of RNAspa in 'Complete Enumeration' and 'Boltzmann Sampling' modes
Family Avg. length and STD Complete Enumeration Boltzmann Sampling
Time MCC Time MCC
tRNA 71 ± 4 6.24 0.86 6.51 0.84
Tymo 79 ± 3 6.22 0.93 7.14 0.92
SAM 111 ± 15 14.7 0.66 14.6 0.72
Lysine 179 ± 7 48.53 0.68 45.7 0.72
Purine 96 ± 1 9.53 0.86 9.47 0.84
Cobalamin 200 ± 27 70.25 0.40 71.12 0.43
FMN 135 ± 19 30.08 0.44 25.73 0.49
glmS 159 ± 40 38.79 0.61 33.62 0.64
The time columns indicate the average run-time in seconds per sequence for the corresponding modes of running RNAsubopt. The 'complete 
enumeration' mode performed better on shorter sequences (tRNA, Tymo, Purine) and the 'Boltzmann sampling' mode performed better on longer 
sequences (SAM, Cobalamin, FMN, glmS). See [Additional File 6] for raw data.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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ranking for the structure with the best MCC score was
equal to or greater than 30. Thus, the MFE alone cannot
identify the 'correct' formations, and we resorted to a com-
parative approach.
Algorithm outline
The algorithm we present here, RNAspa (RNA Shortest
Path Approach), aims to predict the secondary structure of
a set of ncRNA molecules using a novel approach. The
algorithm is presented schematically in Figure 2. The
input for our algorithm is a set of N unaligned sequences:
S1, S2, S3,..., SN. The first stage uses the Vienna Package
RNAsubopt program [21] to suggest a large number of
possible structures for each sequence in the set. At the end
of the first stage, each Si sequence has V predicted struc-
tures:   including the optimal structure and
V-1 suboptimal structures. In the second stage, each   is
assigned as a vertex in a graph. Conceptually, the V alter-
native structures of each sequence Si form a layer of verti-
ces in the graph, and the layers are piled one on top of the
other (the V vertices of Si form the layer above the V verti-
ces of Si+1). Each of the vertices belonging to Si is con-
nected by a directed weighted edge to the vertices of Si+1,
which is the adjacent layer below. The weight assignment
for each edge is calculated based on the similarity between
the two alternative structures that it connects. At the end
of the second stage, the construction of the graph is com-
pleted (see Figure 2 (top)). The resulting graph is a
Directed Acyclic Graph (DAG). In the third stage, we com-
pute the shortest path in the graph by a breadth-first
traversal from the top (the vertices of the first sequence) to
bottom (the vertices of the last sequence) in a linear time
in the number of edges. We consider a path in the graph
to be the sum of its component edges. The shorter a path
is in this graph, the greater is the similarity between the
vertices forming the path. In other words, the shortest
path represents a set of predicted structures, one predicted
structure for each sequence that forms the best compro-
mise between the different structure predictions. This is
true because similar secondary structures yield edges with
a lower weight.
In the final stage of the algorithm, we address the relaxa-
tion we have employed by comparing only structures of
adjacent sequences. It is reasonable to suggest that a dif-
SSS S iii i
V 123 , , ,...,
Si
j
Schematic view of the data structure used by RNAspa Figure 2
Schematic view of the data structure used by 
RNAspa. Top: Each node carries a suboptimal secondary 
structure of the sequence belonging to that layer. In a top-
down traversal, each node is assigned the shortest path from 
the top layer to itself. Next, the node with the lowest score 
on the lowest level is found, and the shortest path is 
retrieved. Bottom: The process of finding the shortest path 
reiterates several times. Each time, a different order permu-
tation of the sequences is used. For each shortest path, a 
Sum-of-Pairs score is calculated. The shortest path with the 
best Sum-of-Pairs score is returned. In the illustration above, 
the third shortest path, which is not the shortest of the four 
paths, is returned because it has the best Sum-of-Pairs.
Average ranking of the best/worst structure prediction Figure 1
Average ranking of the best/worst structure predic-
tion. The average MFE rank of the predicted structure with 
the best and worst MCC scores. On average, the rank of the 
best structure (orange) is better (lower) than that of the 
worst structure (cyan). However, the standard deviation of 
these averages is very large.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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ferent ordering of the sequences could have produced a
different shortest path yielding a different set of proposed
structures. To partially compensate for this relaxation the
above procedure (stages one to three) is reiterated several
times, each with a different input sequence order. Each
run results in a new (perhaps overlapping) proposed path.
The shortest paths are re-ranked based on the 'Sum-of-
Pairs' value. The ranking is performed by going over the
 (where n is the number of sequences) vertices
that form the shortest path and summing up the similarity
between each of the pairs (i.e. between the two structures
each vertex represents) (see Figure 2 (bottom)). After that,
we choose the best of the shortest paths proposed (i.e. the
path with the smallest Sum-of-Pairs). The program out-
puts a secondary structure prediction for each of the
sequences.
String and Tree Edit Distance
As each layer of V vertices is compared to its adjacent layer,
yielding O(V2) comparisons, the bottleneck of our algo-
rithm is how rapidly it can compare two structures, and
how many times it must do so. RNA secondary structure
can be represented in several ways from a simple string in
bracket notation, to an enriched string representing struc-
tural features like loops and bulges, or even as a complex
tree structure. Many metrics have been developed to calcu-
late the pairwise distance between RNA secondary struc-
tures. M. Höchsmann gives an extensive overview on RNA
structure comparison methods in [53]. One common
metric is the Hausdorff Distance (HD) which was used by
Zuker [54] to filter redundant structures in the Mfold pro-
gram. The HD between two RNA structures is the maximal
distance between each basepair in one structure and its
nearest neighbour basepair in the other structure. The lin-
ear calculation time of the HD measure makes it useful for
coarse (dis)similarity detection. The obvious disadvan-
tage of HD is that it reflects the most extreme dissimilarity
between the structures, making it blind to small-but-many
dissimilarities.
Another common approach is to represent the RNA sec-
ondary structures as a string in bracket notation and to
compare them using Needleman-Wunsch's global align-
ment algorithm [43] which runs in O(N2) time. The major
flaw in using this string Edit-Distance (ED) approach is
that brackets are not treated as a single unit. A simple
example can illustrate the potential problem in using
string ED for bracket notation. Consider three strings:
A = ...(...).., B = ...(.....), and C = .(.)......
where a bracket represents matched base and a dot repre-
sents an un-matched base.
The ED of {A, B} is 2 mismatches, and the ED of {A, C}
is 3. However, in both cases the molecular process is the
same; the fourth base has changed its basepair partner, in
B the base pairing is between bases 4 and 10 and in C it is
between bases 4 and 2.
Representing RNA secondary structures as a tree enables a
more sensitive comparison of structures, as bases that are
paired are treated as an inseparable unit. However, a tree-
based approach is considerably slower. Tai [55] was the
first to introduce the tree ED metric. Zhang and Shasha
[56] suggested an   time algorithm. The fastest
known algorithm for tree ED is bounded by O(T3) [57]. In
our method, we used string ED instead of tree ED in order
to improve the run-time for the weight assignment to the
edges of the graph. To determine if this heuristic is legiti-
mate, we used the program RNAdistance [16], which is
part of the Vienna Package, to calculate tree ED. We calcu-
lated the tree ED between all pairs of the 60 members of
the Lysine dataset, and compared the results with the sim-
ple global alignment distance using weights of one for all
edit operations. Figure 3 shows that the tree and string ED






String Edit-Distance vs. tree Edit-Distance Figure 3
String Edit-Distance vs. tree Edit-Distance. The 60 
family members of the Lysine family were compared against 
each other using string and tree ED. The X coordinate of 
each dot is its tree ED score, and the Y coordinate is its 
string ED. The correlation coefficient is 0.92, and only a few 
dots fall far from the main diagonal. Also note that the corre-
lation coefficient of pairs having a tree ED less than or equal 
to ten is 0.97.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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are highly correlated. The correlation coefficient between
the two datasets is 0.92. Remarkably, we found little dif-
ference between the results obtained using the string or
tree edit comparisons. Our results strongly indicate that
the benefit of tree ED is minimal, especially given the
expensive run-time.
Accelerating string Edit Distance
While string ED is much faster than tree ED, it still
requires quadratic run-time. In practice, the run-time can
be significantly reduced. As detailed above, each layer of
vertices in the DAG is calculated based on the previous
(upper) layer. For our application, when calculating a
given layer, we need only the best {vertex plus edge} value
from the vertices and their edges located in the layer
above. Therefore, we initially limit the ED dynamic pro-
gramming procedure to allow only K (K is a very small
number) mistakes (insert, delete, mismatch). This is done
easily by filling only the 2K-wide-diagonal. Note that this
calculation requires time KN rather than N2. If none of the
upper vertices has an ED of K or less, K is multiplied by
two and the procedure reiterates. In practice, this simple
heuristic reduces the run-time without losing accuracy.
Moreover, while examining an upper vertex, one can for-
feit the ED calculation for this vertex and skip to its neigh-
bour if the value of this vertex plus the minimal expected
score of the ED (the previous value of K) is greater (i.e.
worse) than the value already obtained for the bottom
vertex (for example, if we want to improve the score of a
vertex with the current value of 14, there is no point in cal-
culating the ED of vertices with values that exceed 14 nor
with vertices of value 12 or more that failed the ED proce-
dure limited to K = 2). In practice, these heuristics allow
for a reduction of about 25% in the running time.
The run-time of RNAspa
We observed that it is not necessary to compare, in the first
stage of the algorithm, each of the N sequences (with its V
predicted structures) against all the other sequences (with
their V predicted structures). Instead, each sequence is
compared with only one other, arbitrarily chosen,
sequence. We show below that the internal order of the
sequences that are to be compared has only a marginal
effect on the accuracy of the predicted structures. This
observation enabled us to approach this problem by using
a linear time (in the number of sequences) graph algo-
rithm technique to search for the shortest path in a DAG.
The algorithm uses two adjustable parameters: the
number of suboptimal alignments for each sequence (rep-
resenting the number of vertices on each level of the
DAG), which we can afford to leave quite large, and the
number of different sequence orderings or arrangements
analyzed before choosing the best alignment.
The algorithm run-time is kept to a reasonable polyno-
mial: O(NL3 + SNV2L2 + N2L2) where N is the number of
sequences, L is the length of the sequences, S is the
number of samples from the sequence's order permuta-
tion space, and V is the number of suboptimal structures
proposed for each sequence. As N and S are relatively
small, the run-time is dominated mostly by L3 – the time
needed to fold a sequence by RNAsubopt, and V2L2 the
time needed to calculate the edges of the graph. Note that
because the edges of the graph are only conceptual, they
are calculated and immediately used, and therefore need
not be maintained in memory.
RNAspa favours 'correct' structures
For each sequence, we took the 150 structure predictions
suggested by RNAsubopt and calculated the worst, aver-
age, and best MCC scores for these structures. We then
compared them with the MCC score of the prediction
selected by our RNAspa algorithm. The results, averaged
over each family, are shown in Figure 4. The results show
that the structures suggested by RNAspa are clearly better
than the average of the predicted structures, and in most
cases are very close to the best possible structure that is
present in the set of RNAsubopt predictions. Thus, in a
very reasonable running time, our method is capable of
extracting from RNAsubopt the most accurate structures.
The average MCC score of the worst/average/best struc- tures suggested by RNAsubopt compared to RNAspa's MCC  score Figure 4
The average MCC score of the worst/average/best 
structures suggested by RNAsubopt compared to 
RNAspa's MCC score. The average MCC score of the 
worst/average/best predicted structure in the list of 150 sub-
optimal structures predicted by RNAsubopt. Note that the 
performance of RNAspa is much closer to the best score 
than to the average score.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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Sampling the permutation space of the sequence order
We first tested the robustness of our algorithm to the arbi-
trary order of the sequences chosen. We randomly chose a
set of five sequences from each family. We ran RNAspa on
all 5! = 120 order permutations to measure the variation
of the accuracy level as a function of the sequence order.
We used 150 suboptimal structures for each sequence. Fig-
ure 5 shows that while some permutations show a signif-
icant deviation from the typical MCC score, most
permutations exhibit similar results; thus, it is unlikely
that a particular randomly selected order will yield the
poorest results. Nevertheless, as described above, in order
to reduce the probability of choosing an order that will
yield a poor prediction, for each run we used several arbi-
trary fixed orders and calculated the shortest path for each
of them. The winning solution was the solution with the
lowest Sum-of-Pairs value between all the secondary
structures comprising its shortest path. Figure 6 shows
that selecting the winning permutation based on the Sum-
of-Pairs of the predictions comprising the shortest path is
an improvement over using the permutation with the
shortest path. The fact that the algorithm is based on cal-
culating paths in linear time, and only in the final stage is
a quadratic time Sum-of-Pair score calculated, enables the
algorithm to scale, in practice, almost linearly with the
number of sequences.
The effect of various parameters on RNAspa performance
We next measured the effect of our major parameter, the
number of suboptimal solutions considered for each
sequence, on the performance of RNAspa. Results are
shown in Figure 7. As expected, a larger set of suboptimal
solutions tested yields better accuracy. However, it seems
that about 150 vertices are sufficient, as the accuracy level
doesn't increase substantially if the number of vertices is
further increased.
The second parameter used by RNAspa is the number of
samplings performed on the space of permutations of the
order of the sequences. As we illustrated above, compar-
ing the sequences in an arbitrary order is likely to yield an
average MCC score. However, our results suggested that
performing a small number of samplings on the order per-
mutation space is sufficient to ensure reliable results. On
the other hand, it is difficult to identify the optimal order,
as the search space is exponential in the number of
sequences. In practice, the optimal result offers only a
small improvement over the typical performance of the
algorithm, while it demands exponential time as there are
N! possible permutations, where N is the number of
sequences. The contribution of the number of samplings
to the accuracy level is illustrated in Figure 8. With small
sample size, the MCC score improves as the number of
samples taken increases, but it reaches limiting returns
when the number of samples exceeds four. The diminish-
Shortest path vs. Sum-of-Pairs Figure 6
Shortest path vs. Sum-of-Pairs. The graph shows the 
MCC score over 120 (5!) permutations order of the five 
sequences of the glmS dataset that was used in Table 1. The 
MCC score is ranked from worst (left) to best (right). The 
lower (blue) line shows the value achieved by each one of the 
120 permutations. The green line shows the increase in accu-
racy when the best of five different orders was reported. The 
upper (red) line shows the results where the path was 
ranked by using the Sum-of-Pairs approach i.e. summing the 
comparisons between all the pairs that comprise the path. 
These results clearly show that using the Sum-of-Pairs meas-
ure yields better predictions.
The influence of sequence order on accuracy Figure 5
The influence of sequence order on accuracy. MCC 
score of RNAspa over all order permutations of five 
sequences chosen randomly from each family. The MCC 
scores are sorted from left to right over the 120 permuta-
tions for each family. One can see that the scores increase 
gradually and that most permutations yield similar results.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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ing improvement can be explained by the fact that only a
small fraction of the order permutations need to be re-
sampled in order to significantly improve their score.
We also checked how the number of sequences in a set
influences the accuracy of RNAspa and its running time.
As Figure 9 illustrates, the performance (in terms of the
MCC of the algorithm) generally improves as the set size
increases from 2 to about 7 or 8. For larger sets, the accu-
racy is not affected by set size. Note that the run-time is
close to linear in the number of sequences.
Comparison with other programs
We compared our method with four state-of-the-art pro-
grams: StemLoc (a component of the DART library, ver-
sion 0.19b) [32,35], pmMulti [9], FoldAlignM 1.0.1 [37],
and RNAcast (a component of RNAshapes, version 2.1.1
[38,39]). By default, RNAspa was used with 150 subopti-
mal structures of each sequence, and 5 samplings of the
permutation space. StemLoc was configured with nf =
100. We also ran StemLoc with nf = 1000 but the results
did not show a clear improvement and the running time
was about 20 fold slower (data not shown). pmMulti, Fol-
dAlignM, and RNAcast were run with their default param-
eters. The results, based on correlation of the MCC score
to the Rfam annotation, which was used as a 'gold stand-
ard', are shown in Table 1. In our trials, each the four pro-
grams (StemLoc, pmMulti, FoldAlignM, and RNAcast)
failed to produce results for at least one of the datasets of
the eight families. For two families, Cobalamin and glmS,
pmMulti and FoldAlignM failed and could not produce
an output due to limitations on sequence length and
memory requirements, respectively. RNAcast failed to give
a prediction in at least one dataset for seven of the eight
families because it couldn't find a common structure.
RNAspa was able to handle all the datasets. The perform-
ance varied for the different families, but overall, RNAspa
performed better than the four other programs. For three
out of the eight families, it provided the best MCC scores.
We measured the run-time of the programs. Table 3
shows their performance under the same configuration
used in Table 1. We also wanted to explore the relation
between the run-time and the length of the sequences in
the dataset. We used a set of five SSU rRNA sequences and
we measured the run-time for increasingly longer win-
dows. Figure 10 illustrates RNAspa's ability to outperform
other programs both in terms of the effect that increasing
sequence size has on the runtime and its ability to run on
long sequences. All computations were performed on an
Intel Xeon 3.0 GHz CPU with 8 GB RAM running Linux.
The results show that RNAcast and RNAspa, the two non
Sankoff-based programs, offer the best combination of
performance and runtime. RNAcast was significantly
faster. In order to further compare the accuracy of RNAspa
and RNAcast, we performed an additional test using the
same data set that was initially used to evaluate RNAcast
The influence of sampling on accuracy Figure 8
The influence of sampling on accuracy. MCC score 
over 120 (5!) permutations of an FMN dataset. As the 
number of samples increases, the MCC score is improved. 
The blue line is the same line as shown for FMN in Figure 3. 
Note that as the number of samplings increases above four, 
the improvement diminishes.
The influence of the number of suboptimal structures on  accuracy Figure 7
The influence of the number of suboptimal struc-
tures on accuracy. The performance of the algorithm as a 
function of the number of suboptimal predictions used as 
input for our eight datasets. For most datasets, the results 
improve substantially for the first 50–150 predictions. A fur-
ther increase in the number of suboptimal structures does 
not yield much better accuracy. Hence, a value of 150 predic-
tions was chosen as the default for the RNAspa program.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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[38]. The results, shown in Table 4, show that while both
programs performed well, the accuracy of RNAspa was
somewhat higher than that of RNAcast (default parame-
ters) for seven out of ten families. An important difference
between RNAspa and RNAcast is that the RNAcast pro-
gram must be able to find a consensus shape in order to
process a dataset, while RNAspa will always return a struc-
tural prediction. To evaluate the implications of this dif-
ference, we examined the ability of RNAspa and RNAcast
to handle a contaminated dataset. Frequently, a set of
sequences may be 'contaminated' by one or more
sequences that do not actually belong to the same family.
We took the 10 families mentioned in Table 4 and ran-
domly picked an additional sequence from another fam-
ily and added it to the dataset (details of these
contaminated datasets can be found in [Additional File
4]). The results in Table 5 illustrate that with a contamina-
tion of a single sequence, RNAcast was unable to process
six out of the ten families, while RNAspa was able to pro-
duce results in all runs.
The influence of length on run-time Figure 10
The influence of length on run-time. Comparison of the 
five programs processing increasingly longer windows of a 
set of five rRNA SSU sequences. Note that RNAspa was run 
in Boltzmann sampling mode across all sequence lengths. All 
but RNAspa failed to run on sequences greater than 450 bps 
due to memory constraints. StemLoc does not appear in the 
graph because it failed to process sequences of 100 bps or 
more. As expected, a cubic trendline (not shown) fits 
RNAspa's curve with the R2 value of 0.9965. RNAspa gave a 
MCC score of 0.34 for the complete ~1,800 bps long SSU 
family.
The influence of the set size on the accuracy and on the run- ning time Figure 9
The influence of the set size on the accuracy and on 
the running time. We randomly selected sets of 2–10, 12, 
14, 16, 18, 20 sequences from each family. Top: The run-time 
of the algorithm is roughly linear in the number of sequences. 
Note that although the Sum-of-Pairs stage is quadratic in the 
number of sequences, it has only a minor effect on the over-
all run-time. Bottom: The performance of RNAspa (in terms 
of the MCC) generally improves as the set size increases 
from two to about seven or eight. Increasing the size of the 
sets further, does not improve the performance.
Table 3: Comparison of RNAspa's run-time with that of other methods
Family Average run-time per sequence in seconds
RNAspa StemLoc pmMulti FoldAlignM RNAcast
tRNA 13 47 21 549 <1
Tymo 8 70 12 93 <1
SAM 13 31 8 2 4 8 < 1
Lysine 20 11 69 1076 <1
Purine 84 339 135 1518 <1
Cobalamin 133 105 no data no data <1
FMN 56 6 141 5042 <1
glmS 58 60 no data no data no data
For all datasets, except glmS which did not yield results, the runtime of RNAcast was less than one second. RNAspa always ran faster than pmMulti 
and FoldAlignM. In four of eight families it ran faster than StemLoc and its overall running time is better than StemLoc's run-time.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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Robustness of RNAspa to contaminated datasets
We further investigated the extent to which the perform-
ance of RNAspa can withstand the effects of contaminated
data. Specifically in our algorithm, a sequence that has a
very different set of potential suboptimal structures would
break the path into two detached components. As one
would expect, a contaminated set reduces the perform-
ance of the algorithm. However, RNAsubopt's worst MCC
score serves as a 'safety net' in these cases. Figure 11 shows
the performance of the algorithm when two different
datasets (Purine and Lysine) were mixed together in vary-
ing proportions starting with a set of ten Lysine sequences,
followed by a set of nine Lysine and one Purine, then eight
Lysine and two Purine, and so on. The results show that
our method is quite robust to this kind of contamination,
although, as expected, as the number of sequences that do
no belong to the family increases, there is a negative effect
on the performance.
An example with a contaminated dataset Figure 11
An example with a contaminated dataset. The leftmost 
bar represents the MCC score of a set of ten Purine 
sequences. The rightmost bar represents a set of ten 
sequences from the Lysine family. Towards the middle of the 
graph, the sets become more and more mixed. Note that 
with increasing contamination, the results tend to deterio-
rate, but in general the method is robust to low levels of 
contamination.
Table 4: Comparison of RNAspa with RNAcast using different RNAcast parameters
Family Avg. sequence identity MCC
RNAspa RNAcast
-t 5 -c 10 (default) -t 5 -c 20 -t 3 -c 10 -t 3 -c 20
lin4 66% 0.86 0.73 0.73 no data 0.72
tRNA 50% 0.81 0.42 0.42 no data 0.65
5S RNA 59% 0.58 0.62 0.62 no data 0.84
U2 78% 0.74 0.72 0.72 0.69 0.69
S box riboswitch 67% 0.75 0.69 0.69 0.78 0.78
SRP RNA 52% 0.95 0.99 0.99 0.94 0.94
IRES 66% 0.97 0.93 0.93 0.90 0.90
Purine riboswitch 56% 0.93 0.78 0.78 0.81 0.81
U1 65% 0.67 0.72 0.72 no data 0.76
U12 83% 0.76 0.50 0.50 no data 0.68
RNAcast was run using four different configurations. RNAcast parameters that were used: -t sets the shape type (default: 5). Shape type defines the 
level of abstraction from most accurate to most abstract (1–5). -c sets the energy range (default: 10%). For seven out the ten families RNAspa gave 
better results. See [Additional File 7] for raw data.




lin4 0.86 no data
tRNA 0.80 0.42
5S RNA 0.51 no data
U2 0.72 no data
S box riboswitch 0.77 0.82
SRP RNA 0.93 0.78
IRES 1.00 no data
Purine riboswitch 0.90 0.78
U1 0.61 no data
U12 0.83 no data
Contaminated datasets were constructed by adding a single randomly 
picked sequence from a different family to each family tested. 
RNAspa was able to produce good results for all families while 
RNAcast was unable to find a consensus structure for six of the ten 
families in a contaminated dataset. See [Additional File 8] for raw 
data.BMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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Discussion
To illustrate the advantage of the shortest path approach,
we review two alternative straightforward approaches for
the task of comparative prediction of secondary structures,
using suboptimal predictions. It is easy to see that an opti-
mal solution would involve using weighted edges to con-
nect each of the vertices of the DAG with the vertices on
the other layers and then finding the Minimum Edge-
Weighted Clique (MEWC) of size of N – the number of
sequences. The run-time would be exponential, as MEWC
is an NP-hard problem [58], although heuristic
approaches can be used to reduce the run-time in practice.
The second approach is based on a polynomial time
greedy bottom-up UPGMA-like algorithm. The idea is to
find the most 'similar' pair of sequences (i.e. the two
sequences that share the most similar common structure)
and then 'merge' the pair and reiterate the procedure. This
algorithm demands quadratic time in the number of
sequences, making it feasible. However, there are quite a
few pitfalls of the latter algorithm. The merging process of
two structures might favour a third structure that does not
resemble either of the original two. Moreover, the initial
pairs, although having the best score, might prove a poor
starting point leading to a weak overall solution.
RNAspa, unlike the latter algorithm, uses a different relax-
ation. The time complexity is reduced from exponential to
linear (in the number of sequences) by a heuristic that
imposes order on the list of sequences. As the order we
impose is arbitrary, and as each different order yields a dif-
ferent solution, the algorithm is not guaranteed to find the
optimal solution. However, we have demonstrated (Fig-
ure 5) that by sampling a relatively small number of arbi-
trary orders, an order close to the optimal can be found.
The process of finding the shortest path gives an equal
weight to each potential structure, yielding a solution that
is the best compromise for all. Of course, this advantage
comes with a price; each sequence (with its predicted
structures) is compared with only one other sequence. In
this context, it is important to note, that the comparison
process of sequences A to B and B to C, retains a great deal
of information on the relation between A to C. For two
edges between Ai to Bj and Bj to Ck we can be sure that an
edge between Ai and Ck will be less or equal in weight to
the two edges. Therefore, the weight of the shortest path is
a lower bound of the overall similarity. The process of
finding the shortest path indirectly harnesses these transi-
tive relations.
Why is the string ED sufficient for RNAspa? It is important
to remember that only similar structures are of interest.
We have shown in Figure 3 a correlation of 0.92 between
tree ED and string ED. We also showed in that figure that
the correlation between the results that had tree ED less
than or equ
al to ten, is even better: 0.97. We can explain this very high
correlation by suggesting that similar structures have, in
many cases, the same topology (i.e. the difference is only
in the lengths of the stems, loops, and gaps). In this case,
tree and string ED are highly correlated. When the topol-
ogy is different, in many cases, stems (which are usually
three bps or more in length) need to be relocated or cre-
ated; therefore, there are many letters/nodes that are
involved in the 'correction' procedure, thus the overall
similarity is poor, and usually not relevant.
RNAcast and RNAspa follow the same logic of investigat-
ing the space of suboptimal structures. RNAcast is
extremely fast and thus should be used in cases when
speed is important. On the other hand, RNAspa per-
formed a little better in our benchmarks. However, the
greater advantage of RNAspa over RNAcast is its ability to
address 'contaminated' data, i.e. situations in which not
all sequences share the common structure, as described in
Table 5. Note that this is not only a problem with an arti-
ficial experiment. Looking at Table 1, one can notice that
RNAcast failed several times to produce an output for sev-
eral datasets of the same family of ncRNA, probably due
to the fact that it did not find a common shape for all
sequences. Another advantage of RNAspa is its ability to
address longer sequences. Using SSU rRNA as an example,
we were able to run the program on sequences of length
1800 bps, where as RNAcast was not able, at least in its
current public version, to address such lengths.
Inspired by the power of abstraction of RNA structures
that was demonstrates by RNAcast, we suggest an applica-
tion that might help in finding unknown ncRNA families
hiding within a large set of ncRNA candidates [37,44].
Similar to RNAcast, many suboptimal abstract shapes are
can be generated for each sequence. Then, the abstract
shapes of all the sequences in the set can be sorted, clus-
tering together different sequences that share the same
abstract shape. Each set of sequences sharing the same
abstract shape is a potential ncRNA family. Initial results
produced by a prototype program that we developed con-
firmed the speed and feasibility of this direction.
An interesting application of algorithms like RNAcast and
RNAspa that are based on looking for common structures
in the pile of suboptimal structures might be in predicting
the secondary structure of riboswitches [59]. Those are a
class of ncRNA molecules that can adapt more than one
possible structure, usually upon interaction with different
ligands. As suggested in [58], a set of riboswitches can be
identified if it has two consistent suboptimal structures,
each for a different conformation of the riboswitch, that
are present for all (or most) of the sequences. RNAspa can
be modified to find such cases by looking for the two
shortest paths in the graph. We note however that this isBMC Bioinformatics 2007, 8:366 http://www.biomedcentral.com/1471-2105/8/366
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not trivial as the second best path is likely to be a variation
of the first path rather than a totally different path. One
possibility to address this problem is to eliminate from
the graph all the nodes that participate in the first path
and other similar nodes before looking for the second
path. Similar issues have been addressed when looking
into suboptimal sequence alignments [60].
Conclusion
We note that current RNA secondary structure prediction
algorithms are still far away from producing consistent
satisfactory predictions. However, within the set of cur-
rently available programs our approach is fast, simple and
on average performs better than other secondary structure
prediction methods. RNAspa relies heavily on the long-
standing work of the Vienna Package team, their knowl-
edge and available applications, and further extends its
performance. We intend to use our tool as a component
of a wider clustering algorithm to identify novel families
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Note added in proof
The FoldalignM program offers two versions, one is based
on Foldalign matrices and   the other on McCaskill matri-
ces. We unfortunately arbitrarily have chosen to use the
Foldalign based version. We later became aware by the
authors that the version  that uses the McCaskill matrices
runs much faster. Thus, the results presented here   reflect
only the performance of the slower version and not the
real performance of the   FoldalignM method.
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Sets of five sequences. Random non-overlapping sets of five sequences.




Sequences and structures. The eight families and the rRNA SSUs family 
with their Rfam annotated structure.




Contaminated sets. The dataset used from the supplementary data of: Jens 
Reeder and Robert Giegerich: Consensus Shapes: An Alternative to the 
Sankoff Algorithm for RNA Consensus Structure Prediction. Bioinformat-
ics 2005 21(17): 3516–3523. A contaminated version of each family 
was constructed by adding a randomly chosen sequence from a different 
family to each family. The first sequence of each set is the impostor.




Table 1 raw data. The predicted structures of RNAspa whose MCC scores 
is reported in Table 1. Each file contains a concatenation of the output 
RNAspa gave to all the group of ten sequences for each family.




Table 2 raw data. The predicted structures of RNAspa whose MCC scores 
is reported in Table 2. Each of the eight families was compared running 
both modes.




Table 4 raw data. The predicted structures of RNAspa whose MCC scores 
is reported in Table 4. The dataset used from the supplementary data of: 
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the Sankoff Algorithm for RNA Consensus Structure Prediction. Bioinfor-
matics 2005 21(17): 3516–3523.
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