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, (Discrete Event System)
. ,
, ) , perturbation analysis .
$\mathrm{M}\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{S}[1]$ , $\mathrm{S}\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{S}\mathrm{S}\mathrm{b}\mathrm{e}\mathrm{r}\mathrm{g}\mathrm{e}\mathrm{r}[2],$ $\mathrm{W}\mathrm{h}\mathrm{i}\mathrm{t}\mathrm{t}[3]$ ,








, , $\mathrm{F}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{J}\mathrm{o}\mathrm{i}\mathrm{n}$ , $-$
, .
2
, (generalized semi-Markov process) ,
. $[6],[7]$ .
$S$ :
$A$ : (event) ( ) , $A=\{\alpha_{1}, \ldots, \alpha_{M}\}$
$\mathcal{E}=\mathcal{E}(s)$ : $s$ , $A= \bigcup_{s}\mathcal{E}(s)$ .
$\phi(s, \alpha)$ : $s$ \alpha
$\omega_{\alpha}(n)$ : $\alpha$ $n$ clock. $\omega=\{(\omega_{\alpha_{1}}(n), \ldots,\omega_{\alpha_{M}}(n)), n=1,2, \ldots\}$
, , clock ,
, , 1 . GSMP deterministic GSMP
.
GSMP
1. $s_{0}$ , $n=0,$ $\tau_{0}=0,$ $n_{\alpha}i=0,$ $c_{0}(\alpha_{i})=0,$ $i\in A$ .
$0$ , $\alpha_{i}\in \mathcal{E}(s_{\mathit{0}})$ , \alpha ’ clock$c_{0}(\alpha_{i})$ $\omega_{\alpha},(1)$ , $n_{\alpha_{i}}=1$ .




, $\mathcal{E}(s_{n})$ . $\alpha_{n+1}^{*}$ . (
, .)
3. $\tau_{n+1}$ $s_{n+1}$ $\phi(s_{n}, \alpha_{n+}^{*})1$ . $\tau_{n+1}$ , clock $c_{n+1}(\alpha_{i})$
.
$\alpha_{i}\in \mathcal{E}(s_{n+1})/(\mathcal{E}(s_{n})/\{\alpha_{n+1}^{*}\})$ $\Rightarrow$ $c_{n+1}(\alpha_{i})=\omega_{\alpha_{i}}(n\alpha i+1),$ $n_{\alpha:}arrow n_{\alpha}.\cdot+1$
$\alpha_{i}\in \mathcal{E}(S_{n+1})\cap(\mathcal{E}(_{S_{n})}/\{\alpha_{n+1}^{*}\})$ $\Rightarrow$ $c_{n+1}(\alpha_{i})=c_{n}(\alpha_{i})-(\mathcal{T}n+1-\mathcal{T}n)$
$\alpha_{i}\not\in \mathcal{E}(_{S_{n+1}})$ $\Rightarrow$ $c_{n+1}(\alpha_{i})=0$
$narrow n+1,2$ .
$T_{\alpha_{i}}(n)$ \alpha ’ $n$ , $T_{\alpha:}=\{T_{\alpha_{i}}(n);n=1,2, \ldots\}$ , $T=(T_{\alpha_{1}}, \ldots, \tau_{\alpha})m$
. $n$ , $T_{\alpha_{i}}(n)=\infty$ . , ,
$P( \sup_{n>0}T_{\alpha}(in)=\infty)=1$
. 1 $\sum_{n=1\alpha_{i}}^{\infty}\omega(n)=\infty,.i=1,2,$ $\ldots$ , M .
$t$
$\alpha_{i}$ $D_{\alpha_{i}}(t)= \sup\{n\geq 0;\tau\alpha_{i}(n)\leq t\}$
.
, $D_{\alpha_{i}}=\{.D_{\alpha_{*}}.(t), t\geq 0\}$ ,
$D=(D_{\alpha_{1}\cdot\cdot\alpha_{M}},., D)$ . .
GSMP , -
(GSMS) , $\mathcal{G}=(S, A, \mathcal{E}, \phi)$ . , \mbox{\boldmath $\sigma$} $=\beta_{0}\beta 1\ldots\beta n$ ( ) string .
21
\beta 0 $\in \mathcal{E}(s_{\mathit{0}})$ $s_{1},$ $\ldots,$ $s_{k+1}$ , $\beta_{i}\in \mathcal{E}(s_{i}),$ $s_{i+1}=\emptyset(S_{i}, \beta_{i}),$ $i=$
$0,1,$ $\ldots,$ $k$ , $\sigma=\beta_{0\beta_{1}}\ldots$ \beta k so feasible . $\blacksquare$
string $\sigma\alpha$ $s$ feasible ,
$\emptyset(_{S,\sigma\alpha}):=\emptyset(\phi(s, \sigma),$ $\alpha)$ , $\phi$( $s$ , null) $:=s$
. string $\sigma$ , $[\sigma]_{i}$ $\alpha_{i}$ . $[\sigma]=\{[\sigma]_{1}, \ldots, [\sigma]_{M}\}$ $\sigma.\text{ }$
score .
, deterministic GSMS .
22
1) noninterruptive: $\alpha,\beta\in \mathcal{E}(s),$ $\alpha\neq\beta\Rightarrow\beta\in \mathcal{E}(\phi(s, \alpha))$ , $s\in S$ .
2) permutable: $\sigma_{1},$ $\sigma_{2}$ So feasible , .
$[\sigma_{1}]=[\sigma_{2}]\Rightarrow \mathcal{E}(\phi(s_{0,1}\sigma))=\mathcal{E}(\phi(_{S_{0}}, \sigma_{2}))$ .
179
3) strong permutable: $\sigma_{1},$ $\sigma_{2}$ so feasible , .
$[\sigma_{1}]=[\sigma_{2}]\Rightarrow\phi(s_{\mathit{0},1}\sigma)=\emptyset(S_{0}, \sigma 2)$ .
4) (M) (Monotonicity condition): $s$ \mbox{\boldmath $\sigma$}1, $\sigma_{2}$ feasible , $[\sigma_{1}]\leq[\sigma_{2}]$ ,
$\mathcal{E}(\phi(s, \sigma 1))-A_{\sigma_{1},\sigma_{2}}\subseteq \mathcal{E}(\phi(s, \sigma 2))$
. $A_{\sigma_{1},\sigma_{2}}=\{\alpha_{i}; [\sigma_{1}]_{i}<[\sigma_{2}]_{i}\}$ .
5) (C) (Commuting condition):
$\alpha,\beta\in \mathcal{E}(s)\Rightarrow\beta\in \mathcal{E}(\emptyset(s, \alpha)),$ $\alpha\in \mathcal{E}(\phi(s,\beta))$ , $\phi(s, \alpha\beta)=\phi(s,\beta\alpha)$ .
6) $(\mathrm{C}\mathrm{X})$ :Convexity condition: $\sigma_{1},$ $\sigma_{2}$ , \mbox{\boldmath $\sigma$}\mbox{\boldmath $\sigma$}3 feasible ,
$[\sigma_{3}]\geq[\sigma_{1}]\wedge[\sigma 2]\Rightarrow\{\mathcal{E}(\sigma_{1})\cap \mathcal{E}(\sigma 2)\}-A_{\sigma\sigma\sigma}1,2,3\subseteq \mathcal{E}(\sigma_{3})$
. $A_{\sigma_{1},\sigma_{2},\sigma_{3}}=\{\alpha_{i}; [\sigma_{3}]_{i}>[\sigma_{1}]_{i}\wedge[\sigma_{2}]i\}$ , $x \wedge y=(\min\{x_{1}, y1\},$ $\min\{x_{2}, y2\}$ ,
... , $\min\{x_{M}, yM\})$ $\blacksquare$
, .
21
i) $(\mathrm{M})\Leftrightarrow \mathrm{n}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{r}\mathrm{u}\mathrm{p}\mathrm{t}\mathrm{i}_{\mathrm{V}\mathrm{e}}$ and permutable,
ii) $(\mathrm{C})\Leftrightarrow \mathrm{n}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{r}\mathrm{u}\mathrm{p}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ and strong permutable,
iii) $(\mathrm{C}\mathrm{X})\Leftrightarrow \mathrm{n}\mathrm{o}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{r}\mathrm{u}_{\mathrm{P}}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ and { $[\sigma_{3}]\geq[\sigma_{1}]$ A $[\sigma_{2}]\Rightarrow\{\mathcal{E}(\sigma_{1})\cap \mathcal{E}(\sigma_{2})\}\subseteq \mathcal{E}(\sigma_{3})$}. $\blacksquare$
, GSMS G characteristic function .
2.3
string \mbox{\boldmath $\sigma$} \alpha $\in A$ ,
$\chi_{\alpha}(\sigma)=[\sigma]_{\alpha}+1\{\alpha\in \mathcal{E}(\sigma)\}$
. $\chi(\sigma)=\{\chi_{\alpha_{1}}(\sigma), ., . , \chi_{\alpha_{M}}(\sigma)\}$ , \mbox{\boldmath $\chi$} GSMS G characteristic function
. $\blacksquare$
, GSMSG permutable , $\chi$ $\chi_{\alpha}(x)=x_{\alpha}+1\{\alpha\in \mathcal{E}(x)\}$, $\chi(x)=\{\chi_{\alpha:}(x)\}$
.
22
i) GSMSG (M) \Leftrightarrow \mbox{\boldmath $\chi$}(x) $x$ , , feasible strings
$\sigma,$
$\sigma’$ , $x=[\sigma],$ $y=[\sigma’]$ , $x\leq y$ , $\chi(\sigma)\leq\chi(\sigma’)$ .
ii) GSMSG $(\mathrm{C}\mathrm{X})$ \Leftrightarrow \mbox{\boldmath $\chi$}(x) $x$ supermodular .
, $\chi(x)$ supermodular , feasible $x,$ $y,$ $x\wedge y,$ $X\vee y\in N$ ,
$\chi(x)+\chi(y)\leq x(X\wedge y)+\chi(Xy)$ (1)
180
. $\blacksquare$
$\mathcal{G}$ permutable , $N=$ { $x\in z_{+}^{m}$ : $x=[\sigma]$ for $\sigma:s_{0}$ feasible} G score space
. $x=[\sigma]$ , $\mathcal{E}(x)=\mathcal{E}(\emptyset(s, \sigma)),$ $N\alpha,n=\{x\in\lambda^{(} : X\alpha=n-1, \alpha\in \mathcal{E}(x)\}$ $\text{ }$ . $N_{\alpha,n}$
minimal elements $x^{j}(\alpha, n)(j=1,2, \ldots)$ . $x\in\lambda_{\alpha,n}r$
,
$x\geq x^{j}(\alpha, n)$ for some $j$ , $xi^{x^{j}}(\alpha, n)$ for all $j$
.
23
i) G (M) ,
$T_{\alpha}(n)= \omega_{\alpha}(n)+\min_{i}\max\{T\beta\in A\beta(X(j)\beta)\alpha, n\}$ ,
N $\max$ closed, $x,$ $y\in N\Rightarrow x\vee y\in N$ .
ii) , G $(\mathrm{C}\mathrm{X})$ , N $\min$ closed, $x,$ $y\in N\Rightarrow x\Lambda$ y\in N
. minimal element $-$
$T_{\alpha}(n)= \omega_{\alpha}(n)+\max\{T\beta(x_{\beta(}\beta\in A\alpha, n))\}$ .
. $\blacksquare$
24
$\omega_{\alpha}=\{\omega_{\alpha}(n), n=1,2, \ldots\}$ ,
. , GSMS $\mathcal{G}$ (M) ,
$\omega_{\alpha}(:n)\leq_{st}\omega_{\alpha:}’(n)$ for all $i,$ $n\Rightarrow T_{\alpha_{i}}(n)\leq_{st}\tau_{\alpha}’.\cdot(n)$ for all $i,$ $n$
. , $(\mathrm{C}\mathrm{X})$ ,
$\omega_{\alpha:}(n)\leq_{icx}\omega_{\alpha}’:(n)$ for all $i,$ $n\Rightarrow T_{\alpha_{i}}(n)\leq_{icx}\tau_{\alpha}’:(n)$ for all $i,$ $n$
. , $\leq_{st},$ $\leq_{icx}$ , ( ) , . $\blacksquare$
3 $\mathrm{F}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{J}\mathrm{o}\mathrm{i}\mathrm{n}$
, , $\mathrm{F}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{J}\mathrm{o}\mathrm{i}\mathrm{n}$
. , , .
3.1
M . $=1,2,$ $\ldots,$ $M$ )
$j\in U(i)$ $-$ , $\mathrm{b}\mathbb{I}$ , $k\in D(i)$ –
. , H $(\mathrm{a},\mathrm{b},\mathrm{c})$ ,
181
.
1. $k\in D(i)$ , ,
$i$ . , .
a) $i$ , $k$ $k$
$a_{ik}$ .
b) $k$ $k’\in D(k)$ , a) , $k$ ,
$k$ k’ $c_{ikk}$ ’ .
2. $j\in U(i)$ , $k\in D(i)$ , 1.
$i$ $b_{ik}$ , $i$
. , $b_{ik}=0$ , $k\in D(\mathrm{i})$ $i$
( , 1. $\mathrm{a}$), $\mathrm{b})$ )
.
$i$ ( ) , $0\in U(i)$ ,
, $M+1\in D(i)$ . $a,$ $b,$ $c$ ,
. $i=1,2,$ $\ldots,$ $M,$ $j\in U(i),$ $k\in D(i)$ ,
$a_{ji}\geq 1$ , $b_{ik}\geq 0$ , $a_{ji}+b_{ik}\geq$ $c_{jik}$ , $c_{jiM+}1=a_{ji}$ .
, $a_{0i}$ , Coik, $b_{i,M+1}$ , .
, $i_{t}\in D(i_{t-1})(t=1, \ldots, k),$ $i_{0}\in D(i_{k})$ ( $i0,$ il, $\ldots,$ $ik$ )
. $i$ , $j\in U(i)$
$m_{ji}(0\leq m_{ji}\leq a_{ji})$ . $i$ $n$
Si $(n)$ , $T_{i}(n)$ .
32
$s_{ik}$ , $i$ , k , $\alpha_{i}$ ,
$i$ . , .
3.1 $i$ ,
1) $s_{ji}>0$ for all $j\in U(i)/\{0\},$ $\mathrm{B})\supset$
2) $\sum$ $s_{i_{t},i_{t+1}}<u_{I}$ for all $I\in L(i)$
$(i_{t,t+1}i)\in I$
.
$L(i)=$ { $(i_{0},$ il, $\ldots,$ it); $i_{0}=i,$ $i_{1}\in D(i_{0}),$ $i_{2}\in D(i_{1}),$ $\ldots,$ $i_{t}\in D(i_{t-1}),$ $i_{t}\neq M+1,$ $t\geq 1$ }
, $I=(i_{0}, i_{1}, \ldots, it)\in L(i)$ ,
$u_{I}=b_{ii}0,1+ \sum_{j=1}^{t-1}Cij-1,ij,iJ+1+ai_{t-1},i_{t}$ ,
. , $L(i)$ $i$ . $\blacksquare$
, GSMS .
$S=\{(s_{1}, \ldots , s_{M});si=(s_{ik}; k\in D(i)/\{M+1\})\}$
182
$s_{0}=\{(m_{ij})\}$ $A=\{\alpha_{i}; i=1, \ldots, M\}:\alpha_{i}$ $i$




$=S- \sum_{\{j\in U\langle i)/0\}}eji+\in(i)/\sum_{kD\{M+1\}}e_{ik}$
,
, $e_{ij}$ ij 1 .
$x_{i}$ \alpha ’ , $s$ $x$ .
$s_{ik}=m_{ik}+x_{i}-X_{k}$ , $i=1,$ $\ldots,$ $M,$ . $k\in D(i)/\{.M+1\}$ .
, GSMS $\mathcal{G}=(S, A, \mathcal{E}, \phi)$ .
31
$\mathcal{G}$ $(\mathrm{C}\mathrm{X})$ .
Proof. (M) . (1) , 22 . $\blacksquare$
, .
32
$T_{i}(n)$ $=$ Si $(n)+ \max\{$ $T_{i}(n-1),$ $\max$ { $T_{i}$ (n–mji)},
$j\in u_{\mathrm{t})}n$
$k \in\overline{D}(i)\max\{T_{k}(n-\min(u\mathrm{t}i_{0},\ldots,it\mathrm{t}^{i_{0,\ldots,t}}i)\in L(i),it=k-)\sum_{\mathit{0}j=}^{t-1}mij^{i_{j}},+1))\}\}$
. , $\tilde{D}(i)$ , $L(i)\text{ }(i_{0}, i_{1}, \ldots, k)$ .
Proof. 23, 31 $\blacksquare$
33
, \mbox{\boldmath $\omega$} $=\{S_{i}(n);i=1, \ldots, M, n--1,2, \ldots\}\omega’--\{s_{i}’(n);i=$
$1,$
$\ldots,$
$M,$ $n=1,2,$ $\ldots\}$ , $j$ $n$ $T_{i}(n),T’i(n)$
. \mbox{\boldmath $\omega$},\mbox{\boldmath $\omega$}’ , $S_{i}(n).\leq_{icx}S_{i}’(n)$ , $T_{i}(n)\leq icx\tau’i(n)$ .
Proof. 2.4 . $\blacksquare$
3.3
, $m_{ij}^{T},$ $U^{T}(\mathrm{i}),$ $D^{r}(i)$
reversed system .
1) $i=1,2,$ $\ldots,$ $M$ ,
$U^{r}(i)=D(i)$ , $D^{r}(i)=U(i)$ , $m_{ij}^{r}=m_{ji}$ $j\in D^{r}(\mathrm{i})$
, $M+1\in D(i)$ $0\in U^{r}(i),$ $0\in U(i)$ $M+1\in D^{r}(i)$ .




2) , $\mathrm{a}$) $- \mathrm{d}$ ) . $i=1,$ $\ldots,$ $M,j\in U(i),$ $k\in D(i)$
,
a) $a_{ij}^{r}=bji$ , $b_{ki}^{r}=a_{ik}$ , $c_{k}^{r_{iij}}=Cik$ ,
b) $b$ , $b_{ik}=b,$ $a_{ji}+b=c_{jik},$ $a_{ij}^{r}=a_{ji},$ $b_{ki}^{r}=b,$ $c_{kij}^{r}=a_{ki}^{r}+b$ .
c) $b$ $d_{i}(i=1, \ldots, M)$ , $a_{ji}=c_{jik}=d_{i}$ for a $j,$ $k$ , $b_{ik}=b$ , $a_{ij}^{r}=$
$a_{ji}=d_{i},$ $b^{r}=kib,$ $c^{r}kij=a_{ki}^{r}=d_{k}$ .
d) $d_{i}(i=1, \ldots, M)$ , $a_{ji}=c_{jik}=b_{ik}=d_{i}$ for all $j$ , , $a_{ij}^{r}=d_{j},$ $b_{ki}^{r}=$
$d_{k},$ $c_{kij}^{r}=d_{i}$ . (a) )
, .




Proof. $(\mathrm{C}\mathrm{X})$ , 23 minimal element . $x_{\alpha_{j}}(\alpha_{i}, m)$
$=$ m’ $(j, m’)arrow(i, m)$ , $(i,j)$ $(i, 1)$
$(j, n)$ path $(i, 1)arrow\cdotsarrow(j, n)$ $\Pi$ , 23 ,
$\dot{\iota}=1,\ldots,M\in\Pi\max T_{i}(n)=\max_{\pi}\mathrm{t}^{i,)\pi}n\sum_{\in}s_{i}(n)$
. reversed system , $x_{\alpha:}^{r}(\alpha_{j}, m’)=m$ $(i, m)arrow r(j, m’)$
, $(i,j)$ $(i, 1)$ $(j, n)$ path $(i, 1)arrow r$
$...arrow r(j, n)$ $Pi^{r}$ ,
$\max_{\dot{\iota}=1,\ldots,M}Ti(rn)=\max_{\pi\in\Pi(i},\sum_{r}rr)n)\in\pi s_{i(}^{T}n$
. reversed system $(i, m)arrow r(j, m’)$ $(j, n+1-m^{J})arrow(i, n+1-m)$
1 1 , $\blacksquare$
, $i\in\{1, \ldots, M\},$ $j\in U(\mathrm{i}),$ $k\in D(i)$ ,
$a_{ji}+b_{ik}=Cjik$
. , $I=\{i_{0}, \ldots, it\}\in L(i_{0})$ , $I_{1}=\{i_{0}, \ldots, \mathrm{i}_{j}\},$ $I_{2}=$ { $i_{j},$ $\ldots$ , it}
, $u_{I}=u_{I_{1}}+u_{I_{2}}$ , 32
$T_{i}(n)=S_{i}(n)+ \max\{T_{i}(n-1),\max_{U}\{j\in(i)\tau_{j}(n - mji)\}$’ $k \in D()\max_{i}\{Tk(n-(u_{(i,k)}-m_{ik}))\}\}$





$i_{q}=D^{l}(jq)$ , $m^{l}j_{q}i_{q}u=ij_{q}q-mii_{q}q$ ’ $a_{(j_{qq})}^{l},i=a_{\langle i_{q},j_{q}}$) $b_{(j_{q},i_{q})}^{l}=b_{\mathrm{t}^{i_{q},j_{q}})}$
184
$i,$ $j\in U^{l}(i),$ $k\in D^{l}(i)$ $c_{jik}^{l}=a_{ji}+b_{ik}$ .
. , $U^{l}(i)=\phi,$ $D^{l}(i)=\phi$ ,




– Si $(n)$ , $i,$ $n$ , $T_{i}^{l}(n)=T_{i}(n)$ .
Proof. – . $\blacksquare$
4
41 $(\mathrm{a},\mathrm{b},\mathrm{k})$
. $U(i)=\{i-1\},$ $D(i)=\{i+1\}$ . , Chang and $\mathrm{Y}\mathrm{a}\mathrm{o}[13]$ ,
Glasserman and $\mathrm{Y}\mathrm{a}\mathrm{o}[5]$ $(a, b, k)$ – . $\text{ }\}^{arrow}.,$ $aii+1=C_{ii++2}1i=$
$k_{i+1}$ , $b_{ii+1}=0$ , $b_{ii+1}=1$ $b_{ii+1}$ =k,
( $i$ ki ) . ,
3.3 , 3.4 , . ,
35 .
4.2 $\mathrm{F}\mathrm{o}\mathrm{r}\mathrm{k}/\mathrm{J}\mathrm{o}\mathrm{i}\mathrm{n}$
$U(i)$ , $D(\mathrm{i})$ – , $b_{ji}=$
$0,$ $c_{jik}=a_{ji}$ . , Join ,
Fork , i
$\mathrm{F}\mathrm{o}\mathrm{r}\dot{\mathrm{k}}/$join . (Join $i$ , $i$
.) , 33 , 34, 35
. 34, 35 , $[16]-[18]$ (GSMP ) –
.
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