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(E) There exists a neighborhood B of matrix functions s (3) j and s (4) jk (β, t) − s (4) jk (β, t)|| P −→ 0, where
||S
⊗2 Z ij (t) exp{β T Z i (t)}, and S (4) jk (β, t) =
(F) For all β ∈ B, t ∈ [0, 1]:
j (β, t) = ∂ ∂β j s (2) (β, t) and s (4) jk (β, t) = ∂ 2 ∂β j ∂β k s (2) (β, t)
are continuous functions of β ∈ B, uniformly in t ∈ [0, 1], s
j and s (4) jk are bounded on B × [0, 1].
Next, we discuss the conditions. As is discussed by Andersen and Gill [1] 
which is an extended condition of Condition (4.2) of [1] .
As is the case in the usual Cox regression, the additional condition is fulfilled if the covariate process Z i (t) is bounded in an i.i.d. case. Although this boundedness is only slightly strong, several authors have assumed and discussed it (e.g., Theorem 4.2 of [1] , [2] , [3] , Section 8.4 of [4] , p. 503 of [5] ). The additional conditions allow one to use all of the failure and follow-up times in a data set [4] (Theorem 8. 4.3) . Note that in the case of i.i.d, s (0) , s (1) , s (2) , s ( 
3) j
and s (4) jk are defined by s (0) = E[S (0) (β, t)], s (1) = E[S (1) (β, t)],
j (β, t)] and s (4) jk = E[S (4) jk (β, t)], from the weak law of large numbers.
Lemma S1. b 1 ≈ p. and a first-order Taylor expansion of U * (β) = 0 aroundβ = β 0 gives
where I * (β) = −∂U * (β)/∂β T = I(β) − A(β), A(β) = {a jk (β)} 1≤j,k≤p , and
. 
From the fact E[f (D)] = E[tr{f (D)
j (β, t) =
j (β, t) = ∂s (1) (β, t) ∂β j , 
||W(β, t) − w(β, t)||
Thus,β P −→ β 0 and (S.4) imply that the first term on the right hand side of (S.3) converges in probability to zero. Again,β P −→ β 0 , the conditions (D), (F), and (S.4) imply that the second term on the right hand side of (S.3) converges in probability to zero. For the third term on the right-hand side of (S.3), by using the inequality of Lenglart, for any δ > 0 and η > 0, we have
where w jk (β 0 , t) is the (j, k)-th element of the matrix w(β 0 , t). The forth term on the right hand side of (S.3) converges in probability to zero by directly applying the conditions (A), (B) and (D). Thus, the left-hand side of this inequality tends to probability zero as n → ∞. By the above,
and of course
Therefore, We can now show that
Therefore, since n
−→ Σ(β 0 ) under the true model [3, 6] ,
Similarly,
as n → ∞, where
and
Here,
and e 1 , . . . , e 5 are substituted
converges to a constant by directly applying the conditions (B), (D), (E), and (F).
From (S.5) and (S.6), by applying the continuous mapping theorem, we obtain
as n → ∞. Therefore, b 1 can be approximate by p as n → ∞.
Proof. A second-order Taylor expansion of l(N, Y, Z; β 0 ) around β 0 =β gives
Therefore, since U * (β) = 0, and substituting (S.2) and (S.7) into b 3 , we can show
From the consistency ofβ
, (S.5), and (S.6), by applying the continuous mapping theorem, we obtain
as n → ∞. Therefore, b 3 can be also approximate by p as n → ∞. 
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Supplementary Supplementary Table S10: The selection probability of AICF (q = 0. Code 2: An R program for calculating AICF and BICF library ( survival ) library ( coxphf ) n <-50 h0 <-1 beta <-1 z <-rbinom (n , 1 , 0.5) time <-rexp ( n )/( h0 * exp ( z * beta )) event <-rbinom (n , 1 , 0.9) sim <-data . frame ( time , event , z ) est <-coxphf ( sim , formula = Surv ( time , event )~z ) abicf <-coxph ( sim , formula = Surv ( time , event )~z , init = est$coef , iter . max = 0) est extractAIC ( abicf ) -2*( abicf$loglik [ length ( abicf$loglik )] + sum (! is . na ( abicf$coefficients ))* log ( abicf$n ))
