The economic impact of wildlife-associated recreation in the Southeast United States was evaluated using a general equilibrium model. Exogenous demand shocks to the regional economy were based on estimates of expenditures by wildlife recreationists on hunting, fishing, and wildlife watching activities. Counterfactual simulations were carried out, making alternative assumptions about labor and capital mobility and their supply. Without wildlife-associated recreation expenditures, regional employment would have been smaller by up to 783 thousand jobs, and value added would have been $22 to $48 billion less. These findings underscore the significance of regional factor market conditions in economic impact and general equilibrium analysis.
Numerous studies using non-market valuation and input-output (I-O) modeling have quantified wildlife-associated recreation welfare and economic impacts, and the U.S. Wildlife and Fish Service (USFWS) has also been publishing related data on visitation and expenditures since 1955 to facilitate state and county officials in formulation of wildlife management strategies and resource allocation decisions. However, gaps still remain in our understanding of outcomes induced by wildlife-associated recreation activities. In particular, non-market valuation methods fail to account for implications of these activities for the rest of the economy (Loomis et al., 1989) . While traditional I-O and social accounting based multiplier analyses account for inter-sectoral linkages, they have restrictive assumptions (e.g., unlimited factor supplies, lack of relative prices influence on choices, linearity of behavioral relations), thus limiting their applicability.
To quantify the economic impact of wildlifeassociated recreation activities in the Southeast U.S. regional economy, we used a general equilibrium model.
1 Particular attention was paid to assumptions underlying factor mobility and factor supply as results are sensitive to them (Cassey, Holland, and Razack, in press; Giesecke, 2009; Hoffmann, Robinson, and Subramanian, 1996) . This study focused on the Southeast U.S. region for two important reasons. First, land in this part of the United States is largely privately owned; hunting lease markets are more developed, and many of the game species and wildlife viewing opportunities are unique to this region. These features likely induce different expenditure patterns and consequently different regional economic impacts. Second, for a variety of forestry issues (e.g., timber resources assessments, invasive species inventory), the Southeast United States is treated as a distinct management unit vis-à-vis the Northeast, Southwest, and Pacific Northwest. Given that wildlife and forest management are closely interlinked, it is appropriate that economic impacts associated with wildlife recreation expenditures are analyzed at this same geographic scale to provide a consistent perspective on the region's forestry and wildlife resource management.
Literature Review
Previous research on wildlife-associated recreation has used non-market valuation methods (Bockstael and McConnell, 1981; Keith, Fawson, and Chang, 1996) or I-O analysis (English and Bergstrom, 1994; Munn et al., 2010) . Both of these methods have limitations; non-market valuation methods do not take into account market interactions and feedbacks even though pricing outcomes in one market usually have effects in other markets, and these effects, in turn, create ripples throughout the economy, perhaps even affecting the price-quantity equilibrium in the original market (Vargas et al., 1999) . Although I-O analysis and its extensions such as social accounting matrix (SAM)-based I-O improve on non-market valuation methods as far as linkages are concerned, they assume unlimited resources thus ignoring the implications of economic expansion or contraction for changes in resource prices. By doing away with resource limitations, I-O analysis essentially ignores the opportunity cost of wildlife-associated recreational activities.
To better quantify the economic impacts of wildlife-associated recreation activities, it is necessary to use a general equilibrium model which allows for linkages between markets, interactions between industries, and implications of economic contraction or expansion for changes in resource prices . By accounting for inter-industry linkages and the implications of simulation shocks for resource prices, general equilibrium analysis enables quantification of the opportunity cost of wildlife-associated activities.
Applications of general equilibrium modeling aimed at analyzing economic impacts associated with wildlife recreation are limited. Lee (1993) was probably the first to use a 4-sector model to quantify economic impacts of resident and non-resident trout fishing on McCurtain County, Oklahoma. Distinguishing features of the study were treatment of a) fishing trips as non-market goods in contradistinction to other commodities, and b) non-resident fishing trips as exports of the study region. Otherwise, the model had standard features: it differentiated regionally produced goods from imported goods (the Armington assumption), assumed imperfect transformation between production for regional and export markets, and considered households to maximize utility and firms to maximize profits. Building on Lee (1993) , Budiyanti (1996) used a 16-sector model to analyze economic impacts associated with agricultural pollution and recreational quality taxes on the Oklahoma state economy. The study found the opportunity cost of controlling agricultural pollution in terms of lost production to be much larger than benefits associated with wildlife-associated recreation. Budiyanti (1996) argued that the costs could be relatively lower if other benefits (e.g., option and existence values) associated with wildlife recreation were also considered. Seung et al. (2000) estimated an 8-sector dynamic model to analyze the temporal effects of reallocating water from agriculture to recreational use in Churchill County, Nevada. This study also found that the increase in recreational output was not sufficient to offset the reduction in agricultural output due to water withdrawal. Collectively, these applications shared a few features: they identified only one source of commodity imports and one destination for commodity exports lumping the rest of the United States with rest of the world; all of them used IMPLAN data to construct social accounting matrices; and all relied on the set of elasticities reported in de Melo and Tarr (1992) to calibrate benchmark equilibrium.
Elements of the Regional General Equilibrium Model
The current study used a regional general equilibrium model developed by Stodick, Holland, and Devadoss (2004) . The model is an adaptation of the Lofgren et al. (2002) model and Rutherford's (1995) tools for building national economic models using IMPLAN social accounts. It distinguishes two sources of imports (Rest of the U.S. [RoUS] and Rest of the World [RoW]), two destinations for commodity exports (RoUS and RoW), and has more detail on inter-institutional transactions and the rest of the economy. Applications of the model have appeared in Cassey, Holland, and Razack (in press) and Devadoss et al. (2006) . Consistent with neoclassical economics, producers are assumed to maximize profit subject to production technology, whereas consumers are assumed to maximize utility subject to a budget constraint. The model ensures that product and factor markets balance and macroeconomic identities hold. Equilibrium prices for commodities and factors, and the exchange rate are endogenously determined to clear the product, factor, and foreign exchange markets.
2 The model is written in general algebraic modeling system language and solved using the PATH solver. Key aspects of the model are presented below.
Production and Trade
The model employs a Leontief-cum-Constant elasticity substitution (CES) production technology using intermediate and value added inputs in fixed proportions. Value added inputs are a function of capital and labor, aggregated according to CES production function, whereas intermediate inputs are a fixed proportion of output. The assumption of non-substitution between composite intermediate and primary factors is restrictive (Hertel and Tsigas, 1997) , and ideally more flexible production functions should be used. However, due to lack of information on elasticities of substitution, the standard practice is to assume that value added and intermediate inputs are used in fixed proportions.
The first order conditions for profit maximization yield specifications for factor demands with net value added price, factor prices, and output as arguments. A CES Armington aggregation function is used to capture imperfect substitution between domestic and imported goods. The first order conditions from the Armington composite generate specifications for domestic and import demand. A decrease in import prices relative to domestic prices induces 2 The term exchange rate in general equilibrium analysis refers to the price of non-traded commodities relative to traded commodities (de Melo and Robinson 1989) .
increased demand for imports and reduced demand for domestic goods. A constant elasticity of transformation (CET) function is used to model the transformation between commodities for sale in the domestic and export markets. The first order conditions from the CET transformation generate the specification for domestic and export supply functions. 3 An increase in export prices relative to domestic prices will induce an increase in exports and a decrease in domestic sales.
Price Block
The price block includes specifications for a complex system of prices: import prices (foreign import prices, domestic import prices), export prices (foreign export prices, domestic export prices), domestic demand price, composite demand price (PQ), composite supply price (PX), net value added price, and activity price. The U.S. prices for import goods are a function of the world price, the exchange rate, and any import tariffs. In an analogous manner, U.S. prices for export goods are a function of the world price, the exchange rate, and tariffs in foreign countries. The composite demand price is a weighted sum of the import price and domestic demand price, whereas the composite supply price is a weighted sum of domestic demand price and export price. The net value added price is PX adjusted downward for intermediate input costs. The activity price is a weighted sum of composite supply prices with yields of commodities per unit of production activity as weights.
Institutions
The institutions block concerns sources of final demand, specifically households, state and federal government, RoUS, and RoW. It specifies equations for various notions of income (e.g., factor income, gross household income, net household income), demand (e.g., household consumption demand, government demand, inventory demand), government revenue and expenditure, and indirect taxes. Factor income is the factor use level times its return. Gross household income is the sum of factor income, borrowing, and transfers from government, households, and the RoW. Net household income is gross income minus household transfers, savings, income tax, and transfers to the RoW. Consumer behavior is modeled using a Stone-Geary utility function which generates a linear expenditure demand system. Investment demand is equal to the investment adjustment factor times the initial level of investment. Government revenue is the sum of income taxes from households, investment income, and indirect tax receipts. Government expenditures include transfers to households, payments to foreigners, government spending, and subsidies. Indirect tax receipts are collected from production activities.
Economy-Wide Constraints
The system constraints block includes specifications for factor and commodity market equilibrium, savings-investment balance, price normalization, trade with RoUS, and RoW. In equilibrium, the sum of factor use in each sector equals total factor supply, and quantity supplied of a commodity equals quantity demanded for intermediate input use, household consumption, government consumption, and investment. The factor market allows for various options to maintain equilibrium between factor demand and factor supply. For the factor supply function, there are three possible closures. First, total supply of the factor is fixed and the price (wage) of the factor varies to close the model. This is essentially a vertical supply function. Second, the price (wage) of the factor is fixed and quantities of the factor shift between sectors to close the model. This is essentially a horizontal supply function. Third is an exponential supply function; this is the standard upward sloping supply. Variations of these where some sectors are closed using one method and other sectors are closed using another method are also possible.
The balance of payment equation equates the sum of export earnings, household transfers from foreigners, government transfers from foreigners, and capital inflow to import spending, factor income transfer to foreigners, and institutional transfer to foreigners. The balance of payments specification allows for options to keep foreign savings fixed and let exchange rates vary or the other way around. Savings include household, government, and foreign savings. Investment includes commodity, institutional, and foreign sectors' investments. In the savinginvestment closure, savings adjusts to investment. In the price normalization equation, the consumer price index (CPI) is equal to a weighted sum of composite commodity prices (PQ adjusted for indirect taxes) with weights based on the composition of commodity baskets consumed by households.
Methods and Data
The social accounting matrix (SAM) for the Southeast U.S. region for the year 2006 was developed according to the mapping scheme listed in Table 1. IMPLAN  4 sectors for food and lodging, transportation, retail trade, and manufacturing were of particular interest as they are directly impacted by the demand shock corresponding to the withdrawal of wildlifeassociated recreation expenditures, and hence treated as distinct sectors in this study. To simulate the economic impact of wildlife-associated recreation activities, Budiyanti (1996) and Seung et al. (2000) targeted these same sectors. To further distinguish the demand shock from typical tourism-based expenditures and other nonrecreation activities, a recreation equipment sector consisting of the production of equipment such as small arms, ammunition, travel trailers and campers, all terrain vehicles, boats, photographic services, and sporting goods was initially considered. However, the base year IMPLAN output estimate for this composite sector was smaller than the estimated expenditures on fishing, hunting, and wildlife watching equipment provided by the USFWS. This recreation equipment sector was, therefore, left as part of the manufacturing sector.
Of the set of parameters used to calibrate the model, the choice of trade elasticities is probably the most debated issue in regional general equilibrium analysis. The core issue is this: do regional trade patterns mimic national trade patterns? Berck et al. (1996) assumed so, arguing that a region's goods are more price sensitive than those of a nation because of fewer nonprice trade restrictions. In contrast, Bilgic et al. (2002) argue that since regions are more specialized in the production of domestic commodities, they are expected to be less sensitive to differences in prices of domestically produced products relative to regional imports. Providing a more complete perspective, Holland (2010) argues that regional models should be characterized by lower elasticities of substitution and higher elasticities of transformation than national models; else they would be in error regarding regional trading behavior. Elasticities of substitution are expected to be smaller because regions are characterized by less variety for a given regionally produced commodity than would characterize imports from the national economy; relatively large changes in regional commodity prices relative to imported commodities prices would, thus, result in little change in regional commodity imports. In contrast, elasticities of transformation are expected to be higher because there is less product differentiation for traded commodities at the regional level than at the national level. Regional firms should, thus, find it relatively easy to substitute between regional and national export markets. The Southeast U.S. region's unique characteristics (e.g., a predominance of private forestland ownership, different game species) with implications for wildlife-associated recreation expenditure patterns, suggested the use of elasticities of substitution consistent with arguments by Holland (2010) . Parameter estimates for factor substitution in production, substitution between domestic and imported goods, substitution between domestic and export markets, income, and Frisch flexibility were compiled from Holland and Razack (2006) and Hodges, Stevens, and Rahmani (2010) , whereas a list of the calibrated parameters is given in Stodick, Holland, and Devadoss (2004) . For the specific estimates of elasticities of substitution and transformation used in this study see Table 2 .
To quantify the impact of wildlife-associated recreation expenditures incurred by wildlife recreationists (hunters, anglers, and wildlifewatchers), expenditure profiles were obtained from the 2006 U.S. Fish and Wildlife Service survey. Broadly, these profiles fall in three categories: trip-related expenditures (e.g., food and lodging, transportation), equipment (e.g., boats, fishing rods, travel trailers, guns), and other expenditures (e.g., hunting license fees, hunting leases). According to the survey, recreationists spent a total of $22.9 billion on hunting, $42.0 billion on fishing, and $45.7 billion on wildlife watching activities in all U.S. states for a total of $110.6 billion. The corresponding figures for the 13 southeastern states were $8.7 billion on hunting, $16.2 billion on fishing, and $13.5 billion on wildlife watching activities for a total of $38 billion. Classified according to broad expense categories, these expenditures were distributed as follows: food and lodging -$5.6 billion, transportation -$4.3 billion, equipment -$19.1 billion, and miscellaneous expenses (e.g., land leasing, licenses, and expenses on magazines subscriptions) -$9.3 billion. While distinguishing between resident and non-resident expenditures was desirable so that non-resident expenditures could be treated as regional exports, it was only possible at the state level with this data. 5 Thus, for the Southeast United States, we computed wildlife recreation-associated expenditure as the sum of expenditures incurred by recreationists (resident and non-residents) in each of the 13 southeastern states.
General equilibrium modeling involves describing specific mechanisms for how an economy responds to a given exogenous shock under different closure rules, whereby the choice of particular closure rules is governed by the user's perceptions of the functioning of the macroeconomy (Robinson et al., 1999; Thurlow and Van Seventer, 2002) . As these models contain more variables than equations, some variables are set outside the model as exogenous while others are determined by the model (Dervis and de Melo, 1989) . This study, thus, assumed that: a) the CPI adjusts to maintain equilibrium between savings and investment; b) foreign savings adjust to maintain equilibrium with the RoW; and c) domestic savings adjust to maintain equilibrium with RoUS. In addition, the study assumed that the regional exporter faced a perfectly elastic export demand function (there are provisions in the code to relax this assumption if a given regional industry is a major source of world output), and the regional importer faced a perfectly elastic import supply function. The Southeast U.S. regional economy is too small relative to the U.S. and world economy to influence prices.
To conduct counterfactual simulations, three models were specified that differed as to whether capital was sector-specific (model 1), perfectly inelastic at the regional level (model 2), or elastic at the regional level (model 3). Each model was then used to simulate the economic impact of wildlife-associated recreation expenditures under the assumption of perfectly inelastic, elastic, and infinitely elastic labor supply. Giesecke (2009) argues that it is more plausible for a regional economy to source as much capital as required at exogenously determined real rates of return than to assume that it can source as much labor at an exogenously determined real regional wage due to location preferences of skilled workers. However, we could not explore the implications of an infinitely elastic capital closure as the current version of the Stodick, Holland, and Devadoss (2004) model does not have this option.
Given the above mentioned closure settings, the specific question addressed was: how would producer prices and output supply, factor use and earnings, and regional trade patterns respond if wildlife-associated recreation expenditures incurred by recreationists in 2006 on retail trade, equipment, food and lodging, and transportation according to the USFWS were withdrawn from the Southeast U.S. regional economy. In the Stodick, Holland, and Devadoss (2004) model, the demand shock can be implemented by shocking a category of exogenous demand (e.g., inventory or government demand). Comparative static analysis of the results involves tracing out the direct and indirect impacts, including changes in all prices. This study implemented the exogenous demand shock by reducing inventory demand by an amount equal to wildlife-associated recreation expenditures (Table 1 , column 4) times an inventory adjustment factor following Stodick, Holland, and Devadoss (2004) .
Simulation Results
The Southeast U.S. Regional Economy Sectoral contributions to overall production, consumption, and trade play important role in determining how the economy responds to exogenous shocks under a particular closure and exogenous parameter estimates (e.g., factor substitution elasticities, trade elasticities). Key data on sectoral contributions in the Southeast U.S. regional economy in benchmark equilibrium in 2006 are summarized in Table 3 . Accordingly, 5 Resident and non-resident expenditures are reported by state; however, non-residents in one state may be residents in other states in the region so in aggregating across states, it is impossible to maintain the distinction between resident and non-resident expenditures.
the Southeast regional U.S economy total gross output of goods and services (composite supply) was $8.7 trillion. Twenty-four percent ($2.06 trillion) of it was exported and the remainder consumed domestically. At the same time, the region imported $2.5 trillion of goods and services that accounted for 29% of its usage of commodities. Foreign exports accounted for 20% (Table 4 ) of the total regional exports, whereas foreign imports were 26% of the total regional imports. This suggested that the Southeast U.S. regional economy was more dependent on foreign markets than the U.S. economy in general.
Economy-Wide Response
Economy-wide impacts (measured relative to benchmark data) induced by withdrawal of wildlife-associated recreation expenditures are presented in Table 4 . Changes in CPI suggest a clear pattern: the percent decrease in the index becomes smaller as the capital supply constraint is relaxed (compare a particular simulation across model 1, 2, and 3). Moreover, for a given capital supply constraint, the percent decrease in the index gets smaller as the labor supply constraint is relaxed (compare simulation 1, 2, and 3 for a particular model). Thus, the percent decrease in CPI is greatest for model 1 (simulation 1) and smallest for model 3 (simulation 3), with results for the rest of the simulations falling in between. Across the three models and all simulations, the percent decrease in CPI ranges from 20.273 (model 3, simulation 3) to 20.719 (model 1, simulation 1).
The pattern of job losses is not so straightforward. Only when the labor supply constraint is relaxed do we observe a pattern of increased job losses (compare simulation 1, 2, and 3 for a given model). Relaxation of the capital supply constraint induces the greatest job losses under model 3 followed by model 1, with losses under model 2 falling in between (compare any simulation across model 1, 2, and 3). Across the three models and all simulations, job losses range from 0 (model 1, 2, 3 simulation 1) to 783,654 (model 3, simulation 3). Value added losses range from $22.8 billion (simulation 1 model 2) to $48.4 billion (simulation 3 model 3), and are greater under model 3 followed by model 2. For a given model, there is a clear indication that value added losses heighten as labor supply becomes more elastic (compare simulation 1, 2, and 3 for model 2). Results under simulation 1 for model 1 and model 3 depict a bit different picture where losses in value added are greater for model 1; the effects of capital supply constraint seem to dominate the effects of labor supply elasticity. Changes in labor and capital returns, and indirect business taxes exhibit essentially the same pattern as aggregate value added.
Decreases in imports (domestic and foreign) follow the same pattern as value added. They are greater under model 3 followed by model 1 and decrease gradually across simulations 1, 2, and 3. Regional exports (domestic and foreign) increase under simulation 1 and 2 across all models. This happens because regional prices fall relative to RoUS and RoW prices, making regional exports more competitive. Regional exports fall under simulation 3 across all models as labor supply becomes infinitely elastic.
Sectoral Responses
Considering the elaborate system of prices and quantities in regional general equilibrium model, it is important to highlight relations between the various prices (PQ, domestic demand prices, import prices) and quantities (composite quantities, domestic quantities, composite imports) before describing simulation results. Specifically, composite commodity prices change either because of changes in domestic demand prices or composite import prices or both. Changes in composite import prices in turn depend on changes in foreign import prices or domestic import prices where the latter are indexed to CPI. Likewise, composite supply prices change because of changes in domestic demand prices, composite export prices or both. Composite export prices in turn depend on foreign export prices or domestic export prices where the latter are indexed to CPI. As we make the assumption that the Southeast U.S. region is small and cannot influence world prices (RoW export demand and import supply are perfectly elastic), foreign import prices and foreign export prices are fixed by definition. Therefore, any changes in PQ and PX are due to changes in domestic demand prices, domestic import prices, domestic export prices, and the consumer price index. In an analogous manner, composite quantities (QQ) change because of changes in domestic quantities, composite imports, or both. Composite imports depend on changes in foreign imports or domestic imports. Composite supply changes because of changes in domestic quantities, composite exports, or both. Composite exports depend on changes in foreign exports or domestic exports.
Commodity prices and quantities. The exogenous demand shock represented by the withdrawal of wildlife-associated recreation expenditures induces changes in prices and quantities. Specifically, as excess commodity supply develops in the directly impacted sectors of retail trade, food and lodging, transportation, and manufacturing, respective commodity prices adjust downward. This downward adjustment in commodity prices suggests a common pattern across simulations and models (Table 5) : a) as labor supply becomes more elastic, the percent decrease in prices gets milder (compare simulation 1, 2, and 3 for a given model for the directly impacted sectors); b) as capital supply becomes more elastic, the percent decrease in prices gets less and less pronounced with the exception of manufacturing commodity prices, which decrease more under model 2 than model 3. In a similar manner as commodity prices adjust, commodity supply in all the directly impacted sectors decreases across all models and all simulations except manufacturing which decreases only under simulation 2 and 3. However, unlike commodity prices, the decrease in commodity supply gets more pronounced as labor supply gets more elastic (Table 6 ).
The withdrawal of wildlife-associated recreation spending leads to excess commodity supply in the indirectly impacted sectors (rest of the economy) as well (Table 5 ). However, while commodity prices decrease across all models and all simulations for each model, the tendency is more pronounced under model 2. Moreover, as the labor supply constraint relaxes, the decrease in commodity prices for agriculture, mining, and utilities gets more pronounced whereas the decrease in commodity prices corresponding to wholesale trade, services, and transportation services gets less and less pronounced. Commodity supply response in the indirectly impacted sectors exhibits a more complex pattern as all of them expand under simulation 1 across all models and contract under simulation 3 across all models. Supply response under simulation 2 (model 1 and model 2) is the most varied: there are some indirectly impacted sectors (e.g., agriculture, mining, and transportation services) that expand, whereas others (e.g., construction, utilities, wholesale trade, and services) contract (Table 6 ).
Labor and capital input demand. Changes in labor and capital use induced by the withdrawal of wildlife-associated recreation spending are presented in Table 7 . The specific assumptions about factor mobility and regional factor supply induce certain response patterns in how labor and capital use change in the directly, as well as indirectly, impacted sectors. Thus, across all models and all simulations for each model, the use of labor in all directly impacted sectors decreases (except manufacturing under simulation 1). Note, however, that for each model the percent decrease gets more pronounced as assumption about labor availability is relaxed (compare simulation 1, 2, 3 for any model), and the percent decrease is more severe under model 1 followed by model 3 (compare results for a particular simulation under model 1, 2, 3). The use of labor in manufacturing increases under simulation 1 across all models because the decrease in the demand for the products (QQ) of directly impacted sectors (including manufacturing) causes them to contract which results in excess labor supply. Given the equilibrating role played by wages in simulation 1 across all models, wages adjust downward to restore labor market equilibrium while at the same time making it economical for the indirectly impacted sectors to expand. This expansion induces an increase in the demand for labor and other inputs (including manufacturing goods used as intermediate inputs) in these sectors. Despite that spending on recreation equipment (a manufacturing sector good) accounts for 50% ($19 billion) of the total wildlife-associated recreation spending (Table 2) , it accounts only for 3.2% of the manufacturing sector commodity sales (QQ). Thus, the contraction caused by reduced recreation-related demand spending is more than offset by the demand for manufacturing goods in the indirectly expanding sectors.
The response pattern of capital use is given in the last three columns of Table 7 . Clearly the results are model-specific; there are no commonalities across models. Given the assumption of sector-specific capital under model 1, the percent change in capital use is zero by construction for all simulations. Under model 2 with capital fixed regionally but mobile between sectors, capital use by all the directly impacted sectors except manufacturing decreases. The decrease, however, gets less pronounced as labor supply constraint is relaxed (compare simulation 1, 2, and 3), and the assumed increase in supply of labor in simulation 2 and 3 makes it economical for sectors to shed capital at a lower rate than what happens under simulation 1. The mechanism underlying the unique pattern exhibited by capital use in manufacturing is the same as described above with regards to labor input response pattern. Capital use in all the indirectly impacted sectors increases except in utilities (compare simulation 1, 2, 3) and mining (simulation 1). The increased use of capital as more labor becomes available is suggestive of complementary relation between the two inputs for a certain range of productive operations in these sectors. Under model 3, with capital regionally variable, capital use decreases in all the directly impacted economic sectors except manufacturing that show increased use of capital under simulation 1. Capital use in the indirectly impacted sectors varies across sectors and simulations. For instance, capital use in utilities, wholesale trade, and services decreases in all simulations; its use in construction decreases in simulation 2 and 3, and its use in agriculture and transportation services decreases only under simulation 3.
Capital and labor earnings. Changes in labor and capital income induced by the exogenous demand shock involving withdrawal of wildlifeassociated recreation are presented in Table 8 . Across all models and simulation 1 and 2 for each model, these changes display a common pattern: labor and capital income decrease in the directly and indirectly impacted sectors. The changes are more pronounced under model 3 followed by model 1 and as the labor supply constraint is relaxed (compare simulation 1, 2, and 3 for a particular sector). Agriculture and construction are the only sectors where labor and capital income actually increase under simulation 1 across all models.
Discussion and Conclusions
Results based on general equilibrium models are predictable. The reasons these models are used do not include concerns as to what the results are going to be. Their use is rather motivated by our inability to keep track of multi-market interactions that occur following exogenous policy shocks and the urge to have an empirical sense of the pattern and size of responses. Thus, to get an idea about the impact of wildlife-associated recreation in the Southeast United States, this study used a general equilibrium model. Consistent with a priori expectations, the results varied depending on assumptions about factor mobility Table 7 . and factor supply; the physical impacts got larger whereas impacts on relative prices tended to be smaller as constraints about factor mobility and factor supply were relaxed. Simulation results suggested that without wildlife-associated recreation expenditures, regional employment would have been smaller by up to 783 thousand jobs, and value added would have been $22 to $48 billion less, depending on assumptions about factor supply and factor mobility across sectors and regional borders. These estimates of economic impacts (value added and employment) induced by the exogenous demand shock encompass corresponding estimates reported in Munn et al. (2010) . Using a SAM based analysis, Munn et al. (2010) estimated that wildlife-associated recreation expenditures of $38 billion (the same amount as considered in this study) generated 397 thousand jobs and $28 billion in value added, whereas the current study estimates range from 396 thousand to 783 thousand jobs and $22-48 billion in value added, depending on assumptions about regional factor supply and factor mobility across sectors and regional borders. While these estimates of economic impacts suggest that the Southeast U.S. regional economy is more sensitive to wildlife-associated activities than previously thought based on I-O analysis, important differences between the current and Munn et al. (2010) research needs to be noted. First, Munn et al. (2010) simulated the impact of wildlife-associated recreation activities in the Southeast United States by injecting $38 billion into the system whereas the current study withdrew the same amount. The comparison is, however, still valid keeping in view of the fact that SAM-based analysis is a linear model; withdrawals and injections of a given sum of exogenous expenditures induce the same impact except for sign. Second, Munn et al. (2010) used a disaggregated expenditure profile (as reported in the U.S. Fish and Wildlife Service (2007) survey) whereas the current study used a highly aggregated expenditure profile made necessary by the relative simplicity of the general equilibrium model employed, raising the possibility of aggregation bias.
Reasons underlying the size of response by regional economies to exogenous shocks have been of considerable interest in general equilibrium modeling studies. In general, the response depends on assumptions regarding factor (labor and capital) mobility and supply elasticities. The neoclassical model assumes that labor and capital supplies are fixed, the I-O model allows them to change, and the regional general equilibrium model can make either assumption. In regional models where labor and capital markets are likely to be fairly open and hence exhibit elastic supply, a positive exogenous shock will result in an increased stock of resources of primary factors in the counterfactual that can account for large increases in regional jobs and income. Assuming the region is relatively open, the endowment will change and give results different from the neoclassical model and possibly larger than the I-O model (Cassey, Holland, and Razack, in press ). On the other hand, a regional general equilibrium model that assumed capital and labor supplies were fixed by region would exhibit a smaller response than I-O models to the same shock because of the general equilibrium model's ability to account for re-allocation of resource flows across sectors (Zhou et al., 1997) .
Limitations and Implications for Research
Future research on wildlife-associated recreation may improve in the following respects. First, the assumption of sector-specific capital may be plausible only for certain sectors (e.g., agriculture, mining, construction). Likewise, the assumption of infinite labor supply may be true for certain categories of labor (e.g., unskilled labor). Therefore, future applications of general equilibrium modeling to wildlife-associated recreation activities would improve on this study by implementing factor market closures accordingly. Second, to minimize biases induced due to researchers arbitrarily bridging USFWS surveys expenditures to various IMPLAN industries, the U.S. Fish and Wildlife Service should include North American Industry Classification System sector codes along with specific goods and services purchased by wildlife recreationists. Third, to take advantage of general equilibrium models' ability to quantify welfare, the agency needs to collect expenditure information on anglers, hunters, and wildlife watchers by income category. Combined with information on labor occupational skills class, expenditures by income category would allow general equilibrium modelers to demonstrate how wildlifeassociated recreation activities impact different types of households in regional economies. Kilkenny and Otto (1994) emphasized that correctly portraying feedbacks and identifying which groups benefit and which lose is important to the political feasibility of solutions. Overall, economy-wide welfare measures are not helpful in this respect. Fourth, similar regional general equilibrium modeling applications in other U.S. regions are needed to gauge the significance of wildlife-associated recreation activities, and the role they play in rural development without adversely impacting ecosystem integrity. We expect that economic impacts associated with wildlife-related recreation activities in other regions are likely to be different to the extent they differ from the Southeast U.S. region in terms of the relative composition of wildlife-recreation associated expenditures, their ability to meet local demand for goods and services, structure of production, and constraints on factor mobility and factor supply.
