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Introduction.
The study of singularities of algebraic and analytic varieties is an old and still very at-
tractive field of research. It combines a wide range of ideas and techniques arising from
Algebra, Analysis, Geometry and Topology.
Amongst all singularities, those of plane curves are the most studied ones, and there is
a well-established theory for its analysis and classification, mostly due to Noether, Zariski
and Enriques.
In this work, we will follow the geometrical approach of Enriques’ infinitely near points,
developed and synthesized by Casas in its book ’Singularities of Plane Curves’ [3].
Polar germs are one of the main tools to analyze plane curve singularities, because
they carry very deep analytical information of the singularity. There have been lots of
efforts in the literature (for example, in works of Le, Teissier, Merle and Kuo-Lu) trying
to distinguish which of this information is in fact purely topological.
One of the main problems in this direction is recovering the cluster of singular points
of a curve from some invariant associated to the polar germs. Most of the approaches of
the last twenty years involve the use of a generic polar (works of Teissier [9, 10] and Merle
[8]), but this is not the right invariant to look at and the problem remained unsolved. As
far as the we are aware, the first positive answer in this direction has been given by Casas
in [3], Theorem 8.6.4, where it is shown that the cluster of base points of the generic polars
uniquely determines the singular points of the curve. It turns out that it is not enough
to consider the singular points of a generic polar, since it is also necessary to take into
account the non-singular points shared by all generic polars. It is a sort of local version of
the known fact in projective geometry that the proper singular points of plane projective
algebraic curves are exactly the proper base points of its polar curves.
The proof of Casas’ result works int two steps. The first one is to recover the polar
invariants (which are topological invariants of the singularity computable from the polar
germs), and the second one is a procedure involving a careful tracking of the Newton
polygon of the iterated strict transforms of a generic polar.
The aim of this work is to obtain an algorithm which explicitly recovers the cluster
of singular points from the cluster of base points of the polar germs. In particular, we
obtain an alternative proof of Theorem 8.6.4 in [3] using just the Enriques’ diagram of
the generic polar at the origin, avoiding the blowing-ups appearing in Casas’ method. To
do this, we reinterpret the problem in terms of the theory of planar analytic morphisms,
recently developed by Casas in [4].
This work achieves the goals of a Master’s Thesis. On the one hand, we have developed
skills to study plane curve singularities with a deep knowledge of polar germs and analytic
morphisms. On the other hand, most of the results in chapters 2 and 3 are either new or
refinements of previous ones in the literature.
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This memory is structured in three chapters. The first one is a survey of the theory
needed to understand the rest of the work, summarizing the definitions and results needed
to understand the next chapters. It is separated in three parts, devoted to infinitely
near points, polar germs of singular curves and germs of planar analytic morphisms,
respectively.
The second chapter contains all the technical results needed to obtain the algorithm,
and although they are motivated from this specific problem, they are interesting on their
own. It is also separated in three sections with very different contents. The first one
explains how the problem can be stated in terms of morphisms between surfaces, the
second one contains a detailed study of the invariants Iξ(p), and the last one relates the
values of the curve with the heights of the iterated trunks of a concrete morphism.
The third and last chapter is devoted to solve the problem, justifying the final al-
gorithm. The results of this chapter are developed in the two first sections, which are
summarized in the third one giving rise to the algorithm.
However, to obtain such an explicit algorithm has not been easy at all, and we needed
to work in detail with lots of specific examples, which have been included in an appendix
because we consider they are also of interest.
Finally, I would like to end this introduction with some acknowledgements to all the
people who have contributed somehow to the development of this Master Thesis.
First of all, I would specially like to mention my advisor, Maria Alberich-Carramin˜ana,
because this work would not have been possible without her constant advice, patience and
intuition. I would also like to thank Jesu´s Ferna´ndez for his help with Enriques’ diagrams,
Ignasi Ab´ıo for his (very useful) previous work and last week corrections, and Miguel A´ngel
Barja for being so permissive and giving me time when I have needed it.
Beyond the academic aspects, I would like to stress the support and help I have always
received from Cris, Mikel, Dani, the AETFM(E), my family and all my friends. Thank
you very much.
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Chapter 1
Preliminaries.
1.1 Infinitely near points.
In this section we introduce infinitely near points, which are the basic tool we will use in
the study of plane curve singularities. We start with its modern definition via blowing-
up, explaining also what it means for a curve to have certain multiplicity at such a point.
Then we define free and satellite points, and we introduce an associated binary relation
called proximity. The next topic in the section is the definition of equisingularity type
of a germ of curve, introducing a graphical tool to represent them: Enriques’ diagrams.
In the final part we deal with weighted clusters of infinitely near points, and, as especial
examples, we study the clusters of base points of pencils and linear systems of germs of
curves.
Almost all the results in this section have been extracted from [3], Chapters 3, 4 and
7, where the reader may find the proofs of the statements and more detailed explanations.
We assume the reader to be familiar with the notion of intersection multiplicity [ξ.ζ ]O
between two plane curves ξ, ζ at a point O. We will omit the point O if there is no possible
confusion. We will also assume the Halphen-Zeuthen formula:
Proposition 1.1.1. If s1, . . . , sk are the Puiseux series of the branches of ξ, and s
′
1, . . . , s
′
k′
are the Puiseux series of the branches of ζ, then
[ξ.ζ ] =
∑
16i6k
16j6k′
ox(si(x)− s
′
j(x)),
where ox(f(x)) denotes the vanishing order of the (probably fractional) power series f(x).
It will be sometimes useful to use the Halphen-Zeuthen formula under the next sim-
plified form.
Corollary 1.1.2. If s1, . . . , sk are the Puiseux series of the branches of ξ, and g(x, y) is
an equation for ζ, then
[ξ.ζ ] =
∑
16i6k
ox(g(x, si(x))).
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1.1.1 Blowing-up. Transforming germs of curves.
Let S be a smooth complex surface, and O ∈ S a fixed point. The blowing-up of S at O is
a smooth complex surface S¯ together with a (dominant, analytic) morphism π : S¯ −→ S
such that
• π induces an (analytic) isomorphism S¯ − π−1(O)
∼=
−→ S − {O}, and
• EO = π−1(O) is isomorphic to the projective line P1C.
The line EO is called the exceptional divisor of the blowing-up, and is naturally identified
with the tangent directions of S at O. We will denote EO just by E when no confusion
may arise with the point O which has been blown up.
The blowing-up S¯ may be constructed explicitly, proving thus its existence (see for
example [3], Chapter 3). Despite the construction seems to depend on the choice of some
local coordinates in a neighbourhood of O, it is actually intrinsic. In fact, if π′ : S¯ ′ −→ S
is another blowing-up, there exists a unique isomorphism ϕ : S¯ −→ S¯ ′ such that π′◦ϕ = π.
Moreover, ϕ induces a linear projectivity between the two exceptional divisors.
Let ξ be a curve on S. The pull-back ξ¯ = π∗(ξ) is called the total transform of ξ by
π. It may be written as ξ˜ + eO(ξ)E, where eO(ξ) is the multiplicity of ξ at O and ξ˜ is a
curve on S¯ not containing the exceptional divisor E, called the strict transform of ξ by π.
Moreover, ξ˜ is the closure of π−1(ξ − {O}) and intersects E at a finite number of
points. If the intersection ξ˜ ∩E is considered as a divisor on E ∼= P1C, it can be identified
with the tangent cone of ξ at O, and so we have
eO(ξ) =
∑
p∈E
[ξ˜.E]p
In particular, ep(ξ˜) ≤ eO(ξ) for any p ∈ E.
Note that if ξ is irreducible, then so is ξ˜, and that if ξ is smooth and contains O, then
ξ˜ is also smooth, isomorphic to ξ via (the restriction of) π, and intersects E transversally
at a single point (which corresponds to the tangent line to ξ at O).
Note that this notions may also be defined for ξ a germ of curve at O, and then ξ¯ and
ξ˜ are germs of curve in a neighbourhood of the exceptional divisor E. From now on, we
will make no difference between curves and germs of curve at O (obviously, if a curve ξ
does not contain O, it defines the empty germ at O).
1.1.2 Infinitely near points. Multiplicities and values.
The exceptional divisor EO of the blowing-up of O is called the first infinitesimal neigh-
bourhood of O, and its points are called points in the first (infinitesimal) neighbourhood
of O. Inductively, for any i > 1, we can define the points in the i-th neighbourhood of O
to be the points in the first neighbourhood of any point in the (i− 1)-th neighbourhood
of O. By convention, O is said to be in the zeroth infinitesimal neighbourhood of O. The
points in any of this neighbourhoods of O are called points infinitely near to O, and the
set of all of them is denoted by NO.
For any p, q ∈ NO, we write p 6 q (and read it p precedes q) if and only if q is infinitely
near p. This gives a partial order relation in NO. We also write p < q if p 6 q but p 6= q.
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By its own definition, a point p infinitely near to O is a point lying in a surface Sp,
which may be obtained by successively blowing-up the points preceding p. We denote by
πp : Sp −→ S the composition of these blowing-ups.
Now let ξ be a (germ of) curve and p ∈ NO any point infinitely near to O. We define
the total (resp. strict) transform of ξ at p, denoted ξ¯p (resp. ξ˜p), as the iterated total
(resp. strict) transform by the sequence of blowing-ups giving rise to the surface Sp where
p lies as an ordinary point. The total transform may also be defined as the pull-back
π∗p(ξ). Note that the strict transform of the empty germ (given by any equation invertible
at O) at any infinitely near point p is also empty.
We define ep(ξ), the multiplicity of ξ at p (or the multiplicity of p on ξ), as the
multiplicity ep(ξ˜p) of the strict transform at p. Taking the total transform ξ¯p instead
of the strict one, we may define vp(ξ) = ep(ξ¯p), the value of ξ at p. Note that both
multiplicities and values are a generalization of the multiplicity at O. Note also that since
they are defined via multiplicities at p, both of them are additive, that is, for any two
curves ξ and ζ it holds
ep(ξ + ζ) = ep(ξ) + ep(ζ) and vp(ξ + ζ) = vp(ξ) + vp(ζ).
We say that a point p ∈ NO lies on ξ if and only if ep(ξ) > 0. The set of infinitely
near points lying on ξ is denoted by NO(ξ). A point p ∈ NO(ξ) is said to be simple (resp.
multiple) on ξ if and only if ep(ξ) = 1 (resp. ep(ξ) > 1).
If ξ is irreducible, there is only one point on ξ in the first neighbourhood of any
p ∈ NO(ξ). Thus, the set NO(ξ) is totally ordered by 6, and the sequence of multiplicities
ep(ξ) is non-increasing. In particular, ξ is smooth at O if and only if ep(ξ) = 1 for any
p ∈ NO(ξ).
The first property of infinitely near points and multiplicities is that they may be used
to compute the intersection multiplicity of two germs of curve:
Theorem 1.1.3. (Noether’s Formula). Let ξ and ζ be two curves defined in a neighbour-
hood of O. The intersection multiplicity at O, [ξ.ζ ]O, is finite if and only if ξ and ζ share
finitely many points infinitely near to O, and in such a case
[ξ.ζ ]O =
∑
p∈NO(ξ)∩NO(ζ)
ep(ξ)ep(ζ)
1.1.3 Proximity. Free and satellite points.
In addition to the partial order 6, there is another relation between points infinitely near
to O, called proximity, which we describe now.
Let p, q ∈ NO. We say that q is proximate to p, denoted q → p, if and only if q
belongs (as an ordinary or infinitely near point) to the exceptional divisor Ep obtained
by blowing-up the point p. It may be equivalently defined that the points proximate to p
are those points in the first neighbourhood of p or in any of its strict transforms.
Note that the points proximate to p are all points in the first neighbourhood of p and
all points in the successive neighbourhoods of p which lie on one of the successive strict
transforms of Ep. Moreover, since the exceptional divisor Ep is irreducible (in fact, it is
smooth), in the first neighbourhood of any point proximate to p there is only one point
proximate to p. Finally, note that q → p implies q > p, but not conversely.
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Proximity enables us to state an important relation between the multiplicities of a
curve at the infinitely near points lying on it:
Theorem 1.1.4. (Proximity equalities) For any curve ξ and any point p ∈ NO(ξ), it
holds
ep(ξ) =
∑
q→p
eq(ξ).
Corollary 1.1.5. With the notation of the preceding theorem, we have
ep(ξ) >
∑
q∈Ep
eq(ξ).
In the case ξ = γ is an irreducible curve, 1.1.4 allows us to give a more precise
description of its sequence of multiplicities:
Theorem 1.1.6. Assume γ is an irreducible (germ of) curve, and let p, q be points on
γ, q in the first neighbourhood of p. Write n = ep(γ) and n
′ = eq(γ) and perform the
Euclidean division
n = hn′ + r, 0 6 r < n′.
Then the points q1, . . . , qh in the first, . . ., h-th neighbourhoods of q and proximate to p
belong to γ with multiplicities
eqi(γ) = n
′, i = 1, . . . , h− 1
eqh(γ) = r.
Moreover, no point proximate to p other than q, q1, . . . , qh belongs to γ.
Let π : Sn
πn−→ Sn−1
πn−1
−→ · · ·
π2−→ S1
π1−→ S0 = S be a finite composition of blowing-ups
(πi being the blowing-up of pi−1 ∈ Si−1. The exceptional divisor of π is defined as the
set-theoretical union F =
⋃n
i=1(πi ◦ · · · ◦ πn)
−1(pi−1) of the (total or strict) transforms
of the exceptional divisors of each πi. It is known that F is the union of finitely many
smooth curves (each isomorphic to P1
C
). Furthermore, any two of this curves either do not
intersect or intersect transversally at a single point, and no three of them have a common
point.
In particular, if p is any point infinitely near to O, we can consider πp : Sp −→ S the
composition of the blowing-ups of the points preceding p. The preceding considerations
imply that the point p belongs to either one or two components of the exceptional divisor
F = π−1p (O). In the former case we say p is a free point, and in the latter, p is a satellite
point. We also say that a satellite point p is satellite of the last free point q preceding
it, or that p is a q-satellite point. Sometimes it is useful to consider a free point p to be
satellite of itself.
It follows straightforward from the definitions that all points in the first neighbourhood
of O are free and that in the first neighbourhood of a free (resp. satellite) point there is
exactly one (resp. two) satellite points. Proximity equalities 1.1.4 imply that a satellite
point on a germ ξ must be proximate to some multiple point of ξ, and in particular there
are no satellite points lying on a smooth germ.
Proximity equalities are relations between the multiplicities of a curve ξ at the points
infinitely near to O. There are also some relations between the values vp(ξ), relating them
to the multiplicities:
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• If p is a free point, proximate to q, then
vp(ξ) = ep(ξ¯p) = ep(ξ˜p) + eq(ξ¯q) = ep(ξ) + vq(ξ). (1.1)
• If q is a satellite point, proximate to q1 and q2, then
vp(ξ) = ep(ξ¯p) = ep(ξ˜p) + eq1(ξ¯q1) + eq2(ξ¯q2) = ep(ξ) + vq1(ξ) + vq2(ξ). (1.2)
1.1.4 Equisingularity. Enriques Diagrams.
One of the main applications of blowing-ups is the embedded resolution of plane curve
singularities. That is, if ξ is a reduced curve contained in a surface S, there exists a
composition of a finite number of blowing-ups, π˜ : S˜ −→ S such that the strict transform
ξ˜ of ξ is a smooth curve on S˜. By blowing-up the points of intersection of the strict
transform ξ˜ with the exceptional divisor of π, it is possible to obtain another composition
of blowing-ups π¯ : S¯ −→ S such that the set-theoretical preimage π¯−1(ξ) has at most
double nodes as singularities. This is called a embedded resolution of singularities of ξ.
Such a resolution is called minimal if the number of blowing-ups is minimal.
The minimal embedded resolution of singularities is really easy to understand from
the viewpoint of infinitely near points. Let ξ be a germ of curve at O. A point p ∈ NO(ξ)
is called singular if and only if either
• p is multiple on ξ, or
• p is a satellite point, or
• p precedes a satellite point.
Equivalently, p is non-singular if and only if it is free and there is no satellite point q > p
on ξ.
Singular points may also be characterized as follows:
Lemma 1.1.7. Let p be an infinitely near point, and Ep the germ of the exceptional
divisor π−1p (O) at p ∈ Sp. The point p is a singular point of a germ ξ if and only if
[ξ˜p.Ep] > 1.
Let S(ξ) be the set of singular points of ξ. Let γ1, . . . , γs be the branches of ξ, and for
each i let pi be the first point on γi which is non-singular on ξ. Denote by S˜(ξ) the set
S(ξ)∪ {p1, . . . , ps}. This sets convey a lot of information about the singularity of ξ at O,
motivating the definition of equisingularity.
Two germs of curve ξ and ζ are equisingular if both are reduced and non-empty, and
there exists a bijection ϕ : S˜(ξ) −→ S˜(ζ) such that both ϕ and ϕ−1 preserve natural
ordering and proximity relations on infinitely near points. The bijection ϕ is called an
equisingularity (map) between ξ and ζ . It is clear that being equisingular is an equivalence
relation on the set of non-empty reduced germs of curve, and its corresponding classes
are called equisingularity classes or equisingularity types.
Equisingularity might also be defined in terms of S(ξ) and S(ζ), just by adding the
condition that ϕ preserves multiplicities of the maximal points of S(ζ), (note that prox-
imity equalities allows us to compute the multiplicities of ξ at every point p ∈ S˜(ξ).)
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Thus, the equisingularity class of ξ is determined either by the set S˜(ξ), or by the set
S(ξ) together with the multiplicities of ξ at the maximal singular points.
Equisingularity of a (germ of) curve ξ is closely related to the topology of the inclusion
ξ ⊆ S. Two reduced curves ξ and ζ through O are topologically equivalent (at O) if there
exist two neighbourhoods U, V ⊆ S of U and an homeomorphism h : U
∼=
−→ V restricting
to an homeomorphism U ∩ ξ
∼=
−→ V ∩ ζ . Despite the differences in the definitions of
equisingularity and topological equivalency, they are the same relation, i.e., two curves
are equisingular if and only if they are topologically equivalent.
The sets S(ξ) and S˜(ξ) are examples of a class of special subsets of NO: clusters.
A cluster of points infinitely near to O is a finite subset K ⊆ NO such that if p belongs
to K, so does any point q < p. O is called the origin of the cluster. The depth of K is
the maximum of the orders of the neighbourhoods of O which contain some point of K.
There are many ways of representing a cluster K. One of the possibilities is a tree
(graph without cycles), whose vertices are identified with the points of K, and there is
and edge between two vertices if and only if one of them lies in the first neighbourhood
of the other one. This tree is in fact a rooted tree, with root at the vertex corresponding
to the origin O.
However, this representation only encodes the natural order <, forgetting proximity.
This problem is solved by the Enriques diagram ofK (the reason for this name is that they
were first introduced by Enriques in [5]). It is also a tree like the one described before,
but the edges are drawn in two ways, curved or straight, according to the following rules:
• If q is free and proximate to p, then the edge joining p and q is a smooth curve
which if p 6= O has the same tangent at p as the edge ending at p.
• If points p and q (q in the first neighbourhood of p) have been represented, the
rest of the points proximate to p in the successive neighbourhoods of q (and the
corresponding edges) are represented on a straight half-line starting at q and or-
thogonal to the edge joining it with p. To avoid self-intersections in the diagram,
such half-lines are drawn alternatively to the right and to the left of the preceding
one.
In particular, the Enriques diagram of S˜(ξ) will be called the Enriques diagram of ξ,
and is a representation of the singularity of ξ at O.
1.1.5 Weighted clusters and virtual transforms.
A system of virtual multiplicities for a cluster K is a map ν : K −→ Z, i.e., an assignation
of an integer νp = ν(p) to each point p ∈ K. A weighted cluster is a pair K = (K, ν),
where K is a cluster and ν is a system of virtual multiplicities for it.
The points of a weighted cluster K = (K, ν) are by definition the points of K, and
we will sometimes write p ∈ K meaning that p ∈ K. If n is a positive integer, we denote
by nK the weighted cluster (K,nν) consisting of the same points as K, but whose virtual
multiplicities are multiplied by n.
A (germ of) curve ξ goes throughO with virtual multiplicity νO (or through the weighted
cluster (O, νO)) if eO(ξ) > νO. In this case, the virtual transform of ξ relative to the virtual
10
multiplicity νO is the curve
ξˇ = ξ¯ − νOE = ξ˜ + (eO(ξ)− νO)E
We may understand the virtual transform as a generalized strict transform, considering
O with multiplicity νO instead of eO(ξ).
We may extend this definition to any weighted cluster of positive depth as follows.
Let p1, . . . , ps be the points of K in the first neighbourhood of O, and let Ki be the cluster
with origin at pi that contains pi and all points infinitely near to it in K. The restriction
of ν to Ki is a system of virtual multiplicities νi on Ki, and gives rise to a weighted cluster
Ki = (Ki, νi).
Since the depth of the clusters Ki is strictly less than the depth of K, we can make
the following inductive definition. A curve ξ goes through K (or through K with virtual
multiplicities ν) if and only if
1. ξ goes through O with virtual multiplicity νO, and
2. the virtual transform of ξ relative to the virtual multiplicity νO goes through Ki for
i = 1, . . . , s.
In this case, we can define the virtual transform ξˇp at a point p ∈ K relative to the virtual
multiplicities ν as the iterated virtual transform at the points q 6 p.
A curve ξ goes through K with effective multiplicities equal to the virtual ones if and
only if ep(ξ) = νp for all points p ∈ K.
A curve ξ may go through K although ep(ξ) 6= νp, or even ep(ξ) < νp, for some p ∈ K.
In fact, it is possible that there is no germ going through K with effective multiplicities
equal to the virtual ones, it may happen because the multiplicities of a curve satisfy the
proximity equalities, while we have imposed no such conditions on the system of virtual
multiplicities. This motivates the next definition.
A cluster K = (K, ν) is consistent if and only if
νp >
∑
q→p
q∈K
νq
for every point p ∈ K. This definition solves the preceding problem, as the following
result asserts.
Theorem 1.1.8. If there is a curve going through K with effective multiplicities equal to
the virtual ones, then K is consistent. Conversely, if K is consistent and T is a finite set
of points infinitely near to O not in K, then there exists a curve going through K with
effective multiplicities equal to the virtual ones and missing all points in T .
In particular, it follows that the curves going through a consistent cluster K with
effective multiplicities equal to the virtual ones share no points other than those in K.
We study now some special curves going through a consistent cluster K.
We say that a curve ξ goes sharply through K if and only if it goes through K with
effective multiplicities equal to the virtual ones and has no singular points outside of K.
11
For each point p ∈ K we define the excess of K at p as
ρp = νp −
∑
q→p
q∈K
νq.
Note that K is consistent if and only if ρp > 0 for every p ∈ K. In such a case, the germs
going sharply through K have exactly ρp points in the first neighbourhood of p not in K,
and this points are non-singular. In fact, much more can be proved.
Proposition 1.1.9. If K = (K, ν) is a consistent cluster, the following claims hold.
1. All germs going sharply through K are reduced.
2. If ξ goes sharply through K, then, for each p ∈ K, ξ has just ρp branches through p
missing all points after p in K. Hence ξ has a total of
∑
p∈K ρp branches.
3. Any two curves going sharply through K are equisingular.
If K = (K, ν) is a consistent weighted cluster and p ∈ K, we will say that p is a
dicritical point of K if and only if p has positive excess.
We say that a consistent cluster K is irreducible if the curves going sharply through it
are irreducible as well. Equivalently, K is irreducible if its set of points is totally ordered
(we say that such a cluster is unibranched) and has excess zero at every point but the
maximal one, which has excess one.
We say that two (not necessarily weighted) clusters K,K ′ are similar if and only if
there is a bijective map ϕ : K −→ K ′ (called similarity) so that both ϕ and ϕ−1 preserve
ordering and proximity. In the weighted case, we demand that ϕ and ϕ−1 also preserve
virtual multiplicities. Clearly, excesses are also preserved by similarity, so germs going
sharply through similar consistent clusters are equisingular.
Let us introduce some notations which will be useful in the sequel.
If K = (K, ν) is a consistent cluster with origin at O, and ξ is a germ of curve at O,
we define the intersection multiplicity of K and ξ as
[K.ξ] = [ξ.K] =
∑
p∈K
νpep(ξ).
Clearly, [K.ξ] equals the intersection multiplicity of ξ with any germ going through K
with virtual multiplicities equal to the virtual ones and sharing no point with ξ outside
of K.
If K′ = (K ′, ν ′) is a second weighted cluster with origin at O, we define its intersection
[K.K′] =
∑
p∈K∩K ′
νpνp′.
In particular, we define the self-intersection of K as
K2 = [K.K] =
∑
p∈K
ν2p .
Obviously, K2 = [ξ.ζ ] for any couple of germs ξ, ζ going sharply through K and sharing
no points outside it.
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1.1.6 Base points of pencils and linear systems.
Let O = OS,O be the local ring of S at O, that is, the ring of germs of holomorphic
functions at O, and let M = MS,O be its maximal ideal, consisting of the functions
vanishing at the origin. Once a system of local coordinates (x, y) centered at O is fixed,
O is naturally isomorphic to C{x, y}, the ring of convergent power series in two variables,
and M = (x, y) is the ideal generated by the two coordinate functions.
A linear family of curves at O is a set L of curves whose equations are the non-zero
elements of a linear subspace F ⊆ O, i.e, a set of the form L = {ξ : f = 0 | f ∈ F −{0}}.
If u ∈ O is an invertible germ of function (that is, u(0) 6= 0), F and uF determine the
same linear family, so the linear family L does not determine the subspace F .
Examples:
• If the subspace F is an ideal I, the linear family is called a linear system. In this
case I is uniquely determined by L, since it is the minimal ideal containing all
the equations of each germ in L. Note that there is a well defined minimal linear
system containing a finite number of germs ξi : fi = 0, i = 1, . . . , r, namely, the
linear system determined by the ideal (f1, . . . , fr). It is called the linear system
generated by ξ1, . . . , ξr.
• The linear system defined by the whole ring OS,O is called the irrelevant system.
• A linear system of the form P = {ξλ : λ1f1 + λ2f2 = 0 | (λ1, λ2) ∈ C2 − {(0, 0)}},
where f1 = 0 and f2 = 0 are different non-empty germs, is called a pencil. It has
the structure of a projective line with projective coordinates [λ1 : λ2].
• A pencil L of smooth germs with variable tangent is called a pencil of lines. In
suitable coordinates (x, y), we may assume it is given by L = {λ1x− λ2y = 0}.
If g is the greatest common divisor of all elements in F , then we may write F = gF ′
where F ′ is a linear subspace and the greatest common divisor of its elements is 1. The
germ ζ : g = 0 is contained in every germ ξ ∈ L, and is called the fixed part of L. If g = 1
we say that L has no fixed part. The linear family L′ defined by F ′ is the variable part of
L, and has no fixed part.
If F = I is an ideal, so is F ′, and hence L and L′ are both linear systems. In this
case, the condition of having no fixed part is obviously equivalent to say that there is
no principal proper ideal containing I, that is, I = O is the whole ring (and so L is the
irrelevant system) or I is M-primary (that is, I contains a power Me of the maximal
ideal).
We list now some basic properties of pencils which will be useful later on.
Lemma 1.1.10. • If two germs in a pencil have the same multiplicity but different
tangent cones, then all germs in the pencil have the same multiplicity and no two
have the same tangent cone.
• If two different germs in a pencil either have the same tangent cone or different
multiplicities, then all germs in the pencil have the same multiplicity and the same
tangent cone, but for a single germ whose multiplicity is higher.
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• If P is a pencil without fixed part and γ is an irreducible germ, then there is a germ
ξ0 ∈ P such that [γ.ξ] = [γ.ξ′] < [γ.ξ0] for any ξ, ξ′ ∈ P, ξ, ξ′ 6= ξ0, i.e., all the
intersection multiplicities [ξ.γ] are equal but for a single germ ξ0, whose intersection
with γ is higher than those of the other germs in P.
• If P is any pencil, all intersection multiplicities [ξ.ζ ], ξ 6= ζ ∈ P, are equal.
We now focus on linear systems and their base points. Recall that there is a topology
on O, the Zariski topology, whose closed subsets are those of the form
{f =
∑
i,j>0
ai,jx
iyj |P (ai,j) = 0, ∀P ∈ A}.
Here an isomorphism O ∼= C{x, y} has been fixed, and A is a subset of the ring of
polynomials in the (infinitely many) variables Xi,j, i, j > 0. Thus, a Zariski-closed set is
the set of all convergent series whose coefficients satisfy some algebraic relations. Since
with this topology the ideals of O are irreducible subsets, it is possible to give a precise
meaning to the sentence “generic germ in a linear system L”: it means “germ in a non-
empty Zariski-open subset of the ideal I defining L”.
For the rest of this section, L will be a non-irrelevant linear system without fixed part
defined by the ideal I. These linear systems are called neat linear systems.
Lemma 1.1.11. Let ζ be a fixed germ at O, and let k = min{[ζ.ζ ′] | ζ ′ ∈ L}. Then the
set U of all elements g ∈ I for which ξ : g = 0 has [ζ.ξ] = k is a non-empty Zariski-open
subset of I.
Thus, the intersection multiplicity with a fixed germ ζ is an upper-semicontinuous
function on any ideal I.
In order to define the cluster of base points of L, we have to define some sort of virtual
transform of L at the origin, and then extend this definition inductively to the whole
infinitesimal neighbourhood NO. Let e = eO(L) = min{eO(ξ) | ξ ∈ L} be the multiplicity
of L at O. Thus, I is contained in Me, but not in Me+1. Clearly, if Ξ ⊆ L is a set of
germs generating L, then also eO(L) = min{eO(ξ) | ξ ∈ Ξ}.
If p is any point in the first neighbourhood of O, let Op = OSp,p be the local ring at
p in the surface Sp, and let ϕp : O −→ Op be the morphism of local rings induced by
the blowing-up of O. Let z ∈ Op be an equation at p for the exceptional divisor. The
ideal Ip ⊆ Op generated by z−eϕp(I) is clearly independent of the choice of z and defines
a linear system Lp at p. This system is by definition the transform of L with origin at
p. This definition is extended inductively to the points in successive neighbourhoods of
O. For any p ∈ NO the multiplicity ep(L) of L at p is by definition the multiplicity of its
transform Lp.
Now we have defined a system of virtual multiplicities ep(L) in the whole NO. But if
L is a linear system without fixed part, then for all but finitely many points p infinitely
near to O, the transform Lp is irrelevant. Thus there is only a finite set K ⊆ NO such
that ep(L) > 0 if and only if p ∈ K. Since any transform of an irrelevant system is again
irrelevant, K is a cluster. We denote by BP (L) the weighted cluster whose underlying set
of points is K, with virtual multiplicities ep(L). This cluster is the cluster of base points
of L.
14
This definition may be extended to arbitrary linear families L, just applying them to
the linear system L¯ generated by L, and in particular to pencils P. We define the cluster
of base points of any linear family, BP (L), as the cluster BP (L¯) of base points of the
liner system it defines.
The main properties of base points of pencils and linear systems without fixed part
are listed in the next theorems.
Theorem 1.1.12. If P is a pencil of germs at O without fixed part, then
1. All germs in P go through BP (P).
2. All but finitely many germs in P go sharply through BP (P).
3. No point besides the base ones lies on two different germs in P going sharply through
BP (P).
4. All but finitely many germs in P are reduced and have the same equisingularity type.
Theorem 1.1.13. Let L be a neat linear system of germs of curve at O, and T a finite
set of points infinitely near to O, no one a base point of L. All germs in L go through
BP (L). Generic germs in L go sharply through BP (L) and miss all points in T and, in
particular, they are reduced and have the same equisingularity type.
As immediate consequences, we see that all clusters of base points of pencils or neat
linear systems are consistent clusters. Also, a linear system L may be generated by a
finite set of germs going sharply through BP (L), any two of them sharing no point but
the base ones.
Remark 1.1.14. If K = BP (P) is the cluster of base points of a pencil P without fixed
part, then lemma 1.1.10 implies that its self-intersection is equal to K2 = [K.ζ ] = [ξ.ζ ] for
any ξ, ζ ∈ P, ξ 6= ζ.
1.2 Polar germs.
In this section we summarize the basic results about polar germs of curve. We start with
its definition and its most basic properties. Then we define the polar invariants, which
are topological invariants of the singularity which are related with its polar germs. We
close this section with a summary of the properties of the cluster of base points of the
jacobian system and its relation with the singular points of the curve.
1.2.1 Definition and first properties.
Let ξ : f = 0 be a non-empty germ of curve at O. Let g an analytic (germ of) function
such that the curve η : g = 0 is smooth (and non-empty) at O, that is, such that at least
one of the derivatives ∂g
∂x
, ∂g
∂y
does not vanish at O.
The g-polar (germ) of ξ relative to the equation f is the curve Pg(f) defined by the
jacobian determinant
Pg(f) :
∂(f, g)
∂(x, y)
=
∣∣∣∣∣ ∂f∂x ∂f∂y∂g
∂x
∂g
∂y
∣∣∣∣∣ = 0.
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A polar of ξ is just a Pg(f) for some g defining a smooth curve at O and some equation
f of ξ.
The definition of Pg(f) does not depend on the choice of coordinates, so it is always
possible to take x = g (since g defines a smooth germ) and then the equation of the
g-polar is just the derivative ∂f
∂y
.
If ξ is a multiple of the curve η, the polar germ is undefined because the jacobian
identically vanishes. Then, we will always assume that ξ contains some irreducible com-
ponent different from η. Furthermore, the case η being a component of ξ has little
interest. Suppose ξ = rη + ξ′ for some r > 0 (or f = grf ′ in terms of equations), then
Pg(f) = rη + Pg(f
′), i.e., the polar of ξ is composed by the same multiple of η and the
polar of ξ′. So we will in fact assume that η is not a component of the curve ξ.
In general, the polar Pg(f) depends on the equations f and g, and not only on the
germs ξ and η, but the properties of Pg(f) we are interested in are in fact independent of
the equations chosen, so we will adopt the notation Pg(ξ) when no confusion may arise.
The next proposition summarizes some basic properties of polar germs.
Proposition 1.2.1. Assume ξ is not a multiple of η and denote ζ = Pg(ξ). Then we
have:
1. [ζ.η] = [ξ.η]− 1.
2. eO(ζ) > eO(ξ) − 1 and the inequality is strict if and only if all branches of ξ are
tangent to η.
3. If no branch of ξ is tangent to η, then no branch of the polar ζ is tangent to η either.
We say that ζ is a transverse polar if and only if no branch of ξ is tangent to η.
Otherwise we say that ζ is a non-transverse polar.
We now look at the polar germs from the point of view of linear systems. Consider the
ideal J(ξ) =
(
f, ∂f
∂x
, ∂f
∂y
)
⊆ O, which is called the jacobian ideal of ξ, and is independent
of the choice of coordinates. It defines thus a linear system J (ξ), the jacobian system of
ξ. This system is generated by the equations of the polar germs of ξ, and in fact, every
h ∈ J(ξ) of the form
h = u1
∂f
∂x
+ u2
∂f
∂y
+ u3f
with either u1 or u2 invertible defines a polar of ξ.
It is clear from its definition and Proposition 1.2.1 that every germ ζ ∈ J (ξ) has
multiplicity eO(ζ) > eO(ξ) − 1, and that those for which the equality holds are polar
germs. Hence, there is a non-empty Zariski-open subset of J(ξ), namely J(ξ) −MeO(ξ),
whose elements define polar germs. Thus generic germs in J (ξ) can be assumed to be
polar germs, and are called generic polar germs of ξ.
1.2.2 Polar invariants.
We now introduce the polar invariants of a non-empty reduced (germ of) curve ξ and
derive some important results about polar germs. Although they hold true for any polar
germ, the statements are much simpler if we restrict ourselves to the case of transverse
polar germs. So we assume η : g = 0 to be non-tangent to any branch of ξ.
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We say that a point p ∈ NO(ξ) is a rupture point of ξ if either
1. p is a satellite point and there is at least one free point on ξ in its first neighbourhood,
or
2. p is either O or a free point and there are at least two free points on ξ in its first
neighbourhood.
We denote by R(ξ) the set of rupture points of ξ, and by Rp(ξ) the subset of rupture
points which are satellite of the free point p (note that if p is itself a rupture point, we
consider p ∈ Rp(ξ)).
Remark 1.2.2. Note that the maximal points of S(ξ) (with respect to the natural order
6) are rupture points. Moreover, if p ∈ N (ξ) is any free point lying on ξ and q is another
p-satellite point on ξ, then there exists some p-satellite rupture point which is infinitely
near to q.
For any point q ∈ NO, we denote by γq an irreducible germ through q whose point
in the first neighbourhood of q is free and does not belong to ξ. We may also add the
condition of such point to be non-singular on γq (or equivalently, eq(γ
q) = 1), but it is not
essential and in general we will not assume it. Note that in any case, the multiplicities of
γq at the points preceding q are determined by the multiplicity eq(γ
q) and the Proximity
equalities 1.1.4.
We define the rational number
I(q) = Iξ(q) =
[ξ.γq]
eO(γq)
which is independent of the choice of the curve γq. The polar invariants of ξ are the
quotients I(q), where q a rupture point of ξ.
This definition of the polar invariants (and in general, of the invariants I(q)) is the
classical one, but they may be defined without any reference to the curves γq. In fact,
since the points on γq infinitely near to q do not lie on ξ, they are irrelevant to compute
I(q) (by the Noether’s Formula 1.1.3) as long as the point in the first neighbourhood
of q is free. Thus, if K(q) denotes the irreducible cluster whose last point is q, we can
equivalently define
I(q) = Iξ(q) =
[ξ.K(q)]
νO(K(q))
.
The main result about (transverse) polar invariants is the next one.
Theorem 1.2.3. Let ζ = Pg(ξ) be a transverse polar of a non-empty reduced germ of
curve ξ, and let γ1, . . . , γl be the branches of ζ. Then{
[ξ.γi]
eO(γi)
}
i=1,...,l
= {I(q)}q∈R(ξ)
Furthermore, if p ∈ NO(ξ) is either O or any free point on ξ, the set of quotients
[ξ.γ]
eO(γ)
, for
γ a branch of ζ going through p and missing all free points after p on ξ is just {I(q)}q∈Rp(ξ).
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Note that the polar invariants can be computed from an Enriques diagram of ξ, so
they are equisingularity invariants, while the polar germs of ξ depend on the analytic
type of ξ. In fact, there are lots of examples (some of them appear in the last chapter)
of equisingular germs whose polar germs (even the generic ones) are non-equisingular. So
the polar germs of ξ carry very deep analytic information, and the point of the preceding
result is that some of this information is in fact purely topological.
1.2.3 Base points of polar germs.
We close this section about polar germs summarizing some properties of the jacobian sys-
tem J (ξ) of a non-empty singular reduced germ ξ and stating the most relevant property
for our purposes (Theorem 1.2.7): the base points of the jacobian system J (ξ) uniquely
determine the singular points of the curve ξ.
First of all, since ξ is reduced, J (ξ) has no fixed part, and we can apply Theorem
1.1.13 to obtain the next result.
Proposition 1.2.4. If ξ is a singular reduced germ of curve, its jacobian system is neat
and there is a non-empty Zariski-open subset of the jacobian ideal of ξ whose elements
define polar germs of ξ which are all reduced and have the same equisingularity type.
In fact, Theorem 1.1.13 also says that generic polars are equisingular and go sharply
through BP (J (ξ)), and in particular, they share all their singular points.
Recall that, by definition, J (ξ) is the linear system associated to J(ξ) =
(
f, ∂f
∂x
, ∂f
∂y
)
,
but this definition is not easy to handle. The next result really simplifies the use (and
the computation) of BP (J (ξ)):
Lemma 1.2.5. The cluster of base points of the jacobian system BP (J (ξ)) is equal to
the cluster of base points BP (∂f/∂x, ∂f/∂y) of the pencil spanned by the two partial
derivatives of any equation f of ξ.
We will also need the following result, characterizing the singular free points of ξ in
terms of the jacobian system J (ξ).
Lemma 1.2.6. A free point p is a singular point of a reduced singular germ of curve ξ if
and only if p lies on ξ and belongs to BP (J (ξ)).
Note that in particular, every free singular point of ξ is a base point of the jacobian
system.
Finally, we state the main result about polar germs, which is the core of this memory.
Theorem 1.2.7. Let ξ1 and ξ2 be germs of curve, both reduced and singular:
1. If BP (J (ξ1)) = BP (J (ξ2)), then S(ξ1) = S(ξ2).
2. If BP (J (ξ1)) and BP (J (ξ2)) are similar weighted clusters, then ξ1 and ξ2 are
equisingular.
Chapters 2 and 3 of this memory will be devoted to give a new proof of this result.
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1.3 Germs of morphisms between surfaces.
In this section we summarize some concepts and results about analytic morphisms be-
tween surfaces which are fundamental for our purposes. After some basic definitions, we
introduce the main tools in our analysis: the trunks of a morphism and its heights. Finally,
we give the results that will relate these invariants with the jacobian of the morphism.
All the concepts in this section were first introduced by Casas in [4], where the reader
is referred for more detailed explanations and the proofs of the results.
1.3.1 Basic definitions. Fundamental points.
Let S and T be two smooth complex surfaces, and ϕ : S −→ T an analytic morphism
between them. Our main interest is to study the local behaviour of ϕ, that is, its action
near a point O ∈ S and its image O′ = ϕ(O) ∈ T .
We now define how ϕ acts on germs of curves at O and O′. On the one hand, if
ζ : f = 0 is a germ of curve at O′, its inverse image is just the germ ϕ∗(ζ) given by the
equation ϕ∗(f) = f ◦ϕ = 0. On the other hand, we can define the direct image of a germ
at O as follows. If γ is an irreducible germ (at O) parameterized by σ, the composition
ϕ ◦ σ either is constant or defines an irreducible germ γ′ at O′. In the first case, we say
that γ is a contracted germ and that its direct image ϕ∗(γ) is just the point O
′. In the
other case, we take ϕ∗(γ) = dγ
′, where d is the degree of the map ϕ ◦ σ (we must take
into account folding phenomena). For any germ, not necessarily irreducible, we extend
this definition by linearity.
The next useful result follows directly from these definitions:
Proposition 1.3.1. (Projection formula.) Keeping notations as above, we have the equal-
ity
[ϕ∗(γ).ζ ]O′ = [γ.ϕ
∗(ζ)]O
in the sense that one side is finite if and only if the other side is, and in this case both
coincide.
The pull-back operation is in fact a morphism ϕ∗ : OT,O′ −→ OS,O. From now on,
we assume this morphism is a monomorphism, or equivalently, no analytic curve in a
neighbourhood of O′ contains the image of a neighbourhood of O. In this case, we say
that ϕ is dominant in a neighbourhood of O, meaning that the image of a neighbourhood
of O is dense in a neighbourhood of O′.
Since we are interested in the local properties of ϕ, we can fix systems of local coor-
dinates (x, y) and (u, v) centered at O and O′ respectively, and then identify the rings
of germs of analytic functions with rings of convergent power series: OS,O ∼= C{x, y}
and OT,O′ ∼= C{u, v}. With this identifications, given a function h ∈ OS,O we denote by
ĥ ∈ C[x, y] its initial form, and by o(h) = oO(h) = deg ĥ its order. Note that oO is the
MS,O-adic valuation in OS,O.
In this setting, the morphism ϕ is defined by two non-invertible convergent series
f, g ∈ C{x, y}, called the equations of ϕ, mapping the point (x, y) ∈ S to the point
(u, v) = (f(x, y), g(x, y)) ∈ T .
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Injectivity of ϕ∗ is equivalent to the functional independence of the equations f and
g. So if ϕ is dominant, the jacobian determinant
J(ϕ) =
∂(f, g)
∂(x, y)
is not identically zero. It defines thus a curve at O, the jacobian germ (or just jacobian)
of ϕ, which we denote by J = J(ϕ). This will be a key object in our study, since a polar
germ may be interpreted as the jacobian of a particular morphism. As in the case of the
polar germs, the jacobian germ of ϕ at O is independent of the choice of coordinates.
Consider now the pencil P of germs at O generated by the equations f and g, that
is, the family of germs P = {ξλ,µ : λf + µg = 0 | [λ : µ] ∈ P1C}. Clearly, P is the pencil
of inverse images of the pencil of lines L = {lλ,µ : λu + µv = 0 | [λ : µ] ∈ P1C} at O
′. By
lemma 1.1.10, all germs in P but at most one have the same multiplicity at O, which is
the minimum of o(f) and o(g). This multiplicity is called the multiplicity of ϕ at O, and
it is denoted by eO(ϕ) or simply e(ϕ). The case in which all the germs in P have the
same multiplicity e(ϕ) is the easiest one, and again by lemma 1.1.10, it occurs if and only
if the initial forms f̂ and ĝ have the same degree and are linearly independent. In this
case, ϕ is said to be dicritical. Otherwise, ϕ is non-dicritical, and all germs in P but one
have the same multiplicity and tangent cone, given by the initial form of minimal degree.
Let d = gcd(f, g) be the greatest common divisor of the local equations f, g in C{x, y}
(which is a unique factorization domain, by Corollary 1.8.6 of [3]). The pencil P has fixed
part Φ : d = 0 and variable part P ′ = {ξλ,µ : λ
f
d
+ µ g
d
= 0 | [λ : µ] ∈ P1
C
}. The germ Φ
(which might be empty) is called the contracted germ by ϕ (because it is contracted to
the point O′) and is contained in the jacobian germ J. If both f
d
and g
d
are non-invertible
(in particular, if Φ = ∅), the variable part P ′ is a pencil of germs at O without fixed
part. Then it makes sense to consider its (weighted) cluster of base points, which by
definition is the cluster of base points of ϕ, and is denoted by BP (ϕ). Otherwise, if f
d
or g
d
is invertible, P ′ is a family whose germs but one are empty, and we just take BP (ϕ) = ∅.
Now we can define ep(ϕ), the multiplicity of ϕ at any point p infinitely near to O, as
the sum of the multiplicity ep(Φ) of the contracted germ at p, and the virtual multiplicity
of p in BP (ϕ) (or zero if p 6∈ BP (φ)). This definition obviously extends the former one
of eO(ϕ), and for any p equal or infinitely near O, all but finitely many germs in P have
effective multiplicity ep(ϕ) at p. A point p will be called a fundamental point of ϕ if and
only if ep(ϕ) > 0, that is, if p either is a base point of ϕ or lies on the contracted germ Φ.
There is another possible generalization of the multiplicity e(ϕ) = eO(ϕ) to the points
infinitely near to O. For any p ∈ NO let πp : Sp −→ S be the composition of blowing-
ups giving rise to p as an ordinary point on the surface Sp, and consider the composite
morphism ϕp = ϕ ◦ πp : Sp −→ T (more precisely, the germ of this morphism at p ∈ Sp).
For p 6= O, these morphisms have always non-empty contracted germ Φp (since the germ
of the exceptional divisor at p is contracted to O by πp), and its base points BP (ϕp) are
exactly the base points of ϕ infinitely near to p with the same virtual multiplicities. The
multiplicity of ϕp at p is denoted by e(ϕp) = ep(ϕp), and also by np if the morphism ϕ is
clear by the context.
Note that the two possible generalizations of multiplicity at any point p infinitely near
to O, namely ep(ϕ) and e(ϕp), are somehow analogous to the definitions of multiplicity
and value of a curve ξ at p, respectively. In fact, ep(ϕ) and ep(ξ) only take into account ϕ
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or ξ, discarding the exceptional divisors at each blowing-up, while e(ϕp) and vp(ξ) both
accumulate the contribution of the exceptional divisors.
This analogy implies the following results, which are similar to the relations between
the multiplicities and the values of a germ of curve. Their proofs can be found in [4].
Proposition 1.3.2. If p is free, proximate to a single point p′, then
e(ϕp) = ep(ϕ) + e(ϕp′).
If p is satellite, proximate to p′ and p′′, then
e(ϕp) = ep(ϕ) + e(ϕp′) + e(ϕp′′).
Corollary 1.3.3. For all p ∈ NO, e(ϕp) > 0. If p lies in the first neighbourhood of p′,
then e(ϕp) > e(ϕp′) and equality holds if and only if p is free and non-fundamental.
1.3.2 Trunks.
We now define the trunks of a morphism φ and its heights, which are fundamental objects
in our study. We start with the definition of the main trunk of φ, and then extend this
definition to any point infinitely near to O.
Let L = {lα : α ∈ P1C} be a pencil of lines at O, and let γα = ϕ∗(lα) be its direct
images. Assume also that (u, v) is a system of coordinates at O′ such that ϕ is given by
(f, g) and n = eO(ϕ) = o(f) 6 o(g). In [4], section 4, it is shown that all but a finite
number of the germs γα may be parameterized as
(u, v) =
(
tn,
∑
i>n
ait
i
)
where the coefficients ai = ai(α) are rational functions on α. Note that γα might not be
irreducible: if n′ is the minimal common denominator of the i
n
such that ai 6= 0, γα is
n
n′
times the irreducible germ with Puiseux series v =
∑
i>n ait
i.
Now, since ϕ is dominant, at least one coefficient ai really depends on α (if it is not
the case, the germs γα would always be the same, and the pull-back of its equation would
be identically zero). Let m be the lowest index i for which ai is non-constant.
Since the coefficients of the Puiseux series of a germ determine the position of its free
points (see [3] Chapter 5), all these germs γα share all points depending on the coefficients
ai for i < m (both free and satellite) and no further point. Moreover, the multiplicities
of γα at this points are independent of α.
We define the (main) trunk T = T (ϕ) of ϕ to be the weighted cluster of all points
shared by all but finitely many of the γα, with virtual multiplicities ep(γα). It is indepen-
dent of the choice of the pencil of lines L. Note that n = eO(ϕ) is the virtual multiplicity
of O′ in T . By construction, T = rTred, where Tred is an irreducible cluster and r is the
multiplicity of the trunk. The top of T is its maximal point, and the height of T is the
integer m. The (finite) series
S(u, θ) =
∑
n6i<m
aiu
i
n + θu
m
n
is called the Puiseux series of T .
One of the most basic properties of the trunk is the next
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Theorem 1.3.4. If ζ is any germ of curve at O′, then
eO(ϕ
∗(ζ)) = [ζ.T ].
The trunk of a morphism is difficult to compute directly from the definition, because
it involves the computation of the direct image of a generic line. However, there is an
algorithm which computes it in an indirect way, obtaining a pencil Q of germs at O such
that BP (Q) = Tred.
We need to introduce some definitions and notations before presenting the algorithm.
We say that two homogeneous polynomials F,G ∈ C[x, y] (not necessarily of the same de-
gree) are homothetical if there exist positive integers d, d′ and a non-zero complex number
a ∈ C∗ such that F d = aGd
′
. Equivalently, F and G are homothetical if the divisors they
define in P1
C
are proportional (with rational coefficients). For any finite set of positive
integers n1, . . . , nk, we denote by 〈n1, . . . , nk〉 the semigroup {
∑k
i=1 aini | ai ∈ Z, ai > 0}
spanned by them.
With this conventions, the algorithm works as follows (recall that we are assuming
o(f) 6 o(g)):
1. Start by taking i = 0, j = 1, P0 = u, h0,1 = v.
2. Assume we have determined germs of function P0, . . . , Pi, hi,1, . . . , hi,j ∈ OT,O′
for i > 0, j > 1 such that the initial forms of the pull-backs ϕ̂∗(P0), . . . , ϕ̂∗(Pi),
ϕ̂∗(hi,1), . . . , ̂ϕ∗(hi,j−1) are all homothetical. Write mˇl = o(ϕ
∗(Pl)) for l = 0, . . . , i
and Γi = 〈mˇ0, . . . , mˇi〉. Then:
• If o(ϕ∗(hi,j)) ∈ Γi, then determine non negative integers c0, . . . , ci so that
o(ϕ∗(hi,j)) =
i∑
l=0
clmˇl
and take
Qi,j =
i∏
l=0
P cll .
– If ϕ̂∗(hi,j) is homothetical to ϕ̂∗(P0), then take
hi,j+1 = hi,j − aQi,j
where a ∈ C is chosen so that ϕ̂∗(hi,j) − aϕ̂∗(Qi,j) = 0, and increase j by
one.
– If, otherwise, the initial form ϕ̂∗(hi,j) is not homothetical to ϕ̂∗(P0), end
by taking Q = {α1hi,j + α2Qi,j = 0}.
• If o(ϕ∗(hi,j)) 6∈ Γi, take Pi+1 = hi,j , mˇi+1 = o(ϕ∗(Pi+1)),Γi+1 = 〈mˇ0, . . . , mˇi+1〉
and n′ = gcd(mˇ0, . . . , mˇi)/ gcd(mˇ0, . . . , mˇi+1). Determine non negative integers
c0, . . . , ci so that
n′o(ϕ∗(Pi+1)) =
i∑
l=0
clmˇl
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and take
Qi+1 =
i∏
l=0
P cll .
– If ̂ϕ∗(Pi+1) is homothetical to ϕ̂∗(P0), then take
hi+1,1 = P
n′
i+1 − aQi+1
where a ∈ C is chosen so that ̂ϕ∗(Pi+1)
n
− a ̂ϕ∗(Qi+1) = 0, increase i by
one and set j = 1.
– If, otherwise, the initial form ̂ϕ∗(Pi+1) is not homothetical to ϕ̂∗(P0), end
by taking Q = {α1P n
′
i+1 + α2Qi+1 = 0}.
This algorithm computes a pencil Q such that BP (Q) = Tred. In order to recover T ,
we only need to know the multiplicity r of T , which can be easily computed as the quotient
of eO(ϕ) and the multiplicity at O of a generic member of Q (which is the minimum of
the multiplicities of any two generators).
Remark 1.3.5. In fact, we can extract a little bit more information from this algorithm.
For each (i, j) we can consider the pencil
Qi,j =
{
{αhi,j + βQi,j = 0} if o(ϕ
∗(hi,j)) ∈ Γi,
{αP n
′
i+1 + βQi+1 = 0} if o(ϕ
∗(hi,j)) 6∈ Γi,
and in section 10 of [4] it is proved that the clusters Ki,j = BP (Qi,j) of base points of
these pencils are irreducible and consist of the points in T up to some qi,j ∈ T . Moreover,
the virtual multiplicities of Ki,j are proportional to those of T . Indeed, if we define the
integers ni = gcd(mˇ0, . . . , mˇi), the virtual multiplicities of Ki,j are νp/ni (resp. νp/ni+1)
if o(ϕ∗(hi,j)) ∈ Γi (resp. if o(ϕ∗(hi,j)) 6∈ Γi), where νp denotes the virtual multiplicity of
p ∈ Ki,j in T .
In this setting, the algorithm ends when qi,j is the top of T , and each step consists
precisely in choosing the germ of Qi,j which goes through more free points of T than
{hi,j = 0}. So at each step, the point qi,j is strictly greater than the previous one, and
thus the clusters Ki,j form some sort of increasing sequence of clusters whose last term is
Tred. But we can multiply each Ki,j by ni or ni+1 (depending on wether o(ϕ∗(hi,j)) ∈ Γi
or not) to obtain a sequence of clusters K˜i,j which are successive “truncations” of T up
to the point qi,j.
If now we define the height of any multiple of an irreducible cluster as it has been
done for the trunk of a morphism (i.e. as the exponent of the first term in a Puiseux
parameterization which depends on the element of the pencil), the heights of these clusters
K˜i,j form a sequence of strictly increasing integers ending at m, the height of T .
Similar to the case of the multiplicities, the definition of the main trunk of ϕ is extended
to any point p infinitely near toO by considering the morphism ϕp = ϕ◦πp. More precisely,
the trunk T (ϕp) of ϕp is called the p-trunk of ϕ, and is also denoted by Tp(ϕ) and by
Tp if there is no confusion with the morphism. The multiplicity and the height of Tp are
denoted by rp and mp, respectively.
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Note that the algorithm presented to compute the main trunk T may also be applied
to compute every trunk Tp, just considering the morphism ϕp instead of ϕ.
The corresponding generalization of theorem 1.3.4 is the next
Proposition 1.3.6. For any germ ξ at O′ and any p equal or infinitely near to O,
ep(ϕ
∗(ξ)) = [ξ.Tp(ϕ)]−
∑
p→p′
[ξ.Tp′(ϕ)].
Remark 1.3.7. Note that this proposition may be equivalently stated in terms of values
as vp(ϕ
∗(ξ)) = [ξ.Tp(ϕ)].
1.3.3 Multiplicities of the jacobian.
The last section of this chapter is devoted to explain the relation between the trunks and
the jacobian of a morphism, which (as we have already said a hundred of times) is the
key fact of our study. More precisely, for every point p ∈ NO, there is a simple formula
relating the multiplicity ep(J(ϕ)) of the jacobian germ at p with the multiplicities e(ϕq)
(for q equal or proximate to p) and with the heights of the trunks at the same points.
The explicit result is the next
Theorem 1.3.8. For any point p infinitely near O, we have
ep(J(ϕ)) =

m+ n− 2 if p = O,
mp + np −mp′ − np′ − 1 if p is free, proximate to p′,
mp + np −mp′ − np′ −mp′′ − np′′ if p is satellite, proximate to p′ and p′′.
Note that in this implies that the multiplicities of the jacobian germ J(ϕ) are uniquely
determined by the trunks of ϕ.
The main application of this theorem in this work is the next
Corollary 1.3.9. If p is a non-fundamental point of ϕ, mp = mp′ + ep(J(ϕ)) + 1 if p is
free, and mp = mp′ +mp′′ + ep(J(ϕ)) if p is satellite. In any case, mp > mp′.
The inequality mp > mp′ need not hold if p is a fundamental point. In fact, it is even
possible to get the reversed inequality mp < mp′ (see Example 14.5 in [4]).
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Chapter 2
The problem.
2.1 Translating the problem to a morphism.
Our aim is to give an explicit algorithm which computes the cluster S(ξ) of singular points
of a singular and reduced germ of curve ξ from the cluster of base points of the jacobian
system BP (J (ξ)). In particular, we shall obtain a new proof of Theorem 1.2.7. To achieve
this, we reinterpret the problem in terms of the theory of planar analytic morphisms as
follows.
Choose a system of local coordinates (x, y) in a neighborhood U of O, and take f to
be some equation for the germ ξ. Take also η : g = 0 to be a smooth germ at O such that
• ζ = Pg(f) :
∂(f,g)
∂(x,y)
= 0 is a generic transverse polar of ξ, and
• the point on η in the first neighbourhood of O is not in BP (J (ξ)).
Note that generic smooth germs through O satisfy the first condition, and the second one
exclude finitely many tangent directions at O, so the existence of such a η is guaranteed.
Note also that the first condition implies that η is not tangent to ξ.
We now observe that we can think of the polar ζ as the jacobian germ of the morphism
ϕ : U −→ C2 defined by the equations
(x, y) 7→ (u, v) = ϕ(x, y) = (f(x, y), g(x, y))
and this is the key consideration is which follows.
Let us first study the fundamental points of ϕ. First of all, since we are assuming ζ
to be a generic polar, we know that f and g share no factors, and so ϕ has no contracted
germ. Thus the only fundamental points of ϕ are its base points BP (ϕ). By definition,
BP (ϕ) is the cluster of base points of the pencil P = {ξλ : λ1f + λ2g = 0} (where
λ = [λ1 : λ2] ∈ P1C). Note that ξ0 = ξ and ξ∞ = η. We have eO(ξλ) = 1 for λ 6= 0, and
so νO(BP (ϕ)) = 1. Now, since the cluster of base points of a pencil is consistent, the
only possibility for BP (ϕ) is to be irreducible and to have only free points with virtual
multiplicity one. Moreover, by remark 1.1.14, the self-intersection of BP (ϕ) is
BP (ϕ)2 = [ξ.η] = eO(ξ)eO(η) = eO(ξ)
(since η is smooth and non-tangent to ξ) and this implies that BP (ϕ) has exactly eO(ξ)
points, which must lie on η again by 1.1.14.
We have thus proved the following
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Lemma 2.1.1. The fundamental points of ϕ are exactly the first eO(ξ) points in NO(η).
In particular, there are no fundamental points in BP (J (ξ)) but the origin O.
Now it is easy to compute the multiplicities np of the composite morphisms ϕp = ϕ◦πp
for every point p ∈ BP (J (ξ)). Indeed, if p = O we already know that nO = 1, and
otherwise p is non-fundamental, and applying the previous lemma and Proposition 1.3.2
we obtain
np =
∑
p→q
nq (2.1)
(note that ep(ϕ) = 0 because p is non-fundamental). Note that this formula works as long
as p is non-fundamental, not necessarily lying on BP (J (ξ)), and in particular for any q
satellite of some p ∈ BP (J (ξ)).
We will consider the trunks of ϕ. We are only interested in the heightsmp of the trunks
Tp for either p equal to O or non-fundamental, and in particular for the base points of
J (ξ) and their satellites. It is worth to notice that these quantities can be computed
using Corollary 1.3.9, and this will be enough for our purposes.
2.2 Behaviour of Iξ(p).
This section is the most technical part of the whole memory. It is devoted to prove some
results on the behaviour of the invariants Iξ(p) (already defined in section 1.2) when p
ranges over the set NO of points infinitely near to O.
First of all, let us recall their definition. Let p be any point infinitely near O, and let
γp be an irreducible curve going through p and whose point in the first neighbourhood of
p is free and does not belong to ξ. Then we define
Iξ(p) =
[ξ.γp]
eO(γp)
=
[ξ.K(p)]
νO(K(p))
,
where K(p) is the irreducible cluster whose last point is p (see section 1.2.2). Recall also
that this definition is independent of the choice of the branch γp.
Under the assumptions made on γp, the numerator [ξ.γp] is vp(ξ)ep(γ
p), the value vp(ξ)
of ξ at the point p multiplied by the multiplicity of γp at p. Indeed, if πp : Sp −→ S is the
composition of blowing-ups giving rise to p, then γp = πp∗(lp) for some irreducible curve
lp at p of multiplicity 3p(lp) = ep(γ
p) and non-tangent to ξ¯p. Then, by the projection
formula, we have
[ξ.γp] = [ξ.πp∗(lp)] = [π
∗
p(ξ).lp] = [ξ¯p.lp] = ep(ξ¯p)ep(lp) = vp(ξ)ep(γ
p).
As for the denominator eO(γ
p), it depends only on the point p and the multiplicity
ep(γ
p), and if we add the extra assumption that γp is non-tangent to the germ η introduced
in section 2.1 (note that this hypothesis is always satisfied if p is satellite of some base
point of J (ξ)), then we have eO(γ
p) = npep(γ
p). Indeed, under these assumptions we can
think of eO(γ
p) as the intersection multiplicity [γp.η], and using the projection formula as
above, we have
eO(γ
p) = vp(η)ep(γ
p).
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But the values vp(η) also satisfy the recursive formula (2.1) with the same initial value
nO = 1 = eO(η), and hence eO(γ
p) = npep(γ
p) as long as γp is not tangent to η.
Therefore, we have proved the following
Lemma 2.2.1. If p ∈ NO is any point infinitely near to O and such that γp is not tangent
to η, then
Iξ(p) =
vp(ξ)ep(γ
p)
npep(γp)
=
vp(ξ)
np
.
Now we introduce some notations and definitions which will be useful in the sequel.
Definition 2.2.2. If ξ is any germ of curve at O and p ∈ NO is any point infinitely near
to O, we define the normalized multiplicity e′p(ξ) of ξ at the point p as the quotient
e′p(ξ) =
ep(ξ)
eO(ξ)
.
If p 6= O lies in the first neighbourhood of q, we denote by bp(ξ) (resp. b′p(ξ)) the multi-
plicity (resp. normalized multiplicity) of ξ at q. That is
bp(ξ) = eq(ξ) and b
′
p(ξ) = e
′
p(ξ).
Remark 2.2.3. It follows immediately from the definition that 0 6 e′p(ξ) 6 1 and that
e′p(ξ) = 0 if and only if p does not lie on ξ. It is also obvious that ep(ξ) 6 bp(ξ) and
e′p(ξ) 6 b
′
p(ξ), with equality if and only if either q does not belong to ξ or p is the only
point on ξ proximate to q.
In the case p ∈ NO(ξ) is a free point, it is obvious (for example, by the Proximity
Equalities) that ep(ξ) = bp(ξ) (or equivalently e
′
p(ξ) = b
′
p(ξ)) if and only if the points
on ξ in the first neighbourhood of p are all free. The case ep(ξ) < bp(ξ) (the opposite
inequality is impossible) is not so straightforward, but if the curve ξ is irreducible, the
quotient ep(ξ)/bp(ξ) = e
′
p(ξ)/b
′
p(ξ) determine the structure of the set of p-satellite points
on ξ as follows.
Set r0 = bp(ξ) and r1 = ep(ξ), and perform Euclid’s algorithm as r0 = a1r1 + r2,
r1 = a2r2 + r3, . . . , rk−1 = akrk. Then, by iterated use of theorem 1.1.6, we obtain that
the set of p-satellite points on ξ consists of the points
p1,1 = p < . . . < p1,a1 < p2,1 < . . . < p2,a2 < . . . < pr,1 < . . . < pr,ar
where each point is in the first neighbourhood of the preceding one and has multiplicity
epi,j(ξ) = ri. We also know that pi,j+1 is proximate to pi,j and pi−1,ai−1 (where we set
a0 = 0 and p0,0 = q the point which p is proximate to) and that pi+1,1 is proximate to
pi,ai and pi−1,ai−1 . We will say that these points form the stair of satellite points of p on
C, and that the points pi,j lie on an odd (resp even) step of this stair if the index i is odd
(resp. even).
So the quotients ai determine the structure of the stair of satellite points of p on
ξ. These quotients may also be obtained as the coefficients of the continued fraction of
ep(ξ)/bp(ξ). More precisely, we have
ep(ξ)
bp(ξ)
=
e′p(ξ)
b′p(ξ)
= [0, a1, a2, . . . , an],
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where we use the notation
[a0, a1, . . . , an] = a0 +
1
a1 +
1
. . . +
1
an
for any set of integers a0 > 0 and a1, . . . , an > 0.
We also need to introduce a new ordering of all the points infinitely near to O, different
from the natural one defined above. Recall that for any point p ∈ NO we have defined γp to
be an irreducible germ going through p and having a free point in its first neighbourhood
(we have also required that this free point does not lie on ξ, but this condition makes no
sense in this context because we have fixed no germ ξ).
Definition 2.2.4. Let q1 6= q2 be two points infinitely near to O, satellite of the free points
p1 and p2 respectively. We say that q1 is smaller than q2 (or q2 is bigger than q1), and
denote it q1 ≺ q2 (or q2 ≻ q1) if p1 6 p2 (with the usual order) and e′p1(γ
q1) 6 e′p1(γ
q2).
Obviously, we denote by q1  q2 the situation in which q1 ≺ q2 or q1 = q2, and similarly
for q2  q1.
Note that this definition is independent of the choice of γq1 and γq2, since the normal-
ized multiplicities of γp in the points q 6 p are uniquely determined.
Remark 2.2.5. If p is any point infinitely near to O and q is a free point in its first
neighbourhood, then we can take γq as a γp, and it follows that p ≺ q. Moreover, if q′ is
any point infinitely near to q (not necessarily satellite of q), the same argument applies
to give p ≺ q′.
This definition is closely related to the theory of valuations. Indeed, each point q ∈ NO
determines a divisorial valuation νq of the local ring OS,O, given by
f 7→ νq(f) =
[γp.{f−1(0)}]
eO(γp)
=
[K(p).{f−1(0)}]
νO(K(p))
= I{f−1(0)}(p), (2.2)
where as always, γp is a curve going through p and whose point in the first neighbourhood
of p is free and does not belong to {f−1(0)}. These valuations are normalized in such a
way that the minimum value in the maximal ideal mS,O is 1. This normalization allows
divisorial valuations to take non-integral values, while in [3] they are normalized to have
always values in Z. In this setting, we have the following result, which may be found in
[1], Proposition 2.4.9.
Proposition 2.2.6. If νp and νq are the divisorial valuations associated to the points p
and q, then νp 6 νq
1 if and only if p  q.
As an immediate consequence, we obtain the following
Corollary 2.2.7. If p ≺ q are two points infinitely near to O and ξ is any germ of curve
at O, then
Iξ(p) 6 Iξ(q).
1Given two valuations ν1, ν2 of OS,O, we say that ν1 6 ν2 if ν1(f) 6 ν2(f) for all f ∈ OS,O.
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Proof. If we take into account the definitions of νp and νq by formula (2.2) and Proposition
2.2.6, we obtain
Iξ(p) = νp(f) 6 νq(f) = Iξ(q)
(where f is any equation for ξ), as claimed.
For further information, see [3] chapter 8, and also [1] chapter 2, [6] and [7] chapter 1.
It is also worth noting that this ordering coincides with the ordering of the exceptional
divisors of the dual graph of a composition of blowing-ups. More precisely, let π : S¯ −→ S
be the composition of blowing up all the points in some cluster containing q1 and q2, let
Γ be the dual graph of the exceptional locus (that is, a tree having one vertex Vp for each
exceptional component Ep of π
−1(O), and one edge Lp,q from Vp to Vq if the exceptional
components Ep and Eq intersect). Then q1 ≺ q2 if and only if the vertex Vq1 belongs to
the minimal path from VO to Vq2, and in particular it is closer to VO than Vq2 (where Γ is
equipped with the usual distance of a graph).
Furthermore, we can relate the approaches of the valuations and of the dual graphs,
just noting that in [7] chapter 6, it is proved that the dual graph of any resolution can be
embedded as a subtree of the valuative tree.
As a final remark, which is a consequence of all the previous considerations, note also
that if p is any free point proximate to p′, then every p-satellite point q satisfies p′ ≺ q ≺ p.
Before going deeper in the relation between the order ≺ and the invariants Iξ(p), it
will be useful to study the induced order in set of satellite points of a free point p. We
will need the following useful lemma about continued fractions.
Lemma 2.2.8. Let m,n be positive integers, and let a0, . . . , an, b0, . . . , bm be integers such
that a1, . . . , an−1, b1, . . . , bm−1 > 1 and an, bm > 2. Assume that ai = bi for all i < k 6 n,m
and that ak > bk. Then{
[a0, . . . , an] > [b0, . . . , bm] if k is even, and
[a0, . . . , an] < [b0, . . . , bm] if k is odd.
Proof. First of all, note that the assumption an, bm > 2 is imposed only to assure that
the expression of [a0, . . . , an] and [b0, . . . , bm] as continued fractions is unique (it is always
true that [a0, . . . , an, 1] = [a0, . . . , an + 1]).
Let us consider first the case k = 0. Under the assumptions on a1, . . . , an, b1, . . . bm,
the fractional parts
1
a1 +
1
. . . +
1
an
and
1
b1 +
1
. . . +
1
bm
of [a0, . . . , an] and [b0, . . . , bm] are strictly positive and less than 1, so
[a0, . . . , an] > a0 > b0 + 1 > [b0, . . . , bm] > b0
as claimed.
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Now suppose that k > 1 is even (so in fact k > 2). We have [a0, . . . , an] > [b0, . . . , bm]
if and only if
1
a1 +
1
. . . +
1
an
>
1
b1 +
1
.. . +
1
bm
which in turn is equivalent to
a1 +
1
a2 +
1
. . . +
1
an
< b1
1
b2 +
1
. . . +
1
bm
.
So we have proved that [a0, . . . , an] > [b0, . . . , bm] if and only if [a1, . . . , an] < [b1, . . . , bm],
and applying the same argument k times we obtain that
[a0, . . . , an] > [b0, . . . , bm]⇔ [ak, . . . , an] > [bk, . . . , bm],
and this holds by the case k = 0.
The case k odd is analogous.
Theorem 2.2.9. Let p ∈ NO be any free point different from O, proximate to p
′. Then:
1. The satellite point q in the first neighbourhood of p satisfies p′ ≺ q ≺ p.
2. If q 6= p is a p-satellite point, the two satellite points q1, q2 in its first neighbourhood
may be ordered as p′ ≺ q1 ≺ q ≺ q2 ≺ p. We will call q1 (resp. q2) the first (resp.
second) satellite of q. Moreover, every p-satellite point q′ infinitely near to q1 (resp.
q2) satisfies q
′ ≺ q (resp. q′ ≻ q).
Proof. 1. In this case, the stair of p-satellite points on γq consists just on the points p
and q, so we have
e′p(γ
q)
b′p(γ
q)
= [0, 2] =
1
2
< 1 =
e′p(γ
p)
b′p(γ
p)
.
Since b′p(γ
p) = b′p(γ
q) =
(
1
eO(γp
′ )
> 0
)
, we obtain that e′p(γ
q) < e′p(γ
p), and so q ≺ p.
The inequality p′ ≺ q follows from Remark 2.2.5.
2. Let γq be defined as usual, and write ep(γ
q)
bp(γq)
= [0, a1, . . . , an] as a continued fraction
with an > 2. So, the stair of p-satellite points on γ
q is given by n steps of lengths
a1, . . . , an.
Now let q′ be one of the two satellite points in the first neighbourhood of q. Depend-
ing on the choice of q′, the stair of p-satellite points of γp
′
may have n or n+1 steps,
and the corresponding values of ep(γ
q′ )
bp(γq
′ )
are [0, a1, . . . , an+1] and [0, a1, . . . , an−1, 2].
Now using Lemma 2.2.8, one of this values is strictly smaller than [0, a1, . . . , an] and
the other one is greater (depending on the parity of n). Therefore, we have proved
that we may order the two satellite points q1, q2 in the first neighbourhood of q as
q1 ≺ q ≺ q2.
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By Remark 2.2.5, we also have p′ ≺ q1, and q2 ≺ p follows from
e′p(γ
q2)
b′p(γ
q2)
6 1 =
e′p(γ
p)
b′p(γ
p)
(since p is free).
Now assume q′ is a p-satellite point infinitely near to q1, and suppose, to fix ideas,
that n is even. Thus q1 is the point such that
ep(γ
q1)
bp(γq1)
= [0, a1, . . . , an − 1, 2]
and we may write
ep(γ
q′)
bp(γq
′)
= [0, a1, . . . , an − 1, bn+1, . . . , bm]
for suitable integers bn+1, . . . , bm−1 > 1, bm > 2. Now Lemma 2.2.8 implies that
q′ ≺ q.
The rest of the cases are analogous.
Remark 2.2.10. For the sake of simplicity, the satellite point q in the first neighbourhood
of a free point p will also be called the first satellite of p.
It will also be useful to study how a satellite point is ordered with respect to the two
points which it is proximate to.
Proposition 2.2.11. Let p be a satellite point, proximate to q and q′, and assume q ≺ q′.
Then
q ≺ p ≺ q′.
Proof. Let p′ be the free point of which p is satellite and write
ep′ (γ
p)
bp′ (γ
p)
= [0, a1, . . . , an] with
an > 2. Suppose to fix ideas that n is even. Then we have
ep′(γ
q)
bp′(γq)
= [0, a1, . . . , an − 1] and
ep′(γ
q′)
bp′(γq
′)
= [0, a1, . . . , an−1]
(to apply Lemma 2.2.8 it might be necessary to normalize the fractions in order to assure
that the last integer is greater or equal than 2, but the claim is true in any case). And
again by Lemma 2.2.8 we have
[0, a1, . . . , an − 1] < [0, a1, . . . , an] < [0, a1, . . . , an−1]
which gives q ≺ p ≺ q′ as wanted.
We introduce now the last definition of the section, which will make much easier the
statements of the main results in this section.
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Definition 2.2.12. Let γ be any irreducible germ, let q be a p-satellite point for some
p ∈ NO(γ), and let q′ be the last p-satellite point on γ. We say that q is smaller than γ
(or that γ is bigger than q) if q ≺ q′, and it will be denoted simply as q ≺ γ or γ ≻ q.
On the contrary, q is said to be bigger than γ (or γ is smaller than q) if q′ ≺ q, and the
obvious notation is q ≻ γ or γ ≺ q.
Remark 2.2.13. Every time we write q ≺ γ (or say “q is smaller than γ”), we will
implicitly assume that γ goes through the free point q is satellite of.
If, as usual, we denote by γq some irreducible germ going through q and having a free
point in the first neighbourhood of q which does not lie on γ, then q  γ if and only if
e′p(γ
q) 6 e′p(γ).
As well as the order ≺ between infinitely near points, this order between points and
branches is also closely related to the theory of valuations as follows. Every irreducible
curve γ defines a valuation (a curve valuation) νγ : OS,O −→ Q ∪ {∞} given by
f 7→ νγ(f) =
[γ.{f−1(0)}]
eO(γ)
,
and for any point q infinitely near to O, the relation q ≺ γ is equivalent to νq 6 νγ (this
assertion also follows from Proposition 2.2.6). However, it is no longer true that q ≻ γ
if and only if νq > νγ. In fact, curve valuations are maximal in the set of normalized
valuations, so they can never be smaller than a divisorial valuation (see [6] or [7]).
Example: In figure 2.1 we have represented the Enriques’ diagram of a curve with
branches γ1 : y = 0, γ2 : y
4 − x7 = 0, γ3 : y5 − x8 = 0 and γ4 : y7 − x9 = 0.
γ1
γ2
γ3
γ4
O
p1
p2p3
p4
p5
p6
p7p8
Figure 2.1: Comparison of points and branches.
The points p1, . . . , p8 have been numbered in such a way that p1 ≻ p2 ≻ . . . ≻ p8.
Therefore
• γ1 is bigger than any pi, i 6= 1.
• γ2 is bigger than p3, . . . , p8 and smaller than p1.
• γ3 is bigger than p5, . . . , p8 and smaller than p1, . . . , p3.
• γ4 is bigger than p8 and smaller than p1, . . . , p6.
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We now state the most useful result of the section.
Proposition 2.2.14. Let γ and η be two distinct irreducible germs at O. Let p be the
maximal free point lying both in γ and η. Then
[γ.η]
eO(γ)eO(η)
=
∑
q<p
e′q(γ)
2 + b′p(γ)min{e
′
p(γ), e
′
p(η)}
Proof. Although the statement is slightly different, this is essentially the proposition 1.3.3
in [1], and the proof is basically the same.
We present now the main results in this section. They deal with how the order ≺
translates into the invariants Iξ(p). The first one treats the case of free points and is
easier than the other ones, which give precise descriptions of the behaviour of Iξ(q) at
the set of p-satellite points for some free point p. All of these results are refinements and
generalizations of some results in chapter 7 of [3]. Similar results about the growth of the
invariants Iξ(p) can be found in [11] as long as p is a singular point of ξ. Notice that our
results hold for any infinitely near point p hence they generalize also the ones appearing
in [11]. As a final remark, note that all of these results cover different cases of 2.2.7, but
they give precise characterizations of the cases in which equality holds.
Theorem 2.2.15. Let p be any point infinitely near to O, and let q be a free point in the
first neighbourhood of p. If ξ is any germ of curve at O, then
Iξ(p) 6 Iξ(q).
Equality holds if and only if q 6∈ NO(ξ).
Proof. Let γq be any irreducible germ going through q with multiplicity one and such
that its point in the first neighbourhood of q is free and does not belong to ξ. Then we
have (by the Noether’s formula 1.1.3) that
[ξ.γq] =
∑
q′6q
eq′(ξ)eq′(γ
q) =
∑
q′6p
eq′(ξ)eq′(γ
q) + eq(ξ)eq(γ
q). (2.3)
Now, let γp defined in the same way as γq, as usual. Since
ep(γ
p) = 1 = eq(γ
q) = ep(γ
q)
(where the last equality is a consequence of the proximity equalities 1.1.4), then
eq′(γ
p) = eq′(γ
q) ∀q′ 6 p
(again by 1.1.4), and so the first sum in (2.3) equals [ξ.γp], proving that
[ξ.γq] = [ξ.γp] + eq(ξ).
Now, eO(γ
p) = eO(γ
q) implies that
Iξ(q) =
[ξ.γq]
eO(γq)
=
[ξ.γp]
eO(γp)
+
eq(ξ)
eO(γq)
= Iξ(p) +
eq(ξ)
eO(γq)
> Iξ(p)
and the claim follows.
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Remark 2.2.16. This result is a generalization of Proposition 7.6.5 in [3].
Theorem 2.2.17. Let p ∈ NO be any free point different from O, let p
′ be the point which
p is proximate to, and let ξ be any germ of curve at O. Then for any p-satellite point q
we have
Iξ(p
′) 6 Iξ(q)
with equality if and only if ξ does not go through p.
Proof. As above, let γq be any irreducible germ going through q with multiplicity one and
such that its point in the first neighbourhood of q is free and does not belong to ξ, and
let γp
′
be defined analogously.
Now by Noether’s formula 1.1.3 we have
[ξ.γq] =
∑
q′6q
eq′(ξ)eq′(γ
q) =
∑
q′6p′
eq′(ξ)eq′(γ
q) +
∑
q′>p
eq(ξ)eq(γ
q). (2.4)
Since for any q′ 6 p′ we obviously have eq′(γ
q) = eO(γ
q)
eO(γp
′ )
eq′(γ
p′) (this is equivalent to say
that e′q′(γ
q) = e′q′(γ
p′)), the first sum in (2.4) is just
eO(γ
q)
eO(γp
′)
[ξ.γp
′
],
while the second sum is obviously non-negative. So we have
Iξ(p
′) =
[ξ.γp
′
]
eO(γp
′)
=
eO(γ
q)
eO(γp
′ )
[ξ.γp
′
]
eO(γq)
6
[ξ.γq]
eO(γq)
= Iξ(q)
with equality if and only if the second sum in (2.4) is zero, which holds if and only if
ep(ξ) = 0, that is, ξ does not go through p.
As far as the author is aware, there is no result similar to Theorem 2.2.17 in the
literature.
Theorem 2.2.18. Let p ∈ NO be any free point different from O, let q1 ≺ q2 be two
p-satellite points, and let ξ be any germ at O. Then
Iξ(q1) 6 Iξ(q2),
with strict inequality if and only if there exists some branch of ξ bigger than q1 (in par-
ticular, such a branch should go through p).
Proof. As usual, for each i = 1, 2 let γqi be any irreducible germ going through qi and such
that its point in the first neighbourhood of qi is free and does not belong to ξ. Then by
definition of q1 ≺ q2 we have that e′p(γ
q1) < e′p(γ
q2), and we want to show the inequality
[ξ.γq1]
eO(γq1)
6
[ξ.γq2]
eO(γq2)
characterizing when there is equality.
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Let ξ1, . . . , ξk be the branches of ξ. Then for any i = 1, 2 we have
Iξ(qi) =
[ξ.γqi]
eO(γqi)
=
k∑
j=1
[ξj .γ
qi]
eO(γqi)
=
k∑
j=1
eO(ξj)
[ξj.γ
qi]
eO(ξj)eO(γqi)
. (2.5)
Now for each j = 1, . . . , k we have one of the following situations:
• p 6∈ NO(ξj). In this case the Noether’s formula 1.1.3 implies that
[ξj.γ
qi]
eO(ξj)eO(γqi)
=
∑
p′∈NO(ξj)∩NO(γqi )
e′p′(ξj)e
′
p′(γ
qi).
Now note that e′p′(γ
p1) = e′p′(γ
p2) for every p′ < p, and since p 6∈ NO(ξj) ∩ NO(γqi)
we have the equality
[ξj .γ
q2]
eO(ξj)eO(γq2)
=
[ξj .γ
q2]
eO(ξj)eO(γq2)
.
• p ∈ NO(ξj). In this case we can apply Proposition 2.2.14 to obtain
[ξj.γ
qi]
eO(ξj)eO(γqi)
=
∑
p′<p
e′p′(ξj)
2 + b′p(ξj)min{e
′
p(ξj), e
′
p(γ
qi)}. (2.6)
In the case e′p(ξj) 6 e
′
p(γ
q1) the minimum in the last summand of (2.6) is the same
for i = 1 and i = 2 (namely, e′p(ξj)), so we also have equality
[ξj .γ
q1]
eO(ξj)eO(γq1)
=
[ξj .γ
q2]
eO(ξj)eO(γq2)
.
But in the case e′p(ξj) > e
′
p(γ
q1), which is precisely the case q1 ≺ ξj, the minimum
in (2.6) for i = 1 is e′p(γ
q1), which is strictly smaller than min{e′p(ξj), e
′
p(γ
q2)}, and
then we obtain the strict inequality
[ξj .γ
q1]
eO(ξj)eO(γq1)
<
[ξj .γ
q2]
eO(ξj)eO(γq2)
.
If we add up all these equalities or inequalities (depending on the case) according to
(2.5), we get
Iξ(q1) =
[ξ.γq1]
eO(γq1)
6
[ξ.γq2]
eO(γq2)
= Iξ(q2)
with strict inequality if and only if there exists some ξj branch of ξ such that q1 ≺ ξj, as
wanted.
We can apply the previous theorem to the case q2 = p, and we obtain refinements of
the first and second statements of Proposition 7.6.8 of [3]:
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Corollary 2.2.19. Let p ∈ NO be any free point different from O. Then
Iξ(q) 6 Iξ(p)
for any p-satellite point q, with strict inequality if and only q is smaller than some branch
of ξ. In particular, if there is no free point on ξ in the first neighbourhood of p, we have
Iξ(q) 6 Iξ(p)
with equality if and only if q is bigger than or equal to the biggest rupture point of ξ which
is satellite of p.
To close this section, we need to treat carefully some special situation which will
appear in the next chapter.
Theorem 2.2.20. Let ξ be a germ of curve at O, let p ∈ NO be any free point different
from O, and assume there is only one branch γ of ξ going through p and whose point in
the first neighbourhood of p is free and non-singular (on ξ). Assume also that there is
at least another branch of ξ going through p (whose point in the first neighbourhood of p
must be satellite) and let q ∈ NO(ξ) be the biggest p-satellite rupture point on ξ. Then
[ξ.γp]− 1
eO(γp)
= Iξ(p)−
1
eO(γp)
< Iξ(q) < Iξ(p).
Proof. First of all, note that the second inequality is given by Corollary 2.2.19, so we only
have to proof the first one.
As in the previous proof, let ξ1, . . . , ξk be the branches of ξ, where ξ1 is the branch
going through p and having a free point in its first neighbourhood, and ξ2, . . . , ξl are the
rest of the branches going through p. We again have decompositions
Iξ(qi) =
[ξ.γp]
eO(γp)
=
k∑
j=1
[ξj.γ
p]
eO(γp)
=
k∑
j=1
eO(ξj)
[ξj.γ
p]
eO(ξj)eO(γp)
(2.7)
and
Iξ(qi) =
[ξ.γq]
eO(γq)
=
k∑
j=1
[ξj.γ
q]
eO(γq)
=
k∑
j=1
eO(ξj)
[ξj .γ
q]
eO(ξj)eO(γq)
. (2.8)
Now, for each j 6= 1 we consider the same cases as in the proof of Theorem 2.2.17:
• p 6∈ NO(ξj). In this case we can prove exactly as in the preceding theorem that we
have the equality
[ξj.γ
p]
eO(ξj)eO(γp)
=
[ξj.γ
q]
eO(ξj)eO(γq)
.
• p ∈ NO(ξj). In this case, since q is the biggest p-satellite rupture point on ξ and we
are assuming j 6= 1, the same reasoning as above provides also equalities
[ξj.γ
p]
eO(ξj)eO(γp)
=
[ξj.γ
q]
eO(ξj)eO(γq)
.
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So all the summands in (2.7) and (2.8) are equal but for j = 1. Thus we only need to
check the inequality
[ξ1.γ
p]
eO(γp)
−
1
eO(γp)
<
[ξ1.γ
q]
eO(γq)
,
which is equivalent to
[ξ1.γ
p]
eO(ξ1)eO(γp)
−
[ξ1.γ
q]
eO(ξ1)eO(γq)
<
1
eO(ξ1)eO(γp)
. (2.9)
By Proposition 2.2.14, the difference in the left hand side of (2.9) is just
b′p(ξ1)(e
′
p(γ
p)− e′p(γ
q)).
Now note that since the point on ξ1 in the first neighbourhood of p is free and non-singular,
we have ep(ξ1) = bp(ξ1) = 1, and then e
′
p(ξ1) = b
′
p(ξ1) =
1
eO(ξ1)
. Moreover, since γp has the
same properties of ξ1, we also have eO(ξ1) = eO(γ
p), and then we only have to check that
1
eO(ξ1)
(
1
eO(ξ1)
− e′p(γ
q)
)
<
1
eO(ξ1)2
which is obvious since e′p(γ
q) > 0.
Remark 2.2.21. The statement of Theorem 2.2.20 is quite similar to the third statement
of Proposition 7.6.8 in [3], with the difference that here it is stated precisely which are the
integers b and c appearing there.
2.3 Values versus heights of the trunks.
Remember that, as we explained in section 2.1, we have taken η : g = 0 to be any
smooth germ at O such that ζ : Pg(f) = 0 is a generic transverse polar, and so goes
sharply through BP (J (ξ)). Furthermore, we can consider ζ as the jacobian germ of the
morphism ϕ = (f, g) : S −→ C2.
In this section we will study the relation between the value vp(ξ) of ξ at p and the
height mp of the trunk Tp of ϕp = ϕ◦πp for the points p ∈ NO such that γp is not tangent
to η (and in particular for the satellite points of any point in BP (J (ξ))).
The first result is immediate from the definitions, and it holds for any point infinitely
near O, not necessarily fundamental of ϕ:
Lemma 2.3.1. For any point p infinitely near to O, we have the inequality
vp(ξ) 6 mp.
Proof. The proof is quite straightforward. On the one hand
vp(ξ) = ep(ϕ
∗
p({u = 0})) = [Tp.{u = 0}]
by Theorem 1.3.4, and on the other hand, the Puiseux series of Tp is of the form
S(v, θ) =
∑
np6i<mp
aiv
i
np + θampv
mp
np , amp 6= 0
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(notice that since o(f) = eO(ξ) > 2 > 1 = eO(η) = o(g), we have interchanged the role of
the variables u and v with respect to the notation of section 1.3).
Now, the intersection product [Tp.{u = 0}] may be computed as∑
ǫnp=1
ov(S(ǫv, θ)),
(where ov denotes the vanishing order with respect to v) and thus
vp(ξ) = [Tp.{u = 0}] = np
min{i | ai 6= 0}
np
6 np
mp
np
= mp
and we are done.
But this previous result is too general and weak to our purposes. The next proposition
characterizes whether vp(ξ) = mp. Recall that γ
p is any irreducible curve going through
p and such that its point in the first neighbourhood of p is free and does not lie on ξ.
Proposition 2.3.2. Let p be any point infinitely near to O such that γp is not tangent
to η. Then the equality vp(ξ) = mp holds if and only if the total transforms ξ¯p and η¯p at p
have non-homothetical tangent cones (counting multiplicities, or equivalently, considered
as divisors on Ep, the first neighbourhood of p).
Proof. First of all, notice that the algorithm in section 1.3 which computes the trunk
Tp stops at the first step if and only if the initial forms of ϕ
∗
p(u) and ϕ
∗
p(v) are non-
homothetical, and this is equivalent to the total transforms ξ¯p and η¯p at p having non-
homothetical tangent cones.
In order to complete the proof it is enough to show that the cluster K˜0,1 of the first
step of the algorithm (see Remark 1.3.5) has height vp(ξ). Thus, if the algorithm stops
at the first step then mp = vp(ξ), and if it performs another step then mp > vp(ξ) (again
by Remark 1.3.5).
So let us consider the first step of the algorithm (i.e, i = 0 and j = 1). Since
o(ϕ∗p(v)) = ep(η¯p) = np 6 vp(ξ) = ep(ξ¯p) = o(ϕ
∗
p(u)), we must take P0 = v and h0,1 = u,
and thus Γo = 〈mˇ0〉 = 〈np〉. Now we must distinguish two cases:
• vp(ξ) ∈ 〈np〉. Let c0 =
vp(ξ)
np
. Then Q0,1 = P
c0
0 = v
vp(ξ)
np and the first pencil is
Q0,1 = {αu+ βv
vp(ξ)
np = 0}.
Since the general germ in this pencil has Puiseux series −β
α
v
vp(ξ)
np , the Puiseux series
of Q0,1 is
S0,1(v, θ) = θv
vp(ξ)
np ,
and hence K0,1 has height c0 =
vp(ξ)
np
. But according to 1.3.5, K˜0,1 is np times K0,1,
and thus K˜0,1 has height npc0 = vp(ξ), which proves the claim in this case.
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• vp(ξ) 6∈ 〈np〉. This case is similar to the first one, with the difference that we have
to consider more parameters. We take P1 = h1,0 = u, mˇ1 = vp(ξ), Γ1 = 〈np, vp(ξ)〉
and n′ = np
gcd(np,vp(ξ))
. Now c0 must be
c0 =
n′vp(ξ)
np
=
vp(ξ)
gcd(np, vp(ξ))
,
and then
Q1 = P
c0
0 = v
vp(ξ)
gcd(np,vp(ξ)) .
Thus the first pencil is
Q0,1 = {αu
np
gcd(np,vp(ξ)) + βv
vp(ξ)
gcd(np,vp(ξ)) = 0},
whose general germ has Puiseux series
n′
√
−
β
α
v
vp(ξ)/ gcd(np,vp(ξ))
np/ gcd(np,vp(ξ)) ,
and hence K0,1 has height
vp(ξ)
gcd(np,vp(ξ))
. But again by 1.3.5, to obtain the height of
K˜0,1 we have to multiply
vp(ξ)
gcd(np,vp(ξ))
by n1 = gcd(np, vp(ξ)), and hence K˜0,1 has
height vp(ξ). The claim is proved also in this case, completing the proof.
Theorem 2.3.3. Let p ∈ NO be any point such that γ
p is not tangent to η. Then
vp(ξ) = mp if and only if
• either p is free and there is a free point proximate to p lying on ξ (which in particular
implies that p lies on ξ),
• or p is satellite and there exists a branch of ξ which goes through the point of which
p is satellite, and it is not smaller than p.
Equivalently, vp(ξ) = mp if and only if there exists a branch of ξ going through the point
of which p is satellite and not being smaller than p.
Proof. Let us first consider the case p free. By Proposition 2.3.2 we know that vp(ξ) = mp
if and only if the total transforms ξ¯p and η¯p have non-homothetical tangent cones. Since
p is free, it is proximate to a single point, namely q. Let Eq be the germ (at p) of the
exceptional divisor of the composition of blowing-ups πp : Sp −→ S giving rise to p. By
definition, we have ξ¯p = vq(ξ)Eq+ ξ˜p, and by the hypothesis on p we can write η¯p = nqEq.
So, ξ¯p and η¯p have homothetical tangent cones if and only if every branch of ξ˜p is also
tangent to Eq, which means that there is no free point in the first neighbourhood of p
lying on ξ.
So, vp(ξ) = mp if and only if there is some free point in the first neighbourhood of p
lying on ξ, as wanted.
Now let us deal with the second case. Since p is satellite, it is proximate to two points
q and q′. Interchanging them if necessary, we may assume that q ≺ q′. Hence, by 2.2.11
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we have q ≺ p ≺ q′. Note that q′ and p are both satellite of p′, while q might not (it might
be the point preceding p′, if p was in the first neighbourhood of p′, for instance).
By definition and the hypothesis on p we have ξ¯p = vq(ξ)Eq + vq′(ξ)Eq′ + ξ˜p and
η¯p = nqEq + nq′Eq′. Let aq (resp. aq′) denote the multiplicity of Eq (resp. Eq′) in
the tangent cone of ξ˜p. Then ξ¯p and η¯p have homothetical tangent cones if and only
if every branch of ξ˜p is tangent either to Eq or Eq′ (which is equivalent to the equality
aq + aq′ = ep(ξ)) and we have the equality
vq(ξ) + aq
nq
=
vq′(ξ) + aq′
nq′
.
So assume ξ¯p and η¯p have homothetical tangent cones, which by 2.3.2 means that
vp(ξ) < mp, and take α =
vq(ξ)+aq
nq
=
vq′ (ξ)+aq′
nq′
. Then on the one hand we have (remind
that aq + aq′ = ep(ξ), np = nq + nq′ and vp(ξ) = vq(ξ) + vq′(ξ) + ep(ξ))
α =
vq(ξ) + aq + vq′(ξ) + aq′
nq + nq′
=
vq(ξ) + vq′(ξ) + ep(ξ)
np
=
vp(ξ)
np
= Iξ(p).
And on the other hand
α = Iξ(q) +
aq
nq
> Iξ(q) and α = Iξ(q
′) +
aq′
nq′
> Iξ(q
′).
But we have assumed q ≺ p ≺ q′, and then by 2.2.7 we have
Iξ(q) 6 Iξ(p) 6 Iξ(q
′),
which combined with the above equalities implies that Iξ(p) = Iξ(q
′)(= α) and aq′ = 0.
This in turn implies that aq = ep(ξ). Now, by 2.2.18, Iξ(p) = Iξ(q
′) holds if and only if
every branch of ξ through p′ is smaller than p, as wanted.
It remains to prove that if ξ¯p and η¯p have non-homothetical tangent cones (or equiv-
alently, if vp(ξ) = mp), then there is some branch of ξ going through p
′ which is bigger
than p. But this case only may occur either if aq + aq′ < ep(ξ) or if
vq(ξ) + aq
nq
6=
vq′(ξ) + aq′
nq′
.
In the former case there is a branch of ξ through p whose point in its first neighbourhood
is free, and such a branch is not smaller than p. In the latter case we can assume that
aq+aq′ = ep(ξ) (for if not we are in the previous case) and then we have that the quotient
vq(ξ) + aq + vq′(ξ) + aq′
nq + nq′
=
vq(ξ) + vq′(ξ) + ep(ξ)
np
=
vp(ξ)
np
= Iξ(p)
fits between vq(ξ)+aq
nq
= Iξ(q) +
aq
nq
and
vq′ (ξ)+aq′
nq′
= Iξ(q
′) +
aq′
nq′
. Since p ≺ q′ implies
Iξ(p) 6 Iξ(q
′), we are in fact in the situation
Iξ(q) +
aq
nq
< Iξ(p) < Iξ(q
′) +
aq′
nq′
.
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Now we have to consider in which cases the second inequality holds. If we already have
Iξ(p) < Iξ(q
′), then by 2.2.18 there exists a branch of ξ going through p′ and bigger than
p, as we want. If otherwise Iξ(p) = Iξ(q
′), then aq′ must be strictly positive and there is
at least one branch of ξ whose strict transform at p is tangent to Eq′. But this branch is
by definition bigger than p, and we are done.
Corollary 2.3.4. If p is a rupture point of ξ, then
vp(ξ) = mp.
Proof. Since p is a rupture point of ξ, there is at least one branch of ξ going through it
and whose point in the first neighbourhood if free. Such a branch clearly goes through
the point of which p is satellite and it is not smaller than p. Thus, we have vp(ξ) = mp in
virtue of Theorem 2.3.3.
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Chapter 3
Solving the problem
3.1 Recovering rupture points.
This section is devoted to explain how the set of singular points S(ξ) (of a singular reduced
germ of curve ξ) can be recovered from the weighted cluster BP (J (ξ)) of base points of
the jacobian system of ξ.
We will use the same notations as in the previous chapter. Let us recall them:
• ξ denotes a singular reduced germ of curve at O, with equation f .
• η is a smooth germ at O given by g = 0, non tangent to ξ and such that ζ : ∂(f,g)
∂(x,y)
= 0
is a generic transverse polar of ξ.
• ϕ is the morphism from a neighbourhood U of O to C2 given by the equations (f, g).
Therefore ζ can be viewed as J(ϕ), the jacobian germ of ϕ.
• For each p ∈ NO, np denotes the multiplicity of the composite morphism ϕp = ϕ◦πp,
and mp stands for the height of the p-trunk Tp = T (ϕp).
• Also for each point p ∈ NO, γp is any irreducible curve going through p and such
that its point in the first neighbourhood of p is free and does not belong to ξ.
Recall also from section 2.1 that for every p ∈ NO such that γp is not tangent to η, np
can be computed by means of the recursive formula
np =
∑
p→q
nq,
starting with nO = 1. In addition, if γ
p is not tangent to η, then p is non-fundamental,
and Corollary 1.3.9 applies to give mO = eO(ζ) and
mp =
∑
p→q
mq + ep(ζ)
if p 6= O. Thus, if γp is not tangent to η, mp can be computed just from the generic
polar ζ . In particular, if p is in BP (J (ξ)), or more generally, it is satellite of a point in
BP (J (ξ)), mp can be computed just from the virtual multiplicities of the cluster of base
points of the jacobian system.
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Back to the problem, recall that the maximal singular points of ξ are rupture points
(see Remark 1.2.2). So, in order to recover S(ξ), it will be enough to recover R(ξ), and
this is what we will do.
We already know (Theorem 1.2.3) that for any rupture point q there exists a branch γ
(not necessarily unique) of ζ such that Iξ(q) =
[γ.ξ]
eO(γ)
. Moreover, Theorem 1.2.3 also says
that if p is the point of which q is satellite, then p is the last free point lying both on ξ
and γ.
It is natural to wonder if the same branch γ could work for several rupture points.
The answer is negative, as the following proposition shows.
Proposition 3.1.1. Let γ be a branch of ζ, and let pγ be the last free point lying both on
ξ and γ. Then there exists a unique rupture point qγ ∈ Rp(ξ) such that Iξ(qγ) =
[γ.ξ]
eO(γ)
.
Furthermore, qγ  γ.
Proof. The existence of such a qγ is guaranteed by Theorem 1.2.3, so it only remains to
prove uniqueness.
The case pγ = O is quite easy, since O is the only O-satellite point, and thus qγ = O
is the only possibility.
For the rest of the proof assume pγ 6= O, and suppose that q1 ≺ q2 are two rupture
points of ξ satellite of pγ and such that
Iξ(q1) = Iξ(q2) =
[γ.ξ]
eO(γ)
.
By Theorem 2.2.18, no branch of ξ can be bigger than q1. But since q2 is a rupture
point, there exists a branch of ξ going through q2 and having a free point in its first
neighbourhood, and such a branch is clearly bigger than q1, which leads to a contradiction.
Therefore, there exists a unique pγ-satellite rupture point qγ satisfying Iξ(qγ) =
[γ.ξ]
eO(γ)
.
In order to prove that qγ  γ, note that we can consider
[γ.ξ]
eO(γ)
as Iξ(q
′), where q′ is the
last pγ-satellite point on γ. Then Iξ(qγ) = Iξ(q
′), and again by Theorem 2.2.18 we obtain
that qγ  q′, which implies qγ  γ by definition.
From now on, if γ is a branch of the polar ζ , pγ will denote the last free point lying
both in γ and ζ , and qγ will stand for the pγ-satellite rupture point associated to γ (which
is uniquely determined because of proposition 3.1.1).
So, in order to recover the set of rupture points R(ξ) just from BP (J (ξ)) (and hence
recover the set of singular points S(ξ)), we only have to find the rupture point qγ associated
to each branch γ of ζ by the previous result. We will say that Iξ(qγ) =
[ξ.γ]
eO(γ)
is the polar
invariant associated to the branch γ.
The first step to determine qγ is to compute the polar invariant Iξ(qγ) =
[ξ.γ]
eO(γ)
from
BP (J (ξ)), and we can do it thanks to the following
Lemma 3.1.2. If ξ is any germ of curve and γ is any branch of a generic transverse
polar ζ of ξ, we have
Iξ(qγ) =
[ξ.γ]
eO(γ)
=
[BP (J (ξ)).γ]
eO(γ)
+ 1.
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Proof. By definition, there exist some equation f of ξ and some smooth germ g = 0 such
that ζ is given by the equation ∂(f,g)
∂(x,y)
= 0. Up to change of coordinates, we may assume
g = x, and thus ζ : ∂f
∂y
= 0.
By Theorem 1.1.12 and Lemma 1.2.5, generic germs ζ ′ of the pencil
{
α∂f
∂x
+ β ∂f
∂y
= 0
}
go sharply through BP (J (ξ)) and miss the first point lying on γ and not in BP (J (ξ)).
Then, for any such ζ ′, we have
[BP (J (ξ)).γ] = [ζ ′.γ].
Moreover, up to a linear change of the coordinate y, we may assume that ζ ′ : ∂f
∂x
= 0 is
the y-polar of ξ.
Now, let n = eO(γ) and let s(x) be a Puiseux series of γ. Thus, we have
[ξ.γ] =
∑
ǫn=1
ox(f(x, s(ǫx))) and [ζ
′.γ] =
∑
ǫn=1
ox
(
∂f
∂x
(x, s(ǫx))
)
.
We may relate the summands in the two formulas as follows:
ox(f(x, s(ǫx))) = 1 + ox
(
d
dx
f(x, s(ǫx))
)
= 1 + ox
(
∂f
∂x
(x, s(ǫx)) + ǫ
∂f
∂y
(x, s(ǫx))s′(x)
)
and since γ is a branch of ζ : ∂f
∂y
= 0, the summand ǫ∂f
∂y
(x, s(ǫx))s′(x) vanishes identically.
Now adding-up all this equalities for every n-th root of the unity ǫ, we finally obtain
[ξ.γ] = n+ [ζ ′.γ] = eO(γ) + [BP (J (ξ)).γ]
and the claim follows.
The second step in order to determine qγ is to determine pγ, the free point of which
qγ is satellite, or equivalently, the last free point lying both on γ and ξ. To achieve this
we will use a property that relates pγ with the polar invariant Iξ(qγ), and which is stated
in forthcoming Lemma 3.1.5.
Remark 3.1.3. Note that pγ is a singular point of ξ because it precedes a rupture point.
Thus, by Lemma 1.2.6, pγ ∈ BP (J (ξ)), and so in order to solve the problem there is no
need to know the points lying on a specific generic polar, and knowing the base points of
the jacobian system suffices
We first study the very easy (and exceptional) case pγ = O, and then deal with the
general one.
Lemma 3.1.4. Keeping the notations as above, we have pγ = qγ = O if and only if
[BP (J (ξ)).γ]
eO(γ)
= eO(ζ), or equivalently, if and only if γ is a branch whose only point in
BP (J (ξ)) is the origin O.
Proof. Suppose first that pγ = qγ = O. Then it obviously holds that Iξ(O) = eO(ξ). But
by Lemma 3.1.2, the left hand side is equal to [BP (J (ξ)).γ]
eO(γ)
+ 1, and since we are assuming
ζ to be a generic polar, the right hand side is precisely eO(ζ) + 1. Thus we have proved
that if pγ = qγ = O, then
[BP (J (ξ)).γ]
eO(γ)
= eO(ζ).
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Conversely, suppose that [BP (J (ξ)).γ]
eO(γ)
= eO(ζ). This is equivalent to the equality
Iξ(qγ) = eO(ξ). But by the Noether’s Formula 1.1.3 this means that [ξ.K(qγ)] = eO(ξ),
which implies that any germ going through qγ shares with ξ just the origin, and then
pγ = O. Finally, since O has no satellite points besides O itself, we also have qγ = O.
Lemma 3.1.5. Suppose that pγ 6= O is proximate to p′γ. Then we have vp′γ (ξ) = mp′γ ,
and thus
Iξ(p
′
γ) =
mp′γ
np′γ
< Iξ(qγ) 6 Iξ(pγ) 6
mpγ
npγ
.
Proof. Since pγ is a free point lying on ξ in the first neighbourhood of p
′
γ, the equality
vp′γ (ξ) = mp′γ is a consequence of Theorem 2.3.3. Hence we have Iξ(p
′
γ) =
mp′γ
np′γ
.
The inequalities Iξ(p
′
γ) < Iξ(qγ) 6 Iξ(pγ) are consequence of Theorems 2.2.17 and
2.2.18, and the final inequality follows from Lemma 2.3.1.
So, among all free points p lying on γ, we only need to consider those ones satisfying
mp′
np′
< Iξ(qγ) 6
mp
np
(where p′ is the point to which p is proximate). At first sight, there
might be many free points p lying on γ and satisfying this condition. Next proposition
will allow us to determine which of those is exactly pγ.
Proposition 3.1.6. Assume again that pγ 6= O. Let p′ ∈ NO(γ) be any point such that
the point p in its first neighbourhood lying on γ is free. Then Iξ(p
′) < Iξ(qγ) if and only
if p 6 pγ (or equivalently p
′ 6 p′γ).
Proof. Let {O < p1 < p2 < . . . < pk < . . .} be the free points lying on γ, and for any
i > 1, let p′i be the point to which pi is proximate. Then p
′
i+1 is satellite of pi (in fact, it
may be equal to pi), and by Theorems 2.2.17 and 2.2.18 we have
Iξ(p
′
i) 6 Iξ(p
′
i+1) 6 Iξ(pi),
and the first inequality is strict if and only if p′i 6 p
′
γ , since this is equivalent to pi lying
on ξ. In particular {Iξ(p′i)}i>1 is a strictly increasing sequence up to p
′
γ, and afterwards
it becomes constant. So if pγ = pk, we have
Iξ(p
′
k) = Iξ(p
′
γ) < Iξ(qγ) 6 Iξ(pk) = Iξ(pγ).
Now let us consider Iξ(p
′
k+1). Since γ  qγ (Proposition 3.1.1), it results that
Iξ(qγ) 6
[ξ.γ]
eO(γ)
= Iξ(p
′
k+1) = Iξ(p
′
k+2) = · · ·
and we are done.
Corollary 3.1.7. In the case Iξ(qγ) 6= νO(BP (J (ξ))) + 1 (i.e., pγ 6= O), the point p′γ
to which pγ is proximate is the greatest point p
′ ∈ NO(γ) such that
mp′
np′
< Iξ(qγ) and the
point p lying on γ in the first neighbourhood of p′ is free.
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Proof. With the notations of the proof of the previous proposition, for i 6 k Theorem
2.3.3 implies that vp′i(ξ) = mp′i, and thus Iξ(p
′
i) =
mp′
i
np′
i
< Iξ(qγ) by the previous proposition.
However, for i > k, Lemma 2.3.1 and Proposition 3.1.6 give
mp′i
np′i
> Iξ(p
′
i) = Iξ(p
′
k+1) > Iξ(qγ),
completing the proof.
Now that we have determined pγ, it only remains to know which of its satellite points
is qγ . We will first deal with some cases in which this task is quite straightforward, and
then treat the general case.
Proposition 3.1.8. Let γ be a branch of ζ with associated polar invariant I = [ξ.γ]
eO(γ)
and
whose last free point on ξ is pγ. Assume that there exists another branch γ
′ of ζ whose
last free point on ξ is also pγ but whose associated invariant I
′ is greater than I. Then qγ
is the last pγ-satellite point on γ.
Proof. Suppose the claim is false and let q¯γ be the last pγ-satellite point on γ. Proposition
3.1.1 implies that q¯γ  qγ, and hence q¯γ ≻ qγ. Moreover, since pγ is the last free point
lying both on γ and ξ, we can take γ as γ q¯γ and then
Iξ(q¯γ) =
[ξ.γ q¯γ ]
eO(γ q¯γ )
=
[ξ.γ]
eO(γ)
= I.
If qγ′ is the rupture point associated to γ
′, we claim that qγ′ ≻ qγ . Indeed, if it is not
the case, Theorem 2.2.18 would imply that
I ′ = Iξ(qγ′) 6 Iξ(q¯γ) = I
contradicting our hypothesis.
Therefore, there exists some branch of ξ bigger than qγ , and then Theorem 2.2.18
again will give
Iξ(qγ) < Iξ(q¯γ) = I,
which contradicts that qγ is the rupture point associated to γ.
This proposition leaves only untreated the case of the biggest pγ-satellite rupture point,
which we shall study now.
The problem with this case is that there are many pγ-satellite points p with the same
invariant Iξ(p) = Iξ(qγ). Moreover, although it can be proved that qγ is the smallest such
point, there is no way to determine it explicitly from the last pγ-satellite point on γ, since,
for the moment, we have no way to kno2 Iξ(p) but for the last pγ satellite point on γ.
Fortunately, the pγ-satellite points p bigger than qγ are exactly the points for which
vp(ξ) < mp (Theorem 2.3.3), and this fact enables us to solve this case. In other words,
the heights mp can distinguish between the pγ-satellite points when the invariants Iξ(p)
cannot.
Although this fact is not enough to give a result analogous to Proposition 3.1.8, it
allows us to develop an algorithm which computes qγ just from the polar invariant Iξ(qγ)
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and the already determined pγ, by seeking the unique pγ satellite point p for which the
equality mp
np
= Iξ(qγ) holds. In fact, it computes step by step all the intermediate points
pγ = q0 < q1 < · · · < qk−1 < qk = qγ (where qi is in the first neighbourhood of qi−1). It is
worth noting that it computes qγ for any γ, even those considered in Proposition 3.1.8.
The procedure works as follows:
• Start with i = 0 and q0 = pγ .
• While
mqi
nqi
6= Iξ(qγ) do
– If
mqi
nqi
> Iξ(qγ) take qi+1 to be the first satellite of qi.
– If
mqi
nqi
< Iξ(qγ) take qi+1 to be the second satellite of qi.
Increase i to i+ 1.
• If
mqi
nqi
= Iξ(qγ), end by taking k = i and qγ = qk.
Theorem 3.1.9. The above procedure ends after a finite number of steps, and actually
computes the rupture point qγ.
Proof. First of all, note that since qγ is a rupture point, Corollary 2.3.4 implies that
Iξ(qγ) =
mqγ
nqγ
.
Therefore, since there are finitely many points between pγ and qγ, it is enough to check
that each qi actually precedes qγ and that if
mqi
nqi
= Iξ(qγ) then qi = qγ .
To see that qi 6 qγ for each i we use induction on i.
For i = 0, we have q0 = pγ, and hence q0 = pγ 6 qγ by definition of pγ.
Now suppose we have reached the step i of the algorithm and we have to perform
another step. This means that qi 6 qγ and
mqi
nqi
6= Iξ(qγ). We know that in this case
qi < qγ , and we claim that the point qi+1 computed by the algorithm still precedes qγ.
Indeed, since both qi and qγ are pγ-satellite points, the point in the first neighbourhood
of qi preceding qγ must be satellite. Hence, it only remains to check that the choice made
by the algorithm is the correct one.
• If
mqi
nqi
< Iξ(qγ), then
Iξ(qi) =
vqi(ξ)
nqi
6
mqi
nqi
< Iξ(qγ)
by 2.3.1. Therefore, by Theorem 2.2.9, the next point qi+1 must be the second
satellite point, for if it was the first the invariants Iξ(q) would be strictly smaller
than Iξ(qγ) for every satellite q > qi+1.
• If
mqi
nqi
> Iξ(qγ) then either Iξ(qγ) < Iξ(qi) 6
mqi
nqi
or Iξ(qi) 6 Iξ(qγ) <
mqi
nqi
. In the
former case we apply Theorem 2.2.9 and see that qi+1 must be the first satellite
point of qi. In the latter case we have that vqi(ξ) < mqi , and hence by Theorem
2.3.3 it holds that every branch of ξ through pγ is smaller than qi. This implies in
particular that qγ ≺ qi, and thus by Theorem 2.2.9 qγ must be infinitely near to the
first satellite of qi.
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In any case, the algorithm is correct.
In order to complete the proof, we must check that the algorithm does not stop before
reaching the point qγ. That is, we have to show that if q is any pγ-satellite point strictly
preceding qγ, then
mq
nq
6= Iξ(qγ).
• If q ≺ qγ, any branch of ξ going through qγ is bigger than q. Then Theorem 2.2.18
implies that Iξ(q) < Iξ(qγ), and by Theorem 2.3.3 we also have that vq(ξ) = mq. So
Iξ(q) =
mq
nq
< Iξ(qγ)
and in particular mq
nq
6= Iξ(qγ).
• Consider now the case q ≻ qγ . Then, on the one hand Theorem 2.2.18 implies that
Iξ(qγ) 6 Iξ(q), with equality if and only if every branch of ξ going through pγ is not
bigger than qγ. On the other hand, Theorem 2.3.3 says that vq(ξ) 6 mq, and equality
holds if and only if there is some branch of ξ not smaller than q. Summarizing, we
have
Iξ(qγ) 6 Iξ(q) 6
mq
nq
,
and having equality Iξ(qγ) =
mq
nq
would imply (by Theorem 2.2.18) that there is
some branch of ξ through pγ which is not smaller than q. But such a branch would
be bigger than qγ, implying that Iξ(qγ) < Iξ(q) 6
mq
nq
and thus contradicting the
equality Iξ(qγ) =
mq
nq
.
Remark 3.1.10. As a final remark, note that two branches of ζ having the same last
point in BP (J (ξ)) in fact define the same rupture point q. Therefore, we can in fact
define the rupture point q associated to a dicritical point of BP (J (ξ)), and apply the
results in this section to each dicritical point of BP (J (ξ)) instead of to each branch of ζ.
3.2 Recovering values.
This section is devoted to explain how the values of a curve ξ at its singular points can be
recovered from the quotients mp
np
, provided the set of rupture points R(ξ) (and hence the
cluster of singular points S(ξ)) is already known (for example, if it has been determined
as explained in the previous section). Recall that from Lemma 2.2.1 we already know
that vp(ξ) = npIξ(p) at any p ∈ S(ξ).
We will consider the different cases ordered by increasing difficulty: we will start with
the rupture points (which are the easiest ones), followed by the free singular points, and
we will finish by considering the satellite points which are not rupture points (the most
complicated case).
The easiest cases are rupture points, because Corollary 2.3.4 implies that vp(ξ) = mp
for any p ∈ R(ξ).
Let us now consider p ∈ S(ξ) a free singular point which is not a rupture point. By
Theorem 2.3.3, we have the equality vp(ξ) = mp if and only if there is a free point in the
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first neighbourhood of p lying on ξ. In particular, if there is a free singular point in the
first neighbourhood of p, we can also assert that vp(ξ) = mp. But what can we say if
there are no free singular points in the first neighbourhood of p and p is not a rupture
point? This situation is in which Theorem 2.2.20 plays an important role. So suppose
that p is a free singular point of ξ, but that it is not a rupture point and that there is no
free singular point on ξ in its first neighbourhood. This means that there is at most one
free point lying on ξ in the first neighbourhood of p, and if it exists, it is non-singular.
If there is no such a point, then Corollary 2.2.19 implies that
vp(ξ) = npIξ(p) = npIξ(q) =
np
nq
vq(ξ) =
np
nq
mq,
where q is the biggest p-satellite point in R(ξ). On the contrary, if there is one such point,
Theorem 2.2.20 gives the inequalities
[ξ.γp]− 1
eO(γp)
=
vp(ξ)− 1
np
< Iξ(q) =
vq(ξ)
nq
< Iξ(p) =
vp(ξ)
np
,
which are equivalent to
np
nq
mq < vp(ξ) <
np
nq
mq + 1,
where as above q is the biggest p-satellite point in R(ξ).
Hence, in any case, vp(ξ) belongs to the real interval
[
np
nq
mq,
np
nq
mq + 1
)
. But the width
of this interval is one, so there is exactly one integer in it, and thus the value vp(ξ) is
uniquely determined.
So far we have proved the following
Proposition 3.2.1. Let p ∈ S(ξ) be a free singular point which is not a rupture point.
• If there is a free singular point in the first neighbourhood of p, then vp(ξ) = mp.
• Otherwise, let q be the biggest point in Rp(ξ) (which must be non-empty). Then
vp(ξ) is the only integer in the interval[
np
nq
mq,
np
nq
mq + 1
)
.
Moreover, the equality vp(ξ) =
np
nq
mq holds if and only if there is no branch of ξ
going through p and whose point in the first neighbourhood of p is free.
It only remains to consider the satellite points p ∈ S(ξ) which are not rupture points,
and it is solved by the next
Proposition 3.2.2. Let p ∈ S(ξ) be a satellite point of ξ which is not a rupture point.
Suppose moreover that p is satellite of p′ ∈ S(ξ) and let q be the biggest p′-satellite rupture
point of ξ. Then
vp(ξ) =
{
np
np′
vp′(ξ) if p ≻ q and vp′(ξ) =
np′
nq
mq both hold,
mp otherwise.
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Proof. If p′ = q is itself a rupture point, there exists a branch of ξ going through p′ and
having a free point in its first neighbourhood, and the same holds if vp′(ξ) 6=
np′
nq
mq (by
Proposition 3.2.1). Thus, in any case Theorem 2.3.3 implies that vp(ξ) = mp.
Suppose now that p′ is not a rupture point and vp′(ξ) =
np′
nq
mq. Then there is no branch
of ξ going through p′ and having a free point in its first neighbourhood. If furthermore
p ≺ q, Theorem 2.3.3 applies to give vp(ξ) = mp again, but if otherwise p ≻ q, Corollary
2.2.19 gives that
vp(ξ) = npIξ(p) = npIξ(p
′) =
np
np′
vp′(ξ).
As a consequence of the proof of Proposition 3.2.2 we infer the following result, which
determines for which free points p ∈ S(ξ) (besides the rupture points) there exists some
branch of ξ which goes through p and is non-singular after it.
Corollary 3.2.3. Let p ∈ S(ξ) be a free singular point. Then there is some branch of ξ
non-smaller than p if and only if either p is itself a rupture point or vp(ξ) 6=
np
nq
mq (where
q is the biggest p-satellite rupture point of ξ).
3.3 The algorithm.
In this section, we present explicitly the algorithm which computes the cluster S(ξ) and
the values vp(ξ) for p ∈ S(ξ) from the weighted cluster BP (J (ξ)) of base points of the
polar germs of ξ.
The algorithm:
• Recovering the rupture points and the singular points.
1. Start with R = S = ∅, and let D be the set of dicritical points of BP (J (ξ)).
2. If O ∈ D, then set R = S = {O}
3. For each p∗ ∈ D compute Ip∗ =
[BP (J (ξ)).K(p∗)]
np∗
+ 1, and order D − {O} =
{p∗1, . . . , p
∗
k} by descending order of Ip∗ (i.e., Ip∗1 > Ip∗2 > . . . > Ip∗k).
4. For each j = 1, . . . k do:
(a) Find the last point p′ < p∗j such that
mp′
np′
< Ip∗j and its next point p in
K(p∗j) is free (by Remark 3.1.3, we know that p is in BP (J (ξ)), and so
p 6 p∗j ).
(b) If p has already appeared at this step, let qj be the last p-satellite point in
K(p∗j) and set R = R ∪ {qj} and S = S ∪ {q | q 6 qj}. Then skip to the
next j.
(c) Otherwise, take i = 0 and q0 = p.
(d) While
mqi
nqi
6= Ip∗j do
– If
mqi
nqi
> Ip∗j , take qi+1 to be the first satellite of qi.
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– If
mqi
nqi
< Ip∗j , take qi+1 to be the second satellite of qi.
Increase i to i+ 1.
(e) If
mqi
nqi
= Ip∗j , set R = R∪ {qi} and S = S ∪ {q | q 6 qi}.
• Recovering values.
1. For each p ∈ R set vp = mp.
2. For each free point p ∈ S −R
– If there is a free point both in S and in the first neighbourhood of p, set
vp = mp.
– Otherwise, let q be the biggest p-satellite point in R and set vp the only
integer in the interval
[
np
nq
mq,
np
nq
mq + 1
)
.
3. For each satellite point p ∈ S−R, let p′ be the free point of which p is satellite,
and let q be the biggest point in R which is satellite of p′.
– If p ≻ q and vp′(ξ) =
np′
nq
mq both hold, set vp =
np
np′
vp′(ξ).
– Otherwise, set vp = mp.
From the previous results in this chapter, it is immediate to check the following
Theorem 3.3.1. The previous algorithm actually computes the set of rupture points and
the cluster of singular points of ξ, together with the values of ξ at these points. More
precisely, at the end of the algorithm we have R(ξ) = R, S(ξ) = S and vp(ξ) = vp for
any p ∈ S(ξ).
Remark 3.3.2. It is possible to shorten the presentation of the algorithm replacing the
first part by
1. Start with R = S = ∅, and let D be the set of dicritical points of BP (J (ξ)).
2. If O ∈ D, then set R = S = {O}
3. For each p∗ ∈ D do:
(a) Compute I = [BP (J (ξ)).K(p
∗)]
np∗
+ 1.
(b) Find the last point p′ < p∗ such that
mp′
np′
< I and its next point p in K(p∗j ) is
free.
(c) Take i = 0 and q0 = p.
(d) While
mqi
nqi
6= I do
• If
mqi
nqi
> I, take qi+1 to be the first satellite of qi.
• If
mqi
nqi
< I, take qi+1 to be the second satellite of qi.
Increase i to i+ 1.
(e) If
mqi
nqi
= I, set R = R∪ {qi} and S = S ∪ {q | q 6 qi}.
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However, we have chosen the longer version because it gives a more precise and ge-
ometrical description of some of the rupture points qγ, for which also avoids the tedious
task of performing the iterations in step (d).
Remark 3.3.3. This algorithm gives a proof of the first statement in Theorem 1.2.7.
Furthermore, it is obvious that the algorithm yields similar clusters if it is applied to
similar clusters, so in fact it also proves the second statement in Theorem 1.2.7, as we
wanted.
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Appendix A
Examples.
A.1 Some little examples.
In this section we expose some explicit applications of the algorithm to some “simple”
curves ξ (i.e., curves with a little number of branches and just a few singular points).
Some of them will be worked in detail (the first ones and some others which illustrate
special cases), and the other will just be sketched.
In each example we will start from an equation f of ξ and then we will compute the
cluster of base points BP (J (ξ)) = BP
(
∂f
∂x
, ∂f
∂y
)
using the algorithm given in [2] (this
part will not be explained in any case). Then we will apply the algorithm of section
3.3 to recover the cluster S(ξ) with the corresponding values, showing the invariants mp
np
computed and explaining how the algorithm works (the explicitness of the explanation
will vary in each case).
Each example will be illustrated with some Enriques’ diagrams. For the sake of clarity,
the singular points of ξ will be represented with black filled circles, while the points in
BP (J (ξ)) not lying on ξ will be represented with white filled circles.
When reading each example, it is advisable to look at the corresponding figure in order
to fix some notation, paying attention to the labels of the points of the clusters.
Example 1: (See figure A.1.)
ξ is the curve given by f = (y2−αx3)(y2+αx3) = 0, where α is any non-zero complex
number. It consists of two branches, both of them with characteristic exponent 3
2
, and
sharing no points besides the singular ones.
The cluster BP (J (ξ)) is the irreducible cluster consisting of the singular points of ξ
plus the second satellite of the last point in S(ξ) (which is labeled with p3).
The first part of the algorithm is quite short, because p3 is the only one dicritical
point. Thus we start with R = S = ∅ and compute
I = Ip3 =
[BP (J (ξ)).K(p3)]
np3
+ 1 =
BP (J (ξ))2
3
+ 1 =
32 + 22 + 12 + 12
3
+ 1 = 6.
The point p′ is the origin O, and hence the rupture point q associated to p3 is satellite of
q0 = p1. The step 4(d) in the algorithm consists just of one iteration:
•
mq0
nq0
= 7 > 6 = I, so we take q1 = p2, the first satellite of p1.
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Since
mq1
nq1
= 6 = I, we end by taking R = {p2} and S = {O, p1, p2}.
The second part of the algorithm starts setting vp2 = mp2 = 12, and the second step
is:
• Since p1 ∈ S is a free point in the first neighbourhood of O, we set vO = mO = 4.
• Since there is no free singular point in the first neighbourhood of p1, we apply the
second instance. The biggest p1-satellite point in R is p2, and so we take vp1 to be
the only integer in the interval
[
1
2
12, 1
2
12 + 1
)
= [6, 7), that is, vp1 = 6.
There is no third step because the only satellite point in S is also in R, so we have finished
and the cluster S and the values vp obtained clearly coincide with S(ξ) and vp(ξ).
ξ, (ep(ξ), vp(ξ))
(4, 4)
(2, 6)
(2, 12)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
BP (J (ξ)), νp
3
2
1
1
S(ξ) ∪BP (J (ξ)), mp
np
4
1
7
1
12
2
20
3
Figure A.1: ξ : (y2 − αx3)(y2 + αx3) = 0.
Example 2: (See figure A.2.)
ξ is the curve given by (y2−αx3)(y2−βx3) = 0, where α and β are non-zero complex
numbers such that α + β 6= 0.
The cluster BP (J (ξ)) consists of the singular points of ξ and one further free point
p3 on the polar ζx = Px(f) :
∂f
∂y
= 0 in the first neighbourhood of the last singular point
of ξ. The virtual multiplicities are displayed in figure A.2.
Note that ξ consists of two branches, both of them with characteristic exponent 3
2
and sharing no non-singular point. Hence, ξ is equisingular to the curve in the previous
example, but its generic polars are not. Indeed, generic polars of ξ have one smooth
branch tangent to ξ and one singular branch sharing four points with ζx, while generic
polars in example 1 were irreducible.
The set of dicritical points of BP (J (ξ)) is D = {p1, p3}, and since O 6∈ D the algorithm
starts with R = S = ∅. The polar invariants are
I1 = Ip1 =
[BP (J (ξ)).K(p1)]
np1
+ 1 =
3 · 1 + 2 · 1
1
+ 1 = 6,
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I3 = Ip3 =
[BP (J (ξ)).K(p3)]
np3
+ 1 =
3 · 2 + 2 · 1 + 12 + 12
2
+ 1 = 6.
Thus any order of D is valid, and we choose to start with p1. The corresponding polar
invariant is I1 = 6 and thus p
′ is the origin. The rest of the computations are the same
as in Example 1, obtaining R = {p2} and S = {O, p1, p2}.
Take now p3, whose polar invariant is also I3 = 6. Therefore p
′ is again O, and the
procedure yields the same result as for p1. Hence it is not necessary to add any point to
R nor S.
So far we have determined R(ξ) = {p2} (and thus S(ξ) = {O, p1, p2}), as in example
1. Since the invariants mp and np for p ∈ S are the same as in that example, the second
part of the algorithm is exactly the same and thus we obtain the same cluster of singular
points (as we already knew).
ξ, (ep(ξ), vp(ξ))
(4, 4)
(2, 6)
(2, 12)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
BP (J (ξ)), νp
3
2
1
1
S(ξ) ∪ BP (J (ξ)), mp
np
4
1
7
1
12
2
14
2
Figure A.2: ξ : (y2 − αx3)(y2 − βx3) = 0, α, β, α+ β 6= 0.
Example 3: (See figure A.3.)
Now consider ξ the curve given by (y2−β1x3)((y−αx)2−β2x3) = 0, where α, β1, β2 6= 0.
It consists of two non-tangent branches, both of them with characteristic exponent 3
2
.
The cluster BP (J (ξ)) consists of the origin O taken with virtual multiplicity 3, and
the two points on ξ in the first neighbourhood of P taken with multiplicity 1. Note that
the points in BP (J (ξ)) are exactly of the free singular points of ξ3, which by Lemma
1.2.6 must belong to the base points of the polar germs. Thus, in this case, BP (J (ξ)) is
as small as possible.
In this case all points in BP (J (ξ)) are dicritical. In particular, the origin O is dicritical
and the algorithm starts with R = S = {O}. The polar invariants associated to the rest
of the points in BP (J (ξ)) are
I = Ip1 = Ip2 =
[BP (J (ξ)).K(p1)]
np1
+ 1 =
3 · 1 + 12
1
+ 1 = 5,
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The situation is obviously symmetrical, and thus we can start with p1. The correspond-
ing polar invariant is 5, and hence p′ = O is the origin. Therefore, the associated rupture
point is satellite of q0 = p1. As in the previous examples, step 4(d) in the algorithm is
performed just one time:
•
mq0
nq0
= 6 > 5 = I, so we take q1 = p3, the first satellite of p1.
Since
mq1
nq1
= 5 = I, we end by taking R = {O, p3} and S = {O, p1, p3}.
The case of p2 is analogous, leading to R = {O, p3, p4},S = {O, p1, p2, p3, p4}.
ξ, (ep(ξ), vp(ξ))
(4, 4)
(1, 5)
(1, 5)
(1, 10)
(1, 10)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
BP (J (ξ)), νp
3
1
1
S(ξ) ∪BP (J (ξ)), mp
np
4
1
6
1
6
1
10
2
10
2
Figure A.3: ξ : (y2 − β1x3)((y − αx)2 − β2x3) = 0 (α, β1, β2 6= 0).
The second part starts setting vO = mO = 4 and vp3 = vp4 = mp3 = mp4 = 10. The
second step is the same for p1 and p2: since there are no free points in S in its first
neighbourhoods, we must apply the second instance to obtain vp1 = vp2 = 5, the only
integer in the interval[
np1
np3
mp3,
np1
np3
mp3 + 1
)
=
[
np2
np4
mp4,
np2
np4
mp4 + 1
)
= [5, 6).
As in the previous examples, there is no third step because there are no satellite points
in S and not in R. Therefore the process has finished and we have certainly recovered
R(ξ) and S(ξ) with its values.
Example 4: (See figure A.4.)
Take ξ to be given by y3 − x11 + αx8y = 0, with α 6= 0. It is irreducible and has only
one characteristic exponent: 11
3
.
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The cluster BP (J (ξ)) is shown in figure A.4, and hence generic polars of ξ consist
of two smooth branches sharing the points on ξ up to p3, the point on ξ in the third
neighbourhood of O. Moreover, generic polars of ξ share four further fixed free points
after p3, two on each branch.
Since O 6∈ D = {p8, p9}, we start with R = S = ∅. The polar invariants are
I = Ip8 = Ip9 =
[BP (J (ξ)).K(p8)]
np8
+ 1 =
2 · 1 + 2 · 1 + 2 · 1 + 2 · 1 + 12 + 12
1
+ 1 = 11,
and therefore we can start with p8. The point p
′ is p2, and thus the rupture point
associated to p8 is satellite of q0 = p3. Step 4(d) consists of the next two iterations:
•
mq0
nq0
= 12 > 11 = I, so we take q1 = p4, the first satellite of p3.
•
mq1
nq1
= 21
2
< 11 = I, so we take q2 = p5, the second satellite of p4.
Since
mq2
nq2
= 11 = I, we end by taking R = {p5} and S = {O, p1, . . . , p5}.
Taking p9 we have Ip9 = I = 11 and again p
′ = p2. Hence we obtain the same results
as for p8 and it is not necessary to add any point to R or S.
ξ, (ep(ξ), vp(ξ))
(3, 3)
(3, 6)
(3, 9)
(2, 11)
(1, 21)
(1, 33)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
p5
p6
p7
p8
p9
BP (J (ξ)), νp
2
2
2
2
1
1
1
1
S(ξ) ∪BP (J (ξ)), mp
np
3
1
6
1
9
1
12
1
21
2
33
3
14
1
14
1
16
1
16
1
Figure A.4: ξ : y3 − x11 + αx8y = 0 (α 6= 0).
The second part of the algorithm starts setting vp5 = mp5 = 33. On the one hand,
since there are free singular points in the first neighbourhood of O, p1 and p2, Step 2 yields
vO = 3, vp1 = 6 and vp2 = 9. On the other hand, since there are no free singular points
in the first neighbourhood of p3, the second instance of step 2 gives vp3 = 11, the only
integer in the interval [
np3
np5
mp5 ,
np3
np5
mp5 + 1
)
= [11, 12).
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Finally, the third step of the second part applies to recover vp4 . p
′ is p3 and q is p5.
Since p4 ≺ p5, we must follow the second instance of step 3 and set vp4 = mp4 = 21.
Example 5: (See figure A.5.)
Now consider the curve ξ given by y3 − x11 = 0. It is again irreducible with single
characteristic exponent 11
3
, and hence it is equisingular to the curves in the previous
example (in fact, it corresponds to take α = 0 in the equation of Example 4).
However, BP (J (ξ)) is not similar to the base points in Example 4 (showing again that
the reciprocal of Theorem 1.2.7 does not hold). In this case, generic polars also consist
of two smooth branches, but they share five points (instead of four, as happened in the
previous example) and there are no more base points.
replacemen
ξ, (ep(ξ), vp(ξ))
(3, 3)
(3, 6)
(3, 9)
(2, 11)
(1, 21)
(1, 33)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
p5
p6
BP (J (ξ)), νp
2
2
2
2 2
S(ξ) ∪BP (J (ξ)), mp
np
3
1
6
1
9
1
12
1
21
2
33
3
15
1
Figure A.5: ξ : y3 − x11 = 0.
In this case there is only one dicritical point in BP (J (ξ)): p6, and its corresponding
polar invariant is again
I = Ip6 =
[BP (J (ξ)).K(p6)]
np6
+ 1 =
2 · 1 + 2 · 1 + 2 · 1 + 2 · 1 + 2 · 1
1
+ 1 = 11.
Moreover, the point p is again p3, and hence the algorithm works as it does in example 4
(recovering both the rupture points and the values).
Example 6: (See figure A.6.)
Let ξ be the curve given by (y5−x3)(y3−x5) = 0. Hence ξ consists of two non-tangent
branches with characteristic exponent 5
3
. This example is quite similar to Example 3.
The cluster BP (J (ξ)) has been represented in figure A.6. According to it, generic
polars of ξ consist of five smooth branches, two of them tangent to one branch of ξ, another
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two tangent to the other branch of ξ, and the remaining one with variable tangent. As in
Example 3, the points in BP (J (ξ)) are just the singular free points of ξ (obviously, with
different multiplicities).
ξ, (ep(ξ), vp(ξ))
(6, 6)
(2, 8)
(2, 8)
(1, 15)
(1, 15)
(1, 24)
(1, 24)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
p5
p6
BP (J (ξ)), νp
5
2
2
S(ξ) ∪BP (J (ξ)), mp
np
6
1
9
1
9
1
15
2
15
2
24
3
24
3
Figure A.6: ξ : (y5 − x3)(y3 − x5) = 0.
Again as in Example 3, all points in BP (J (ξ)) are dicritical, and in particular so is
O. Thus, the algorithm starts with R = S = {O}. The polar invariant associated both
to p1 and p2 is
I = Ip1 = Ip2 =
[BP (J (ξ)).K(p1)]
np1
+ 1 =
5 · 1 + 2 · 1
1
+ 1 = 8.
The situation is again symmetrical, so we start with p1. Since Ip1 = 8, the point p
′ is the
origin O, and hence the rupture point associated to p1 is satellite of q0 = p1. Step 4(d)
consists of two iterations:
•
mq0
nq0
= 9 > 8 = I, so we take q1 = p3, the first satellite of p1.
•
mq1
nq1
= 15
2
< 8 = I, so we take q2 = p5, the second satellite of p3.
Since
mq2
nq2
= 8 = I, we end by taking R = {O, p5} and S = {O, p1, p3, p5}.
The case p2 is analogous, so we obtain R = {O, p5, p6} and S = {O, p1, . . . , p6}.
The second part of the algorithm works as follows. First of all, we set vO = mO = 6
and vp5 = vp6 = 24. Step 2 applies to p1 and p2, giving vp1 = vp2 = 8, the only integer in
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the interval [
np1
np5
mp5,
np1
np5
mp5 + 1
)
=
[
np2
np6
mp6,
np2
np6
mp6 + 1
)
= [8, 9).
To conclude, we set vp3 = vp4 = 15 because p3 ≺ p5 and p4 ≺ p6, and hence the second
instance of step 3 applies.
Example 7: (See figure A.7.)
Now consider the curve ξ : (x2−y)(x2+y)(x−y2)(x+y2)(x2−(x−y))(x2+(x−y)) = 0.
It consists of three pairs of tangent smooth branches having different points in the second
neighbourhood of O.
The cluster BP (J (ξ)) consists of the singular points of ξ and three more simple free
points not lying on ξ, as is shown in figure A.7. Therefore generic polars of ξ consist of
five smooth branches with different tangent directions, three of them are tangent to ξ and
the remaining two have variable tangents.
ξ, (ep(ξ), vp(ξ))
(6, 6)
(2, 8)
(2, 8)
(2, 8)
(1, 9)
(1, 9)
(1, 9)
(1, 9)
(1, 9)
(1, 9)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
p4 p5 p6
p7
p8
p9
p10
p11
p12
BP (J (ξ)), νp
5
1
1
1
1
1
1
S(ξ) ∪BP (J (ξ)), mp
np
6
1
8
1
8
1
8
1
9
1
9
1
9
1
9
1
9
1
9
1
10
1
10
1
10
1
Figure A.7: ξ : (x2 − y)(x2 + y)(x− y2)(x+ y2)(x2 − (x− y))(x2 + (x− y)) = 0.
The set of dicritical points of BP (J (ξ)) is D = {O, p10, p11, p12}. In particular O ∈ D,
and thus the algorithm starts with R = S = {O}. The polar invariant associated to
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p10, p11 and p12 is
I = Ip10 = Ip11 = Ip12 =
[BP (J (ξ)).K(p10)]
np10
+ 1 =
5 · 1 + 12 + 12
1
+ 1 = 8.
If we start, for example, with p10, we find that p
′ is the origin O. Hence the rupture
point associated to p10 is satellite of p1. Indeed, since
mp1
np1
= 8 = I, this rupture point is
precisely p1.
The procedure works analogously for p11 and p12, and the result of the first part of
the algorithm is R = S = {O, p1, p2, p3}.
Since R = S, the second part of the algorithm finishes at the first step, setting
vO = mO = 6 and vp1 = vp2 = vp3 = mp1 = mp2 = mp3 = 8, which actually are the values
of the singular points on ξ.
Example 8: (See figure A.8.)
Now let ξ be the curve given by y3−αx10 = 0, with α 6= 0. It is irreducible with only
one characteristic exponent: 10
3
.
Its generic polars are irreducible with characteristic exponent 9
2
, and they have no
common points besides the singular ones. Hence the cluster of base points BP (J (ξ)) is
irreducible and consists precisely of these singular points.
ξ, (ep(ξ), vp(ξ))
(3, 3)
(3, 6)
(3, 9)
(1, 10)
(1, 20)
(1, 30)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
p5
p6
p7
BP (J (ξ)), νp
2
2
2
2 1
1
S(ξ) ∪BP (J (ξ)), mp
np
3
1
6
1
9
1
12
1
21
2
30
3
14
1
27
2
Figure A.8: ξ : y3 − αx10 = 0, α 6= 0.
Since BP (J (ξ)) is irreducible, D = {p7}, and the algorithm starts with R = S = ∅.
The only polar invariant is
I = Ip7 =
[BP (J (ξ)).K(p7)]
np7
+1 =
BP (J (ξ))2
np7
+1 =
22 + 22 + 22 + 22 + 12 + 12
2
+1 = 10,
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and the point p′ is p2. Thus, the only rupture point of ξ must be satellite of q0 = p3. Step
4(d) works as follows:
•
mq0
nq0
= 12 > 10 = I, so we take q1 = p4, the first satellite of p3.
•
mq1
nq1
= 21
2
> 10 = I, so we take q2 = p5, the first satellite of p4.
Since
mq2
nq2
= 10 = I, we end taking R = {p5} and S = {O, p1, . . . , p5}.
The second part of the algorithm starts setting vp5 = mp5 = 30. The second step
computes vO = mO = 3, vp1 = mp1 = 6 and vp2 = mp2 = 9 because O, p1 and p2 have free
singular points in their respective first neighbourhoods. However, since there are no free
points in S in the first neighbourhood of p3, we must apply the second instance of step 2
to obtain vp3 = 10, the only integer in the interval[
np3
np5
mp5,
np3
np5
mp5 + 1
)
= [10, 11).
It remains to recover the value of p4, which is done in step 3. We take p
′ = p3 and
q = p5, and since p4 ≻ p5 and vp3 =
np3
np5
mp5 = 10, we finish just setting vp4 =
np4
np5
mp5 = 20.
Example 9: (See figure A.9.)
Now consider the curve ξ given by y(y2−x3) = 0. It consists of two tangent branches,
one of them is smooth and the other one has 3
2
as the only characteristic exponent.
Generic polars of ξ are irreducible also with 3
2
as the only characteristic exponent.
They share all the singular points of ξ and one further point (p3) which does not lie on ξ.
ξ, (ep(ξ), vp(ξ))
(3, 3)
(2, 5)
(1, 9)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
BP (J (ξ)), νp
2
1
1
1
S(ξ) ∪BP (J (ξ)), mp
np
3
1
5
1
9
2 11
2
Figure A.9: ξ : y(y2 − x3) = 0.
Since BP (J (ξ)) is irreducible, the set of dicritical points is D = {p3} and thus the
algorithm starts with R = S = ∅. The only polar invariant is
I = Ip3 =
[BP (J (ξ)).K(p3)]
np3
+ 1 =
BP (J (ξ))2
np3
+ 1 =
22 + 12 + 12 + 12
2
+ 1 =
9
2
,
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and the point p′ is the origin. Thus, the only rupture point of ξ must be satellite of
q0 = p1. Step 4(d) consists just of the iteration
•
mq0
nq0
= 5 > 9
2
= I, so we take q1 = p2, the first satellite of p3.
Since
mq1
nq1
= 9
2
= I, we end by taking R = {p2} and S = {O, p1, p2}.
The second part of the algorithm starts setting vp2 = mp2 = 9. On the one hand, since
p1 is a free singular point in the first neighbourhood of O, step 2 computes vO = mO = 3.
On the other hand, since there are no free singular points in the first neighbourhood of
p1, we must apply the second instance of step 2 to obtain vp1 = 5, the only integer in the
interval [
np1
np2
mp2,
np1
np2
mp2 + 1
)
=
[
9
2
,
11
2
)
.
Since there are no satellite points but the rupture point p2, step 3 is not performed
and the algorithm finishes.
Example 10: (See figure A.10.)
Let ξ be the curve given by y(y − x2)(y2 − x3) = 0. It is the curve in the previous
example with an extra tangent smooth branch. This new branch shares no point with the
other ones but the point in the first neighbourhood of the origin.
The cluster BP (J (ξ)) consists of the singular points of ξ and two more free points, as
is shown in the figure. Thus, generic polars of ξ have two tangent branches. One of them
is smooth and always go through p3, a fixed free point in the second neighbourhood of
O, and the other one is singular of characteristic exponent 3
2
and also goes through one
further fixed free point (p4) after the singular ones.
ξ, (ep(ξ), vp(ξ))
(4, 4)
(3, 7)
(1, 12)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
p4
BP (J (ξ)), νp
3
2
1
1
1
S(ξ) ∪ BP (J (ξ)), mp
np
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2
Figure A.10: ξ : y(y − x2)(y2 − x3) = 0.
In this case D = {p3, p4}, and since O 6∈ D, the algorithm starts with R = S = ∅.
The polar invariants are
I3 = Ip3 =
[BP (J (ξ)).K(p3)]
np3
+ 1 =
3 · 1 + 2 · 1 + 12
1
+ 1 = 7,
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I4 = Ip4 =
[BP (J (ξ)).K(p4)]
np4
+ 1 =
3 · 2 + 2 · 1 + 12 + 12
2
+ 1 = 6.
Since I3 > I4, we must start with p3. The point p
′ is the origin, and hence the rupture
point associated to p3 is satellite of p = p1. Furthermore, since
mp1
np1
= 7 = I1, the rupture
point is exactly p1, and we temporarily set R = {p1} and S = {O, p1}.
We now take p4. The point p
′ is again the origin, and p = p1. Since p1 has already
appeared, we know that the rupture point associated to p4 is p2, the last p1-satellite
point in K(p4). Thus we end the first part of the algorithm by setting R = {p1, p2} and
S = {O, p1, p2}.
The recovering of the values if quite straightforward. First of all, we start with the
rupture points and set vp1 = mp1 = 7 and vp2 = mp2 = 12. Then, since p1 is a free singular
point in the first neighbourhood of O, we finish applying step 2 to obtain vO = mO = 5.
Example 11: (See figure A.11.)
Now consider the curve ξ given by y(y − x2)(y − x3)(y2 − x3) = 0. It is the curve in
Example 10 with an extra smooth branch sharing three points with one of the smooth
branches.
The cluster BP (J (ξ)) is shown in the figure. In particular, generic polars have tree
branches, two of which are smooth and the other one has also characteristic exponent 3
2
.
ξ, (ep(ξ), vp(ξ))
(5, 5)
(4, 9)
(1, 15)
(2, 11)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
p5
p6 p7
BP (J (ξ)), νp
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1
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1
Figure A.11: ξ : y(y − x2)(y − x3)(y2 − x3) = 0.
We now have three dicritical points (p4, p5 and p7) which lead to three different polar
invariants:
I4 = Ip4 =
[BP (J (ξ)).K(p4)]
np4
+ 1 =
4 · 1 + 3 · 1 + 12
1
+ 1 = 9,
I5 = Ip5 =
[BP (J (ξ)).K(p5)]
np5
+ 1 =
4 · 2 + 3 · 1 + 12 + 12
2
+ 1 =
15
2
,
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I7 = Ip7 =
[BP (J (ξ)).K(p7)]
np7
+ 1 =
4 · 1 + 3 · 1 + 12 + 12 + 12
1
+ 1 = 11.
Since O is not a dicritical point, we start with R = S = ∅. In addition, we must
consider the dicritical points ordered as (p7, p4, p5) because of the polar invariants.
So let us start with p7. The point p
′ is p1, and hence the rupture point is satellite
of p = p3. Moreover, since
mp3
np3
= 11 = I7, we end this step with R = {p3} and
S = {O, p1, p3}.
Now take p4. The point p
′ is the origin, and thus the rupture point associated to p4
is satellite of p = p1. Again, since
mp1
np1
= 9 = I4, this step finishes with R = {p1, p3} and
S = {O, p1, p3}.
Finally, take p5. The point p
′ is the origin, and the point p is again p1. Since it has
already appeared, the rupture point associated to p5 is directly p2, the last p1-satellite
point in K(p5). Thus, the first part of the algorithm ends with R = {p1, p2, p3} and
S = {O, p1, p2, p3}.
As for the second part, it is quite straightforward. The first step gives immediately
vp1 = 9, vp2 = 15 and vp3 = 11, and step 2 gives vO = mO = 5, which are the correct
values of ξ at its singular points.
Example 12: (See figure A.12.)
Now let ξ be the curve given by (y2 − x3)(y2 − x5) = 0. It clearly consists of two
tangent branches with characteristic exponents 3
2
and 5
2
, respectively.
As it is shown in figure A.12, BP (J (ξ)) consists of the singular points of ξ but p4,
and two further points (p5 and p6) which do not lie on ξ. Thus, generic polars of ξ have
two branches, one of which is smooth and the other one is singular with characteristic
exponent 3
2
. Furthermore, both of them go through one fixed free point not lying on ξ.
In this case O 6∈ D = {p5, p6}, and thus we start with R = S = ∅. The polar invariants
are
I5 = Ip5 =
[BP (J (ξ)).K(p5)]
np5
+ 1 =
3 · 2 + 2 · 1 + 12 + 12
2
+ 1 = 6,
I6 = Ip6 =
[BP (J (ξ)).K(p6)]
np6
+ 1 =
3 · 1 + 2 · 1 + 12 + 12
1
+ 1 = 8.
Thus we must start with p6. The point p
′ is p1, and hence the rupture point associated
to p6 is satellite of p = q0 = p3. Step 4(d) consists just of the iteration
•
mq0
nq0
= 9 > 8 = I6, so we take q1 = p4, the first satellite of p3,
and since
mq1
nq1
= 8 = I, this step ends with R = {p4} and S = {O, p1, p3, p4}.
Now take p5. p
′ is the origin and thus the rupture point is satellite of p1. Step 4(d)
also consists of one iteration which yields p2 as the last rupture point. Therefore the first
part of the algorithm ends with R = {p2, p4} and S = {O, p1, . . . , p4}.
The second part of the algorithm starts by setting vp2 = 12 and vp4 = 16. Step 2 sets
vO = 4, vp1 = 7 and vp3 = 8, the last one because it is the only integer in the interval[
np3
np4
mp4,
np3
np4
mp4 + 1
)
= [8, 9).
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There is no third step because all satellite points are rupture points.
ξ, (ep(ξ), vp(ξ))
(4, 4)
(3, 7)
(1, 12)
(1, 8)
(1, 16)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
p4
p5
p6
BP (J (ξ)), νp
3
2
1
1
1
1
S(ξ) ∪BP (J (ξ)), mp
np
4
1
7
1
12
2
9
1
16
2
14
2
11
1
Figure A.12: ξ : (y2 − x3)(y2 − x5) = 0.
Example 13: (See figure A.13.)
Now consider the curve ξ given by the equation y(y2−x3)(y2−x5) = 0. It is the curve
in the previous example with an extra smooth branch going through all the free singular
points.
Generic polars of ξ consist of two singular branches of characteristic exponents 3
2
and
5
2
. Moreover, the first branch always goes through one fixed free point not on ξ (p5), and
the second one goes through tree fixed free points not on ξ (p6, p7 and p8).
The dicritical points of BP (J (ξ)) are D = {p5, p8}, and the polar invariants are
I5 = Ip5 =
[BP (J (ξ)).K(p5)]
np5
+ 1 =
4 · 2 + 3 · 1 + 12 + 12
2
+ 1 =
15
2
,
I8 = Ip8 =
[BP (J (ξ)).K(p8)]
np8
+ 1 =
4 · 2 + 3 · 2 + 12 + 12 + 12 + 12 + 12
2
+ 1 =
21
2
.
Thus, we start with p8. The point p
′ is p1, and hence the rupture point associated to
p8 is satellite of p = q0 = p3. Step 4(d) consists of just one iteration:
•
mq0
nq0
= 11 > 21
2
= I8, so we take q1 = p4, the first satellite of p3.
Since
mq0
nq0
= I8, we have find that the rupture point associated to p8 is p4, so for the
moment we have R = {p4} and S = {O, p1, p3, p4}.
Applying the procedure to p5, the first part of the algorithm ends with R = {p2, p4}
and S = {O, p1, . . . , p4}.
The second part of the algorithm works as follows. In first place, we recover the values
of the rupture points as vp2 = 12 and vp4 = 21. Then we set vO = 5 and vp1 = 9 because
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both O and p1 have free singular points in their first neighbourhoods. Finally, vp3 = 11
because it is the only integer in the interval[
np3
np4
mp4 ,
np3
np4
mp4 + 1
)
=
[
21
2
,
23
2
)
.
ξ, (ep(ξ), vp(ξ))
(5, 5)
(4, 9)
(1, 15)
(2, 11)
(1, 21)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
p4
p5
p6 p7
p8
BP (J (ξ)), νp
4
3
1
1
1
1
1
1
1
S(ξ) ∪ BP (J (ξ)), mp
np
5
1
9
1
15
2
11
1
21
2
17
2
23
2 25
2 27
2
Figure A.13: ξ : y(y2 − x3)(y2 − x5) = 0.
Example 14: (See figure A.14.)
Let ξ be the curve given by (y3 − x5)((y − x2)3 − x5) = 0. It consists of two tangent
branches with characteristic exponent 5
3
sharing only its singular points.
The generic polars of ξ have three branches. Two of them are smooth and share no
points but the one on ξ in the first neighbourhood of the origin. The other branch has
characteristic exponent 5
3
(as each branch of ξ) and goes through two fixed free points not
on ξ after the last satellite point of ξ.
Therefore BP (J (ξ)) has two dicritical points: p1 with excess 2 and p5 with excess
one. The associated polar invariants are
I1 = Ip1 =
[BP (J (ξ)).K(p1)]
np1
+ 1 =
5 · 1 + 4 · 1
1
+ 1 = 10,
I5 = Ip5 =
[BP (J (ξ)).K(p5)]
np5
+ 1 =
5 · 3 + 4 · 2 + 12 + 12 + 12 + 12
3
+ 1 = 10.
Hence we can proceed in any order, and in fact both p1 and p5 have p3 as associated rupture
point. So the first part of the algorithm finishes with R = {p3} and S = {O, p1, p2, p3}.
The second part starts with vp3 = mp3 = 30. Step 2 gives vO = mO = 6 (because p1 is
a free singular point in the first neighbourhood of O), and vp1 = 10, the only integer in
the interval [
np1
np3
mp3 ,
np1
np3
mp3 + 1
)
= [10, 11).
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Finally, since p2 ≺ p3, step 3 gives vp2 = mp2 = 18, and we have in fact recovered S(ξ)
with the correct values.
ξ, (ep(ξ), vp(ξ))
(6, 6)
(4, 10)
(2, 18) (2, 30)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
p5
BP (J (ξ)), νp
5
4
1 1
1 1
S(ξ) ∪ BP (J (ξ)), mp
np
6
1
11
1
18
2
30
3
32
3
34
3
Figure A.14: ξ : (y3 − x5)((y − x2)3 − x5) = 0.
Example 15: (See figure A.15.)
Now consider the curve ξ given by y(y − x2)(y + x2) = 0. It consists of three smooth
tangent branches which have different points in the second neighbourhood of the origin.
The cluster BP (J (ξ)) consists of the two singular points of ξ with multiplicity 2 and
two further free points in the first neighbourhood of p1 with multiplicity 1. Hence generic
polars of ξ have two smooth tangent branches which go through two fixed points in the
second neighbourhood of O.
Thus BP (J (ξ)) has two dicritical points (p2 and p3) which play a symmetrical role.
The associated polar invariant is
I = Ip2 = Ip3 =
[BP (J (ξ)).K(p2)]
np2
+ 1 =
2 · 1 + 2 · 1 + 12
1
+ 1 = 6.
The point p′ (both for p2 and p3) is the origin, and therefore the rupture points associated
to p2 and p3 are p1-satellite. Note that since the polar invariant is the same for p2 and p3,
the associated rupture point is the same for p2 and p3. In fact, it is p1 because
mp1
np1
= 6 = I.
Hence the first part of the algorithm ends with R = {p1} and S = {O, p1}.
As for the second part of the algorithm, the first step gives vp1 = mp1 = 6, and step 2
gives vO = mO = 3 (because p1 is a free singular point in the first neighbourhood of O),
which are the actual values of ξ at its singular points.
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ξ, (ep(ξ), vp(ξ))
(3, 3)
(3, 6)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
BP (J (ξ)), νp
2
2
1
1
S(ξ) ∪ BP (J (ξ)), mp
np
3
1
6
1
8
1
8
1
Figure A.15: ξ : y(y − x2)(y + x2) = 0.
Example 16: (See figure A.16.)
Let ξ be the curve given by y(y − x2)(y + x2)(y3 − x5)((y − x2)3 − x5) = 0. It is the
sum of the curves in Example 14 and Example 15.
The cluster BP (J (ξ)) is shown in figure A.16. Generic polars of ξ have four branches.
Two of them are smooth and tangent to ξ, and they go through two fixed free points in
the second neighbourhood of the origin which are not on ξ. The other two branches are
singular and go through the last singular point of ξ and four free fixed points (two for
each branch) not on ξ.
The dicritical points of BP (J (ξ)) are p4, p5 (which play the same role), p8 and p9
(which also play analogous roles). The corresponding polar invariants are
I4 = Ip4 = Ip5 =
[BP (J (ξ)).K(p4)]
np4
+ 1 =
8 · 1 + 6 · 1 + 12
1
+ 1 = 16,
I8 = Ip8 = Ip9 =
[BP (J (ξ)).K(p8)]
np8
+ 1 =
8 · 3 + 6 · 2 + 2 · 1 + 2 · 1 + 12 + 12
3
+ 1 = 15.
Hence we must consider first p4 and p5. The corresponding p
′ is the origin, both for p4
and p5. Therefore the rupture points associated to p4 and p5 are satellite of p1, and in
fact are the same point since the two points p4 and p5 have the same associated polar
invariant. Moreover, this rupture point is directly p1, because
mp1
np1
= 16 = I4. Thus we
have for the moment that R = {p1} and S = {O, p1}.
To complete the recovering of rupture points, it remains to consider p8 and p9. The
point p′ is again the origin, and hence the rupture points associated to p8 and p9 are
p1-satellite. Furthermore, they coincide because p8 and p9 have the same associated polar
invariant. Since p1 has already appeared, this rupture point is the last p1-satellite point
in K(p8) (or K(p9)), which is p3.
So the first part of the algorithm has finished withR = {p1, p3} and S = {O, p1, p2, p3}.
The second part of the algorithm starts by setting vp1 = mp1 = 16 and vp3 = mp3 = 45.
The second step applies to O and gives vO = mO = 9 (because p1 is a free singular point
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in the first neighbourhood of the origin). Finally, step 3 applies to p2 giving vp2 = 27
because p2 ≺ p3.
ξ, (ep(ξ), vp(ξ))
(9, 9)
(7, 16)
(2, 27)
(2, 45)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
p4
p5
p6
p7
p8
p9
BP (J (ξ)), νp
8
6
2
2
1
1
1
1
1
1
S(ξ) ∪BP (J (ξ)), mp
np
9
1
16
1
27
2
45
3
18
1
18
1 47
3
47
3
49
3
49
3
Figure A.16: ξ : y(y − x2)(y + x2)(y3 − x5)((y − x2)3 − x5) = 0.
Example 17: (See figure A.17.)
Now consider the curve ξ given by
∏7
k=1(y
4 − kx7) = 0. It consists of seven sin-
gular branches with characteristic exponent 7
4
, which share only their singular points
O, p1, . . . , p4.
The cluster BP (J (ξ)) is shown in figure A.17. Thus generic polars of ξ consist of nine
branches. Three of them are smooth, tangent to ξ and have different points in the second
neighbourhood of O, while each of the other 6 branches go through the singular points of
ξ and three more fixed free points not lying on ξ in successive neighbourhoods of p4.
Thus, BP (J (ξ)) has seven dicritical points. The first one is p1 and the other six are
p17, . . . , p22 and play exactly the same role. The associated polar invariants are
I1 = Ip1 =
[BP (J (ξ)).K(p1)]
np1
+ 1 =
27 · 1 + 21 · 1
1
+ 1 = 49,
I17 = Ip17 = · · · = Ip22 =
[BP (J (ξ)).K(p17)]
np17
+ 1 =
=
27 · 4 + 21 · 3 + 6 · 1 + 6 · 1 + 6 · 1 + 12 + 12 + 12
4
+ 1 = 49.
So in fact all the dicritical points of BP (J (ξ)) have the same associated polar invariant,
and thus they play analogous roles.
Take for example p1. The point p
′ is the origin, and thus the associated rupture point
is satellite of q0 = p1. Step 4(b) consists of three iterations:
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•
mq0
nq0
= 50 > 49 = I1, so we take q1 = p2, the first satellite of p1.
•
mq1
nq1
= 84
2
= 42 < 49 = I1, so we take q1 = p3, the second satellite of p2.
•
mq2
nq2
= 140
3
< 49 = I1, so we take q1 = p4, the second satellite of p3.
Since
mq3
nq3
= 196
4
= 49 = I1, we stop and take R = {p4} and S = {O, p1, . . . , p4}.
It is straightforward to check that any of the points p17, . . . , p22 gives rise to the same
rupture point, so the first part of the algorithm is finished.
ξ, (ep(ξ), vp(ξ))
(28, 28)
(21, 49)
(7, 84)
(7, 140)
(7, 196)
S(ξ) ∪ BP (J (ξ))
O
p1
p2 p3
p4
p5 . . . p10
p11 . . . p16
p17 . . . p22
BP (J (ξ)), νp
27
21
6 6
6
1 1 1
S(ξ) ∪ BP (J (ξ)), mp
np
28
1
50
1
84
2
140
3
196
4
198
4
200
4
202
4
Figure A.17: ξ :
∏7
k=1(y
4 − kx7) = 0.
To recover the values of ξ at the points of S, the algorithm starts with vp4 = mp4 = 196.
Step two give vO = mO = 28, because p1 is a free singular point in the first neighbourhood
of the origin, and vp1 = 49 because it is the only integer in the interval[
np1
np4
mp4 ,
np1
np4
mp4 + 1
)
= [49, 50).
Finally, step 3 gives vp2 = mp2 = 84 and vp3 = mp3 = 140 because p2 ≺ p3 ≺ p4.
Example 18: (See figure A.18.)
Let ξ be the curve given by y7− x16 = 0. It is irreducible with only one characteristic
exponent: 16
7
.
Generic polars of ξ have three branches which go through the first satellite point on ξ
(p3) and afterwards they go through three different and variable free points. Therefore,
BP (J (ξ)) is three times the irreducible cluster K(p3).
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Thus D = {p3} consists of just one dicritical point, whose associated polar invariant
is
I = Ip3 =
[BP (J (ξ)).K(p3)]
np3
+ 1 =
6 · 2 + 6 · 2 + 3 · 1 + 3 · 1
2
+ 1 = 16.
The point p′ is thus p1, and hence the rupture point associated to p3 is satellite of q0 = p2.
Step 4(d) of the first part of the algorithm consists of four iterations:
•
mq0
nq0
= 18 > 16 = I, so we take q1 = p3, the first satellite of p2.
•
mq1
nq1
= 35
2
> 16 = I, so we take q2 = p4, the first satellite of p3.
•
mq2
nq2
= 49
3
> 16 = I, so we take q3 = p5, the first satellite of p4.
•
mq3
nq3
= 63
4
< 16 = I, so we take q4 = p6, the second satellite of p5.
Now
mq4
nq4
= 16 = I, so the first part of the algorithm finishes with R = {p6} and
S = {O, p1, . . . , p6}.
ξ, (ep(ξ), vp(ξ))
(7, 7)
(7, 14)
(2, 16)
(2, 32)
(2, 48)
(1, 63) (1, 112)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
p4
p5 p6
BP (J (ξ)), νp
6
6
3
3
S(ξ) ∪ BP (J (ξ)), mp
np
7
1
14
1
18
1
35
2
49
3
63
4
112
7
Figure A.18: ξ : y7 − x16 = 0.
The second part of the algorithm starts with vp6 = mp6 = 112. The second step sets
vO = mO = 7, vp1 = mp1 = 14 and vp2 = 16, where the last value is the only integer in
the interval [
np2
np6
mp6,
np2
np6
mp6 + 1
)
= [16, 17).
Finally, step 3 sets
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• vp3 =
np3
np2
vp2 =
2
1
16 = 32, because p3 ≻ p6 and vp2 =
np2
np6
mp6 ,
• vp4 =
np4
np2
vp2 =
3
1
16 = 48, because p4 ≻ p6 and vp2 =
np2
np6
mp6 , and
• vp5 = mp5 = 63 because p5 ≺ p6.
Example 19: (See figure A.19.)
Now consider the curve ξ given by y10 − x23 = 0. It is irreducible with 23
10
as its only
characteristic exponent.
Its generic polars are also irreducible with characteristic exponent 22
9
, and thus
BP (J (ξ)) consists of the singular points of ξ up to p4 and three further points p8, p9, p10
proximate to p3.
ξ, (ep(ξ), vp(ξ))
(10, 10)
(10, 20)
(3, 23)
(3, 46)
(3, 69)
(1, 90) (1, 160)
(1, 230)
S(ξ) ∪BP (J (ξ))
O
p1
p2
p3
p4
p5
p6
p7
p8
p9
p10
BP (J (ξ)), νp
9
9
4
4
1
1 1
1
S(ξ) ∪BP (J (ξ)), mp
np
10
1
20
1
25
1
49
2
70
3
90
4 160
7
230
10
120
5
170
7
220
9
Figure A.19: ξ : y10 − x23 = 0.
Hence there is only one dicritical point p10 with associated polar invariant
I = Ip10 =
[BP (J (ξ)).K(p10)]
np10
+ 1 =
BP (J (ξ))2
np10
+ 1 =
=
92 + 92 + 42 + 42 + 12 + 12 + 12 + 12
9
+ 1 = 23.
Thus the point p′ is p1, and hence the rupture point associated to p10 must be satellite of
q0 = p2. Step 4(c) consists of five iterations:
•
mq0
nq0
= 25 > 23 = I, so we take q1 = p3, the first satellite of p2.
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•
mq1
nq1
= 49
2
> 23 = I, so we take q2 = p4, the first satellite of p3.
•
mq2
nq2
= 70
3
> 23 = I, so we take q3 = p5, the first satellite of p4.
•
mq3
nq3
= 90
4
< 23 = I, so we take q4 = p6, the second satellite of p5.
•
mq4
nq4
= 160
7
< 23 = I, so we take q5 = p7, the second satellite of p6.
Since
mq4
nq4
= 23 = I, we have finished the first part of the algorithm with R = {p7} and
S = {O, p1, . . . , p7}.
The second part of the algorithm starts setting vp7 = mp7 = 230. Afterwards, step
2 gives vO = mO = 10, vp1 = mp1 = 20 and vp2 = 23, where the last value is the only
integer in the interval [
np2
np7
mp7,
np2
np7
mp7 + 1
)
= [23, 24).
The algorithm finishes with step 3, which applies to p3, . . . , p6 and gives:
• vp3 =
np3
np2
vp2 =
2
1
23 = 46, because p3 ≻ p7 and vp2 =
np2
np7
mp7 ,
• vp4 =
np4
np2
vp2 =
3
1
23 = 69, because p4 ≻ p7 and vp2 =
np2
np7
m7 ,
• vp5 = mp5 = 90 because p5 ≺ p7, and
• vp6 = mp6 = 160 because p6 ≺ p7.
Example 20: (See figure A.20.)
Finally, let ξ be the curve given by (y − x)(y2 − x3)(x2 − y3) = 0. It consists of two
transverse branches with characteristic exponent 3
2
(as in Example 3) and one smooth
branch non-tangent to the singular ones.
Generic polars of ξ have four smooth branches. Two of them are always tangent to
the singular branches of ξ, and the other two have variable tangent directions. Hence the
cluster BP (J (ξ)) consists of the origin with multiplicity 4 and the free singular points of
ξ in the first neighbourhood of O taken with multiplicity 1, as it is shown in figure A.20.
Now every base point is dicritical, and in particular so is the origin. Therefore, the
algorithm starts with R = S = {O}, and it remains to consider p1 and p2. These points
have the same associated polar invariant
I = Ip1 = Ip2
[BP (J (ξ)).K(p1)]
np1
+ 1 =
4 · 1 + 1 · 1
1
+ 1 = 6,
so we can start with any of them.
Take for example p1. The point p
′ is thus the origin, and hence the rupture point
associated to p1 is satellite of q0 = p1. Step 4(d) consists of just one iteration:
•
mq0
nq0
= 7 > 6 = I, so we take q1 = p3, the first satellite of p1.
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And since
mq1
nq1
= 12
2
= 6 = I, the procedure stops to give R = {p3} and S = {O, p1, p3}.
The case of p2 is analogous, and we finally obtainR = {p2, p4} and S = {O, p1, . . . , p4}.
The second part of the algorithm works as follows. Step 1 gives vO = mO = 5 and
vp2 = vp4 = 12, and step 2 sets vp1 = vp2 = 6, which is the only integer in the interval[
np1
np3
mp3 ,
np1
np3
mp3 + 1
)
=
[
np2
np4
mp4,
np2
np4
mp4 + 1
)
= [6, 7).
ξ, (ep(ξ), vp(ξ))
(5, 5)
(1, 6)
(1, 6)
(1, 12)
(1, 12)
S(ξ) ∪ BP (J (ξ))
O
p1
p2
p3
p4
BP (J (ξ)), νp
4
1
1
S(ξ) ∪BP (J (ξ)), mp
np
5
1
7
1
7
1
12
2
12
2
Figure A.20: ξ : (y − x)(y2 − x3)(x2 − y3) = 0.
A.2 Three bigger examples.
The second section of the appendix is devoted to expose in detail three “big” examples
of application of the algorithm in section 3.3. After these examples it will be clear that
the computation of S(ξ) is much faster using the definitive version of the algorithm than
the simplest version in Remark 3.3.2.
As in the previous section, there are four Enriques’ diagrams for each example. The
first one shows the equisingularity type of the curve ξ. The second one contains the names
of the singular points of ξ and the base points of J (ξ), where the dots in each square
mean that there are as many free points as the number in the same square. The third
diagram represents the cluster BP (J (ξ)) with its virtual multiplicities, and the fourth
one shows the heights of the trunks mp and the multiplicities np of the morphism ϕp for
each p ∈ S(ξ) ∪ BP (J (ξ)) (which are computed with Corollary 1.3.9 and formula 2.1).
Recall that points lying on ξ are represented with black filled circles, while the circles
representing points not lying on ξ are filled in white.
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Example A: (See figures A.21, A.22, A.23 and A.24)
As a first example, consider the curve ξ given by
(y4 − α1x
11)(y3 − α2x
8)(y9 − α3x
22)(y12 − α4x
29)(y4 − α5x
9) = 0,
where αi 6= 0 for i = 1, . . . 5. Thus ξ consists of five branches γ1, . . . , γ5 of characteristic
exponents 11
4
, 8
3
, 22
9
, 29
12
and 9
4
, respectively. From the Enriques’ diagram of figure A.21 it
is immediate that the set of rupture points of ξ is R(ξ) = {p4, p5, p9, p10, p11}.
γ1
γ2
γ3
γ4
γ5
(32, 32)
(32, 64)
(15, 79)
(12, 155)
(2, 236)
(1, 316)
(4, 223) (3, 381)
(2, 538)
(1, 694)
(1, 288)
(1, 920)
Figure A.21: Singular points of ξ with its multiplicities and values (ep(ξ), vp(ξ)).
According to figure A.23, generic polars of ξ have six branches with the following
descriptions:
• One branch is smooth and goes through the last free singular point p2 on ξ and one
further free point p12.
• Another branch is singular with characteristic exponent 7
2
. Its free singular point in
the first neighbourhood of p2 is fixed (p13), and hence so is the satellite point p14.
• Another branch has characteristic exponent 8
3
, and goes through p4 and five fixed
free points (up to p19) in the successive neighbourhoods of p4.
• Another branch has characteristic exponent 22
9
, and goes through p9 and thirteen
fixed free points (up to p20) in the successive neighbourhoods of p9.
• Another branch has characteristic exponent 29
12
, and goes through p11 and seventeen
fixed free points (up to p21) in the successive neighbourhoods of p11.
• The last branch has characteristic exponent 9
4
, and goes through p10 and five fixed
free points (up to p22) in the successive neighbourhoods of p10.
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5
O
p1
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p3
p4 p5
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p8 p9
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p12
p13
p14
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p21p22
p11
Figure A.22: Singular points of ξ and base points of J (ξ).
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Figure A.23: Base points of J (ξ) with its virtual multiplicities νp.
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4
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12
Figure A.24: S(ξ)∪BP (J (ξ)) with heights of the trunks and multiplicities of ϕp,
(
mp
np
)
.
Let us apply the algorithm to this case step by step. It starts with R = S = ∅ and
D = {p12, p14, p19, p20, p21, p22}. The polar invariants are
I12 =
[BP (J (ξ)).K(p12)]
np12
+ 1 =
31 · 1 + 31 · 1 + 15 · 1 + 12
1
+ 1 = 79,
I14 =
[BP (J (ξ)).K(p14)]
np14
+ 1 =
31 · 2 + 31 · 2 + 15 · 2 + 12 + 12
3
+ 1 = 79,
I19 =
[BP (J (ξ)).K(p19)]
np19
+ 1 =
31 · 3 + 31 · 3 + 15 · 2 + 11 · 1 + 12 + 5 · 12
3
+ 1 =
236
3
,
I20 =
[BP (J (ξ)).K(p20)]
np20
+ 1 =
=
31 · 9 + 31 · 9 + 15 · 4 + 11 · 4 + 4 · 1 + 3 · 1 + 2 · 1 + 12 + 13 · 12
9
+ 1 =
694
9
,
I21 =
[BP (J (ξ)).K(p21)]
np21
+ 1 =
=
31 · 12 + 31 · 12 + 15 · 5 + 11 · 5 + 4 · 2 + 3 · 2 + 2 · 1 + 12 + 17 · 12
12
+ 1 =
230
3
,
I22 =
[BP (J (ξ)).K(p22)]
np22
+ 1 =
=
31 · 4 + 31 · 4 + 15 · 1 + 11 · 1 + 4 · 1 + 12 + 5 · 12
4
+ 1 = 72.
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So the order we have already chosen is valid and we can start step 4 of the first part.
• Start with p12. We have p′ = p1 because
mp1
np1
= 64 < I12 = 79 6
mp2
np2
= 80, and then
p = p2. Since it is the first step, we must take q0 = p2 and perform 4(d).
–
mq0
nq0
= 80 > 79 = I12, and hence we take q1 = p3, the first satellite of p2.
–
mq1
nq1
= 155
2
< 79 = I12, and hence we take q2 = p4, the second satellite of p3.
–
mq2
nq2
= 263
3
< 79 = I12, and hence we take q3 = p5, the second satellite of p4.
Since
mq3
nq3
= 79 = I12, we stop and set K = {p5} and S = {O, p1, . . . , p5}.
• Take now p14. By the same reason as in the previous step, we have p′ = p1 and
p = p2. Moreover, the equality I14 = I12 = 79 implies that the procedure yields the
same result as p12, so we will omit it.
• Take now the point p19. Since
mp1
np1
= 64 < I19 =
236
3
6
mp4
np4
= 236
3
, we again have
p′ = p1, and hence p = p2. But p2 has already appeared as p, so the rupture point
associated to p19 is p4, the last p2-satellite point in K(p19). Thus, we must set
R = {p4, p5} and S = {O, p1, . . . , p5}.
• Consider now p20. p′ is again p1 because
mp1
np1
= 64 < I20 =
694
9
6
mp9
np9
= 694
9
.
Therefore p = p2, which has already appeared, and thus the rupture point associated
to p20 is the last p2-satellite in K(p20): p9. This step finishes with R = {p4, p5, p9}
and S = {O, p1, . . . , p9}.
• Take now the point p21. Since
mp1
np1
= 64 < I21 =
230
3
6
mp11
np11
= 920
12
, we have p′ = p1
and p = p2. But since p2 has already appeared, the rupture point associated to p20
is p11, the last p2-satellite in K(p22). We finish this step with R = {p4, p5, p9, p11}
and S = {O, p1, . . . , p9, p11}.
• We finally take p22, the last dicritical point. We have again that p
′ = p1 because
mp1
np1
= 64 < I22 = 72 6
mp10
np10
= 288
4
, and hence p = p2. But it has already appeared,
and therefore the rupture point associated to p22 is p10.
Thus, the first part of the algorithm is completed with R = {p4, p5, p9, p10, p11} and
S = {O, p1, . . . , p11}, which actually coincide with R(ξ) and S(ξ) respectively.
The second part begins recovering of the values of the rupture points:
vp4 = mp4 = 236, vp5 = 316, vp9 = 694, vp10 = 288, and vp11 = 920.
Then it is the turn of the free singular non-rupture points. Firstly, vO = mO = 32 and
vp1 = mp1 = 64 because p1 and p2 are free points in the first neighbourhoods of O and p1
respectively. Secondly, vp2 = 79 because it is the only integer in the interval[
np2
np5
mp5,
np2
np5
mp5 + 1
)
= [79, 80)
(where p5 is the biggest p2-satellite rupture point).
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Finally, we must consider the satellite non-rupture points, which are p3, p6, p7 and p8.
But all these points are smaller than p5, which is the biggest p2-satellite rupture point.
Therefore we must always apply the second instance of step 3, obtaining the equality
vp = mp for all these points. More explicitly, we have
vp3 = 155, vp6 = 223, vp7 = 381, and vp8 = 538.
It is immediate to check that these values are the values of ξ at its singular points, as
claimed.
Example B: (See figures A.25, A.26, A.27 and A.28)
Let ξ be the curve whose four branches γ1, . . . , γ4 are given by the Puiseux series
s1(x) = x
7
4 + x2,
s2(x) = x
7
4 + x
35
16 ,
s3(x) = x
7
4 + x
21
10 ,
s4(x) = x
8
5 .
One possible equation for ξ is
f =(y5 − x8)(y4 − 4x2y3 + 6x4y2 − 4x6y − x7 + x8)
(y16 − 4x7y12 + 6x14y8 − 80x14y9 − 4x21y4−
160x21y5 − 72x21y6 + x28 − 16x28y + 56x28y2 − 16x28y3 − x35)
(y20 − 5x7y16 + 10x14y12 − 60x14y13 − 10x21y8 − 540x21y9 − 2x21y10+
5x28y4 − 404x28y5 + 380x28y6 − x35 − 20x35y − 90x35y240x35y3 + x42)
It is straightforward to check from the Puiseux series of the branches of ξ that the
corresponding Enriques’ diagram is this of figure A.25.
γ1
γ2
γ3
γ4
(45, 45)
(33, 78)
(12, 135)
(11, 224)
(10, 312)
(1, 360)
(10, 322)
(5, 327)
(3, 652)
(1, 980)
(1, 1308)
(1, 1628)
(1, 975)
Figure A.25: Singular points of ξ with its multiplicities and values (ep(ξ), vp(ξ)).
It follows from the Enriques’ diagram of figure A.21 that the set of rupture points of
ξ is R(ξ) = {p4, p5, p6, p10, p12}.
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22
O
p1
p2
p3
p4
p5
p6
p7
p8
p9
p10
p12
p13
p14
p15
p16
p17
p18
p19
p20 · · · p22
p11
p23
p24
p25
p26
p27
Figure A.26: Singular points of ξ and base points of J (ξ).
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1
1
1
1
1
Figure A.27: Base points of J (ξ) with its virtual multiplicities νp.
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According to figure A.27, generic polars of ξ have nine branches with the following
descriptions:
• Three branches are smooth and go through p1 (i.e, are tangent to ξ). Furthermore,
they have no more fixed points.
• Three more branches go through p7. They also go through four fixed free points
(different for each branch) in successive neighbourhoods of p7 (up to p23, p24 and
p25.
• Another branch goes through p12 and 22 fixed free points (not lying on ξ) in suc-
cessive neighbourhoods (up to p27).
• Another branch has characteristic exponent 7
4
, as γ1. Moreover, this branch goes
through p6 (also as γ1 does) and four further free fixed points which do not lie on ξ
(up to p19).
• The last branch has characteristic exponent 8
5
, and goes through p5 and three fixed
free points (up to p15) in the successive neighbourhoods of p5.
22
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1
79
1
135
2
224
3
312
4
360
5
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4
328
4
652
8
980
12 1308
16
1628
20
362
5
364
5
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5
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4
326
4
328
4
330
4
330
4
975
12
336
4
336
4
336
4
1630
20
1672
20
Figure A.28: S(ξ)∪BP (J (ξ)) with heights of the trunks and multiplicities of ϕp,
(
mp
np
)
.
Now we run the algorithm. Step 1 sets R = S = ∅, D = {p1, p15, p19, p23, p24, p25, p27},
and since O 6∈ D we go to step 3.
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The polar invariants are
I1 =
[BP (J (ξ)).K(p1)]
np1
+ 1 =
44 · 1 + 33 · 1
1
+ 1 = 78,
I15 =
[BP (J (ξ)).K(p15)]
np15
+ 1 =
44 · 5 + 33 · 3 + 11 · 2 + 10 · 1 + 12 + 3 · 12
5
+ 1 = 72,
I19 =
[BP (J (ξ)).K(p19)]
np19
+ 1 =
=
44 · 4 + 33 · 3 + 11 · 1 + 10 · 1 + 9 · 1 + 9 · 1 + 4 · 12
4
+ 1 =
161
2
,
I23 = I24 = I25 =
[BP (J (ξ)).K(p23)]
np23
+ 1 =
=
44 · 4 + 33 · 3 + 11 · 1 + 10 · 1 + 9 · 1 + 9 · 1 + 5 · 1 + 4 · 12
4
+ 1 =
327
4
,
I27 =
[BP (J (ξ)).K(p27)]
np27
+ 1 =
=
44 · 20 + 33 · 15 + 11 · 5 + 10 · 5 + 9 · 5 + 9 · 5 + 52 + 22 + 12 + 12 + 22 · 12
20
+ 1 =
=
407
5
.
Hence, we must process the dicritical points in the order p23, p24, p25, p27, p19, p1, p15.
• Start with p23. We have p′ = p6 because
mp6
np6
= 322
4
< I23 =
327
4
6
mp7
np7
= 82, and
then p = p7. Since it is the first step, we must take q0 = p7 and perform 4(d).
–
mq0
nq0
= 82 > 327
4
= I23, and hence we take q1 = p8, the first satellite of p7.
–
mq1
nq1
= 652
8
< 327
4
= I23, and hence we take q2 = p9, the second satellite of p8.
–
mq2
nq2
= 980
12
< 327
4
= I23, and hence we take q3 = p10, the second satellite of p9.
Since
mq3
nq3
= 1308
16
= I23, we stop and set K = {p10}, S = {O, p1, . . . , p4, p6, . . . , p10}.
• Take now p24. By the same reason as in the previous step, we have p′ = p6 and
p = p7. Moreover, the equality I23 = I24 implies that the procedure yields the same
result as p23, so we will omit it. The same happens with p25.
• Take now the point p27. Since
mp6
np6
= 322
4
< I27 =
407
5
6
mp12
np12
= 1628
20
, we again
have p′ = p6, and hence p = p7. But p7 has already appeared as p, so the rupture
point associated to p27 is p12, the last p7-satellite point in K(p27). Thus, we must
set R = {p10, p12} and S = {O, p1, . . . , p4, p6, . . . , p12}.
• Consider now p19. The point p
′ is now p4 because
mp4
np4
= 312
4
< I19 =
161
2
6
mp6
np6
= 322
4
.
Therefore p = p6, which has not appeared before as p. Hence we must perform 4(d).
But fortunately
mp6
np6
= 322
4
= 161
2
= I19, which implies that this step finishes by
setting R = {p6, p10, p12} and S = {O, p1, . . . , p4, p6, . . . , p12}.
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• Take now the point p1. Since
mO
nO
= 45 < I1 = 78 6
mp1
np1
= 79, we have p′ = O and
p = p1. Since p1 has not appeared in a previous step, we must iterate 4(d) from
q0 = p = p1.
–
mq0
nq0
= 79 > 78 = I1, and hence we take q1 = p2, the first satellite of p1.
–
mq1
nq1
= 135
2
< 78 = I1, and hence we take q2 = p3, the second satellite of p2.
–
mq2
nq2
= 224
3
< 78 = I1, and hence we take q3 = p4, the second satellite of p3.
Now we have arrived to
mq3
nq3
= 312
4
= I1. Hence we stop with R = {p4, p6, p10, p12}
and S = {O, p1, . . . , p4, p6, . . . , p12}.
• We finally take p15, the last dicritical point. We have again that p′ = O because
mO
nO
= 45 < I15 = 72 6
mp1
np1
= 79, and hence p = p1. But it has already appeared,
and therefore the rupture point associated to p15 is p5.
Thus, the first part of the algorithm is completed with R = {p4, p5, p6, p10, p12} and
S = {O, p1, . . . , p12}, which actually coincide with R(ξ) and S(ξ) respectively.
The second part begins recovering the values of the rupture points:
vp4 = mp4 = 312, vp5 = 360, vp6 = 322, vp10 = 1308, and vp12 = 1628.
Then it is the turn of the free singular non-rupture points. Firstly, vO = mO = 45
because p1 is a free point in the first neighbourhood of O. Secondly,
vp1 = 78 and vp7 = 327
because they are the only integers in the intervals[
np1
np4
mp4 ,
np1
np4
mp4 + 1
)
= [78, 79) and
[
np7
np10
mp10 ,
np7
np10
mp10 + 1
)
= [327, 328)
respectively, where p4 (resp. p10) is the biggest p1-satellite (resp. p7-satellite) rupture
point.
Finally, we must consider the satellite non-rupture points, which are p2, p3, p8, p9 and
p11. In first place, both p2 and p3 are smaller than p4, the biggest p1-satellite rupture
point, and hence we have
vp2 = mp2 = 135 and vp3 = mp3 = 224
because the second instance of step 3 applies. In second place, all three p8, p9 and p11 are
smaller than p10, which is the biggest p7-satellite rupture point. Therefore we get
vp8 = mp8 = 652, vp9 = mp9 = 980 and vp11 = mp11 = 975
by the same reason as above.
As in the previous example, it is immediate to check that these values are the values
of ξ at its singular points, as claimed.
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Example C: (See figures A.29, A.30, A.31 and A.32)
For the last example, let ξ be the curve whose five branches γ1, . . . , γ5 are given by
the Puiseux series
s1(x) = x
11
4 + x
51
16 ,
s2(x) = x
11
4 + x
63
20 ,
s3(x) = x
8
3 ,
s4(x) = x
16
7 ,
s5(x) = x
9
4 .
One possible equation for ξ is
f =(y3 − x8)(y4 − x9)(y7 − x16)
(y16 − 4x11y12 − 80x21y9 + 6x22y8 − 72x31y6−
160x32y5 − 4x33y4 − 16x41y3 + 56x42y2 − 16x43y + x44 − x51)
(y20 − 5x11y16 + 10x22y12 − 140x24y12 − 10x33y8 − 620x35y8 − 110x37y8+
5x44y4 − 260x46y4 + 340x48y4 − 20x50y4 − x55 − 4x57 − 6x59 − 4x61 − x63)
As in the previous example, it is straightforward to check from the Puiseux series of
the branches of ξ that the corresponding Enriques’ diagram is this of figure A.29.
γ1
γ2
γ3
γ4
γ5
(50, 50)
(50, 100)
(32, 132)
(13, 245)
(10, 387)
(9, 528)
(3, 343)
(2, 450)
(1, 799)
(9, 537)
(6, 543)
(2, 1628)
(1, 2172)
(1, 2712)
(3, 1083)
Figure A.29: Singular points of ξ with its multiplicities and values (ep(ξ), vp(ξ)).
It is also immediate that the set of rupture points of ξ isR(ξ) = {p4, p5, p7, p8, p13, p14}.
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Figure A.30: Singular points of ξ and base points of J (ξ).
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Figure A.31: Base points of J (ξ) with its virtual multiplicities νp.
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According to figure A.31, generic polars of ξ have seven branches with the following
descriptions:
• One branch is smooth and goes through the last free singular point p2 on ξ and one
further free point p15.
• Another branch is singular with characteristic exponent 7
2
. Its free singular point in
the first neighbourhood of p2 is fixed (p16), and hence so is the satellite point p17.
• Another branch has characteristic exponent 8
3
, and goes through p4 and five fixed
free points (up to p21) in the successive neighbourhoods of p4.
• Another branch has characteristic exponent 16
7
, and goes through p8 and nine fixed
free points (up to p22) in the successive neighbourhoods of p8.
• Another branch has characteristic exponent 9
4
, and goes through p7 and five fixed
free points (up to p23) in the successive neighbourhoods of p7.
• Another branch has characteristic exponents 11
4
and 63
20
, as γ2. In fact, the branch
of the polar goes through p14 and 43 fixed free points (up to p30) in the successive
neighbourhoods of p14.
• The last branch goes through p10, one free point, two satellite points and 21 further
fixed free points (up to p29) in the successive neighbourhoods of p10.
21
43
5
95
50
1
100
1
133
1
245
2
387
3 528
4
348
3
450
4 799
7
537
4
544
4
1628
12
2172
16
2712
20
135
1
135
1
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2
389
3
801
7
452
4
397
3
817
7
460
4
546
4
1090
8
1634
12
1636
12
2714
20
1676
12
2798
20
1083
8
Figure A.32: S(ξ)∪BP (J (ξ)) with heights of the trunks and multiplicities of ϕp,
(
mp
np
)
.
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Now we run the algorithm. Step 1 sets R = S = ∅, D = {p15, p17, p21, p22, p23, p29, p30},
and since O 6∈ D we go to step 3.
The polar invariants are
I15 =
[BP (J (ξ)).K(p15)]
np15
+ 1 =
49 · 1 + 49 · 1 + 32 · 1 + 12
1
+ 1 = 132,
I17 =
[BP (J (ξ)).K(p17)]
np17
+ 1 =
49 · 2 + 49 · 2 + 32 · 2 + 12 + 12
2
+ 1 = 132,
I21 =
[BP (J (ξ)).K(p21)]
np21
+ 1 =
49 · 3 + 49 · 3 + 32 · 2 + 12 · 1 + 9 · 1 + 5 · 12
3
+ 1 = 129,
I22 =
[BP (J (ξ)).K(p22)]
np22
+ 1 =
=
49 · 7 + 49 · 7 + 32 · 2 + 12 · 2 + 3 · 2 + 2 · 1 + 12 + 9 · 12
7
+ 1 =
799
7
,
I23 =
[BP (J (ξ)).K(p23)]
np23
+ 1 =
=
49 · 4 + 49 · 4 + 32 · 1 + 12 · 1 + 3 · 1 + 2 · 1 + 5 · 12
4
+ 1 =
225
2
,
I29 =
[BP (J (ξ)).K(p29)]
np29
+ 1 =
=
49 · 12 + 49 · 12 + 32 · 9 + 12 · 3 + 9 · 3 + 8 · 3 + 8 · 3 + 6 · 3 + 24 · 12
12
+ 1 =
543
4
,
I30 =
[BP (J (ξ)).K(p30)]
np30
+ 1 =
=
49 · 20 + 49 · 20 + 32 · 15 + 12 · 5 + 9 · 5 + 8 · 5 + 8 · 5 + 6 · 3 + 22 + 45 · 12
20
+ 1 =
=
678
5
.
Hence, we must process the dicritical points in the order p29, p30, p15, p17, p21, p22, p23.
• Start with p29. We have p′ = p9 because
mp9
np9
= 537
4
< I29 =
543
4
6
mp10
np10
= 544
4
= 136,
and then p = p10. Since it is the first step, we must take q0 = p10 and perform 4(d).
–
mq0
nq0
= 136 > 543
4
= I29, and hence we take q1 = p11, the first satellite of p10.
–
mq1
nq1
= 1083
8
< 543
4
= I29, and hence we take q2 = p12, the second satellite of p11.
–
mq2
nq2
= 407
3
< 543
4
= I29, and hence we take q3 = p13, the second satellite of p12.
Since
mq3
nq3
= 2172
16
= I29, we stop and set R = {p13}, S = {O, p1, . . . , p5, p9, . . . , p13}.
• Take now p30. Since
mp9
np9
= 537
4
< I30 =
678
5
6
mp14
np14
= 2712
20
, we have p′ = p9 and
p = p10. But p10 has already appeared as p, and so the rupture point associated to
p30 is p14, the last p10-satellite point in K(p30). Up to now we have R = {p13, p14}
and S = {O, p1, . . . , p5, p9, . . . , p14}.
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• Take now the point p15. Since
mp1
np1
= 100 < I15 = 132 6
mp2
np2
= 133, we have p′ = p1,
and hence p = p2. It is the first time p2 appears, so we must perform the iterations
of 4(d) starting from q0 = p = p2:
–
mq0
nq0
= 133 > 132 = I15, and hence we take q1 = p3, the first satellite of p2.
–
mq1
nq1
= 245
2
< 132 = I15, and hence we take q2 = p4, the second satellite of p3.
–
mq2
nq2
= 387
3
< 132 = I15, and hence we take q3 = p5, the second satellite of p4.
And now we stop because
mq3
nq3
= 528
4
= 132 = I15. We finish this step by setting
R = {p5, p13, p14} and S = {O, p1, . . . , p5, p9, . . . , p14}.
• The case of p17 is exactly the same of p15, so we will omit it.
• Take now the point p21. Since
mp1
np1
= 100 < I21 =
387
3
6
mp2
np2
= 133, we have p′ = p1
and p = p2. But p2 has already appeared, and hence we obtain that the rupture
point associated to p21 is p4, the last p2-satellite point in K(p21). Therefore we have
by the moment R = {p4, p5, p13, p14} and S = {O, p1, . . . , p5, p9, . . . , p14}.
• Consider now the point p22. We have again that p′ = p1 and p = p2 because
mp1
np1
= 100 < I22 =
799
7
6
mp2
np2
= 133, and since p2 has already appeared as the point
p, the rupture point associated to p22 is the last p2-satellite point in K(p22): p8. We
finish this step by setting R = {p4, p5, p8, p13, p14} and S = {O, p1, . . . , p14}.
• We finally take p23, the last dicritical point. We have again that p′ = p1 because
mp1
np1
= 100 < I23 =
225
2
6
mp2
np2
= 133, and hence p = p2. But it has already appeared
(three times), and therefore the rupture point associated to p23 is p7.
Thus, the first part of the algorithm finishes with R = {p4, p5, p7, p8, p13, p14} and
S = {O, p1, . . . , p14}, which actually coincide with R(ξ) and S(ξ) respectively.
The second part begins recovering the values of the rupture points:
vp4 = 387, vp5 = 528, vp7 = 450, vp8 = 799, vp13 = 2172, and vp14 = 2712.
Then it is the turn of the free singular non-rupture points. Firstly,
vO = mO = 50, vp1 = mp1 = 50 and vp9 = mp9 = 537
because p1, p2 and p10 are a free singular points in the first neighbourhoods of O, p1 and
p9 respectively. Secondly,
vp2 = 132 and vp10 = 543
because they are the only integers in the intervals[
np2
np5
mp5 ,
np2
np5
mp5 + 1
)
= [132, 133) and
[
np10
np13
mp13 ,
np10
np13
mp13 + 1
)
= [543, 544)
respectively, where p5 (resp. p13) is the biggest p2-satellite (resp. p10-satellite) rupture
point.
91
Finally, we must consider the satellite non-rupture points, which are p3, p6, p11 and
p12. In first place, both p3 and p6 are smaller than p5, the biggest p2-satellite rupture
point, and hence we have
vp3 = mp3 = 245 and vp6 = mp6 = 348
because the second instance of step 3 applies. In second place, both p11 and p12 are smaller
than p13, which is the biggest p10-satellite rupture point. Therefore we get
vp11 = mp11 = 1083 and vp12 = mp12 = 1628
by the same reason as above.
As in all the other examples, it is immediate to check that these values are the values
of ξ at its singular points, as claimed.
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