Abstract. We study the question of local solvability for second-order, leftinvariant differential operators on the Heisenberg group Hn, of the form
Introduction
While the question of local solvability for principal type operators has been solved in a series of fundamental papers ( [L] , [H1] , [H2] , [G] , [NT] , [BF] , just to name a few), the same question for multiply characteristic partial differential operators with smooth coefficients is still a wide open problem. Some partial results appear for instance in [H3] , [BGH] , [S] in the general case, and in [HeN] , [L-B] , [CR] , [R] , [MR1] , [MR2] , [MR3] , [MPR] in the setting of translation invariant differential operators on a nilpotent Lie group.
In this paper we restrict our attention to the case of the Heisenberg group H n and analyze a particular class of second-order, left-invariant differential operators on H n which are doubly characteristic. This class consists of the operators of the form (1)
where X j = ∂ xj − 1 2 y j ∂ t , Y j = ∂ yj + 1 2 x j ∂ t , (x, y, t) ∈ R n × R n × R denote the coordinates in H n and Λ = λ ij is an n × n complex matrix. Notice that these vector fields satisfy the Heisenberg commutation relations [X i , X j T, i, j = 1, . . . , n, where T = ∂ t . To avoid trivialities, we shall always assume that n ≥ 2. We remark that local solvability for second-order leftinvariant differential operators on the lowest-dimensional Heisenberg group H 1 is by now completely understood, see [MPR] , [MR1] , [MZ] .
Particular operators of the form (1) first appeared (in disguised form) in [MPR] in the lowest-dimensional case of interest, H 2 . This case was later analyzed in [KM] , and it showed some peculiar new features in the theory of local solvability for translation-invariant operators on nilpotent Lie groups. More precisely, in the case when n = 2, G. Karadzhov and the first named author characterized the locally solvable operators P Λ for Λ in a Zariski open subset. In particular, they showed that P Λ can be locally solvable even if P Λ does not satisfy a cone condition. We say that an operator P Λ satisfies a cone condition at a point (x 0 , y 0 , t 0 ) if the image of its principal symbol at this point is contained in a proper cone in the complex plane. Since we are dealing with (left-) invariant differential operators, it suffices to analyze local solvability at the origin in H n .
In the recent paper [MR3] , F. Ricci and D. Müller showed that if L is a secondorder, left-invariant differential operator on the Heisenberg group H n satisfying a cone condition, then, generically, L is solvable.
In this paper we continue the analysis begun in [KM] and study the operators of the form (1) for general n ≥ 2.
Let us say that P Λ is reducible to the Heisenberg group H m (with m ≤ n) if it can be written in the form P Λ = m i,j=1λ ijXiỸj , where theλ ij are complex coefficients and the left-invariant vector fieldsX j ,Ỹ j satisfy the Heisenberg commutation rela-
. . , m. Clearly, P Λ can then be regarded as a differential operator on the Heisenberg group H m . We denote by n(P Λ ) the minimal m such that P Λ can be reduced to the Heisenberg group H m . We shall show that if n(P Λ ) ≥ 7 and if the matrices Re Λ, Im Λ and [Re Λ, Im Λ] are linearly independent, then the operator P Λ + L is not locally solvable, for every first-order differential operator L with smooth coefficients on H n .
It is known [KM] that when n(P Λ ) = 2 there are some operators, which we call exceptional, that do not satisfy the cone condition and that are in fact locally solvable. In this paper we show that this phenomenon also occurs when n(P Λ ) = 3, see Proposition 1.2. The complete analysis of the remaining cases 3 ≤ n(P Λ ) ≤ 6 seems to become quite complex from a technical point of view (even though presumably not very enlightening), and it remains open at this time. Our example in Proposition 1.2 indicates that there may exist further exceptional operators for n(P) in this range.
Statement of the main results
and some auxiliary facts Let Λ be a complex n × n matrix, Λ = A + iB with A and B real, and let C = [A, B] . We say that Hörmander's condition (H) holds if:
(H) There exists (ξ, η) ∈ R 2n such that t ξAη = t ξBη = 0 and t ξCη = 0.
Remarks. It is an easy consequence of Hörmander's general criterium for local non-solvability in [H2] that P Λ + L is nowhere locally solvable, for any first-order differential operator with smooth coefficients if condition (H) is satisfied. Moreover, if A and B are linearly dependent, then, after multiplying P Λ by a suitable complex scalar, we may assume that B = 0. Since the case of operators with real coefficients is covered by [MR2] , we may assume that A and B are linearly independent.
We shall in fact assume throughout the paper that the following, stronger condition (I) holds, which obviously is a necessary condition in order for (H) to hold.
(I) The matrices A, B and C are linearly independent.
We can now state our main result.
Theorem 1.1. Let P = P Λ and Λ be as above and let L denote any first-order differential operator with C ∞ coefficients (not necessarily invariant). Let n(P) ≥ 7 and suppose condition (I) holds. Then also condition (H) holds, so that P + L is not locally solvable.
When n(P) = 3, the situation is no longer so plain, as the following example indicates. Proposition 1.2. On H 3 , consider the operators of the form
where α, β, γ, δ ∈ R. Let us remark that, as we shall show in Section 3, the operators (2) arise in a natural way if we assume that A has Jordan normal form given by
Assume that condition (I) holds. Then condition (H) holds if and only if
Moreover, the subsequent discussion in Sections 3-5 indicates that a complete study of local solvability of the operators P Λ in the cases where 3 ≤ n(P Λ ) ≤ 6 would presumably require a technically complex but not very exciting case-by-case study of a great number of different situations, corresponding to all possible normal forms. This is why we restrict ourselves here to the study of the class of operators (2).
The condition A, B linearly independent has a simple geometric interpretation, as the following proposition shows. We denote by σ L the principal symbol of a differential operator L. Observe that the principal symbol of P Λ at the origin is given by σ PΛ (0, (ξ, η, τ) Proof. Suppose that A and B are linearly independent. Assume first that there exists an x ∈ R n such that Ax ∧ Bx = 0. Then the mapping
is onto, i.e., range σ P = C. Suppose next that Ax ∧ Bx = 0 for all x. Then the discussion of Case 1(a) in the proof of Theorem 1.1 will show that necessarily rank B < 2 and rank A < 2, since A and B are linearly independent. Then rank A = rank B = 1, so that
with ξ 1 , ξ 2 linearly independent (compare the discussion of Case 1(b) in the proof of Theorem 1.1). Then
i.e., σ P has range = C. The case where A and B are linearly dependent is obvious.
The following sufficient condition for P Λ to be reducible to a lower-dimensional Heisenberg group will be useful. Proposition 1.4. Let Λ = A + iB and P = P Λ be as above. Let
Then V + V is invariant under A and B, and P is reducible to a lower-dimensional
Proof. Notice that the inner product on R n is fixed here as the canonical inner product, in view of Hörmander's condition. Then coker A and coker B are well defined by the equality coker A = range t A = (ker A) ⊥ (and similarly for B), and V + V is invariant under A and B.
Hence,
. . ,ẽ n }, and write e i = n k=1 t ikẽk , i = 1, . . . , n, where e 1 , . . . , e n denotes the canonical basis of R n . Let T = (t ij ), write T −1 = (t ij ) and put
Moreover, one checks immediately that the vector fields
Proof of Theorem 1.1
The proof of Theorem 1.1 is somewhat lengthy and is divided into several cases, according to the following scheme:
We shall make the general assumption that condition (I) holds, and remark that the condition n(P Λ ) ≥ 7 will only be relevant in Subcases 2 (b) and 2 (c).
Case 1(a)
. Suppose e.g. that rank B ≥ 2. By assumption, for every x with Bx = 0 there exists a unique α(x) ∈ R such that
Since rank B ≥ 2, there are x 0 , y 0 such that Bx 0 ∧ By 0 = 0, and hence the set
. In the sequel, we shall say that a property holds generically if it holds for all points in a nonempty, Zariski open subset. Thus, for generic (x, y), we have B(x + y) = 0, and
Since Bx and By are generically linearly independent, it follows that, generically,
Let {v 1 , . . . , v n } be a basis of R n such that these equations hold for some x = x 0 and y from this basis. Then
Consequently, under the hypothesis (I), Subcase 1(a) cannot arise.
Case 1(b). If rank
After rescaling, we may assume that
Clearly, range C ⊆ span {η}, so that there exists ξ 3 such that
and Cy = 0.
This shows that (H) holds (and necessarily n ≥ 3). Henceforth, we shall always assume that n ≥ 3 (since the case n = 2 is covered by [KM] ), and that (H) fails to hold. Moreover, since we shall disprove local solvability in Theorem 1.1 always by means of Hörmander's criterion, which is a condition on the principal symbol only, we can and will assume without loss of generality that n(P Λ ) = n. In most cases, our assumptions will lead to a contradiction, so that in fact (H) must be true.
Notice that α, β are rational functions, more precisely, quotients of quadratic forms, homogeneous of degree 0, and that α, β depend analytically on the coefficients of A and B, since α(
For generic x, y ∈ U, also x + y lies in U, so that
but also
Subcase 2(a). We assume that dim span {Ax, Ay, Bx, By} = 4 for some (x, y), hence also for generic (x, y). From equations (4) and (5) it follows that, generically,
If we select y = v j , where {v 1 , . . . , v n } is a basis of R n , we obtain
Subcase 2(b).
We now assume without loss of generality that dim span {Ax, Ay, Bx} = 3 for some x, y, and that
for some unique functions γ j on Γ. Since, by assumption, (H) does not hold, again (3) holds and
Moreover,
and, arguing as in the previous case, we obtain
Assume therefore that β(x+y)−β(y) = 0 for some (x, y) ∈ Γ, so that generically
Then equation (6) becomes
Now we replace y by ty, for t so large that also ty lies in the set of generic points, and let t → +∞. Since α and β are rational functions, homogeneous of degree 0, we get
Since we are assuming that β is not constant, it follows that β = 0 and β (y)·x = 0 on a Zariski open set. Hence, generically,
Comparing (8) and (9), we get (10)
Proposition 2.1. Let α, β be quotients of quadratic forms, with β non-constant, satisfying the equations (10). Then there are vectors u, v, w ∈ R n , w = 0, such that v ∧ w = 0 and
Conversely, any pair of functions α, β as in (11) satisfies (10).
Proof. Look at the second equation in (10). Replacing x by tx, t ∈ R, and letting t → +∞, we get
Similarly, from the third equation in (10), we get
Assume that β = P Q , where
for symmetric matrices D and E. Then
if we set P (x, y) = t xDy and Q(x, y) = t xEy. Also,
Therefore, (13) implies
Now the ring R[x 1 , . . . , x n ] is a unique factorization domain (see e.g. [BM] ). Therefore, if P (x)Q(y) − Q(x)P (y) were irreducible as a polynomial in (x, y), then we would have, for some λ ∈ R,
which is not possible, since the right-hand side is quadratic in y, whereas the left-hand side is linear in y and nontrivial. Consequently, there exist polynomials H j (x, y), j = 1, 2, of degree ≥ 1 such that
Replacing H j (x, ·) by its principal part with respect to y, we may assume that H j is homogeneous in y, and interchanging the roles of x and y, we similarly see that we may assume that H j (x, y) is separately homogeneous with respect to x and y. Let us assume without loss of generality that H 1 (x, y) is homogeneous of degree d ≥ 1 with respect to y. Of course, we have d ≤ 2. If d = 2, and if H 1 = H 1 (y) is a quadratic form in y, then H 2 = H 2 (x) is a quadratic form in x. Interchanging x and y in (15), we then find that H 2 (x)H 1 (y) = −H 2 (y)H 1 (x), which is not possible. Therefore, H 1 must indeed be homogeneous of degree 1 in x, so that H 2 = ξ · x for some ξ ∈ R. Then
is a polynomial in x for every y. But, since P/Q = β is not constant, we can find y, y such that (Q(y), P (y)) and (Q(y ), P (y )) are linearly independent, and therefore also
ξ·x and
ξ·x are polynomials. This shows that there are v,
By symmetry in x and y, we are thus left with the case where H 1 and H 2 are both separately homogeneous of degree 1 in x and y, i.e., H j (x, y) = t xM j y for some matrices M j . But then, by (15),
and since R[x 1 , . . . , x n ] is an integral domain, we may assume e.g. that t xM 1 x ≡ 0, so that t M 1 = −M 1 , and hence H 1 (x, y) = −H 1 (y, x). It follows that
hence H 2 (x, y) = H 2 (y, x), i.e., t M 2 = M 2 . We have seen that ω = H 1 is a skew-symmetric bilinear form, H 2 is a symmetric bilinear form, and
But then ω is irreducible as a polynomial in (x, y), for otherwise we had a factorization ω(x, y) = (a · x)(b · y), and the skewness of ω would imply (
This would imply b = λa; hence ω(x, y) = λ(a · x)(a · y) would also be symmetric. By (16), ω(x, y) is thus a prime factor of the right-hand side of (14), so that
for some quadratic form q(x). Interchanging x and y, we also have
Q(y)P (x, y) − P (y)Q(x, y) = −q(y)ω(x, y).
If we multiply these two equations and compare with (14), we get
This implies that q ≥ 0 or q ≤ 0. Assume e.g. that q ≥ 0. A comparison with (16) then shows that
Choose y such that q(y) = 0. Then M 2 y = 0, and for x ⊥ (M 2 y) we get 0 = q(x)q(y); hence q(x) = 0, which means that the hyperplane (M 2 y) ⊥ lies in the radical of the form q. This implies that q is of the form q(x) = (ξ · x) 2 for some ξ ∈ R n \ {0}, and hence
We thus have H 1 (x, y)H 2 (x, y) =H 1 (x, y)(ξ · x) and have arrived back at the case we had already discussed before.
In conclusion, we have shown that β is of the form β(x) = v·x w·x . But then one computes that (17) β
Then, by (12),
as claimed. Conversely, from (17), (18) and the corresponding formulas for α, one easily derives that any pair of functions α, β as in (11) satisfies (10). 
Lemma 2.2. Let E and F be real n × n matrices such that Ex
Proof. There are no x, y ∈ R n such that (F x) ∧ (F y) = 0, because otherwise the condition would hold for generic (x, y), so that E(x+y) = γ(x+y)F x+γ(x+y)F y = γ(x)F x + γ(y)F y would imply γ(x + y) = γ(x) = γ(y) for generic (x, y), so that γ would be constant. We may assume that F = 0. Then F has rank 1, and so there are nonzero η, z ∈ R n such that
is a linear mapping. This implies η = λw, for some real λ; hence Ex = λ(v · x)z and F y = λ(w · x)z . Choosing z = λz , the result follows.
To proceed with the discussion of Subcase 2(b), let us now fix x ∈ U in (6), and let V x = span {Ax, Bx}. Then
for generic y.
Subcase 2b(i).
There are some x ∈ U and y, z ∈ R n such that the vectors Ay and Az are linearly independent modulo V x . Clearly, the same property then holds for generic x, y and z. Arguing as before, we then see that γ 2 (x, y) is constant in y for generic x; hence γ 2 (x, y) = γ(x). We show that then γ must be constant.
By (8) and (11), we have
If γ were not constant, then we could choose x, x such that ρ := γ(x) = γ(x ) =: ρ and w · x = 0 = w · x . Then, by (20), u + ρv, u + ρ v ∈ Rw, hence u = µw and v = νw for some µ, ν ∈ R. But then α(x) = µ, β(x) = ν, and hence C = µA + νB, a contradiction. Let ρ ∈ R be such that γ 2 ≡ ρ. Then, by (20), ((ρv+u)·x)w = w·x(u+ρv), which implies that u + ρv = κw for some κ ∈ R, i.e., u = κw − ρv; hence α(x) = κ − ρβ (x) .
Here, because of (I), v ∧ w = 0 and so, by Lemma 2.2, there is some z = 0 such that
We show next that there is some x 0 ∈ W := w ⊥ such that Ax 0 / ∈ Rz. Otherwise, (21) would imply that Ax, Bx ∈ Rz for every x ∈ W. Moreover, Bw ∈ span {Aw, z}, and hence Ax, Bx ∈ span {Aw, z} for every x ∈ R n . This would contradict our assumption that dim span {Ax, Ay, Bx} = 3 for some x, y. Choose then x ∈ W \ v ⊥ such that Ax / ∈ Rz, and subsequently ξ such that ξ · (Ax) = 0 and ξ · z = 0. Since w · x = 0, then also ξ · (Bx) = 0, but ξ · (Cx) = (v · x)(ξ · z) = 0, so that (H) would hold, contradicting our assumption.
Subcase 2b(ii).
For every x ∈ U and y, z ∈ R n , the vectors Az and Ay are linearly dependent modulo V x .
In this case, range A ⊂ span {Ax, Ay, Bx} for every (x, y) ∈ Γ. Since, for generic z, we have Bz = γ 2 (x, z)Az modulo V x , then also range B ⊂ span {Ax, Ay, Bx}. Let V x,y = span {Ax, Ay, Bx}, (x, y) ∈ Γ. Then V x,y does not depend on (x, y) ∈ Γ, and we denote this 3-dimensional space by V.
Conclusion of the proof.
We have seen that condition (H) holds in Cases 1 to 2b (i), and so there only remain Subcase 2b (ii) and 2(c). In Subcase 2b (ii), the space V = range A + range B is 3-dimensional, and evidently it is of dimension 2 in Subcase 2(c). Putting V = range t A + range t B and replacing the matrices A, B and C in the discussion of the previous cases by their transposed matrices t A, t B and t C, respectively, we may assume in addition that also dim V ≤ 3. But, by Proposition 1.4, we then have that n(P Λ ) ≤ dim V + dim V , so that n(P Λ ) ≤ 6, in contrast to the assumption in Theorem 1.1.
Remark. It is worth observing that so far we only made use of property (I); the condition C = [A, B] did not play any role (except for Case 1(b), where, however, it was also not really needed, as one easily checks). On the other hand, the proof of Proposition 1.2 will show that the condition C = [A, B] becomes relevant in the lower-dimensional cases.
A class of exceptional operators on H 3
In this section we discuss the lower-dimensional case, that is, 3 ≤ n ≤ 6. Our main goal will be to illustrate the complexity of the situation, and we shall therefore restrict ourselves to the simplest case H 3 .
We are going to consider a class of operators of the form (1) that presents the following features. For some values of the involved parameters, condition (I) implies condition (H); hence the corresponding operators are not locally solvable.
For the complementary set of values of the parameters, condition (I) does not imply condition (H), and we prove that these operators are in fact locally solvable.
Let
Notice that in general we may assume that A (or B) is in its Jordan canonical form, and we have done so. (i) the parameters γ 1 , δ 1 , ε 1 , ε 2 , ε 3 are not all zero; or (ii) γ 1 = δ 1 = ε 1 = ε 2 = ε 3 = 0, and either δ 2 = 0, or δ 2 = 0 and (δ 3 − γ 2 ) 2 + 4γ 3 δ 2 > 0.
In particular, under these conditions, P Λ + L is not locally solvable, for every firstorder differential operator L with smooth coefficients.
Proof. We assume throughout that condition (I) holds.
Observe that, if condition (H) does not hold, then if y ∈ R 3 \ {0} is such that Ay ∧ By = 0, then Ay ∧ Cy = 0 and By ∧ Cy = 0 , and analogously when t xA ∧ t xB = 0. Let y = e 1 . Then Ay = 0, By = (γ 1 , δ 1 , ε 1 ) and Cy = (δ 1 , ε 1 , 0). Then By∧Cy = 0 gives δ 1 = ε 1 = 0. Moreover, if x = e 3 , then t xA = 0, t xB = (0, ε 2 , ε 3 ) and t xC = (0, 0, −ε 2 ). Then t xB ∧ t xC = 0 gives ε 2 = 0. Hence, if δ 1 , ε 1 , ε 2 are not all zero, condition (H) holds.
Suppose then that δ 1 = ε 1 = ε 2 = 0. Then, condition (H) holds if and only if there exist x, y ∈ R 3 such that
Observe that, if ε 3 = 0, then the above system can be solved. For, given y 2 = ±y 3 = 0, select x 1 = y 2 and x 2 = −y 3 . Then choose y 3 = 0 so that the third condition above is satisfied (this is possible if δ 3 −γ 2 = 0, by choosing an appropriate sign of y 2 , and if δ 3 − γ 2 = 0, then since δ 2 − γ 1 + δ 2 − ε 3 = 0, because otherwise C and A would be linearly dependent). Next, choose x 3 so that the second equation is satisfied. A similar argument shows that if γ 1 = 0, then (H) holds. This proves (i).
In order to simplify the notation, we relabel the parameters as follows: 
Then (H) becomes
If γ = 0, it can be solved (so that (H) holds), since δ = α, by condition (I). Thus, we may assume γ = 0. Notice that we are now reduced to the matrix that gives rise to the operators of the form (2).
Observe that if y 3 = 0, then the system (22) has no solution; so assume y 3 = 0 and set t = y 2 /y 3 . Then x 2 = −x 1 t, and the system (22) reduces to
Hence x 1 = 0, and the system admits a solution if and only if (δ − α) 2 + 4βγ > 0, as it is easy to check.
Proposition 3.1 contains in particular the first part of Proposition 1.2. In the last sections, we shall assume that γ = 0 and (δ − α) 2 + 4βγ ≤ 0, and shall analyze the corresponding class of exceptional operators from Proposition 1.2. We shall show that they admit a tempered fundamental solution; hence they are locally solvable.
A solvability criterion
We prove a general criterion for local solvability of an arbitrary left-invariant differential operator L on the Heisenberg group H n .
For µ ∈ R \ {0} we consider the Schrödinger representation
If f is an integrable function on H n , then the integrated representation is given by
here F y,t f denotes the partial Euclidean Fourier co-transform in the indicated variables.
We will also make use of the differential of the Schrödinger representation:
for some absolute constant c. Of course, some of the integrals in this argument have to be interpreted in the distributional sense. This shows that K is a multiple of a fundamental solution for L.
Solvabilty of the exceptional operators
We wish to prove the solvability of the operator P in (2). By making the symplectic change of variables (x j , y j ) → (−y j , x j ), j = 1, 2 (where x 3 , y 3 remain unchanged), this is equivalent to proving the local solvability of the operator
Recall that we assume that γ = 0 and
if we set := βγ − αδ + 1 and c := α + δ, then the condition (27) is equivalent to
Notice that we may assume that γ > 0, and we do so in what follows. By applying the Schrödinger representation, the operatorP is transformed into dπ µ (P) =: iµD, where (29) D = (1 + iα)x 1 + iγx 2 ∂ x2 + βx 1 + (δ − i)x 2 (−µx 3 ) .
Notice that for x 1 ∈ R \ {0}, the ratio (x 1 + iy 1 )/(x 1 + iy 2 ) takes values in either the lower or the upper half-plane, according to the sign of x 1 (y 1 − y 2 ).
For x 1 = 0 and for x 2 ≥ s (or for x 2 ≤ s) we define and where we select the branch of the logarithm log ζ that equals 0 when ζ = 1. We wish to show that h is bounded when x 3 (s − x 2 ) ≥ 0.
Lemma 5.1. For t ∈ R set Proof. We have that J (t) = 1 − ct 1 + t 2 − 1 + t 2 = 1 − ct + 1 + t 2 , and the claim follows immediately from (28). We wish to show that log |h(x 1 , x 2 , x 3 , s)| ≤ 0 for x 3 (s − x 2 ) ≥ 0. This follows at once from (34), (33) and Lemma 5.1.
We now define the solution kernel for the differential operator dπ µ (P) =: iµD. Proof. In order to study dπ µ (P) we introduce the differential operator
where a is a non-vanishing function. It is easy to check that for a given g ∈ S(R) the equation Lψ = g admits the solution 
