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Résumé : On réalise l’optimisation de forme d’une voilure d’avion supersonique dans le but
de réduire un critère lié au bang sonique tout en préservant la performance aérodynamique. On
teste numériquement un algorithme de gradient et un algorithme génétique (AG) dont les mérites
sont complémentaires, et on construit un algorithme hybride. Le cas test se révèle de complexité
numérique modérée et la méthode de gradient, performante en vitesse de convergence asympto-
tique, semble ici souffrir peu des problèmes de robustesse et de convergence prématurée, fréquents
en régime transsonique. L’AG est simple à mettre en œuvre, robuste en convergence, et permet
aisément de prendre en compte les contraintes. L’algorithme hybride combine les atouts des deux
types d’approche. Pour l’écoulement eulérien autour de l’aile optimisée, la valeur du critère de
bang est significativement inférieure.
Mots-clés : optimisation numérique, coefficients aérodynamiques, critère de bang sonique, méthode
de gradient, algorihme génétique, hybridation
∗ Département d’Informatique, Université de Sidi Bel Abbès, Algérie
Aerodynamic optimization using hybrid genetic algorithms:
application to sonic bang reduction
Abstract: The shape optimization of a supersonic airplane wing is performed with the objective
of reducing a sonic bang criterion while maintaining the aerodynamic performance. A gradient-
based method and a genetic algorithm (GA), whose merits are complementary, are tested, and
a hybrid method is constructed. The test case reveals to be of moderate numerical complexity,
and the gradient-based method, whose asymptotic convergence rate is high, here dœs not seem
to suffer from robustness problems or premature convergence, as it does frequently in transonic
flow applications. The GA is simple to implement, robust in convergence, and easily permits to
account for constraints. The hybrid method combines the merits of both approaches. The Eulerian
flow about the optimized wing is associated with a significantly reduced value of the sonic bang
criterion.
Key-words: numerical optimization, aerodynamic coefficients, sonic bang criterion, gradient-
based method, genetic algorithm, hybridization
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1 Introduction
La perspective de construire de nouveaux avions civils supersoniques conduit à de nombreuses
études de recherche technologique. Au plan de l’aérodynamique et de l’optimisation, l’un des
enjeux est de concevoir de nouvelles voilures, performantes aérodynamiquement et pour lesquelles
les nuisances sonores liées au phénomène de bang sonique, sont aussi faibles que possible.
Pour réaliser numériquement les optimisations de forme rendues nécessaires par ce problème
de conception optimale multicritère, on s’appuie à la fois sur certaines méthodes classiques de
descente, à base de gradient, et sur des algorithmes évolutionnaires (algorithmes génétiques). Les
mérites de ces deux grandes familles de méthodes sont complémentaires.
Les méthodes fondées sur le calcul déterministe, qui ont fait l’objet dans la littérature de
très nombreuses études théoriques ou applicatives, cherchent à atteindre les extremums locaux
en résolvant des systèmes d’équations, souvent non-linéaires par application d’un l’algorithme de
gradient. En schématisant un peu, dès lors qu’un gradient existe (différentiabilité de la fonction-
nelle), et qu’une approximation suffisamment précise de ce gradient est numériquement évaluable
(discrétisation d’une équation adjointe ou construction de l’adjoint discret par différentiation au-
tomatique ou différences divisées), ces méthodes présentent l’avantage d’une grande vitesse de
convergence (asymptotique), à condition que le point initial soit suffisamment proche de l’opti-
mum, dans un voisinage où la fonctionnelle est convexe. Cette condition peut être très restrictive
en optimisation aérodynamique en raison de l’existence de très nombreux optimums locaux, ce qui
est souvent le cas dans les problèmes multicritères avec les fonctionelles usuelles de réduction de
trâınée ou maximisation de portance.
Les méthodes de recherche aléatoire n’exigent pas la connaissance du gradient et s’appuient
sur la seule évaluation de la fonctionnelle. Ces méthodes sont généralement très coûteuses car
en l’absence d’information sur le gradient, un assez grand nombre d’évaluations de fonctionnelle
est généralement nécessaire. Par contre, ces méthodes sont souvent beaucoup plus robustes dans
leur capacité à identifier l’optimum global avec une bien moindre sensibilité à la condition initiale.
Pour cette raison, ces méthodes connaissent un très grand succès pour les problèmes d’optimisation
complexes pour lesquels aucune des hypothèses classiques de différentiabilité et de convexité n’est
justifiée. Elles sont préférées aux méthodes de calcul énumératives qui souffrent de plus grandes
limitations.
Parmi ces algorithmes, on distingue les algorithmes pseudo-aléatoires, dont l’algorithme géné-
tique (AG) est un exemple. Les AG se basent sur l’analogie avec l’évolution naturelle des espèces.
Ces méthodes utilisent un choix aléatoire pour guider une exploration intelligente de l’espace des
paramètres codés. Un AG présente l’avantage d’être bien adapté aux problèmes d’optimisation
non linéaire là où les méthodes classiques sont peu robustes.
Les algorithmes génétiques ont été utilisés avec grand succès à l’INRIA pour traiter de nom-
breux volets numériques des problèmes d’optimisation en aérodynamique ou plus généralement en
aéronautique. Citons:
– Expériences de faisabilité: [10] [15]
– AG parallèles: [13] [14] [3] [26] [5] [28]
– Problèmes multicritères et stratégies de jeux: [18] [9] [21] [22] [27] [29]
– AG adapaté par réseau neuronal artificiel: [8]
– Paramétrisations auto-adaptatives: [1] [23]
– Algorithmes hiérarchiques: [2] [4].
Dans ce rapport, on examine d’abord comparativement deux techniques d’optimisation (gra-
dient, AG), pour quantifier leur efficacité et leur faiblesse dans le contexte d’un cas-test d’opti-
misation aérodynamique (optimisation de forme d’une voilure, en partant d’un profil NACA0012
prolongé en 3D, vis-à-vis d’un critère de bruit). Dans une deuxième partie, on construit une hy-
bridation des deux méthodes pour augmenter la qualité de l’optimisation.
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2 Le cas test d’optimisation
Le problème consiste à optimiser en 3D la surface d’une aile en écoulement supersonique
compressible non-visqueux dans le double but de minimiser un critère lié au bang sonique (voir
illustration, Figure 1) et d’optimiser les coefficients aérodynamiques (trainée, portance).
ΩSB
Boite de controle
Limites du domaine de calcul
Choc arriere
15km
sol
Choc avant
pression
Fig. 1 – Bang sonique: champs proche et lointain
Pour réaliser cette optimisation, on évalue une fonctionnelle coût ayant la forme générale
suivante j(γ) = J(γ,W (γ)) où γ représente la forme, sous la contrainte de l’équation d’état
Ψ(γ,W (γ)) = 0 modélisant l’écoulement 3D dans un domaine Ω, [25].
On a choisi de modéliser l’écoulement supersonique compressible non-visqueux autour de l’aile
par les équations d’Euler 3D équipées d’un paramétrage de la modification de la frontière et d’une
condition de transpiration [12, 16] pour répercuter cette modification dans l’écoulement.
L’objectif essentiel de l’optimisation est de réduire le bruit lié au bang sonique, sans trop
dégrader les performances aérodynamiques de la voilure.
Dans notre étude, à l’instar de [25], on n’a pas simulé le phénomène de bang proprement dit
(d’ailleurs sujet de problèmes ardus de modélisation), mais pris en compte sa source par une
intégrale de pression dans le champ proche.
Plus précisément, on a considéré une fonctionnelle coût dont le terme principal est égal à
l’intégrale de la norme du gradient de pression dans un volume situé sous l’aile et comportant
également des termes pénalisant les écarts par rapport à des valeurs de référence de portance et de
trainée, ainsi que d’épaisseur et de volume, et un terme fictif d’énergie de déformation élastique,
sensible aux oscillations de maillage pour son effet régularisant. En définitive, la fonctionnelle a la
forme suivante:
j(γ,W (γ)) = α1
(
CD − C
0
D
)2
+ α2
(
CL − C
0
L
)2
(1)
+ α3
∫
ΩSB
|∇p|2dΩ + α4
(
max
i
(
δ Voli
Vol0
i
) − ǫT
)+
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+ α5
∣
∣
∣
∣
∣
δ Vol(Ωint)
Vol(Ωint
0)
∣
∣
∣
∣
∣
+ α6
∫
Ωint
τijǫijdΩ,
où W (γ) est la solution stationnaire des équations d’Euler dans Ω(γ).
Les coefficients α1,. . . ,α6 permettent de moduler les poids relatifs des six contraintes (trainée,
portance, bang sonique, épaisseur, variation de volume et énergie élastique) prises en compte dans
j(γ).
L’intégration du gradient de pression s’effectue sur un volume ΩSB placé sous l’avion (cf.
Fig. 1).
Contraintes aérodynamiques Les trois premiers termes de (1) représentent des contraintes
aérodynamiques; on souhaite principalement minimiser la source du bang,
JSB =
∫
ΩSB
|∇p|2dΩ,
tout en préservant la portance CL. Deuxièmement, on veut aussi réduire la trainée CD.
Contraintes géométriques Les autres termes dans (1) constituent les contraintes géometriques
introduites par pénalisation. Le terme
JV =
∣
∣
∣
∣
∣
δ Vol(Ωint)
Vol(Ωint
0)
∣
∣
∣
∣
∣
pénalise le changement du volume à l’intérieur du profil.
Le terme
JT =
(
max
i
(
δ Voli
Vol0i
) − ǫT
)+
exprime une pénalisation sur le changement local de l’épaisseur. On note que le changement
d’épaisseur peut être évalué, en chaque nœud i de la peau, comme un rapport du volume
δ Voli
Vol0i
≈
δhi
h0i
.
On fait ici l’hypothèse que le déplacement des nœuds s’effectue dans la direction normale à la
surface, ce qui ne change pas l’aire des cellules sur la peau. Un pourcentage de variation au plus
égal à ± 100 × ǫT % est autorisé.
2.1 Paramétrisation hiérarchique
L’application d’une méthode d’optimisation de forme (AG ou hybride), soulève la question de
la paramétrisation qui doit être:
– régularisante, pour des raisons de compatibilité entre les espaces fonctionnels de la forme et
de l’état,
– réductrice de la dimension d’espace, car le nombre de nœuds frontières est généralement bien
plus grand que le nombre pratique de paramètres qu’un optimiseur standard peut traiter, et
– hiérarchique, afin de gagner en efficacité algorithmique en s’inspirant des algorithmes multi-
niveaux, comme les multigrilles.
Une technique de paramétrisation hiérarchique [11] pour une représentation CAD-free d’une
surface triangulée de la forme, se base sur l’agglomération de volumes de contrôle et le lissage
hiérarchique (cf. Fig 2).
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Fig. 2 – Réduction du nombre de paramètres par agglomération (à gauche) et lissage
La géométrie est la frontière surfacique d’une tétraédrisation 3D non-structurée. La construc-
tion de la paramétrisation hiérarchique multiniveau de la forme se base sur le principe d’ag-
glomération des noeuds du maillage [11]. La surface est assimilée à une variété Σh assez lisse. La
déformation est notée δΣh. La nouvelle variété,
Σh + Ah δΣh
est produite par la composition symétrique d’opérateurs de projection et de lissage:
Ah = L1P1L2P2 . . . LkPkP
∗
k L
∗
k . . . P
∗
2 L
∗
2P
∗
1 L
∗
1
L’opérateur de projection Pm (1 ≤ m ≤ k) est un prolongement au niveau m et P
∗
m, son
tranposé, est une restriction.
L’opération de lissage Lm est une moyenne pondérée par un produit scalaire de normales:
(Lm~x)i = (1 − θ)~xi + θ
∑
j∈v(i)∪i wij~xi
∑
j∈v(i)∪i wij
où wij sont les poids définis par:
wij = max(Area(i) · Area(j).~ni.~nj ,0) ‖ ~ni ‖= 1 ∀i,
où θ est le paramètre de lissage. Le symbole V (i) représente le voisinage de la cellule i.
2.2 Modèle de transpiration
Le modèle de transpiration permet de décrire la variation de l’état consécutive à une déformation
de la géométrie, sans refaire le calcul d’écoulement dans le domaine déformé. On utilise les condi-
tions de transpiration [11, 16]. La méthode permet de simuler les déformations du bord de domaine
de calcul par les conditions au bord du maillage initial. Si on note shell la forme à représenter par
les conditions de bord, et ~nshell sa normale, le flux frontière lié à la condition de glissement s’écrit
Ψ(W )bordglissant = qW + (0,p(W )nx,p(W )ny,p(W )nz,p(W )q),
où q = ~V .(~n− ~nshell). Ici le vecteur ~V représente la vitesse de fluide. Cette approche a été testée,
validée et extensivement exploitée en conception optimale de forme (voir [11, 12, 16]).
De cette manière, on peut (dans la limite de petites perturbations de forme) éviter de remailler
le domaine de calcul. Les expériences numériques [11, 12] montrent, que les formes optimales
ainsi obtenues sans remaillage par les conditions de transpiration sont peu différentes des formes
obtenues en utilisant le remaillage du domaine. Dans le cas des grandes déformations, on pourrait
combiner la technique de transpiration à un remaillage occasionnel.
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Parmi les inconvénients des conditions par transpiration, on note une certaine insensibilité du
système discret aux oscillations de forme (hautes fréquences) dues à la discrétisation. On a observé
dans [11, 25] le découplage pair-impair des nœuds sur la peau de la forme optimale. Ce phénomène
peut s’expliquer par le fait que le problème discret est formulé en utilisant les vecteurs normaux
aux nœuds de la peau. Ces vecteurs sont calculés à partir de la moyenne arithmétique des normales
sur des facettes de peau. Par conséquent, les perturbations de forme de fréquence maximale sont
dans le noyau de la discrétisation, donc invisibles par le solveur discret. Cet inconvénient est encore
aggravé par le modèle de transpiration qui est, lui-aussi, un modèle intégral.
Pour remédier à ce problème, dans [12, 25] il a été proposé de chercher la forme optimale sur
les niveaux grossiers seulement. Ici, on propose de plus le rajout d’un terme de régularisation de
forme dans la fonctionnelle coût (1), qui perçoit très bien les oscillations parasites sur le niveau le
plus fin.
3 Techniques d’optimisation
L’algorithme global est composé de trois boucles:
1. la boucle extérieure qui prend en charge le remaillage pour générer une forme nouvelle à
partir de la condition de transpiration;
2. la boucle interne d’optimisation, réalisée ici par la méthode de gradient, l’AG ou l’algorithme
hybride (AG et gradient), décrit plus bas;
3. la boucle la plus interne pour la recherche locale en 1D du pas de descente; ce paramètre est
local dans le cas où il est évalué pour tout les niveaux de discrétisation [25, 11].
3.1 Méthode de gradient
Cette méthode d’optimisation de la fonctionnelle coût se base sur le calcul du gradient par
différences divisées. Elle s’appuie sur une convergence fine du solveur et combine approximations
précises et très bonne vitesse de convergence. Par contre la méthode est fragile car sensible au
choix de son initialisation. Au discrédit de ce type de méthode, on notera [24], que le monde réel
à explorer est envahi de discontinuités, d’espaces de recherches bruités et multimodaux [7].
La méthode de gradient est donnée comme suit:
γn+1
i
= γn
i
− ρAn grad(J), grad(J) =
∂J
∂γ
i
.
Pour calculer une approximation du gradient grad(J) on utilise au choix des différences finies,
technique assez coûteuse en temps de calcul, ou la méthode de l’état adjoint, qui s’écrit comme
suit:
< j′(γ),δγ >=<
∂J
∂γ
(γ,W ),δγ > + <
∂J
∂W
(γ,W ),
dJ
dW
(γ)δγ >
En utilisant la différentiation du flux Ψ(γ,W ) on a:
< j′(γ),δγ >=<
∂J
∂γ
(γ,W ),δγ > − < Π,
∂Ψ
∂γ
(γ,W )δγ > ,
où Π est l’état adjoint, solution du système:
[
∂Ψ
∂W
(γ,W )
]
∗
Π =
∂J
∂W
(γ,W ).
Par conséquent le problème d’optimisation à résoudre est le suivant:
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Ψ(γ,W ) = 0 (équation d’état)
[
∂Ψ
∂W
(γ,W )
]
∗
Π =
∂J
∂W
(γ,W ) (équation état adjoint)
j′(γ) =
∂J
∂γ
(γ,W )− < Π,
∂Ψ
∂γ
(γ,W ) >
3.2 Méthode évolutionnaire (AG)
Proposé par J. Holland, les algorithmes génétiques artificiels modélisent l’évolution naturelle.
Ils utilisent à la fois les principes de la survie des structures les mieux adaptées, et les échanges
d’informations pseudo-aléatoires. Pour former un algorithme d’exploration [24] qui possède cer-
taines des caractéristiques de l’évolution des espèces, ils se basent sur trois opérateurs: la sélection,
le croisement et la mutation.
Dans les problèmes d’optimisation par AG, les individus représentent l’espace des solutions
obtenues en croisant les meilleurs d’entre eux pour créer de nouvelles solutions potentiellement
meilleures.
La programmation génétique de ce genre de problèmes est fondée sur:
– une représentation chromosomique des solutions du problème;
– une méthode pour créer une population initiale de solutions;
– une évaluation qui joue le rôle de l’environnement: elle classe les solutions en fonction de
leur aptitude;
– des opérateurs génétiques qui définissent la manière dont les caractéristiques des parents
sont transmises aux descendants;
– les valeurs des paramètres utilisés par l’AG (Taille de la population, les probabilités liées à
l’application de chaque opérateur génétique) [17].
Les AGs utilisent simultanément un ensemble de points (population d’individus), en escaladant
plusieurs directions en parallèle [24]. Ainsi la probabilité de trouver un faux optimum est réduite.
Un AG commence avec une population de chaines aléatoires et génère par la suite des populations
de chaines successives en fonction des paramètres rencontrés, et n’a pas besoin d’informations
auxiliaires autres que les valeurs associées à chaque chaine. En contre-partie de leur robustesse,
les AGs sont coûteux lorsqu’on optimise un système régi par une EDP en raison du grand nombre
d’évaluations.
3.2.1 Terminologie des AGs
Comme les AGs ont leur racine à la fois dans la génétique naturelle et l’informatique, la
terminologie utilisée est un mélange du naturel et d’artificiel. On passe ici en revue les liens entre
les termes déjà introduits et leurs équivalents naturels pour ainsi nous conformer à la littérature
spécialisée:
– Les châınes des AGs sont analogues aux chromosomes des systèmes biologiques, qui sont des
édifices contenant le matériel génétique codé pour la construction et le fonctionnement d’un
organisme.
– Le paquet total de chaines appelées (structures) est équivalent au (génotype) qui est l’en-
semble du matériel génétique dans les organismes naturels.
– Les structures décodées qui forment l’ensemble des paramètres donnés dans les AGs, sont
par analogie, l’organisme formé par l’interaction de l’ensemble du matériel génétique avec
son environnement qui est appelé le (phénotype).
– Dans la génétique naturelle, on dit que les chromosomes sont formés de gènes, qui peuvent
prendre différentes valeurs appelées (allèles), similairement on dit dans les AGs que les
châınes se composent de traits ou détecteurs qui prennent différentes valeurs.
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– En génétique naturelle, la position d’un gène (son Locus) est identifiée indépendamment de
sa fonction, ceci est aussi vrai pour les AGs où les traits peuvent être localisés à différentes
positions sur la châıne.
Les liens entre les terminologies naturelles et artificielles sont résumés dans le tableau suivant :
Evolution naturelle Evolution artificielle
Chromosome Châıne
Gène Caractère
Allèle Valeur de caractère
Locus Position dans la châıne
Génotype Structure
Phénotype Structure codée
Epistasia Non linéarité
Tab. 1 – Terminologie des phénomènes d’évolution
3.2.2 L’élaboration des AGs
La procédure générale d’un algorithme génétique peut être représentée comme suite :
– PROCEDURE Algorithme Génétique
– DEBUT, t=0
– Initialisation de la Population des Individus P(t)
– Evaluation de la Population P(t)
– BOUCLE jusqu’à Terminaison (Conditionnelle)
– t=t+1
– Sélection de la nouvelle Population P(t) depuis l’ancien Population P(t-1)
– Changer P(t)
– Evaluer P(t)
– FIN BOUCLE
– FIN PROCEDURE
Représentation de l’individu Chaque individu à une forme chromosomique dont on a calculé
le nombre de gènes de la façon suivante :
On spécifie un intervalle de variation [a,b] pour chaque variable d’optimisation x, ainsi qu’une
précision arithmétique ε (par exemple ε = 10−6). En codage binaire, on pose
x = a + (b − a) ξ (0 ≤ ξ ≤ 1)
et on exprime la partie entière E(ξ/ε) en base 2 pour former le gène comme une suite de 0 et de
1 (bit-string).
Les paramètres du code sont les suivants:
bits - le nombre de bits requit par variable;
bornes - les intervalles des variables;
précision - la moindre différence pour distinguer deux nombres; Bits = arrondir(log2((bornes(:,2)-
bornes(:,1))’ ./ précision)).
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Sélection Le procédé de la sélection, est celui, comme on le sait naturellement, chargé de la
procréation des générations successives à partir de la population initiale, en sélectionnant les
individus les plus adaptés à contribuer dans la création de la génération suivante.
Pour sélectionner les individus aptes à survivre et à donner des résultats améliorés, les cher-
cheurs ont pensé à des formes de sélection intelligentes à ce but. Parmi plusieurs types de sélections
élaborés, on trouve par exemple la sélection par la roulette, et la sélection utilisant une norme
géométrique.
Croisement Lorsque la sélection se termine, chaque individu a une probabilité Pc de se croiser
avec un autre de la population. Une châıne ne subissant aucun croisement est alors reproduite
intégralement dans la population fille, à condition que l’opérateur de mutation n’intervienne pas.
Pour produire de nouvelles générations, l’opérateur de recombinaison a lieu entre les châınes
sélectionnées de façon intelligente, en échangeant tout simplement deux parties de deux individus
différents, pour donner deux autres individus, ainsi une nouvelle génération est produite.
Mutation Après le croisement, la descendance subit l’opération de mutation. Les variables de
descendance sont mutées par l’addition de petites valeurs aléatoires avec une faible probabilité. La
probabilité de mutation d’une variable est mise pour être inversement proportionnelle au nombre de
variables (dimensions). Ce qui implique que pour une grande dimensions un individu a une petite
probabilité de mutation. Avec le temps, le croisement devient moins efficace, car les individus
deviennent similaires, c’est à ce moment que le phénomène de la mutation devient important.
Ces mutations ne créent pas généralement les meilleures solutions au problème, mais elles
évitent l’établissement de populations uniformes incapables d’évoluer. D’autre part la mutation
protège contre la perte d’information non récupérable.
Chaque gène de l’ensemble des châınes de la population a une probabilité Pm de subir une
mutation à chaque génération.
Réinsertion Une fois produite la descendance par sélection, croisement et mutation des indi-
vidus de l’ancien population, la valeur d’adaptation (fitness) de la descendance est déterminée.
Ensuite on procède à une nouvelle étape, la réinsertion, qui est définie suivant plusieurs schémas et
cela selon la taille de la descendance produite. Si la taille de la descendance produite et inférieure
à la taille de la population originale, alors la descendance doit être réinsérée dans la vieille popu-
lation, afin de maintenir sa taille originale. De même, si on ne réinsère pas toute la descendance
à chaque génération, ou si davantage de descendances sont produites que la taille de l’ancienne
population, alors un schéma de réinsertion doit être utilisé pour déterminer quels individus doivent
exister dans la nouvelle population.
Réinsertion globale Différents schémas de réinsertion globale existent:
– Réinsertion pure : Produire autant de descendance qu’il y a de parents et remplacer tous les
parents par la descendance . Ce schémas représente la réinsertion la plus simple où chaque
individu vit une seule génération et il est utilise dans un simple algorithme génétique .
– Réinsertion uniforme : Produire moins de descendances que les parents et remplacer les
parents uniformément au hasard.
– Réinsertion d’élitiste : Produire moins de descendance que les parents et remplace les plus
mauvais parents.
– Réinsertion basée sur la fitness : Produire plus de descendance que celle désirée pour la
réinsertion et réinsérer seulement la meilleure descendance .
La méthode communément recommandée est celle de l’élitisme combiné à la réinsertion basée
sur la fitness. A chaque génération, un nombre donné des mauvais parents est remplacé par nombre
égal de la descendance les plus adaptée.
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3.3 Objectif de l’étude (méthode hybride)
L’objectif de notre étude est d’hybrider les deux méthodes décrites ci-dessus afin d’améliorer
la solution optimale en combinant l’exploration la plus robuste de l’espace de recherche par AG
et vitesse de convergence asymptotique de la méthode de gradient.
Les AGs dans leur forme la plus pure sont des procédures d’exploration aveugle, ils n’exploitent
que les codages et les valeurs de la fonction à optimiser pour déterminer les tentatives possibles
de la nouvelle génération. C’est à la fois un avantage et un inconvénient.
Le fonctionnement des AGs nécessite seulement la connaissance de la valeur d’adaptation
(fonctionnelle coût). Grâce à cela, leur champ d’application est très large. Cependant, comme ils
n’exploitent pas toute la connaissance disponible du problème, ce qui les désavantage au plan de
la convergence asymptotique. Par conséquent il peut être avantageux de combiner l’information
spécifique à un problème avec les AGs en les hybridant. Plusieurs auteurs ont proposé de telles
hybridations (Bethke, 1981, Bosworth, Foo et Zeigler 1972, Goldberg, 1983), l’idée est simple,
intéressante, et peut être utilisée pour améliorer les performances finales de l’exploration génétique.
Il y a plusieurs moyens d’hybrider les AGs tout en maintenant une structure de programme
assez modulaire. Une approche séquentielle (en batch) est utilisée dans notre cas. De cette facon,
il suffit de laisser tourner l’algorithme génétique jusqu’à un niveau conséquent de convergence,
ensuite on laisse la procédure d’optimisation par l’algorithmes du gradient prendre le relais, en
prenant par exemple les 5% ou les 10% meilleurs individus de la dernière génération.
4 Expériences numériques
4.1 Présentation du cas test
On a d’abord fabriqué un maillage 3D tétrahédrique autour d’une voilure aux sections ho-
mothétiques à un profil NACA0012.
A cette fin, on s’est appuyé sur une triangulation (2D) autour d’un profil NACA0012 raffinée
autour du choc attaché au bord d’attaque et représentée à la Figure 3.
Fig. 3 – Triangulation autour d’un profil NACA0012
On s’est ensuite donné une forme en plan avec flèche représentée à la Figure 4.
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Fig. 4 – Forme en plan de la voilure
Fig. 5 – Maillage 3D autour d’une voilure aux sections homothétiques au profil NACA0012
Enfin, on a construit la géométrie discrète tridimensionnelle en reproduisant par homothétie la
triangulation 2D de manière à respecter la forme en plan, et en coupant les prismes en tétrahèdres.
Le maillage initial ainsi construit est représenté à la Figure 5. Le maillage de peau correspondant
est visualisé à la Figure 6. Ce maillage initial contient 2790 nœuds et 13710 tétraèdres dont 105
nœuds et 193 de facettes sur la peau.
Les conditions de calcul correspondent à un nombre de Mach à l’infini de 1.8 et un angle
d’incidence de 3.00 degrés.
On a fixé la trainée et la portance cibles à 0 et 0.0549 respectivement. Le volume de l’aile est
imposé, égal à celui de la géométrie initiale.
4.2 Optimisation par la méthode de gradient
Ici nous avons appliqué la méthode de gradient pour l’optimisation de la forme d’aile NACA0012
sur le niveau le plus fin qui comporte 105 nœuds sans avoir besoin de l’utilisation de la méthode de
paramétrisation hiérarchique, car le gradient peut opérer sur ce nombre de paramètres d’optimisa-
tion. Les figures suivantes montrent le processus d’optimisation de chaque terme de la fonctionnelle
coût durant 40 itérations du gradient et dans un temps considérable. Dans ce cas, la pénalisation
sur le volume n’est pas prise en compte dû à la difficulté du calcul de gradient qui en résulterait, par
contre, ultérieurement, on procède à une utilisation de cette pénalisation en utilisant la projection
du gradient; pour préserver le volume cette projection est effectuée directement après l’évaluation
du gradient sur un espace des volumes préservant le gradient voir [25].
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Fig. 6 – Géométrie initiale de voilure NACA0012
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Fig. 7 – Réduction du critère de bang et du critère d’élasticité: convergence de la méthode de
gradient
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Fig. 8 – Historique des valeurs de la trâınée, de la portance et de l’épaisseur: convergence de la
méthode de gradient
On peut conclure d’après les graphes qui représentent l’historique des valeurs des termes de la
fonctionnelle coût durant le processus de convergence de l’algorithme de gradient et le tableau qui
suit, qu’on a pu optimiser la forme de l’aile et réduire le critère de bang au prix d’une réduction
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Fig. 9 – Historiques des valeurs de volume et de fonctionnelle coût total: convergence de la méthode
de gradient
de portance de seulement de 6%, en conservant la variation de volume estimée par 2.52% de
changement.
Fonctionnelle coût 0.13293
Portance 0.051399
Trâinée 0.083676
Bang supersonique 0.80532
taux de variation de volume 2.523
Tab. 2 – Valeurs optimales obtenues par l’algorithme de gradient
4.3 Optimisation par la méthode évolutionnaire
L’algorithme génétique qu’on a choisi pour procéder à l’optimisation mono-objectif de la fonc-
tionnelle coût, comporte une population d’individus où chaque individu se compose de 28 pa-
ramètres à optimiser représentant les variations de 28 zones géométriques.
Ces zones représentent un niveau grossier de la géométrie (surface) d’aile NACA0012 obtenue
par l’application de la paramétrisation hiérarchique sur le niveau le plus fin qui représente 105
nœuds (sommets) de maillage sur la géométrie de l’aile.
Le choix de la configuration de l’AG est fixé après plusieurs tests effectués sur le changement des
types de mutation et de croisement ainsi leur probabilité, et aussi en ce référant à des études déjà
faites afin d’assurer une meilleure convergence; par exemple on a opté pour un croisement extérieur.
A la conférence internationale sur les AGs et leurs applications (ICGA) de 1985 [17], plusieurs
experts (Davis, Goldberg et Lingle, Smith [19, 6, 20]) ont décrit la construction d’opérateurs de
réarrangement efficaces qui combinent des traits de l’inversion et du croisement parmi lesquels on
trouve le croisement extérieur. Selon ce croisement, deux individus (parents) sont alignés et deux
lieux de croisement sont choisis d’une manière uniformément aléatoire sur les individus.
Les deux points définissent une section assortie qui est utilisée pour effectuer un croisement
grâce à des opérateurs d’échange position par position, les individus (fils) obtenus contiennent des
informations d’agencement partiellement déterminées par chacun des parents.
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La configuration de l’AG utilisé dans notre étude est la suivante :
Nombre de Génération 40
Nombre d’individus dans la population 30
Type de sélection Roulette
Type de croisement Croisement extérieur
Probabilité de croisement 0.9
Probabilité de mutation 0.003
Précision de codage de paramètres 10−4
On voit d’après le tableau suivant que l’application de l’AG a bien permis de préserver des
performances aérodynamiques (trainée, et surtout la portance) et le volume; les variations de la
portance ne dépassent pas 2% de la portance cible et la variation du volume ne dépasse pas 0.656%
du volume initiale.
Fonctionnelle coût 0.248163
Portance 0.053989
Trâinée 0.078127
Bang supersonique 1.56103576
taux de variation de volume 0.656
Tab. 3 – Valeurs optimales obtenues par l’algorithme génétique
4.4 Optimisation par hybridation séquentielle (AG et gradient)
Dans cette troisième expérience d’optimisation de l’aile NACA, on a appliqué une hybridation
séquentielle de l’AG et de la méthode de gradient. On optimise d’abord au moyen de l’AG pendant
40 générations en travaillant sur le niveau grossier. Ensuite, on fait fonctionner la méthode de
gradient en opérant sur le niveau fin. La deuxième phase est initialisée avec le meilleur individu
de la solution la plus performante issue de la première phase d’optimisation.
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Fig. 10 – Réduction du critère de bang et d’élasticité: convergence de l’AG et de la méthode de
gradient
D’après les résultats des graphes et du tableau suivant on constate qu’on a pu mieux réduire
davantage le critère de bang.
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Fig. 11 – Historique des valeurs de la trâınée, de la portance et de l’épaisseur: convergence de
l’AG et de la méthode degradient
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Fig. 12 – Historiques des valeurs de volume et convergence de l’AG
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Fig. 13 – Convergence de la fonctionnelle coût: algorithme hybride
5 Ecoulement autour de la géométrie optimisée
Les figures suivantes représentent des visualisations en 2D de la distribution de pression autour
des sections et sous l’aile NACA0012 originale et optimale pour chacune des méthodes étudiées,
où on voit clairement l’impact de la minimisation du critère de bang.
Les figures suivantes représentent la visualisation en 3D de l’aile originale et des ailes optimaux,
ainsi que les sections en 2D qui nous permet de voir clairement la différence entre l’aile optimale
de chaque méthode et l’aile originale.
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Fonctionnelle coût 0.13346287
Portance 0.051615
Trâinée 0.082702
Bang supersonique 0.80979
taux de variation de volume 2.636
Tab. 4 – Valeurs optimales obtenues par l’algorithme hybride
Fig. 14 – Pression autour des sections d’aile NACA0012: champs initial, optimisé par l’AG, la
méthode de gradient et l’algorithme hybride, respectivement de gauche à droite
Dans ce qui suit on présente un tableau comparatif de la durée d’exécution de chaque méthode
étudiée sur un PC, P4 1.993 MHZ avec 512 MB de RAM. On constate que l’approche du gradient
prend un temps 4 fois moins long que la méthode évolutionnaire, bien qu’une implémentation
parallèle de l’AG accélérerait la vitesse de calcul.
6 Conclusion
On a réalisé l’optimisation de forme d’une voilure dans le but de réduire un critère lié au bang
sonique, tout en préservant les coefficients aérodynamiques.
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Fig. 15 – Pression sous l’aile NACA0012: champs initial, optimisé par l’AG, la méthode de gra-
dient et l’algorithme hybride, respectivement de gauche à droite
Fig. 16 – Aile NACA0012, géométries originale et optimale obtenue par l’AG
On a testé numériquement un algorithme de gradient, un algorithme génétique (AG) et un
algorithme hybride. Les trois ont leurs mérites respectifs.
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Fig. 17 – Aile NACA0012, géométries optimales par la méthode de gradient et l’algorithme hybride
Méthode Temps d’exécution
Gradient 2h:42min
Génétique 9h:36min
Hybride 10h:51min
Tab. 5 – Temps d’exécution de chaque méthode
En régime d’écoulement transsonique, d’autres expériences avaient montré que le problème de
réduction de trâınée était principalement conditionné par l’optimisation de forme de l’extrados
dans la zone de solution faible du choc; les fonctionnelles aérodynamiques présentent alors souvent
de nombreux optimums locaux. Notons qu’à l’inverse, en régime d’écoulement supersonique, où les
chocs sont attachés aux bord d’attaque et de fuite, l’écoulement est régulier dans le voisinage de
la forme qu’on optimise. Sans doute pour cette raison, on a observé que le cas test supersonique
étudié était de complexité numérique moindre.
L’AG opère avec un nombre réduit de paramètres et fournit un optimum moins bon, mais
vérifiant mieux les contraintes. La méthode de gradient est plus précise et converge plus vite, mais
à elle seule ne fournit aucune garantie sur le caractère global de l’optimum obtenu. Grâce à la
méthode hybride, on obtient la confirmatiom que l’optimum global associé au calcul par l’AG est
bien dans le même bassin d’attraction que celui de la méthode de gradient.
Par ailleurs, même si l’application de l’AG nécessite un temps de calcul assez important, la
simplicité de sa mise en œuvre et son efficacité à prendre en compte un grand nombre de contraintes
lui confèrent une certaine puissance et robustesse.
Enfin, une implémentation parallèle est en vue pour améliorer l’efficacité en coût de l’AG. Cette
implémentation se base sur une architecture mâıtre/esclave qui est la mieux adaptée au problème
car la majeure partie du temps CPU est consacrée à l’évaluation de la fonctionnelle coût.
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