Abstract: In this paper, a noisy version of the stochastic block model (NSBM) is introduced and we investigate the three following statistical inferences in this model: estimation of the model parameters, clustering of the nodes and identification of the underlying graph. While the two first inferences are done by using a variational expectation-maximization (VEM) algorithm, the graph inference is done by controlling the false discovery rate (FDR), that is, the average proportion of errors among the edges declared significant, and by maximizing the true discovery rate (TDR), that is, the average proportion of edges declared significant among the true edges. Provided that the VEM algorithm provides reliable parameter estimates and clustering, we theoretically show that our procedure does control the FDR while satisfying an optimal TDR property, up to remainder terms that become small when the size of the graph grows. Numerical experiments show that our method outperforms the classical FDR controlling methods that ignore the underlying SBM topology. In addition, these simulations demonstrate that the FDR/TDR properties of our method are robust to model mis-specification, that is, are essentially maintained outside our model.
1. Introduction
Context
Network analysis is concerned with modeling and describing the interactions of a given population of individuals. Networks arise in a large variety of domains as social, biological or information sciences, just to name a few. In such applications, an essential task is to infer a reliable version of the network. For instance, when a dense network is observed, this one is often considered to be a perturbation of some underlying less dense graph, and we should remove the edges that are only due to "noise". Once the graph is inferred, a deeper analysis can be done to describe the communication structures of the network, for instance by detecting the communities, that is, clustering of the nodes in groups with similar connection behavior. The literature provides many different clustering algorithms as k-means, hierarchical clustering, random walk algorithms, spectral clustering, modularity maximization and likelihood methods, without being exhaustive.
To be more concrete, consider the widespread example of clustering a set of common data points with pairwise distances or similarities. Typically, a similarity graph is first constructed, then a clustering algorithm, as for instance spectral clustering based on the graph Laplacian, is applied providing a partition of the data points into groups with high intra-group similarity and low inter-group similarity. There are several ways to construct similarity graphs: one can just use the fully connected graph, where the adjacency matrix is defined by all pairwise similarities. However, it is more common to use a sparser version of the graph, e.g. a ε-neighborhood graph obtained by thresholding similarities, or a k-nearest neighbor graph, where for a given node only the edges to the k nodes with highest similarities are conserved. It is well known that the specific choice of the similarity graph for the clustering procedure has a strong influence on the clustering result, and the appropriate choice of the connectivity parameters (the neighborhood threshold ε or the number of neighbors k) is still a headache (von Luxburg, 2007) .
In general, such two-stage procedures, where graph inference and clustering are treated separately, may not be optimal as both tasks are very interrelated. That is, the inferred graph has a considerable impact on the obtained clustering, and conversely, using the cluster memberships may improve graph inference. Unifying these inferences is one important motivation for our work and it relies on considering an appropriate probabilistic network model.
Stochastic block model
A popular random graph model for clustering is the stochastic bloc model (SBM) (Holland et al., 1983) , that models network heterogeneity by varying connecting behavior of different groups of nodes. More precisely, each node is supposed to belong to exactly one group and the edge probability of a pair of nodes depends entirely on the group membership of these two nodes. Thus, clustering becomes the problem of estimating the group memberships in the stochastic block model. Furthermore, in some sense, using the stochastic block model corresponds to summarizing a complex network by a meta-network by grouping vertices to a few meta-vertices with a few meta-edges without losing too much information. It is noteworthy that SBM may detect more complex connecting schemes than simple communities (as bipartite graph) and so, is able to describe a wide spectrum of graph topologies. We refer the reader to Nowicki and Snijders (2001) and Picard et al. (2009) for applications of this idea to social and biological networks. Many variants of the SBM have been developed in the literature (e.g., weighted Matias and Robin (2014) , valued Mariadassou et al. (2010) , overlapping Latouche et al. (2014) or dynamic Matias et al. (2018) , among others).
As in most latent variable models, parameter estimation is a difficult task in the SBM. Due to the complex dependency structure in the graph, the classical EM algorithm (Dempster et al., 1977) does not apply, but a variational EM algorithm has been proposed to approach the maximum likelihood estimator and estimate group memberships (Daudin et al., 2008) . While the EM algorithm is known to converge to the maximum likelihood estimator under appropriate assumptions (Wu, 1983) , this property is in general lost when adding variational approximations. However, in the case of the SBM, variational estimators can be shown to be consistent and asymptotically equivalent to the maximum likelihood estimators (Celisse et al., 2012) .
We consider in Section 2.2 a variant of SBM which is suitable for simultaneously inferring the clustering and the graph: the so-called noisy stochastic block model (NSBM) . In this model, we do not observe the graph, which is itself a latent structure, but only a noisy version of it, with the following blurring mechanism: in place of missing edges, pure random noise is observed, and in place of present edges, we observe an effect, whose intensity depends on the group memberships of the nodes in the latent graph. We develop in Section 3 a VEM algorithm that aims at estimating the model parameters. By using a simple maximum a posteriori criterion, this also provides an estimation of the (latent) clustering. This method has an interest on its own in applications where only a clustering of the nodes is desired. The advantage of our method with respect to most standard methods does not require the selection of some connectivity parameters. Here, in addition, we take advantage of this clustering to improve the accuracy of the graph inference.
False discovery rate
Let us first mention that graph inference is a task with a long history, especially in the case where when one tries to estimate the marginal correlation or partial correlation between node observations. In that case, a Gaussian graphical model Lauritzen (1996) is often used, and one estimates either the correlation matrix (marginal correlations) or the precision matrix (partial correlation). In the literature, this task is classically done by "graphical lasso" type approaches Meinshausen and Bühlmann (2006) , Friedman et al. (2007) , Banerjee et al. (2008) , Ravikumar et al. (2011) .
However, when inferring a graph, adding a non-existing edge between two nodes is in many applications more problematic than missing an existing edge, especially for sparse graphs. To this respect, the practitioner thus wants to avoid false positives, that is, edges that are wrongly declared significant. We thus adopt a multiple hypothesis testing formulation of the graph reconstruction problem. Markedly, the number of null hypotheses to test can be particularly high: m = n(n+1)/2 where n is the number of nodes.
In large scale multiple testing, a popular method is the Benjamini Hochberg procedure (BH), introduced in Benjamini and Hochberg (1995) and widely popularized afterwards, which controls the false discovery rate (FDR), defined as the averaged proportion of errors among the items declared as significant. Among the abundant literature in that area, a successful modeling is to assume that the observations follow a mixture model Efron et al. (2001) , which allows to exploit the dimension of the data to fit crucial quantities as the null distribution Efron (2004) , and the alternative distribution Sun and Cai (2007) , which allow a better multiple testing inference, both in terms of FDR and power (items correctly declared as significant).
More sophisticated model mixture have then been be considered, that incorporate some underlying (latent or known) structure of the null hypotheses. While FDR control under dependence is known to be a challenging issue, as the most classical results use independence or positive dependence of the test statistics Benjamini and Hochberg (1995) ; Benjamini and Yekutieli (2001) , these models circumvent this difficulty by assuming that the test statistics are independent conditionally on the structure. Former studies include group structure Sun and Cai (2009) and Markov structures Cai and Sun (2009) ; Liu et al. (2016) . These methods have the strong advantage to both control the FDR under dependencies while allowing more detections than procedures ignoring the structure, as the BH procedure do. In this paper, we follow this general line of research by controlling the FDR in the noisy SBM.
Presentation of the paper
The contributions of this paper are as follows:
• We develop a VEM type approach to estimate the NSBM parameters, which also leads to a clustering. It also estimates the posterior probabilities that there is no edge between each node couple (i, j), that we will called the -values; • We combine suitably these -values by adapting procedures of the multiple testing literature in mixture models, and notably through a q-value-based approach Storey (2003) ; Castillo and Roquain (2018) ; • Combining these two approaches leads to a new procedure for inferring both the graph and the clustering, with a clear interpretation in terms of false positives: among the edges discovered by the procedure, there are, on average, at most 5% (say) of errors; • The theoretical validity in terms of false/true positives is established via careful model assumptions and concentration inequalities, which leads to non-asymptotical results. This goes one-step further existing results in the multiple testing literature concerning mixture models; • Numerical experiments support the validity of our approach both in the NSBM and outside the NSBM, which shows the robustness of our method.
The paper is organized as follows: Section 2 introduces the main mathematical tools that will be used throughout the paper, including the NSBM, multiple testing procedures and the graph inference criteria. The VEM approach to fit the model parameters and the clustering is then developed in Section 3. Our testing procedure is defined in Section 4 and its theoretical properties are provided in Section 5. Numerical experiments are given in Section 6 and a discussion is given in Section 7. Detailed proofs are deferred to Section 8. Finally, Section 9 is a supplement containing auxiliary results (e.g., calculations in the Gaussian case, additional lemmas and proofs).
Setting

Stochastic block model
Let us first recall the definition of a standard (binary) stochastic block model (SBM). Let n ≥ 2 be the number of nodes in the graph and Q ∈ {1, . . . , n}. Denote A = {(i, j) : 1 ≤ i < j ≤ n} the set of all possible (undirected) edges and m = n(n − 1)/2 its cardinal. The SBM corresponds to the observation of an adjacency matrix A = (A i,j ) 1≤i,j≤n ∈ {0, 1} n • The vector Z = (Z 1 , . . . , Z n ) of group memberships of the nodes is such that Z i , 1 ≤ i ≤ n, are i.i.d. with values in {1, 2, . . . , Q} with probability
• Conditionally on Z, the variables A i,j , (i, j) ∈ A, are independent Bernoulli variables with parameter w Zi,Zj , that is,
Since we focus on the undirected model here, we generate only A i,j , (i, j) ∈ A and we set A j,i = A i,j for all (i, j) ∈ A and A i,i = 0 for i ∈ {1, . . . , n}. We also impose that w is symmetric, that is, w q, = w ,q for all q, ∈ {1, . . . , Q}.
Noisy stochastic block model
We now define the model that will be used throughout the manuscript. We refer to it as the noisy stochastic block model (NSBM in short), as we do not directly observe the adjacency matrix A but only a noisy version of it. The observation X ∈ R A is thus the result of an additional random layer:
• The variables (Z, A) are latent and generated according to an SBM with parameter n, Q, π and w, as defined in Section 2.1; • Conditionally on (Z, A), the observed variables X i,j , (i, j) ∈ A are independent and each X i,j has the following distribution
for some unknown parameters ν 0 ∈ T 0 and ν q, ∈ T , 1 ≤ q, ≤ Q, where {g 0,t , t ∈ T 0 } (resp. {g t , t ∈ T }) is a given parametric density family, where T 0 (resp. T ) is a non-empty open subset of R d0 (resp. R d1 ). These densities are meant to be taken with respect to the Lebesgue measure on R.
The rationale behind this model is that, in place of missing edges (A i,j = 0), we observe pure random noise modeled by the density g 0,ν0 (also called null density), and in place of present edges (A i,j = 1), we observe an effect, whose intensity depends on the group memberships of the nodes in the underlying SBM, which is modeled by the density g ν q, (also called alternative density for parameter ν q, ).
The unknown global model parameter is θ = (π, w, ν 0 , ν), where π and w come from the SBM, ν 0 denotes the null parameter and ν = (ν q, ) 1≤q, ≤Q ∈ T Q 2 denotes the parameter vector of the effects. As our focus is on undirected graphs, ν is symmetric, that is, ν ,q = ν q, for all 1 ≤ q, ≤ Q. From the symmetry property of w, ν, we will sometimes consider, with some abuse of notation, that the parameter (w, ν) belongs to R Q(Q+1)/2 , rather than R Q 2 when appropriate. Overall, the parameter θ is of dimension (Q−1)+Q(Q+1)/2+d 0 +d 1 Q(Q+1)/2. The distribution of (X, A, Z) in the NSBM with parameters n, Q, θ is denoted by P Q,θ (or P θ for short). We denote by Θ Q (or Θ for short) the parameter space, which can be used to define additional restrictions on (π, w, ν 0 , ν). For instance, we will always assume in the sequel that π q ∈ (0, 1), w q, ∈ (0, 1), for 1 ≤ q ≤ ≤ Q. The NSBM is defined by the distribution family {P n,Q,θ , θ ∈ Θ}. For θ ∈ Θ, we denote by P θ the distribution of the underlying probability space such that (X, A, Z) ∼ P θ . In this paper, the Gaussian case will be our leading example. It is particularly suitable for modeling situations where the observations X i,j correspond to correlations, which are known to be approximately Gaussian in different asymptotic settings, see Drton and Perlman (2007) ; Liu (2013) . The Gaussian NSBM corresponds to the NSBM with the following choice of the parametric density families:
With the notation above, we have in this case d 0 = 1 and d 1 = 2 and θ = (π, w, σ 0 , µ, σ), where µ = (µ q, ) 1≤q≤ ≤Q ∈ R Q(Q+1)/2 and σ = (σ q, ) 1≤q≤ ≤Q ∈ (0, ∞) Q(Q+1)/2 . An illustration for the Gaussian NSBM is given in Figure 1 .
Gaussian NSBM: illustration of the distribution of X conditionally on A, Z. n = 4 nodes (circles).
In this paper the NSBM is an undirected graph model. However, the extension to the directed case is straightforward by relaxing the symmetry constraints on A, w and ν. In this case the dimension of the parameter θ is increased and given by (Q − 1) +
involves the number Q of groups, which is unknown in practice and has to be estimated from the data. It is common to consider a family of models {M Q , 1 ≤ Q ≤ Q max } for some pre-specified Q max ≤ n, and to choose the best number of groups Q by some model selection device, see Section 6.1 for more details.
Finally, as in all SBM-type models, identifiability in the NSBM is a delicate issue. Here, the NSBM shares similarities with the parametric random graph mixture model with weighted edges introduced in Allman et al. (2011) . Compared to their model, the NSBM replaces the mass point in 0 by the distribution g 0,ν0 . Following the proof of Theorem 12 therein, we can prove identifiability for the Gaussian NSBM with parameter set (40) (defined below) when n ≥ 3 and Q ≥ 2.
Criteria
For graph inference, the goal is to recover the adjacency matrix A from the observation X. In the multiple testing paradigm, the aim is to make a simultaneous test of H 0,i,j : "A i,j = 0" against H 1,i,j : "A i,j = 1", which corresponds to test H 0,i,j : "there is no edge between i and j in the latent graph" against H 1,i,j : "there is an edge between i and j in the latent graph". A multiple testing procedure is any measurable function ϕ(X) ∈ {0, 1} A , with the convention that ϕ i,j (X) = 1 if and only if H 0,(i,j) is rejected for any (i, j) ∈ A.
Let us denote the expected proportion of non-connected/connected vertices, in the NSBM with parameter θ = (π, w, ν 0 , ν), by
(dependence in θ is removed to lighten the notation). The false discovery rate (FDR) of a given multiple testing procedure ϕ(X) is the average proportion of errors among the discovered edges. It is defined as
where E θ refers to the expectation in the NSBM of Section 2.2. Sometimes, for simplicity, the following substitute is used
where the expectation is taken inside the ratio (with the convention 0/0 = 0, that is used throughout the paper). This is called the marginal false discovery rate (MFDR) and is used mostly to mimic the asymptotic behavior of the FDR. The corresponding power of ϕ(X) is classically defined as the true discovery rate (TDR) by
Hence, TDR(θ, ϕ) corresponds to the average proportion of discovered edges in the true underlying graph. A good testing procedure detects a maximum number of significant edges, without making too many false detections. In this sense, for a given level α ∈ (0, 1), we aim at finding a testing procedure ϕ = ϕ α such that for all θ, FDR(θ, ϕ) ≤ α, with TDR(θ, ϕ) "as large as possible",
that is, both the FDR is controlled at level α and many true edges are discovered.
BH procedure
A classical procedure to control the FDR is the so-called BH procedure (Benjamini and Hochberg, 1995) . It consists in first computing the p-values p i,j (X) of the individual tests for H 0,i,j against H 1,i,j for all (i, j) ∈ A. In the NSBM, this amounts to computing
whereF 0 (t) = R 1{|x| ≥ t}g 0,ν0 (x)dx is the probability that the test statistic is larger than t under the null. Next, the p-values are ordered in increasing order such that 0 = p (0) ≤ p (1) ≤ · · · ≤ p (m) . Then, all null hypotheses H 0,i,j with p i,j (X) ≤ αk/m, wherek = max{k ∈ {1, . . . , m} : p (k) ≤ αk/m} are rejected. That is, the BH procedure is given by ϕ
In the NSBM defined in Section 2.2, since the X i,j 's are mutually independent conditionally on Z, A, the classical result in (Benjamini and Hochberg, 1995) entails that the BH procedure controls the FDR conditionally on Z, A, and thus also unconditionally, that is,
However, as we will see, the power of ϕ BH can be suboptimal in our model, and learning the latent clustering of the graph can help to improve the decision. On an intuitive point of view, the reason is that p i,j (X) is solely based on the individual value of X i,j , while one can in principle take advantage of the values of the X i ,j for (i , j ) sharing the same node membership as (i, j). For instance, in Figure 1 , how to recover A from the values of the edges X? The parameter θ and the clustering Z can help in the decision: if |X 1,2 | is not too large, it will be difficult to detect the edge (1, 2) solely on the value of X 1,2 . However, if we know that the nodes {1, 2, 3} belong to group 1 and that w 1,1 is small, this information provides additional evidence that will help to detect the edge (1, 2) from X 1,2 .
However, this requires the additional effort to estimate the parameters θ of the NSBM and of the latent clustering Z.
Estimation and clustering by VEM
The NSBM is a latent variable model, so that an EM-type algorithm may be used to approximate the maximum likelihood estimator of the model parameter θ = (π, w, ν 0 , ν) ∈ Θ using the observation X. We develop in this section such an approach. Proofs of the results are given in Section 8.1.
ML estimation
The ML estimator is defined as the maximizer of the observed likelihood function θ ∈ Θ → L(X; θ), which is the marginal of the complete likelihood function θ ∈ Θ → L(X, A, Z; θ) given as follows:
where we let Z i,q = 1{Z i = q} and
To derive the likelihood function θ ∈ Θ → L(X; θ) from the complete likelihood function, we should integrate over all possible configurations of the latent variables (A, Z) ∈ {0, 1} A × {1, . . . , Q} n , which is prohibitive for any reasonable values of n and Q. Hence, the ML estimator cannot be approached by maximizing directly the likelihood function, and we propose to approach it by using an EM-type algorithm.
E-step using variational approximation
Let θ ∈ Θ denote the current value of the model parameter obtained at the previous (M-)step. The E-step of the EM-algorithm consists in computing L(A, Z | X; θ), the conditional likelihood of the latent variables A, Z given the observation X, when (X, A, Z) ∼ P θ . Here we encounter the difficulty that this conditional likelihood is intractable due to the involved dependence structure of the Z i 's given the observations X. For this reason we use an approximation by some factorized likelihood, that is, a mean-field approximation. We denote byP θ,τ the distribution on {0, 1}
A × {1, . . . , Q} n (potentially depending on X) such that the corresponding likelihood is of the form
for a parameter τ = (τ i,q ) i,q belonging to the set
τ i,q = 1, for all i ∈ {1, . . . , n} .
Then, the variational E-step consists in searching the variational parametersτ that give the best approximation of the conditional distribution P A,Z|X;θ of A, Z given X under P θ by a factorized distributionP θ,τ in terms of the Kullback-Leibler divergence. More precisely, for all θ ∈ Θ,
The following proposition states that the optimisation problem in (11) is equivalent to solving a fixed point equation, which in practice is solved numerically by an iterative algorithm.
Q of (11) verifies the following fixed point equation
where C i > 0, i ∈ {1, . . . , n}, are normalization constants such that Q q=1τ i,q = 1 and where
M-step
Let τ ∈ T be the current value of the variational parameters and θ ∈ Θ the current value of the model parameter obtained at the previous M-step. Now, the M-step consists in updating the value of the model parameter θ by maximizing θ ∈ Θ →Ẽ θ ,τ [log L(X, A, Z; θ) | X], whereẼ θ ,τ denotes a distribution on the underlying probabilistic space that generatesP θ ,τ as distribution of (A, Z) conditionally on X.
splits into three independent problems. The solutions for π and w are given bŷ
where
where ρ i,j q, = ρ i,j q, (θ ) is defined by (12). In addition, the solution of (14) in (ν 0 , ν) is given by arg max
Concerning the maximization in (ν 0 , ν), we see that the terms to maximize in (19) have the form of weighted likelihood functions. This implies that the solutions have the form of the traditional ML estimates where sample means are replaced with weighted means. For instance, in the Gaussian model (1), the solution of (14) 
where κ i,j q, andκ i,j q, are given in Proposition 3.2.
Overall, we summarize the VEM algorithm as follows.
Algorithm 1: VEM algorithm for the noisy stochastic bloc model Input: Observation X, number Q of latent groups. Output: Estimator θ, clustering Z, variational parameters τ . Initialization of θ and τ ; while not converged do VE-step: update τ = τ (θ) by solving the fix point equation in Proposition 3.1; M-step: update θ according to Proposition 3.2 ; end Let θ = θ; Let Z i = arg max q∈{1,...,Q} {τ i,q (θ)}, i ∈ {1, . . . , n}.
New procedure for graph inference
Notions of -values
In the NSBM, when inferring the latent parameter A, it is well known that the optimal classification rule is the Bayes rule, based on the posterior distribution of A. It is therefore natural to consider the following quantities as test statistics:
We refer to the quantities i,j (X, z; θ) as the -values (it is also called the local FDR, see Efron (2004) ). Applying Bayes formula, the -values can be obtained as follows:
for a functional (·) defined by the likelihood ratio
(22) In particular, the latter shows the following useful property:
For all θ 0 , θ ∈ Θ, z ∈ {1, . . . , Q} n , conditionally on Z = z the variables i,j (X, z, θ), (i, j) ∈ A, are independent under P θ0 .
(Indep)
Our multiple testing procedure will thus reject H 0,i,j provided that i,j (X, Z; θ) ≤ t, for some threshold t to be appropriately chosen. As illustrated on Figure 2 in the Gaussian case, the induced rejection region for X i,j is not (necessarily) of the classical form |X i,j | ≥ c, c > 0, but is driven by the value of θ = (π, w, ν 0 , ν).
Remark 4.1. Note that (X i,j , q, , θ) was already a crucial quantity in the VEM algorithm: it corresponded to the quantities 1 − ρ i,j q, (θ) defined by (12) with notation of Section 3.3.
Notion of q-values
How to choose t in the decision i,j (X, Z, θ) ≤ t? According to our motivation, it should be fixed so that the FDR is smaller than or equal to α. However, the FDR is difficult to compute because of the denominator inside the expectation, see (3). It is therefore useful to consider as a substitute the marginal FDR (4), which should be close to the FDR (at least when the numerator and denominator concentrate around their expectation).
For θ, θ ∈ Θ and t ∈ [0, 1], the marginal FDR (under P θ ) of the procedure rejecting the null H 0,i,j whenever i,j (X, Z; θ) ≤ t is given by the following quantity:
where we let for θ = (π, w, ν 0 , ν), θ = (π , w , ν 0 , ν ), δ ∈ {0, 1}, q, ∈ {1, . . . , Q},
Note that the latter quantity does not depend on (i, j) ∈ A. In the Gaussian case, the quantities q 0 (t, q, ; θ , θ) and q 1 (t, q, ; θ , θ) can be explicitly calculated, see Section 9.3. They can be interpreted as the size of the rejection area, under the null and the alternative, respectively, see Figure 2 . Now, rejecting the null H 0,i,j whenever i,j (X, Z; θ) ≤ t for t the largest such that Q θ0 (θ, t) ≤ α leads to the decision of rejecting H 0,i,j when Q θ0 (θ, i,j (X, Z; θ)) ≤ α, that is, q i,j (X, Z; θ) ≤ α where
are referred to as the q-values, a term that comes back to Storey (2003) .
New procedure
When X follows the NSBM with "true" parameter θ 0 ∈ Θ and with latent clustering Z, the oracle -value (resp. q-value) is i,j (X, Z; θ 0 ) (resp. q i,j (X, Z; θ 0 )). We thus define the oracle multiple Rejection area {x : (x, q, ; θ) ≤ t}, for two choices of the parameters (π q, , w q, , σ 0 , µ q, , σ q, ). t = 0.25, w q, = 0.5 (does not depend on the value of π q, ). The value of q 0 (t, q, ; θ, θ) corresponds to the red area. The value of q 1 (t, q, ; θ, θ) corresponds to the red+blue area.
testing procedure as
As proved in Lemma 9.2, it enjoys the following optimal property: it maximizes the TDR among procedure controlling the MFDR at level α (under appropriate assumptions). So the procedure ϕ * will be considered in the sequel as the optimal procedure. Obviously, the oracle procedure is unknown. However, it can be approximated thanks to the estimator θ = ( π, w, ν 0 , ν) of θ 0 and the clustering Z built in Section 3. Let us define the estimated version of the q-values/ -values as follows:
Then, we define our main procedure as follows:
Algorithm 2: Graph inference with FDR control in the noisy SBM Input:
Apply the VEM algorithm of Section 3, that is, Algorithm 1, to obtain θ and Z; Compute the -values i,j (X) according to (28); Compute the q-values q i,j (X) according to (29)
Theoretical results for the new procedure
We propose a theoretical study showing that our procedure ϕ VEM both correctly controls the FDR and has a TDR close to the one of the optimal procedure ϕ * (27). While Sections 5.1 and 5.2 present the general theory, Section 5.3 focus on the Gaussian case. In particular, a simplified and self-contained Gaussian version of our results can be found in Corollary 5.8. All the results of this section are proved in Section 8.2.
Assumptions and notation
According to (29), the behavior of Q θ (·) is crucial to study the behavior of ϕ VEM . Since the latter is related to the functionals q 0 (·) and q 1 (·) via (23), we introduce the following assumption.
(ii) For all q, ∈ {1, . . . , Q} the following holds: there exist functions θ ∈ Θ → t 1,q, (θ) ∈ [0, 1]
and θ ∈ Θ → t 2,q, (θ) ∈ [0, 1] with t 1,q, (θ) < t 2,q, (θ) for all θ, and such that for any θ 0 ∈ Θ, the maps t
In the sequel, we assume that Assumption 5.1 is true and we consider for the t 1,q, (θ), t 2,q, (θ) defined therein, the boundaries
for any θ ∈ Θ. Lemma 9.1 states that the function t → Q θ (θ, t) has the following simple behavior: it is increasing on [
The latter implies in particular that t → Q θ (θ, t) is always continuous in 0 + , but may jump in t 1 (θ) + when t 1 (θ) > 0. Illustrations are provided in Figure 3 in the Gaussian NSBM.
Since
this entails that the optimal procedure ϕ * and our procedure ϕ VEM can be equivalently written as -value thresholding procedures, that is, for (i, j) ∈ A,
for which we recall that θ 0 is the true value of the parameter. Now, to show that ϕ VEM is close to ϕ * in terms of FDR and TDR, there are four ingredients, that we now present.
Super criticality Let us fix θ 0 ∈ Θ the "true" value of the parameter. First, to avoid the regime where Q θ0 (θ 0 , t) is zero, we will consider a level α above the critical level α * (θ 0 ), that is defined as follows:
It corresponds to the infimum of the non-zero values of t → Q θ0 (θ 0 , t). While α * (θ 0 ) = 0 is the typical case, the case for which α * (θ 0 ) > 0 is possible when t 1 (θ 0 ) > 0. This is related to the criticality phenomenon introduced in Chi (2007) . Sometimes, we will denote α * (θ 0 ) by α * in the sequel for short. Throughout this section, we thus fix a "super-critical" nominal level α ∈ (α * , π 0 ).
Perfect clustering and appropriate estimation Second, our results rely on the fact that the estimator θ and the clustering Z used in the procedure ϕ VEM both have an appropriate behavior, that is, ( θ, Z) is close to (θ 0 , Z) in some sense. Obviously, since the clustering can only be made up to a permutation of the labels, we should define an appropriate distance between these quantities. In the sequel, we let for any Z, Z ∈ {1, . . . , Q} n , θ, θ ∈ Θ,
where the minimum is taken over all the permutation of {1, . . . , Q}, where · ∞ denote the infinite norm (defined each time on the appropriate subspace), and where
As a consequence, on the event where ( θ, Z) − (θ 0 , Z) ≤ ε (ε ∈ (0, 1)), there exists a permutation σ such that both Z = Z σ and θ
The latter is easier to study than ϕ VEM because θ σ − θ 0 ∞ ≤ ε and Z is the true clustering. As a counterpart, this adds an error term P θ0 ( ( θ, Z) − (θ 0 , Z) > ε) in the bound.
Concentration of the FDP process
We show that the FDP process (the process for which the expectation is the FDR, see (47)) concentrates around the MFDR, in an uniform manner. This comes from Lemma 9.4, which relies on the independence property (Indep) and classical DKW-type inequalities. Nevertheless, to get uniformity in the decision class, the complexity of the involved events should be appropriately taken into account. For this, for some positive integer K > 0, let I K be the set of all possible unions of K open intervals of R, that is,
For instance, the set (−∞, −1) ∪ (5, 7) is in I 2 , is also in I 3 (because empty intervals are allowed), but is not in I 1 . We then define the following assumption.
for some I ∈ I K depending only on Z i , Z j , θ and t.
Smoothness of the functions Q, q 1 and T First note that bounding the fluctuations of θ → Q θ (θ, t) from those of the functionals q 0 and q 1 is possible when the denominator of Q θ (θ, t) is provided to be away from 0. For this, we consider an (arbitrary) compact interval K ⊂ (α * , π 0 ) such that α belongs to the interior of it, and we let, for θ 0 = (π, w, ν 0 , ν) (see (24)),
Obviously, we have κ(θ 0 , α) ∈ (0, 1]. Finally, we consider the following continuity moduli: for all u ∈ (0, 1),
Above, we implicitly used the generic notation "W x,f " for the modulus of the function "f " in the point "x".
Remark 5.3. By Assumption 5.1, the limits of the functions W θ0,q (u), W T,q 1 (u) are both equal to zero when u goes to zero. Also, as the inverse of a continuous increasing function, the function y ∈ K → T θ0 (y) is also continuous increasing and thus the limit of W α,T (u) is 0 when u goes to zero. In addition, when T θ0 (resp. q 1 , q) is differentiable in y = α (resp. t = T θ0 (α), (θ , θ) = (θ 0 , θ 0 )), we have that for some constants e(θ 0 , α, Q), C(θ, α, Q) > 0, for all u ∈ (0, e(θ 0 , α, Q)),
Results
As a first result, we provide the behavior of the FDR of the procedure ϕ VEM .
Theorem 5.4. There exist universal constants c 1 , c 1 , c 2 , c 2 > 0 such that the following holds. Let Assumptions 5.1-5.2 be true and let
given by (36) and the modulus W θ0,q defined by (39). Let π min = min q {π q } and w max = max q, {w q, }. Consider the procedure ϕ VEM of Algorithm 2 for the VEM estimator θ and clustering Z. Then there exists e = e(θ 0 , α, Q) ∈ (0, 1) such that for all ε ∈ (0, e), for all x > 0 with x < π
Theorem 5.4 is proved in Section 8.2. It shows that the FDR of ϕ VEM is close to the targeted level α, up to a remainder term.
We now turn to the optimality result of the procedure ϕ VEM , in terms of the TDR, as defined by (5).
Theorem 5.5. Consider the setting of Theorem 5.4 and additionally let w min = min q, {w q, }. Consider the functions W T,q 1 , W α,T given respectively by (38),(37) and the optimal procedure ϕ * defined by (27). Then there exists e = e(θ 0 , α, Q) ∈ (0, 1) such that for all ε ∈ (0, e), for all x > 0 with x < π 2 min ∧ w min ,
Theorem 5.5 is proved in Section 8.2. It shows that the power of ϕ VEM is close to the one of the optimal procedure ϕ * , up to a remainder term. Both FDR and TDR bounds are non-asymptotic, and are available for any fixed n ≥ 2 although n should be large enough in order to make the remainder terms small. Our bounds involve several terms: the concentration term (that decreases exponentially fast), the moduli of continuity (that depends on the regularity of the involved functionals) and the quality of (θ,Ẑ) as estimation/clustering rules.
As a side result, since the moduli of continuity have all a zero limit in zero, Theorems 5.4 and 5.5 entail the following consistency result (proof provided in Section 8.2 for completeness).
Corollary 5.6. Let Assumptions 5.1-5.2 be true and let us consider an asymptotic in n (and thus also in m = n(n + 1)/2) for which the parameter θ 0 ∈ Θ is kept fixed (does not depend on n) and assume that the VEM estimator θ and clustering Z are consistent, that is, such that P θ0 ( ( θ, Z)−(θ 0 , Z) > ε) converges to 0 for any ε > 0 as n tends to infinity. Consider α * = α * (θ 0 ) given by (32), α ∈ (α * , π 0 ). Then the procedure ϕ VEM of Algorithm 2 and the procedure ϕ * defined by (27) satisfy
Let us mention that establishing the consistency of the VEM estimator/clustering has been investigated in Celisse et al. (2012) ; Bickel et al. (2013); Brault et al. (2017) ; Mariadassou and Tabouy (2019) in different SBM-type models.
To our knowledge, Theorems 5.4 and 5.5 are the first non-asymptotic bounds showing FDR control and TDR optimality in a mixture model context. In comparison, results in Sun and Cai (2007) ; Cai and Sun (2009); Sun and Cai (2009); Cai et al. (2019) only establish consistency. Here, our non-asymptotic bounds provide more informations: for instance, when the moduli W α,T (u), W T,q 1 (u) and W θ0,q (u) are all smaller than some constants times u, we can choose x = ε = (log n)/n so that for η n = P θ0 ( θ, Z) − (θ 0 , Z) > (log n)/n , we have
Our bounds thus entail convergence rates, although the remainder term η n could in principle deteriorate this rate.
Remark 5.7. Inspecting the proofs, Theorems 5.4 and 5.5 (and Corollary 5.6) extend to any procedure of the form ϕ i,j = 1{q i,j (X, Z; θ) ≤ α} that uses some estimator θ and clustering Z (possibly different of those coming from a VEM algorithm).
Application to the Gaussian case
Let us illustrate our results in the Gaussian model (1). The properties will depend on the chosen parameter set Θ, that can take various form. The basic parameter set is
We define also the following parameter sets including additional constraints:
• Θ σ0 with σ q, = σ 0 , 1 ≤ q ≤ ≤ Q (and thus also µ q, = 0);
with σ q, > σ 0 , 1 ≤ q ≤ ≤ Q (alternatives with higher variance and possibly zero mean);
A detailed study of the Gaussian model is done in Section 9.3 and we report here only some consequences for the above parameter sets. First, we can check that Assumptions 5.1 and 5.2 both hold: the complexity assumption holds with K = 2. The regularity assumption holds with t 1,q, (θ) = 0 when θ ∈ Θ σ0 or θ ∈ Θ σ + 0 and t 2,q, (θ) = 1 for θ ∈ Θ σ0 or t 2,q, (θ) = 1 + w q, 1 − w q,
. This implies α (θ) = 0 both for θ ∈ Θ σ0 and θ ∈ Θ σ + 0
. An illustration is given in Figure 3 . Now, let A(θ) = π 0 (θ) for θ ∈ Θ σ0 and
Then the following result holds:
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Corollary 5.8. Consider the Gaussian NSBM with parameter set being either Θ = Θ σ0 or Θ = Θ σ + 0
, the procedure ϕ VEM of Algorithm 2 for the VEM estimator θ and clustering Z and the optimal procedure ϕ * defined by (27). Let θ 0 ∈ Θ and α ∈ (0, 1). Then the following holds:
(i) in an asymptotic in n for which the parameter θ 0 is kept fixed (does not depend on n) and the VEM estimator θ and clustering Z are consistent, that is, such that P θ0 ( ( θ, Z)−(θ 0 , Z) > ε) converges to 0 for any ε > 0 as n tends to infinity, we have
(ii) If α ∈ (0, A(θ 0 )) for the quantity A(θ 0 ) defined by (41), then there exists a constant C = C(θ 0 , α, Q) and an integer N = N (θ 0 , α, Q) such that if n ≥ N ,
for any sequence ε n ≥ (log n)/n.
Point (i) is a direct consequence of Corollary 5.6 above. Point (ii) is a consequence of Theorem 5.4 and of the fact that the modulus W θ0,q (u) is smaller than some constants (depending on θ 0 , α, Q) times u in the Gaussian case with a parameter set Θ = Θ σ0 or Θ = Θ σ + 0
. The latter comes from Section 9.3 (or more precisely Section 9.3.6 therein). Point (iii) is a consequence of Theorem 5.5 and of the fact that t → q 1 (t, q, ; θ 0 , θ 0 ) is differentiable in t = T θ0 (α) when α < A(θ 0 ), as proved in Section 9.3.3. Also, we use that T θ0 is continuous increasing so is almost everywhere differentiable on (0, π 0 (θ 0 )). It is thus differentiable in α, up to remove a subset of Lebesgue measure equal to zero.
Let us provide some rationale behind Corollary 5.8: point (i) means that, when inferring consistently the parameter and the clustering, the procedure ϕ VEM consistently mimics the FDR/TDR of the optimal procedure. When the quality of the parameter/clustering estimation is additionally obtained with a rate, we can deduce a convergence rate on the FDR/TDR, by tuning the rate ε n into (ii) and (iii) (the final rate being in any case not faster than (log n)/n).
Remark 5.9. Dealing with a Gaussian parameter set Θ σ − 0 with σ q, < σ 0 , 1 ≤ q ≤ ≤ Q (alternatives with smaller variance) is also possible up to reduce the α range, see Section 9.3 for more details.
Numerical experiments
In this section, we explore the numerical performances of the new procedure ϕ VEM and compare it to other standard procedures controlling the FDR.
Practical issues on the VEM algorithm
First, the implementation of the VEM algorithm raises two practical issues. The first is the choice of the convergence criterion for the algorithm. We may monitor the value of J(θ; τ ; θ ) defined in (43) and stop the algorithm when its value remains relatively stable. The second and more difficult issue is initialization. It is well known that the quality of the solution of any EM-type algorithm heavily depends on the good the choice of initial value. For this, we apply the standard k-means algorithm to cluster the rows of the (symmetric) observation matrix (X i,j ) i,j yielding initial values for τ , which in turn can be used to compute a first parameter value of θ by using a M-step (or a variation thereof). In addition, we follow the standard approach of running the algorithm several times with different initializations and select the best run afterwards.
Another considerable problem in practice is the selection of the optimal number of latent groups Q in the NSBM. Here we use the classical integrated classification likelihood (ICL) approach (Biernacki et al., 2000) , which can be interpreted as the penalized observed likelihood criterion, where the penalty is the sum of the traditional BIC penalty and of the entropy of the latent variable distribution. The entropy is large when the uncertainty of the underlying clustering is high, so that the quality of the obtained clustering is taken into account in the model selection procedure. More precisely, the ICL criterion is given in our model by
whereθ [Q] and τ [Q] are the output of the VEM algorithm with Q groups, and pen BIC (Q) denotes the BIC penalty, which is (roughly) the number of model parameters multiplied with the logarithm of the number of observations. In the NSBM, the parameter θ splits into two parts: for the group proportion vector π, there are n observations corresponding to the nodes, while for the other parameters w, ν 0 , ν there are m observations corresponding to the observed edges, which leads to
Now, for some given maximal number Q max of groups, the number of latent groups Q chosen by the ICL criterion is given by Q = arg max 1≤Q≤Qmax {ICL(Q)}.
Procedures
We use the new procedure ϕ VEM with the adjustment described in the previous section (Q max = 3). As benchmarks, we consider the BH procedure (BH) at level α described in Section 2.4 (with the true sigma σ 0 ) and to the so-called adaptive BH procedure (ABH) that corresponds to the BH procedure taken at level α/ π 0 . The rationale is that BH controls the FDR at level π 0 α instead of α, see (8). Hence, this correction improves BH by making the achieved FDR closer to α, see Benjamini et al. (2006) . We consider two versions of ABH based on the two following estimators:
proposed in Storey (2002) (parameter λ = 0.5), and using the estimator of Schweder and Spjøtvoll (1982) ; 2. ABH-VEM: π 0 = π 0 ( θ), see (2), where θ is the VEM estimator coming from Algorithm 2.
Scenario 1: case of an NSBM
The first setting is as follows: we consider the Gaussian NSBM with n = 100 nodes, Q = 2 latent groups and equal group probabilities π q = 1/Q for q ∈ {1, . . . , Q}. To evaluate the effect of the expected proportion of non-connected vertices π 0 defined in (2), the parameter w is of the form :
with c w ∈ {1, 0.5, 0.2} such that the expected proportion of non connected edges π 0 equals respectively 0.5, 0.75 and 0.9. The variances σ 0 and σ q, , 1 ≤ q, ≤ Q, are all set to 1. For the alternative means: we consider both the cases of equal means µ q, , 1 ≤ q, ≤ Q, all equal to 0.5, 1 or 2, and the case of different means µ = (2, 1, 1, −3) (strong signal when connection probability is high) or µ = (1, 3, 3, −1) (strong signal when connection probability is low). For each parameter, the FDR (mean proportion of the discovered edges that are not in the graph) and the TDR (mean proportion of the edges of the graph that are discovered) of the different procedures ϕ VEM , BH, ABH-Storey, ABH-VEM, are estimated with 500 replications, for a targeted FDR level α taken in the range {0.005, 0.025, 0.05, 0.1, 0.15, 0.25}. Hence, displaying for each α the point (FDR, TDR) provides a ROC-type curve, showing simultaneously if the FDR control is correct and which of the procedures is the most powerful. Figure 4 displays the result for µ = (2, 2, 2, 2) and π 0 ∈ {0.75, 0.9}, while Figure 5 displays the result for π 0 = 0.5 and µ = (0.5, 0.5, 0.5, 0.5), µ = (2, 2, 2, 2), µ = (2, 1, 1, −3) and µ = (1, 3, 3, −1).
In all the considered configurations, while ϕ VEM has an FDR close to the target level α, it clearly outperforms the other procedures in terms of TDR. This is in accordance with the theoretical result, see Corollary 5.8. Markedly, the TDR enhancement can be particularly important. For instance, when µ = (2, 2, 2, 2), π 0 = 0.5, α = 0.1, the TDR for ABH-Storey is ≈ 50% while the one of the new procedure is above 85%. This supports that coordinate-wise decisions (like (A)BH) are suboptimal and that incorporating the clustering information is essential for inferring the graph.
As a side result, we note that the estimator π 0 coming from the VEM algorithm improves the Storey estimator, as ABH-VEM has an FDR much closer to α than ABH-Storey.
Scenario 2: case of a fixed graphs
In the result of the previous section, one could object that since the new procedure is tailored to the NSBM, it is not surprising that it outperforms procedures that are valid more generally, like BH. It is thus particularly important to complete the study by exploring the robustness of the new procedure, that is, its behavior outside the NSBM.
For this, let us consider a deterministic graph A = (A i,j ) (i,j)∈A and generate independently X i,j ∼ N (0, 1) when A i,j = 0 and X i,j ∼ N (2, 1) when A i,j = 1. Here, we underline that A does not change when generating the data X and does not contain any group information, so is different from an NSBM. Nevertheless, we can still use the new procedure ϕ VEM , that will fit an NSBM on this graph and make a graph inference accordingly. We consider the two structures displayed in Figure 6 for the graph A.
The results are displayed in Figure 7 for n = 100 nodes. For the star structure, the procedure ϕ VEM is particularly powerful even if the graph is very sparse (the proportion of connected nodes equals 2/n = 0.02) and the improvement over BH-like procedures is extreme. It turns out that fitting an NSBM model to a star structure is particularly beneficial here. The VEM-ICL algorithm find Q = 2 groups (with high probability), the center of the star forming the first group and the other nodes the second group. Since the connection probability between the two groups is w 1,2 ≈ 1, the corresponding -values are very small and the star can be efficiently recovered. For the spider structure, the procedure ϕ VEM also provides a much higher TDR while still controlling the FDR. However, the TDR improvement is less extreme in that case because the NSBM fitted is the same as for the Star structure (with high probability): hence, while the edges of the star are still correctly recovered, detecting the other edges is more difficult.
Scenario 3: case of non-NSBM random graphs
To pursue our robustness investigation, we propose to consider the same data-generating process as the previous section, except that A is a priori randomly generated, according to some non-NSBM distribution. We consider three ways to generate A (n = 100 nodes each time):
1. Erdos-Rènyi G(n, M ) model (without replacement). The graph has M edges being chosen uniformly randomly from the set of all possible edges. We choose M = 0.2 × n(n − 1)/2 to obtain a graph whose proportion of connected nodes is 0.2. 2. Bipartite random graph. A bipartite graph is a graph whose nodes can be divided into two disjoint sets such that every edge connects a node in one set to a node in the other set. We choose two sets with the same number of nodes n/2. To avoid a too dense graph, nodes between the two sets are not always connected here, but only with some probability p. Here p ∈ {0.2, 0.5}. 3. Preferential attachment model (or the so-called Barabási-Albert model). A graph of n nodes is built sequentially from a root graph by following some growing process, attaching new nodes each with a given number (n/10 here) of edges that are preferentially attached to existing nodes with high degree. Here, we iterate this process until we obtain a graph with n = 100 nodes and the root graph is generated as an Erdos-Rényi graph G(n 0 , p 0 ) (with replacement) with n 0 = n/5 nodes and a probability of connections p 0 = 0.5. This gives a graph A with about 20% of edges.
The results are displayed in Figure 8 . control and TDR enhancement), with slightly less improvement in the cases Erdos-Rènyi. This is well expected because the latter has typically no structure and the VEM-ICL algorithm find no group ( Q = 1, with high probability). Nevertheless, even in this case, ϕ VEM provides improvement over (A)BH, because it learns the parameters of the alternative distribution and thus, the optimal decision. This is in line with the findings of the seminal work of Sun and Cai (2007) in the area of optimal multiple testing for mixture models. In the bipartite model, the power improvement is better in case p = 0.5 than p = 0.2, because the structure in two sets of nodes is stronger and thus can be easily learned by the algorithm. In the preferential attachment model, even if this model is well known to be not of the SBM type, the algorithm is still able to learn some part of the structure to increase power. In that case, the procedure fits an SBM by selecting most of the time Q = 2 groups with nodes of high degree in one group and nodes with lower degree in the other one.
Discussion
The originality of our approach is two-fold. First, we cast the problem of graph inference as the estimation of a "true" latent graph, which can fit a large variety of heterogeneous graph topologies. Second, our testing procedure incorporates the learned graph topology to increase the power with respect to standard approaches. That is, the position of the nodes in the entire graph topology is taken into account in the decision to remove or keep edges. Markedly, the first fold is done by introducing the NSBM with a devoted VEM algorithm, which has an interest on their own in numerous applications where the user may not be interested in graph inference but merely in clustering. Instead of first building a sparse graph by thresholding or a k-nearest neighbor approach, before applying some clustering procedure, the input of the VEM algorithm is a dense graph and no troublesome choice of some connectivity parameter, that influences the clustering, is required.
The second fold is done by following a q-value-based approach inspired from the standard literature on FDR/TDR in mixture modeling. Our main theoretical results bring a novelty in that area: the FDR/TDR guarantees are non-asymptotic in the size of the graph, with general regularity/complexity conditions on the model, which has an interest in its own right.
Let us also mention that there are previous work on building optimal FDR-decision in a group context (see, e.g., ), for which a common criticism is as follows: if the groups are previously known, with independent measurements between the groups, why not considering separated FDR control analysis on each group, without combining decisions across the groups? Our approach do not encounter such a limitation, because the groups are built on the nodes, while the inference is done on the edges, so our decisions are intrinsically linked and considering separated analysis is in any case not suitable.
Finally, the numerical experiments of Section 6.4 suggests that FDR/TDR results can be obtained for a model with a "true", deterministic, adjacency matrix A. Related to this, it is interesting to adopt a Bayesian point of view on our modeling: the parameter of interest being the adjacency matrix A, the SBM can be seen as an a priori distribution on the parameter, while the underlying frequentist model is the one with a deterministic A. In this view, our graph inference ϕ VEM is an empirical Bayes procedure that fits the hyper-parameters π, w by a marginal maximum likelihood type approach (via the VEM algorithm). Hence, obtaining FDR/TDR results for a model with a fixed adjacency matrix A meets the recent literature on frequentist properties of Bayesian procedures (see, e.g., Castillo and Roquain (2018) in a multiple testing context) and developing such a methodology in our context is an interesting direction for future work.
Proofs
Proofs for Section 3
To solve problem (11) and prove Proposition 3.1 we introduce the function
Note that (11) can be stated asτ = arg max τ ∈T J(θ; τ, θ).
Lemma 8.1. For any θ, θ ∈ Θ, τ ∈ T , the quantity J(θ; τ, θ ) has the following expression
where ρ i,j q,l = ρ i,j q,l (θ ) is defined by (12). Proof. We have by (10) that
Now, by using (9), we havẽ
This gives
Rearranging terms yields the result.
Proof of Proposition 3.1. From Lemma 8.1 we see that the partial derivative of J with respect to τ i,q is given by
And the zero of this derivate satisfies
Finally, the condition Q q=1 τ i,q = 1 yields the result. Proof of Proposition 3.2. We see that
For the term in π we havẽ
Taking into account the condition Q q=1 π q = 1, we obtain that the maximum is attained atπ q given by (15). Concerning the optimization with respect to w we havẽ
which is maximal atŵ
This yields the solutions given in (16)-(17).
As for (ν 0 , ν), we havẽ
which yields the result.
Proofs for Section 5
In the sequel, we denote the -values i,j (X, Z; θ) (20) by i,j (θ) for short. Let us first add some notation, that will be useful in our proof. Define for any t ∈ [0, 1], θ ∈ Θ,
Also let for θ = (π , w , ν 0 , ν ) ∈ Θ,
Note that Q θ (θ, t) defined in (23) is thus such that
Proof of Theorem 5.4. First observe that by (33) and (34), we have
where σ denotes any permutation of {1, . . . , Q} that minimizes σ → θ σ − θ ∞ ∨ Z − Z σ ∞ . Now, let x > 0 with x < π 2 min ∧ (1 − w max ) and y > 0 and consider the event
We have
Now, applying Lemma 9.3 (56) (with the definition of η(ε) therein), there exists e = e(θ 0 , α, Q) ∈ (0, 1) such that for all ε ≤ e, if θσ
, by applying Lemma 9.3 (54) . Hence, choosing y ≤ κ/2 ≤ κ(1 − η(ε)/4) (which holds by choosing e small enough), we get by definition of Ω,
by applying (55). This gives
We conclude by upper bounding P θ0 (Ω c ) according to Lemma 9.4.
Proof of Theorem 5.5. First observe that, similarly to the proof of Theorem 5.4 (and using the same notation for the permutation σ), we have
Also observe that for the procedure ϕ * given by (27), we have
For all x > 0 with x < π 2 min ∧ w min , consider the event
We obviously have
Now, by applying Lemma 9.3 (with the definition of η(ε) therein), there exists e = e(θ 0 , α, Q) ∈ (0, 1) such that for all ε ≤ e, if θσ
. Now using the functions W T,q 1 and W α,T defined by (38) and (37), respectively, we have by (57),
Using Lemma 9.5 to upper-bound P θ0 (Ω c 1 ) concludes the proof. Proof of Corollary 5.6. By using Theorems 5.4 and 5.5, and since θ, Z are consistent, we have for all ε ∈ (0, e), and x ∈ (0, π
Taking now ε and x tending to 0 gives the result.
Proof. First note that the following relation holds (coming from (20), (23) and Fubini's theorem): for all θ ∈ Θ, t ∈ [0, 1],
In the sequel, denote respectively Q θ (θ, t) by f (t) and i,j (θ) by i,j for short. Note that by Assumption 5.1, we have f (t) = 0 for t ∈ [0, t 1 ], f (t) = π 0 for t ∈ [t 2 , 1]. Notice that, by (52) and by Assumption 5.1, we have
The left-continuity and right-continuity of f in any t such that F θ (θ, t) > 0 is straightforward by the dominated convergence theorem. Now prove that f is increasing on [t 1 , t 2 ]. For this, let t 1 ≤ t < t ≤ t 2 and prove f (t ) > f (t). If
. Also, if f (t ) = f (t), the inequalities above are all equalities and we have
and thus
which gives ( i,j −t)1{t < i,j ≤ t } = 0 P θ -a.s. for all (i, j), which is impossible by Assumption 5.1. Hence, f (t ) > f (t) and the increasingness of f is proved. Finally, let t ∈ (t 1 , 1] and prove that t > f (t).
and thus t ≥ f (t). Moreover, t = f (t) entails (t − i,j )1{ i,j ≤ t} = 0 P θ -a.s. for all (i, j), and thus i,j ≥ t P θ -a.s. for all (i, j) . This is excluded by Assumption 5.1. Hence t > f (t).
Lemma 9.2 (Optimality of ϕ * ). Let Assumption 5.1 be true and let θ 0 ∈ Θ. Consider α * given by (32), α ∈ (α * , π 0 ) and ϕ * given by (27). Then MFDR(θ 0 , ϕ * ) ≤ α and for any multiple testing procedure ϕ such that MFDR(θ 0 , ϕ) ≤ α, we have TDR(θ 0 , ϕ * ) ≥ TDR(θ 0 , ϕ).
Proof. We follow an argument inspired from the proof of Theorem 1 in Cai et al. (2019) . Denote i,j (θ 0 ) by i,j for short. First, note that by Lemma 9.1, MFDR(θ 0 , ϕ * ) = Q θ0 (θ 0 , T θ0 (α)) = α by definition of T θ0 (α) ∈ (t 1 (θ 0 ), t 2 (θ 0 )), see (31). This gives
Also, since Ψ :
is continuous increasing and defines a one to one map from [0, 1) to [−α, +∞), we have, almost surely,
As a result, it can then be checked that for any procedure ϕ,
Indeed, this is true if ϕ * i,j = 1 and ϕ i,j = 0. If ϕ * i,j = ϕ i,j this obviously holds. If ϕ * i,j = 0 and
and the relation is also true. Hence, provided that
Hence, by (53), we get
Lemma 9.3. Let Assumption 5.1 be true, θ 0 ∈ Θ, α * = α * (θ 0 ) given by (32), α ∈ K ⊂ (α * , π 0 ) for some compact interval K, κ = κ(θ 0 , α) given by (36), the modulus W θ0,q defined by (39) and the modulus W T,q 1 defined by (38). Then there exists e = e(θ 0 , α, Q) ∈ (0, 1) such that for all ε ≤ e, letting η(ε) = 8κ −1 (W θ0,q (ε) + 3Q 2 ε), we have min K ≤ α − η(ε) and α + η(ε) ≤ max K and for any θ, θ ∈ Θ with θ − θ 0 ∞ ≤ ε and θ − θ 0 ∞ ≤ ε, we have
sup
Moreover, for t ∈ T θ0 (K) with |t − T θ0 (α)| ≤ ε, we have
Proof. To prove (54), we have by (39) and (49), for all t ∈ T θ0 (K),
Similarly, the latter bound is also valid for
, this proves (54). The proof of (57) follows similarly. Let us now establish (55). First, by (54), and since F θ0 (θ 0 , min T θ0 (K)) = κ(θ 0 , α) > 0, we have for all t ∈ T θ0 (K), F θ (θ, t) ≥ κ/2 by choosing e = e(θ 0 , α) small enough. Hence,
which proves (55) by using again (54). Let us finally prove (56). The relation (55), used with θ = θ = θ 0 gives for all t ∈ T θ0 (K),
Furthermore, applying (58) for t = T θ0 (α + η(ε)) and t = T θ0 (α − η(ε)) yields
which gives the result by definition of the pseudo-inverse (31).
Lemma 9.4 (Concentration of the FDP process). There exists universal constants c 1 , c 1 , c 2 , c 2 > 0 such that the following holds. Let Assumption 5.2 be true for some K > 0. Let θ 0 = (π, w, ν 0 , ν) ∈ Θ, π min = min q {π q (θ 0 )}, w min = min q, {w q, (θ 0 )} and w max = max q, {w q, (θ 0 )}. Then for all x > 0 with x < π 2 min ∧ (1 − w max ) and y > 0, Proof. This is a direct application of Lemma 9.5 (used with x replaced by xy/4) and of the relation
which holds provided that F θ0 (θ, t)/2 ≥ y/2 and F (θ, t) ≥ F θ0 (θ, t)/2. The first relation comes by assumption, the second relation comes from the concentration of F (θ, t), because xy/4 ≤ F θ0 (θ, t)/2.
Auxiliary results
Lemma 9.5. In the setting of Lemma 9.4, for all x > 0 with x < π 2 min ∧ (1 − w max ),
For all x > 0 with x < π 2 min ∧ w min ,
Finally, for all x > 0 with x < π 2 min ,
Proof. Let us denote
for q, ∈ {1, . . . , Q}. For all θ ∈ Θ and t ∈ [0, 1], we have
where we let Note that
where we denote F 0,θ0,q, (θ, t) = P θ0 ( (X i,j , q, ; θ) ≤ t|Z i = q, Z j = , A i,j = 0). As a consequence, we have
The latter is smaller than or equal to x on the event Ω = ∀q, ∈ {1, . . . , Q} :
Let us now provide an upper-bound for P θ0 (Ω c ). We have
= (I) + (II) + (III).
To bound (I), we note that, conditionally on Z, m 0,q, (A, Z) is the sum of m q, (Z) i.i.d. B(1−w q, ), which gives by applying (i) of Lemma 9.7 (p = 1 − w q, , n = m q, (Z)), that
For bounding (II), we use readily (ii) of Lemma 9.7 to obtain
For bounding (III), note that
for some I(q, , θ, t) ∈ I K , by using Assumption 5.2. Note that, conditionally on A, Z, the variables of (X i,j , (i, j) ∈ A, A i,j = 0, Z j = q, Z j = ) are i.i.d. Hence, we can apply Lemma 9.6 (n = m 0,q, (A, Z)), to get for all x > 0,
Finally, note that
. This concludes the proof of the first inequality. The second inequality is similar, by replacing 1 − w q, (resp. 1 − A i,j ) by w q, (resp. A i,j ). The third inequality is obtained similarly.
Lemma 9.6. Let U 1 , . . . , U n be n i.i.d. continuous real random variables and K a positive integer. Then we have for all x > 0, P sup
where I K is defined by (35).
Proof. Denote
For all y > 0, we have 
by using DKW inequality with Massart's constant, see Massart (1990) . Since, almost surely, ∀i ∈ {1, . . . , n}, ∀t ∈ Q, U i = t, we have almost surely,
and the proof is finished.
Lemma 9.7. Let n ≥ 2 be an integer. Then (i) For Y ∼ B(n, p), p ∈ (0, 1), we have for all x > 0,
Proof. Both inequalities are applications of versions of Hoeffding inequalities : (i) is the classical version, while (ii) is the one devoted to U -statistics, see e.g. Pitcan (2017).
Gaussian model computations
Checking assumptions in Gaussian NSBM
In this section, we consider the Gaussian model (1) with parameter set (40) (here, we do not restrict the parameter set to be either Θ σ0 or Θ σ + 0 ). Recall in this case that the parameter is θ = (π, w, σ 0 , µ = (µ q, ) 1≤q≤ ≤Q , σ = (σ q, ) 1≤q≤ ≤Q ) and the set Θ is such that for each q, , either σ q, = σ 0 or µ q, = 0, which means that the distribution under the null is always different from the distribution under the alternative. We now provide a short summary of the results obtained throughout this section.
First, we can check that Assumptions 5.1 and 5.2 both hold, see Sections 9.3.2 and 9.3.3. The complexity assumption holds with K = 2. The regularity assumption holds with, for all q, , t 1,q, (θ 0 ) = 0 if and only if σ q, ≥ σ 0 and t 2,q, (θ 0 ) = 1 if and only if σ q, ≤ σ 0 . An illustration is given in Figure 9 . Note however that the function t → Q θ0 (θ 0 , t) might jump in t 1 (θ 0 ) (see case 4), so is not necessarily continuous on [0, 1] . Also, this function might have infinite derivative at the boundary points {t 1,q, (θ 0 )} q, , {t 2,q, (θ 0 )} q, (see cases 2-3-4).
Second, the critical level α * (θ 0 ) given by (32) follows the following simple rule: α * (θ 0 ) = 0 if and only if θ 0 = (π, w, σ 0 , µ, σ) is such that max q, σ q, ≥ σ 0 , that is, there exists a variance under the alternative that is at least equal to the variance under the null, see Lemma 9.9 in Section 9.3.4. For instance, in the context of Figures 3 and 9 , α * = 0 in cases 1-2-3 while α * > 0 in case 4.
Third, in the Gaussian case, we can say more about the order of W θ0,q (u) and W T,q 1 (u) as u → 0. For this, we should however avoid the non regular behavior of t → Q θ0 (θ 0 , t) occurring at the boundary point {t 1,q, (θ 0 )} q, ∪ {t 2,q, (θ 0 )} q, . This is possible by considering a compact set K containing α and such that K ⊂ (α * , α * ) where α * = α * (θ 0 ) is given by
For instance, in Figures 3 and 9, t 2 (θ 0 ) is equal to 1, ≈ 0.62, ≈ 0.27 and ≈ 0.31 in case 1-2-3-4, respectively. As a matter of fact, t 2 (θ 0 ) is often fairly away from zero. For instance, we establish in Section 9.3.5, that t 2 (θ 0 ) ≥ 1/2 when θ 0 = (π, w, σ 0 , µ, σ) is such that w q, ≤ 1/2 and σ q, ≥ σ 0 for all q, . Choosing a compact K as above, we are able to state that there exists C(θ 0 , α, Q) with for u small enough, W T,q 1 (u) ≤ uC(θ 0 , α, Q), because q 1 is differentiable in T θ0 (α), see Section 9.3.3.
Dealing with W θ0,q (u) needs an additional assumption:
Equivalently, (61) means that there exists some C ⊂ {1, . . . , Q} 2 such that
In Section 9.3.6, we show that under (61) there exists C(θ 0 , α, Q) > 0 with for u small enough, W θ0,q (u) ≤ uC(θ 0 , α, Q). Plot of t → Q θ (θ, t) defined by (23) in the Gaussian case, for 2 different values of the parameter θ. In each case, the vertical dashed (resp. dashed-dotted) lines correspond to {t 1,q, } q, (resp. {t 2,q, } q, ). In all cases we have π q, = 0.5 for all q, . Q = 2. w = (0.4, 0.5, 0.5, 0.6). σ 0 = (1, 1, 1, 1). For case 3: µ = (1, −2, −2, 4), σ = (0.5, 1.1, 1.1, 3). For case 4: µ = (0, 0, 0, 0), σ = (0.3, 0.9, 0.9, 0.4).
Computing -value and q-value functionals
The -value functional (22) is clearly given by
Now, let us fix q, ∈ {1, . . . , Q}, θ , θ ∈ Θ, δ ∈ {0, 1} and let us compute the q-value functional q δ (t, q, ; θ , θ) = P θ ( (X i,j , q, ; θ) ≤ t | Z i = q, Z j = , A i,j = δ).
First, for t = 0, q δ (t, q, ; θ , θ) = 0. Second, for all t ∈ (0, 1], if θ = (π, w, σ 0 , µ, σ), observe that {x ∈ R : (x, q, ; θ) ≤ t} = x ∈ R :
(1 − w q, )φ(x/σ 0 )/σ 0 (1 − w q, )φ(x/σ 0 )/σ 0 + w q, φ((x − µ q, )/σ q, )/σ q, ≤ t = x ∈ R : φ((x − µ q, )/σ q, ) φ(x/σ 0 ) ≥ (σ q, /σ 0 )(1/w q, − 1)(1/t − 1) . q, + 2 log ((σ q, /σ 0 )(1/w q, − 1)(1/t − 1)) .
Now
(64)
As a result, we have q δ (t, q, ; θ , θ) = P U ∼N (µ(δ),σ(δ) 2 ) (aU 2 + bU + c ≤ 0),
for µ(δ) = µ(δ, q, , θ ), σ(δ) = σ(δ, q, , θ ) given by µ(0) = 0, σ(0) = σ 0 , and µ(1) = µ q, , σ(1) = σ q, .
In addition, expression (65) can be made explicit by an elementary inversion of aU 2 + bU + c < 0 in U . More precisely, denoting Φ δ the cumulative distribution function of the distribution N (µ(δ), σ(δ)
2 ), we obtain (i) if a < 0 (that is, σ q, > σ 0 ), q δ (t, q, ; θ , θ) = 1{b 2 < 4ac}
(ii) if a > 0 (that is, σ q, < σ 0 ), Note that (63) shows that Assumption 5.2 holds with K = 2.
Study of the q-value functional
By Lemma 9.10, and expression (65), we get that, for all q, ∈ {1, . . . , Q}, the function (t, θ, θ ) ∈ [0, 1] × Θ 2 → q δ (t, q, ; θ , θ)
is continuous on [0, 1] × Θ 2 . By the explicit expressions of the previous section, we have a more accurate idea of the behavior of the continuous function t ∈ [0, 1] → q δ (t, q, ; θ , θ), for fixed values of q, ∈ {1, . . . , Q}, θ, θ ∈ Θ and any δ ∈ {0, 1}. Let us define t 1 = t 1,q, (θ) and t 2 = t 2,q, (θ) as follows: 
Then we have the following result.
Lemma 9.8. The function t ∈ [0, 1] → q δ (t, q, ; θ , θ) is constant equal to 0 on [0, t 1 ], continuous increasing on [t 1 , t 2 ] from t = t 1 (value 0) to t = t 2 (value 1) and then is constant equal to 1 on [t 0 , 1]. It is also infinitely differentiable on (t 1 , t 2 ), but not differentiable in t 1 when t 1 > 0 and in t 2 when t 2 < 1.
Indeed, if a = 0 the result is obvious. If a = 0, t 0 is the only value of t such that b 2 = 4ac; if a < 0, the quantity ac, as a function of t, is continuous increasing with limits −∞ and +∞ in t = 0 + and t = 1 − . If a > 0, the quantity ac, as a function of t, is decreasing with limits +∞ and −∞ in t = 0 + and t = 1 − , respectively. In addition, the derivative in t / ∈ {t 1 , t 2 } is equal to, when a = 0, where φ δ denotes the density of the distribution N (µ(δ), σ(δ) 2 ). This entails Lemma 9.8. In particular, the results of this section imply that Assumption 5.1 holds and that t → q 1 (t, q, ; θ 0 , θ 0 ) is differentiable in t = T θ0 (α) when T θ0 (α) / ∈ {t 1 , t 2 }. We prove in this section the following result.
Lemma 9.9. For all θ = (π, w, σ 0 , µ, σ) ∈ Θ, we have α * (θ) = 0 if and only if there exists q, ∈ {1, . . . , Q}, such that σ q, ≥ σ 0 .
To prove this, first note that for all t ∈ [0, 1], we have min q, w q, 1 − w q, q 1 (t, q, ; θ, θ) q 0 (t, q, ; θ, θ) ≤ q, π q π w q, q 1 (t, q, ; θ, θ)
q, π q π (1 − w q, )q 0 (t, q, ; θ, θ)
≤ max q, w q, 1 − w q, q 1 (t, q, ; θ, θ) q 0 (t, q, ; θ, θ) .
We distinguish among the three following cases:
• if θ is such that for all q, , we have σ q, < σ 0 . Then t 1 (θ) = min q, t 1,q, (θ) > 0. In that case, α * (θ) = 1 1 + q, πqπ w q, q 1 (t1(θ) + ,q, ;θ,θ) q, πqπ (1−w q, )q 0 (t1(θ) + ,q, ;θ,θ) > 0, because in the sums, q 0 (t 1 (θ) + , q, ; θ, θ) and q 1 (t 1 (θ) + , q, ; θ, θ) are non-zero for q, such that t 1,q, (θ) = t 1 (θ) (and are zero otherwise).
• if θ is such that for all q, , we have σ q, ≤ σ 0 and there exists q, such that σ q, = σ 0 . Then t 1 (θ) = min q, t 1,q, (θ) = 0. Also, for t close enough to 0, we have q, π q π w q, q 1 (t, q, ; θ, θ)
q, π q π (1 − w q, )q 0 (t, q, ; θ, θ) = q, :σ q, =σ0 π q π w q, q 1 (t, q, ; θ, θ)
q, :σ q, =σ0 π q π (1 − w q, )q 0 (t, q, ; θ, θ)
, because by Section 9.3.3, q δ (t, q, ; θ, θ) = 0 for σ q, < σ 0 when t is close enough to 0. Next, by the computations of Section 9.3.2, for all δ ∈ {0, 1} (see case a = 0 therein), for all q, , with σ q, = σ 0 , we have q δ (t, q, ; θ, θ) = 1 − Φ δ µ log ((1/w q, − 1)(1/t − 1)) µ q, 1{µ q, < 0}.
Recall that 1 − Φ(x) ∼ φ(x)/x when x → ∞. Hence, for all q, , when t → 0 + , q 1 (t, q, ; θ, θ) q 0 (t, q, ; θ, θ) ∼ ∼ exp {log ((1/w q, − 1)(1/t − 1))} = 1 − w q, w q, (1/t − 1).
because φ(x − y)/φ(x + y) = e 2xy for all x, y ∈ R. Hence, in that case, when t → 0 + , q, π q π w q, q 1 (t, q, ; θ, θ)
q, π q π (1 − w q, )q 0 (t, q, ; θ, θ) ∼ 1/t. and α * (θ) = 0.
• if θ is such that there exist q, with σ q, > σ 0 , then t 1 (θ) = min q, t 1,q, (θ) = 0. Also, for t close enough to 0, we have q, π q π w q, q 1 (t, q, ; θ, θ)
q, π q π (1 − w q, )q 0 (t, q, ; θ, θ) = q, :σ q, ≥σ0 π q π w q, q 1 (t, q, ; θ, θ) q, :σ q, ≥σ0 π q π (1 − w q, )q 0 (t, q, ; θ, θ)
, because by Section 9.3.3, q δ (t, q, ; θ, θ) = 0 for σ q, < σ 0 when t is close enough to 0. Hence, we have for t close enough to 0, min q, :σ q, ≥σ0 w q, 1 − w q, q 1 (t, q, ; θ, θ) q 0 (t, q, ; θ, θ) ≤ q, π q π w q, q 1 (t, q, ; θ, θ)
q, π q π (1 − w q, )q 0 (t, q, ; θ, θ) ≤ max q, :σ q, ≥σ0
w q, 1 − w q, q 1 (t, q, ; θ, θ) q 0 (t, q, ; θ, θ) . 2 ) ∈ D → P U ∼N (µ,σ 2 ) (aU 2 + bU + c < 0).
is continuous on D.
Proof. Consider (a 0 , b 0 ) ∈ R 2 \{0}, c 0 ∈ R, µ 0 ∈ R, σ 0 > 0 and some (a n , b n , c n , µ n , σ n ) with (a n , b n , c n , µ n , σ n ) → (a 0 , b 0 , c 0 , µ 0 , σ 0 ) as n tends to infinity. Consider V ∼ N (0, 1), U n = µ n +σ n V and U = µ 0 +σ 0 V so that U n ∼ N (µ n , σ 2 n ) and U ∼ N (µ 0 , σ 2 0 ). Then a n U 2 n +b n U n +c n converges to a 0 U 2 +b 0 U +c 0 almost surely and thus also in distribution. Since the distribution of a 0 U 2 +b 0 U +c 0 is continuous (because a 0 and b 0 are not both zero), we have by the Portmanteau Lemma that P(a n U 2 n + b n U n + c n < 0) converges to P(a 0 U 2 + b 0 U + c 0 < 0). Finally, a similar reasoning can be applied when c 0 = +∞, with a limit equal to 0. The continuity follows.
