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S.ST., M.Kom.  
Makanan merupakan salah satu dari tiga kebutuhan pokok manusia. Makanan 
yang dikonsumsi dapat memengaruhi kesehatan seseorang. Pengawasan 
terhadap perilaku makan dapat membantu meningkatkan kesadaran seseorang 
untuk memperbaiki kualitas kesehatannya. Pengenalan jenis makanan dapat 
membantu manusia dalam mendapatkan informasi seperti jumlah kalori maupun 
nutrisi yang terdapat dalam makanan tersebut. Pengenalan jenis makanan 
memerlukan fitur tertentu yang efektif untuk mengklasifikasikan citra makanan 
secara tepat. Penelitian ini menggunakan metode HSV color moments untuk 
mengekstraksi warna dan Local Ternary Pattern (LTP) untuk mengekstraksi 
tekstur. Nilai rata-rata, simpangan baku dan skewness pada masing-masing ruang 
warna digunakan sebagai fitur pada metode HSV Color Moments. Sedangkan, nilai 
histogram digunakan sebagai fitur pada metode Local Ternary Pattern (LTP). 
Pengujian dilakukan terhadap nilai threshold dan jumlah bin pada Local Ternary 
Pattern dan pengujian metode ekstraksi fitur secara terpisah maupun gabungan. 
Hasil klasifikasi menggunakan Support Vector Machine (SVM) menghasilkan nilai 
akurasi yang paling optimal pada ekstraksi fitur gabungan dengan nilai threshold 
t=8 dan jumlah bin sebanyak 64 dengan nilai akurasi sebesar 83,5%. 
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M.Kom.  
Food is one of the three basic human needs. The food that we consumed can 
affect a person's health. Monitoring of eating behavior can help increase a person's 
awareness to improve the quality of his health. The introduction of food 
recognition can help humans get information such as the number of calories and 
nutrients contained in these foods. Food recognition requires certain effective 
features to classify food images precisely. This study uses the HSV color moments 
method to extract colors and Local Ternary Pattern (LTP) to extract the texture. 
The average value, standard deviation and skewness in each color space are used 
as features in the HSV Color Moments method. Meanwhile, the histogram value is 
used as a feature of the Local Ternary Pattern (LTP) method. The test is carried out 
on the threshold value and the number of bins in the Local Ternary Pattern and the 
feature extraction method is tested separately or in combination. The classification 
results using the Support Vector Machine (SVM) produce the most optimal 
accuracy value for combined feature extraction with a threshold value of t = 8 and 
the number of bins as many as 64 with an accuracy value of 83.5%. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
Makanan merupakan salah satu dari tiga kebutuhan pokok manusia. Makanan 
yang dikonsumsi dapat memengaruhi kesehatan seseorang. Pengawasan 
terhadap perilaku makan dapat membantu meningkatkan kesadaran seseorang 
untuk memperbaiki kualitas kesehatannya. Pengawasan dapat dilakukan dengan 
menghitung jumlah kalori maupun nutrisi yang diperlukan tubuh manusia 
(Tiankaew, 2018). 
Penggunaan teknologi berupa smartphone dapat mempermudah 
penggunanya dalam mendapatkan informasi mengenai makanan yang 
dikonsumsi. Informasi yang diperoleh dapat menjadi tujuan seseorang untuk 
meningkatkan kesadaran akan kesehatannya. Kesadaran akan nutrisi yang 
terkandung dalam makanan berperan penting dalam pemeliharaan tubuh dan 
pencegahan penyakit. Selain itu pemilihan nutrisi yang tepat dapat membantu 
seseorang dalam menjalankan diet. Diet yang buruk dapat menyebabkan masalah 
kesehatan seperti obesitas dan kanker (Ocay, 2017). 
Sistem aplikasi kesehatan yang praktis diperlukan sebagai alat untuk 
menyediakan informasi yang bertujuan untuk meningkatkan kesadaran kesehatan 
bagi penggunanya. Sistem aplikasi kesehatan diharapkan dapat membantu 
pengguna dalam pemantauan diet serta mencegah risiko penyakit yang 
diakibatkan pola makan yang buruk.  Pengenalan jenis makanan dapat menjadi 
solusi untuk mendapatkan informasi dalam makanan tersebut. Pengenalan jenis 
makanan melalui kamera smartphone dapat meminimalkan upaya pengguna 
dalam mencari nutrisi pada makanan. 
Pengenalan jenis makanan memerlukan fitur tertentu yang efektif untuk 
mengklasifikasikan citra makanan secara tepat. Fitur yang dimaksud dapat berupa 
warna, bentuk maupun tekstur dari citra makanan tersebut. Ekstraksi fitur pada 
citra makanan diperlukan untuk menghasilkan parameter terukur yang 
merepresentasikan atribut dari objek citra dan dapat digunakan untuk klasifikasi 
dengan menetapkan objek ke kelas tertentu (Wicaksono, 2015). 
Warna, tekstur, bentuk dan ukuran merupakan landasan karakter dari setiap 
citra dan memiliki peran penting dalam perbandingan visual. Penelitian yang 
dilakukan oleh Pouladzadeh et al. (2012) pada pengenalan jenis makanan 
menggunakan fitur warna, tekstur, bentuk dan ukuran menunjukkan bahwa hasil 
akurasi yang lebih optimal terdapat pada fitur warna dan tekstur sedangkan fitur 
bentuk dan ukuran memiliki nilai akurasi yang cukup rendah. Gabungan fitur 
warna dan tekstur digunakan pada penelitian ini yang diharapkan menghasilkan 
pengukuran yang lebih akurat.  
Penelitian dengan menggunakan ekstraksi fitur warna Color Moments pada 
ruang warna HSV pernah dilakukan oleh Huang et al. (2010). HSV Color Moments 




kecil. Penelitian dengan menggunakan ruang warna HSV tersebut menghasilkan 
nilai akurasi rata-rata yang lebih tinggi yaitu 54,3% dibandingkan dengan ruang 
warna RGB yang sebesar 30,6%. Penelitian mengenai ekstraksi fitur tekstur yang 
dilakukan oleh Thu et al. (2018) dengan menggunakan metode Gray-Level Co-
occurrence Matrix (GLCM) dan Local Ternary Patterns (LTP). Metode LTP terbukti 
memiliki waktu komputasi lebih cepat dibandingkan dengan metode lainnya dan 
memiliki akurasi yang lebih tinggi. Selain itu metode LTP memiliki keunggulan 
berupa tingkat kerentanan terhadap noise yang lebih tinggi karena terdapat nilai 
threshold yang ditentukan oleh pengguna. Metode klasifikasi Support Vector 
Machine (SVM) digunakan pada penelitian ini berdasarkan hasil penelitian 
terdahulu yang menggunakan ini mendapatkan hasil yang lebih optimal. 
Berdasarkan penjabaran tersebut, penelitian ini menggunakan metode HSV 
Color Moments untuk mengekstraksi warna dan Local Ternary Pattern (LTP) untuk 
mengekstraksi tekstur. Kedua fitur tersebut digabung dan diklasifikasikan 
menggunakan Support Vector Machine (SVM). 
1.2 Rumusan Masalah 
Berdasarkan uraian latar belakang, maka dapat dirumuskan masalah sebagai 
berikut: 
1. Bagaimana pengaruh nilai threshold dan jumlah bin pada Local Ternary 
Pattern (LTP) pada klasifikasi jenis makanan? 
2. Bagaimana pengaruh fitur HSV Color Moments dan Local Ternary Pattern 
(LTP) pada klasifikasi jenis makanan? 
3. Berapa tingkat akurasi metode ekstraksi fitur gabungan HSV Color 
Moments dan Local Ternary Pattern (LTP) pada klasifikasi jenis makanan? 
1.3 Tujuan 
Tujuan dari penelitian adalah: 
1. Mengetahui pengaruh nilai threshold dan jumlah bin pada Local Ternary 
Pattern (LTP) pada klasifikasi jenis makanan. 
2. Mengetahui pengaruh fitur HSV Color Moments dan Local Ternary Pattern 
(LTP) pada klasifikasi jenis makanan. 
3. Menguji tingkat akurasi metode ekstraksi fitur gabungan HSV Color 
Moments dan Local Ternary Pattern (LTP) pada klasifikasi jenis makanan. 
1.4 Manfaat 
Manfaat yang dapat diambil dari penelitian ini yaitu: 
1. Mengetahui proses ekstraksi fitur menggunakan metode HSV Color 
Moments dan LTP pada citra makanan. 




1.5 Batasan Masalah 
Batasan masalah dari penelitian adalah: 
1. Fokus pada penelitian ini adalah pada proses ekstraksi fitur, bukan pada 
proses klasifikasi. 
2. Data yang digunakan berupa citra kue yang diambil dengan beberapa 
tingkat kemiringan dan diletakkan pada piring berwana putih. 
1.6 Sistematika Pembahasan 
Sistematika yang digunakan untuk menyusun laporan penelitian ini adalah: 
- BAB I PENDAHULUAN 
Bab ini berisi latar belakang, rumusan masalah, tujuan, manfaat, batasan 
masalah dan sistematika pembahasan. 
- BAB II LANDASAN KEPUSTAKAAN 
Bab ini berisi kajian pustaka mengenai penelitian sebelumnya dan teori-teori 
yang terkait dengan penelitian. 
- BAB III METODOLOGI PENELITIAN 
Bab ini berisi tentang metode, pengumpulan data dan Langkah-langkah yang 
digunakan dalam penelitian.  
- BAB IV PERANCANGAN 
Bab ini berisi tentang perancangan algoritme, perhitungan manual dan 
perancangan pengujian yang diterapkan dalam penelitian. 
- BAB V IMPLEMENTASI 
Bab ini berisi tentang proses implementasi berupa source code yang 
diterapkan dalam penelitian. 
- BAB VI HASIL DAN PEMBAHASAN 
Bab ini berisi tentang pengujian serta analisis hasil dari metode yang 
diterapkan dalam penelitian. 
- BAB VII PENUTUP 






BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Kajian Pustaka 
Penelitian terdahulu yang dilakukan oleh Ayuningsih dkk. (2019) pada 
pengklasifikasian makanan dengan menggunakan metode HSV Color Moments 
dan Local Binary Pattern (LBP). Proses klasifikasi dilakukan dengan menggunakan 
Naïve. Objek  makanan hanya  dalam  bentuk  padat dan berjumlah lima jenis, yaitu 
donat, mie, nasi kuning, telur dadar, dan tomat. Hasil akurasi keseluruhan 
mencapai 65%. 
Penelitian dengan menggunakan metode HSV Color Moments dan Gray-Level 
Co-occurrence Matrix (GLCM) pernah dilakukan oleh Selvaraj dkk. (2010). 
Gabungan fitur dari kedua metode akan diklasifikasi menggunakan Support Vector 
Machine (SVM). Penelitian mengenai pengenalan jenis buah tersebut 
menghasilkan akurasi sebesar 86%. 
Penelitian dengan metode yang berbeda pada pengklasifikasian citra makanan 
cepat saji pernah dilakukan oleh Thu dkk. (2018). Metode yang digunakan dalam 
mengekstraksi fitur adalah Gray-Level Co-occurrence Matrix (GLCM) dan Local 
Ternary Patterns (LTP). Klasifikasi yang dilakukan dengan menggunakan Support 
Vector Machine (SVM) mendapatkan hasil 93%. 
Tabel 2.1 Rangkuman Penelitian Terkait Klasifikasi Gender 
Nama Peneliti, 
Tahun dan Judul 
Masalah Metode Hasil 
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2.2 Ekstraksi Ciri 
Feature Extraction atau ekstraksi ciri merupakan suatu pengambilan ciri dari 
suatu citra yang nilainya dapat digunakan untuk proses pengenalan citra tersebut. 
Ekstraksi ciri dilakukan dengan cara meghitungan jumlah titik atau piksel yang 
terdapat dalam citra. Proses perhitungan dilakukan dalam berbagai arah dan 
sudut pengecekan.  
Ciri merupakan karakteristik unik dari suatu objek. Ciri dapat diekstraksi 
berdasarkan warna, bentuk, tekstur, geometri maupun ukuran dari citra. Ciri 
dibedakan menjadi dua yaitu ciri alami dan buatan. Ciri alami merupakan ciri yang 
terdapat pada gambar. Sedangkan ciri buatan merupakan ciri yang diperoleh 
melalui perhitungan tertentu. Sehingga ekstraksi ciri adalah proses untuk 
mendapatkan ciri-ciri pembeda yang membedakan suatu objek dari objek yang 
lain (Putra, 2010). 
2.2.1 Preprocessing 
Preprocessing adalah tahap awal dalam pengolahan citra digital. Tujuan dari 
preprocessing adalah dari menghilangkan bagian-bagian dari citra yang tidak 
diperlukan dalam proses ekstraksi fitur untuk memperoleh hasil klasifikasi yang 
optimal. Berikut merupakan tahapan preprocessing yang digunakan dalam 
penelitian ini: 
1. Resize, memperkecil ukuran citra menjadi 260×195 piksel. Ukuran citra 
diperkecil 16 kali dari ukuran awal citra 4160×3120 piksel untuk 
mempercepat proses komputasi. 
2. Konversi ruang warna pada citra dari RGB menjadi HSV. 
3. Gaussian Blur, memperhalus citra dengan mengaplikasikan fungsi 
Gaussian. Gaussian Blur bertujuan untuk mereduksi noise pada citra 
(Wedianto et al., 2016). 
4. Otsu Thresholding, meminimalkan varian dalam citra menjadi dua 





5. Canny Edge Detection, mendeteksi bagian tepi pada citra dengan cara 
menghitung perubahan nilai intensitas derajat keabuan yang kontras 
dalam waktu singkat (Fauzi & Riana, 2018).  
6. Dilasi, memperbesar segmen objek dengan menambah lapisan 
disekeliling objek (Jawas & Suciati, 2013). 
7. Contour Fill, mengisi bagian citra dengan cara menambahkan nilai piksel 
yang sesuai pada bagian tepi tertutup yang telah terdeteksi (Sari & Fadlil, 
2013). 
8. Masking, menutupi bagian citra asli dengan suatu layer untuk 
mendapatkan objek citra yang tersegmentasi (Sari & Fadlil, 2013). 
2.2.2 Ruang Warna 
Color space atau ruang warna merupakan serangkaian warna yang menjadi 
representasi dalam tampilan citra digital. Ruang warna adalah metode yang 
digunakan untuk menentukan, membuat dan memvisualisasikan warna. Ruang 
warna dapat dianggap sebagai model matematika yang dapat menggambarkan 
warna sebagai angka (Gowda & Yuan, 2019). 
Manusia dapat mendefinisikan sebuah warna berdasarkan atribut-atribut dari 
brightness, hue dan colorfullness. Komputer mendeskripsikan sebuah warna 
menggunakan jumlah nilai dari komponen warna seperti merah, hijau dan biru. 
Ruang warna dapat dibedakan menjadi dua kelompok (Jurio et al., 2010): 
1. Berorientasi perangkat keras, mendefinisikan warna sesuai dengan 
properti dari instrumen untuk menunjukkan warna, seperti TV, layar LCD, 
atau printer. Contohnya adalah RGB, CMYK dan YUV. 
2. Berorientasi pengguna, mendefinisikan warna sesuai persepsi manusia 
tentang warna. Contohnya adalah HSL, HSV, L*u*v*, L*a*b* dan L*C*h*. 
2.2.3 HSV Color Moments 
Hue, Saturation dan Value merupakan ruang warna alternatif selain RGB yang 
digunakan dalam representasi citra. Komponen pada HSV dinilai paling dekat 
dengan persepsi mata manusia dalam menangkap warna (Singh & Hemachandran, 
2012). Konversi ruang warna HSV dari RGB dapat dilakukan dengan menggunakan 
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Nilai R’, G’ dan B’ adalah nilai R, G dan B yang dibagi dengan 255. 
Color Moments adalah nilai ukur pada ruang warna yang dapat digunakan 
untuk mengukur persamaan dalam citra (Halim dkk., 2013). Color Moments 
memiliki keunggulan dalam waktu komputasi karena memiliki dimensi yang kecil. 
Terdapat tiga moment yang dapat mepresentasikan penyeberan warna yaitu 
mean (µ), simpangan baku (σ) dan skewness (θ). Persamaan untuk mendapatkan 
ketiga nilai tersebut pada masing-masing ruang warna HSV ditunjukkan pada 
Persamaan 2.4, 2.5 dan 2.6. 












2)1/2                   (2.5) 






3)1/3                   (2.6) 
Keterangan: 
N    = Jumlah total piksel pada citra 
𝑃𝑖𝑗 = Nilai piksel pada baris ke-𝑖 dan kolom ke-𝑗 
2.2.4 Local Ternary Pattern (LTP) 
Local Ternary Pattern (LTP) merupakan metode pengembangan dari metode 
Local Binary Pattern (LBP). LTP memiliki keunggulan dalam hal sensitifitas 
terhadap noise pada citra dibandingkan dengan LBP (Tan dan Triggs, 2007). LTP 
memodifikasi persamaan dalam menguantisasi nilai piksel menjadi persamaan 
dengan tiga nilai yang ditunjukkan pada Persamaan 2.7. 
𝑠′ = {
 1 ,  𝑢 ≥  𝑖𝑐 + 𝑡
0 ,  |𝑢 − 𝑖𝑐| < 𝑡
−1 ,  𝑢 ≤  𝑖𝑐 − 𝑡
                (2.7) 
Keterangan: 
s’ = Hasil kuantisasi pada nilai piksel tetangga 
𝑢 = Nilai piksel tetangga 
𝑖𝑐 = Nilai piksel tengah 
𝑡  = Nilai threshold 
Nilai threshold merupakan nilai tetapan yang dapat membantu pengodean LTP 
lebih tahan terhadap noise. Nilai threshold memiliki rentang nilai antara 1 dan 255. 
Namun umumnya nilai threshold yang digunakan relatif kecil. Hasil kuantisasi dari 
ketiga nilai akan dipisahkan berdasarkan nilai positif atau negatif. Nilai positif yang 
bernilai 1 akan disusun sehingga membentuk binary code yang akan dikonversikan 




2.3 Klasifikasi Support Vector Machine (SVM) 
Support Vector Machine (SVM) merupakan metode yang digunakan untuk 
melakukan klasifikasi. Klasifikasi dilakukan dengan cara mencari garis pembatas 
(decision boundary) atau hyperplane yang memisahkan antara satu kelas dengan 
kelas lainnya. SVM akan mencari vektor pendukung yang dapat membantu 
hyperplane dalam memisahkan kelas. SVM dapat diformulasikan ke dalam 
Persamaan 2.8 dan 2.9. 
𝑥𝑖  × 𝑤 + 𝑏 ≥  +1       (2.8) 
𝑥𝑖  × 𝑤 + 𝑏 ≤  −1       (2.9) 
w adalah bidang normal dan b adalah posisi bidang relatif terhadap pusat 
koordinat. Metode SVM yang pertama kali diperkenalkan oleh Vapnik hanya dapat 
mengklasifikasikan data ke dalam dua kelas. Penelitian lebih lanjut dilakukan 
untuk menyelesaikan masalah tersebut dengan cara mengaplikasikan fungsi 
kernel. Fungsi kernel digunakan untuk mendapatkan hyperplane yang optimal 
(Kalsi, 2017). 
Beberapa fungsi kernel yang digunakan adalah fungsi Polynomial dan Radial 
Basis Function (RBF) yang dirumuskan pada Persamaan 2.10 dan 2.11. 
𝑘(𝑥𝑖, 𝑥) =  (𝑥𝑖, 𝑥)
𝑑        (2.10) 
𝑘(𝑥𝑖, 𝑥) =  𝑒𝑥𝑝 (−𝛾||𝑥𝑖 −  𝑥||
2)       (2.11) 
2.4 Akurasi 
Akurasi merupakan suatu perhitungan yang digunakan untuk mengukur 
seberapa dekat hasil yang diperoleh dengan hasil sebenarnya. Akurasi digunakan 
untuk mengevaluasi hasil dari proses klasifikasi. Pengukuran akurasi dilakukan 
dengan menghitung persentase dari jumlah data uji yang diprediksi dengan bernar 
dibandingkan dengan jumlah data uji secara keseluruhan. 
𝑎𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑗𝑢𝑚𝑙𝑎ℎ 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖 𝑦𝑎𝑛𝑔 𝑑𝑖𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑑𝑒𝑛𝑔𝑎𝑛 𝑏𝑒𝑛𝑎𝑟
𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑒𝑠𝑒𝑙𝑢𝑟𝑢ℎ𝑎𝑛 𝑑𝑎𝑡𝑎 𝑢𝑗𝑖 







BAB 3 METODOLOGI 
Metodologi penelitian dirancang untuk mendeskripsikan alur penelitian secara 
umum yang meliputi tipe penelitian, strategi penelitian, pengumpulan data, 
implementasi algoritme, pengujian dan evaluasi hasil. 
3.1 Tipe Penelitian 
Penelitian ini adalah penelitian yang bertipe non implementatif analitik. 
Penelitian non implementatif analitik merupakan penelitian yang menerapkan 
metode-metode untuk melakukan penyelesain permasalahan atau fenomena 
yang sedang diteliti. Penelitian ini bertujuan untuk menghasilkan sebuah 
investigasi atau analisis ilmiah yang bersumber dari survei, eksperimen, studi 
kasus, observasi dan sebagainya. 
3.2 Metode Penelitian 
Penelitian ini merupakan penelitian eksperimen. Penelitian eksperimen 
merupakan penelitian yang dilakukan dengan cara mengetahui hubungan sebab-
akibat pada suatu variabel yang diberi perlakuan oleh peneliti. Penelitian 
eksperimen bertujuan untuk mengetahui pengaruh dari suatu perlakuan tertentu 
terhadap gejala suatu kelompok tertentu dibanding dengan kelompok lain yang 
menggunakan perlakuan yang berbeda. 
3.3 Pengumpulan Data 
Data berupa citra kue tradisional Indonesia sebanyak 540 citra dengan 34 jenis 
makanan yang berbeda. Data diambil menggunakan kamera smartphone oleh 
Putri (2019) bersama dengan 7 anggota Tim Induksi Riset Batch 2 Fakultas Ilmu 
Komputer. Selain itu, kue diletakkan di atas piring putih untuk mempermudah 
proses segmentasi. Beberapa contoh citra kue tradisional seperti gethuk, bikang, 
wingko, klepon dan sebagainya ditunjukkan pada Gambar 3.1. 
 





3.4 Perancangan Algoritme 
Metode yang diusulkan dalam penelitian ini menerapkan ekstraksi fitur warna 
dan tekstur menggunakan HSV Color Moments dan LTP yang digunakan dalam 
klasifikasi jenis makanan.  Gambaran umum dari proses perancangan algoritme 
ditunjukkan pada Gambar 3.2. 
 
Gambar 3.2 Tahapan Metode Penelitian 
Berdasarkan Gambar 3.1 maka perancangan algoritme pada penelitian ini 
dapat dijelaskan antara lain: 
1. Citra Makanan 
Citra makanan dengan ruang warna RGB. 
2. Preprocessing 
Proses yang dilakukan sebelum citra diekstraksi untuk memperbaiki dan 




3. Ekstraksi Fitur HSV Color Moments 
Ekstraksi fitur dengan menggunakan HSV Color Moments didapatkan dari 
hasil perhitungan nilai mean (µ), standar deviasi (σ) dan skewness (θ). 
4. Ekstraksi Fitur Local Ternary Pattern 
Ekstraksi fitur dengan menggunakan Local Ternary Pattern didapatkan dari 
hasil perhitungan nilai citra LTP yang diakumulasikan ke dalam sebuah 
histogram. 
5. Klasifikasi SVM 
Hasil dari ekstraksi fitur akan digunakan sebagai perhitungan klasifikasi 
menggunakan SVM pada citra data uji. Hasil keluaran dari perhitungan 
klasifikasi adalah nilai akurasi yang digunakan untuk mengukur tingkat 
keberhasilan metode ini. 
3.5 Pengujian 
Tahapan ini merupakan tahapan pengujian terhadap data uji. Pengujian ini 
bertujuan untuk mengetahui tingkat keberhasilan dari metode yang diusulkan. 
Data yang sudah dipisahkan antara data latih dan data uji akan dilakukan proses 
ekstraksi fitur menggunakan HSV Color Moments dan LTP. Hasil ekstraksi fitur dari 
gabungan kedua metode akan dilakukan pengujian.  
3.6 Evaluasi Hasil 
Hasil yang didapatkan dari proses pengujian kemudian akan dievaluasi. 
Evaluasi dilakukan dengan cara menghitung nilai akurasi. Nilai akurasi merupakan 
persentase dari jumlah data uji yang diprediksi kelasnya dengan benar 




BAB 4 PERANCANGAN 
4.1 Perancangan Algoritme 
Penelitian ini memiliki empat proses utama yang diimplementasikan ke dalam 
program. Keempat proses tersebut adalah preprocessing, ekstraksi fitur HSV Color 
Moments, ekstraksi fitur Local Ternary Pattern dan klasifikasi menggunakan 
metode SVM. Masing-masing proses tersebut akan dijelaskana lebih detail pada 
subbab berikutnya. 
4.1.1 Preprocessing 
Pada proses ini, langkah awal yang dilakukan adalah membaca file citra 
makanan. Kemudian citra tersebut diperkecil ukurannya menjadi 260×195. 
Selanjutnya, citra akan dikonversi ke ruang warna HSV. Proses Gaussian Blur 
kemudian dilakukan pada ruang warna S yang dithreshold menggunakan Otsu 
Threshold. Hasil citra yang telah dithreshold kemudian dideteksi bagian tepinya 
menggunakan Canny Edge Detection. Selanjutnya, citra akan dilakukan proses 
dilasi dan contour fill. Proses akhir dari preprocessing yaitu masking untuk 
mendapatkan objek citra makanan yang tersegmentasi. Alur preprocessing 
ditunjukkan pada Gambar 4.4. 
 





4.1.2 Ekstraksi Fitur HSV Color Moments 
Proses ini diawali dengan menerima masukan citra makan yang telah 
tersegmentasi. Selanjutnya citra dikonversi dari ruang warna RGB menjadi HSV. 
Kemudian dilakukan proses perhitungan fitur Color Moments pada masing-masing 
ruang warna H, S dan V. Hasil akhir dari proses ini adalah nilai fitur mean, standard 
deviation dan skewness. Alur dari proses ini ditunjukkan pada Gambar 4.2. 
 
Gambar 4.2 Diagram Alir Ekstraksi Fitur HSV Color Moments 
4.1.2.1 Konversi RGB ke HSV 
Proses ini diawali dengan memasukkan citra dengan ruang warna RGB. 
Selanjutnya akan dilakukan perulangan sebanyak jumlah piksel yang terdapat 
pada citra. Langkah pertama yang dilakukan dalam perulangan adalah menghitung 
nilai r’, g’ dan b’. Langkah kedua adalah mendapatkan nilai maksimal dan minimal 
yang terdapat diantara nilai r’, g’ dan b’. Nilai maksimal dan minimal tersebut 
nantinya akan digunakan untuk menghitung nilai h, s dan v sesuai dengan 












Gambar 4.3 Diagram Alir Konversi RGB ke HSV 
4.1.2.2 Perhitungan Fitur Color Moments 
Proses ini diawali dengan menerima masukan nilai h, s dan v. Kemudian jumlah 
piksel yang terdapat pada citra akan dihitung. Selanjutnya nilai rata-rata akan 
dihitung menggunakan Persamaan 2.4. Hasil perhitungan nilai rata-rata akan 
digunakan juga untuk menghitung nilai deviasi standar menggunakan Persamaan 
2.5. Selanjutnya nilai deviasi standar akan digunakan untuk menghitung nilai 
skewness menggunakan Persamaan 2.6. Ketiga nilai Color Moments ini dihitung 




fitur berbeda. Alur dari proses perhitungan fitur Color Moments ditunjukkan pada 
Gambar 4.4. 
 





4.1.3 Ekstraksi Fitur Local Ternary Pattern 
Proses ini diawali dengan menerima masukan citra makanan yang telah 
tersegmentasi. Kemudian citra dikonversi menjadi citra keabuan. Hasil dari citra 
keabuan tersebut diproses dengan menggunakan operator Local Ternary Pattern. 
Selanjutnya nilai piksel hasil citra Local Ternary Pattern diakumulasikan ke dalam 
histogram pada tahap Histogram Binning. Nilai akumulasi pada masing-masing bin 
pada histogram digunakan sebagai fitur untuk proses klasifikasi. Alur dari proses 
ektraksi fitur Local Ternary Pattern ditunjukkan pada Gambar 4.5. 
 
Gambar 4.5 Diagram Alir Ekstraksi Fitur Local Binary Pattern 
4.1.3.1 Perhitungan Operator Local Ternary Pattern 
Proses ini diawali dengan menerima masukan berupa citra keabuan dan nilai 
threshold. Selanjutnya akan dilakukan perulangan untuk mengambil nilai tengah 
beserta nilai tetangga. Kemudian nilai tengah akan dibandingkan dengan tiap nilai 
tetangganya menggunakan Persamaan 2.7. Apabila nilai tetangga lebih besar 
sama dengan nilai tengah ditambah dengan nilai threshold maka nilai 1 akan 
diakumulasikan ke dalam upper value. Sebaliknya jika nilai tetangga lebih kecil 




diakumulasikan ke dalam lower value. Apabila kedua kondisi tersebut tidak 
memenuhi maka nilai 0 akan diakumulasikan ke dalam upper value dan lower 
value. Nilai yang telah diakumulasikan pada upper value dan lower value yang 
berbentuk bilangan biner 8 bit dikonversikan menjadi bilangan decimal. Hasil 
konversi tersebut kemudian disimpan ke dalam upper pattern dan lower pattern. 
Proses ini akan dilakukan pada setiap perulangan hingga nilai piksel terakhir 
didapatkan. Alur dari proses perhitungan operator Local Ternary Pattern 











4.1.3.2 Histogram Binning 
Proses ini diawali dengan menerima masukan citra upper pattern atau lower 
pattern yang merupakan hasil dari proses perhitungan menggunakan operator 
Local Ternary Pattern. Kemudian dilakukan proses perulangan sebanyak jumlah 
piksel yang terdapat pada citra. Selanjutnya nilai pada piksel akan diakumulasikan 
ke dalam bin yang sesuai. Nilai hasil akumulasi pada masing-masing bin yang 
berbentuk vektor tersebut nantinya akan digunakan sebagai fitur dalam proses 
klasifikasi. Alur dari proses Histogram Binning ditunjukkan pada Gambar 4.7. 
 





4.1.4 Klasifikasi Support Vector Machine 
Proses akhir pada penelitian ini adalah klasifikasi menggunakan Support Vector 
Machine (SVM). Proses diawali dengan menerima masukan data yang berisikan 
fitur dan label kelas. Selanjutnya data dipisahkan menjadi data latih dan data uji. 
Kemudian kernel yang digunakan dalam proses klasifikasi diinisialisasi. SVM 
melatih data yang telah dipisah dan memprediksi hasil kelas dari data uji. Hasil 
prediksi kemudian dibandingkan dengan kelas aslinya untuk mendapatkan nilai 
akurasi. Alur dari klasifikasi SVM ditunjukkan pada Gambar 4.8. 
 
Gambar 4.8 Diagram Alir Klasifikasi SVM 
4.2 Perhitungan Manual 
Pada proses ini, perhitungan manual dilakukan dengan menggunakan sampel 
citra berukuran 4×4 piksel. Nilai piksel yang digunakan untuk perhitungan manual 




4.2.1 Perhitungan Ekstraksi Fitur HSV Color Moments 
Langkah 1: 
Menghitung nilai r’, g’ dan b’ dengan cara membagi nilai piksel dengan 255 
seperti yang ditunjukkan pada Gambar 4.10. 
Langkah 2: 
Mencari nilai maksimal dan minimal pada tiap piksel diantara nilai r’, g’ dan b’. 
Hasil dari kedua nilai tersebut ditunjukkan pada Gambar 4.11. 
max(r', g', b')  min(r', g', b') 
0.663 0.667 0.663 0.667  0.231 0.239 0.243 0.251 
0.663 0.698 0.651 0.682  0.235 0.282 0.239 0.271 
0.675 0.686 0.698 0.678  0.263 0.290 0.302 0.275 
0.745 0.780 0.714 0.667  0.349 0.404 0.337 0.282 
Gambar 4.11 Nilai Maksimal dan Minimal 
Langkah 3: 
Menghitung nilai h dengan cara membandingkan nilai maksimal dengan nilai 
r’, g’ dan b’ sesuai kondisi yang ada pada persamaan 2.1. Contoh perhitungan 
beberapa piksel pada citra sampel adalah sebagai berikut: 
p(0,0) dimana max(r’,g’,b’) == r’: 
60 × ((0.475 - 0.231) / 0.663 – 0.231) = 33.818 
p(0,1) dimana max(r’,g’,b’) == r’: 
 60 × ((0.475 - 0.239) / 0.667 – 0.239) = 33.028 
p(0,2) dimana max(r’,g’,b’) == r’: 
R  G  B 
169 170 169 170  121 121 123 124  59 61 62 64 
169 178 166 174  121 129 120 128  60 72 61 69 
172 175 178 173  125 128 132 126  67 74 77 70 
190 199 182 170  144 153 136 124  89 103 86 72 
Gambar 4.9 Nilai Piksel RGB Citra Sampel 
R’  G’  B’ 
0.663 0.667 0.663 0.667  0.475 0.475 0.482 0.486  0.231 0.239 0.243 0.251 
0.663 0.698 0.651 0.682  0.475 0.506 0.471 0.502  0.235 0.282 0.239 0.271 
0.675 0.686 0.698 0.678  0.490 0.502 0.518 0.494  0.263 0.290 0.302 0.275 
0.745 0.780 0.714 0.667  0.565 0.600 0.533 0.486  0.349 0.404 0.337 0.282 




 60 × ((0.482 - 0.243) / 0.663 – 0.243) = 34.206 
Hasil akhir seluruh perhitungan nilai h pada citra sampel ditunjukkan pada 
Gambar 4.12. 
H 
33.818 33.028 34.206 33.962 
33.578 32.264 33.714 33.714 
33.143 32.079 32.673 32.621 
32.673 31.250 31.250 31.837 
Gambar 4.12 Nilai H pada Citra Sampel 
Langkah 4: 
Menghitung nilai s dengan cara membandingkan nilai maksimal dengan nilai 0 
sesuai kondisi yang ada pada persamaan 2.2. Contoh perhitungan beberapa piksel 
pada citra sampel adalah sebagai berikut: 
p(0,0) dimana max(r’,g’,b’) ≠ 0: 
(0.663 - 0.231) / 0.663 = 0.651 
p(0,1) dimana max(r’,g’,b’) ≠ 0: 
 (0.667 - 0.239) / 0.667 = 0.641 
p(0,2) dimana max(r’,g’,b’) ≠ 0: 
 (0.663 - 0.243) / 0.663) = 0.633 
Hasil akhir seluruh perhitungan nilai s pada citra sampel ditunjukkan pada 
Gambar 4.13. 
S 
0.651 0.641 0.633 0.624 
0.645 0.596 0.633 0.603 
0.610 0.577 0.567 0.595 
0.532 0.482 0.527 0.576 
Gambar 4.13 Nilai S pada Citra Sampel 
Langkah 5: 
Mendapatkan nilai v dimana nilai v sama dengan nilai maksimal pada citra 
sampel tersebut. Hasil akhir nilai v ditunjukkan pada Gambar 4.14. 
V 
0.663 0.667 0.663 0.667 
0.663 0.698 0.651 0.682 
0.675 0.686 0.698 0.678 
0.745 0.780 0.714 0.667 






Mengembalikan nilai h, s dan v pada citra sampel menjadi bentuk integer 8 bit 
yang nantinya akan digunakan untuk menghitung nilai rata-rata, deviasi standar 
dan skewness pada masing-masing ruang warna h, s dan v. Hasil perhitungan akan 
dibulatkan menjadi bentuk integer. Contoh perhitungan sebagai berikut: 
p(0,0): 
 h = 33.818 / 2 = 16.909 = 16 
 s = 0.651 × 255 = 166.005 = 166 
 v = 0.663 × 255 = 169.065 = 169 
p(0,1): 
 h = 33.028 / 2 = 16.514 = 16 
 s = 0.641 × 255 = 163.455 = 163 
 v = 0.667 × 255 = 170.085 = 170 
Hasil akhir perhitungan nilai h, s dan v menjadi bentuk integer 8 bit ditunjukkan 
pada Gambar 4.15. 
H  S  V 
16 16 17 16  165 163 161 159  169 170 169 170 
16 16 16 16  164 151 161 153  169 178 166 174 
16 16 16 16  155 147 144 151  172 175 178 173 
16 15 15 15  135 123 134 147  190 199 182 170 
Gambar 4.15 Nilai Integer 8 Bit H, S dan V pada Citra Sampel 
Langkah 7: 
Menghitung nilai rata-rata pada masing-masing ruang warna h, s dan v 
menggunakan persamaan 2.4. Contoh perhitungan nilai rata-rata sebagai berikut: 
Rata-rata nilai h: 
 (16 + 16 + 17 + 16 + 16 + 16 + … + 15) / (4 × 4) = 15.875 
Rata-rata nilai s: 
 (165 + 163 + 161 + 159 + … + 134 + 147) / (4 × 4) = 150.813 
Rata-rata nilai v: 
 (169 + 170 + 169 + 170 + … + 182 + 170) / (4 × 4) = 175.25 
Langkah 8: 
Menghitung nilai deviasi standar pada masing-masing ruang warna h, s dan v 
menggunakan persamaan 2.5. Contoh perhitungan nilai deviasi standar sebagai 
berikut: 




 (((16-15.875)2 + (16-15.875)2 + (17-15.875)2 + … + (15-15.875)2) / (4 × 4))1/2  
= 0.484 
Deviasi standar nilai s: 
(((165-150.813)2 + (163-150.813)2 + (161-150.813)2 + (159-150.813)2 + … + 
(147-150.813)2) / (4 × 4))1/2 
= 11.733 
Deviasi standar nilai v: 
(((169-175.25)2 + (170-175.25)2 + (169-175.25)2 + (170-175.25)2 + … + (170-
175.25)2) / (4 × 4))1/2 
= 8.459 
Langkah 9: 
Menghitung nilai skewness pada masing-masing ruang warna h, s dan v 
menggunakan persamaan 2.6. Contoh perhitungan nilai skewness sebagai berikut: 
Skewness nilai h: 
(((16-0.484)3 + (16-0.484)3 + (17-0.484)3 + … + (15-0.484)3) / (4 × 4))1/3  
= 15.406 
Skewness nilai s: 
(((165-11.733)3 + (163-11.733)3 + (161-11.733)3 + (159-11.733)3 + … + (147-
11.733)3) / (4 × 4))1/3 
= 140.040 
Skewness nilai v: 
(((169-8.459)3 + (170-8.459)3 + (169-8.459)3 + (170-8.459)3 + … + (170-
8.459)3) / (4 × 4))1/3 
= 167.23 
4.2.2 Perhitungan Ekstraksi Fitur Local Ternary Pattern 
Langkah 1: 
Mengubah ruang warna pada citra sampel menjadi citra keabuan. Nilai 
keabuan di dapatkan dengan menghitung rata-rata dari nilai r, g, dan b. Hasil citra 
keabuan ditunjukkan pada Gambar 4.16. 
101 100 101 99 
98 88 85 88 
66 69 70 76 
65 68 73 76 





Piksel Tengah Piksel Tetangga 
Langkah 2: 
Membuat operator Local Ternary Pattern berukuran 3×3 yang dimulai dari 
koordinat piksel (1,1) sebagai nilai piksel tengah seperti yang ditunjukkan pada 
Gambar 4.17. 
101 100 101 99  101 100 101 
98 88 85 88  98 88 85 
66 69 70 76  66 69 70 
65 68 73 76 
Gambar 4.17 Operator LTP Berukuran 3×3 
Langkah 3: 
Membandingkan nilai piksel tengah dengan nilai piksel tetangga. Pada proses 
ini, ditetapkan nilai threshold yang bernilai 5. Proses perbandingan nilai tersebut 
ditunjukkan pada Gambar 4.18. 
101 100 101  101 ≥ 88 + 5 100 ≥ 88 + 5 101 ≥ 88 + 5  1 1 1 
98 88 85  98 ≥ 88 + 5  |85 - 88| < 5  1  0 
66 69 70  66 ≤ 88 - 5 69 ≤ 88 - 5 70 ≤ 88 - 5  -1 -1 -1 
Gambar 4.18 Membandingkan Nilai Piksel Tengah Dengan Piksel Tetangga 
Langkah 4: 
Memisahkan hasil kuantisasi yang bernilai 1, 0 dan -1 menjadi upper pattern 
dan lower pattern. Upper pattern berisikan hasil kuantisasi yang bernilai 1 
sedangkan lower pattern berisikan hasil kuantisasi yang bernilai -1. Proses 
pemisahan ditunjukkan pada Gambar 4.19. 
    Upper Pattern 
    1 1 1 
    1  0 
1 1 1  0 0 0 
1  0  Lower Pattern 
-1 -1 -1  0 0 0 
    0  0 
    1 1 1 
Gambar 4.19 Memisahkan Upper Pattern Dan Lower Pattern 
Langkah 5: 
Menyusun nilai 0 dan 1 searah jarum jam yang dimulai dari piksel (0,0) 
sehingga membentuk bilangan biner 8 bit. Kemudian nilai biner akan 





Upper Pattern     
1 1 1  Bilangan Biner  1 × 27 + 1 × 26 + 1 × 25 + 
0 × 24 + 0 × 23 + 0 × 22 + 
0 × 21 + 1 × 20 = 225 
1  0  1 1 1 0 0 0 0 1  
0 0 0    
Lower Pattern     
0 0 0  Bilangan Biner  0 × 27 + 0 × 26 + 0 × 25 + 
0 × 24 + 1 × 23 + 1 × 22 + 
1 × 21 + 0 × 20 = 14 
0  0  0 0 0 0 1 1 1 0  
1 1 1    
Gambar 4.20 Mengubah Upper Dan Lower Pattern Ke Bentuk Desimal 
Langkah 6: 
Nilai desimal yang didapatkan akan menjadi nilai piksel baru dan akan disimpan 
ke dalam matriks baru dengan ukuran yang sama dengan citra aslinya. Nilai piksel 
pada bagian tepi citra tidak mengalami proses operator LTP dikarenakan nilai 
piksel tersebut tidak memiliki nilai tetangga yang memenuhi. Oleh karena itu nilai 
piksel pada bagian tepi akan dianggap memiliki nilai 0. Hasil perhitungan operator 
LTP ditunjukkan pada Gambar 4.21. 
Upper Pattern  Lower Pattern 
0 0 0 0  0 0 0 0 
0 225 224 0  0 14 14 0 
0 224 248 0  0 0 0 0 
0 0 0 0  0 0 0 0 
Gambar 4.21 Mengubah Upper Dan Lower Pattern Ke Bentuk Desimal 
Langkah 7: 
Mengakumulasikan hasil perhitungan operator LTP ke dalam histogram 8 bin. 
Nilai histogram pada upper pattern dan lower pattern masing-masing ditunjukkan 
pada Tabel 4.1 dan Tabel 4.2. 
Tabel 4.1 Nilai Histogram Upper Pattern 
Histogram Upper Pattern 
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8 
(0 - 31) (32 - 63) (64 - 95) (96 - 127) (128 - 159) (160 - 191) (192 - 223) (224 - 256) 
12 0 0 0 0 0 0 4 
Tabel 4.2 Nilai Histogram Lower Pattern 
Histogram Lower Pattern 
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8 
(0 - 31) (32 - 63) (64 - 95) (96 - 127) (128 - 159) (160 - 191) (192 - 223) (224 - 256) 




4.3 Perancangan Pengujian 
Perancangan pengujian pada penelitian ini terbagi atas tiga skenario pengujian 
yaitu pengujian nilai threshold, pengujian jumlah bin dan pengujian ekstraksi fitur 
gabungan. Ketiga skenario tersebut dijelaskan lebih lanjut pada subbab 
selanjutnya. 
4.3.1 Skenario Pengujian Nilai Threshold 
Pengujian nilai threshold pada ekstraksi fitur Local Ternary Pattern bertujuan 
untuk mengetahui pengaruh nilai threshold terhadap hasil akurasi. Nilai threshold 
yang digunakan pada pengujian ini dimulai dari t = 1. Pengujian dilakukan pada 
hasil ekstraksi fitur Local Ternary Pattern dengan jumlah bin sebanyak 8. Pengujian 
dilakukan menggunakan klasifikasi Support Vector Machine dengan tiga jenis 
kernel yang berbeda yaitu Linear, Polynomial dan RBF. Pengujian pada setiap nilai 
threshold dilakukan sebanyak sepuluh kali yang kemudian diambil nilai rata-rata 
akurasinya. Skenario pengujian nilai threshold ditunjukkan pada Tabel 4.3. 
Tabel 4.3 Skenario Pengujian Nilai Threshold 
Nilai threshold 
Rata-rata akurasi 
Linear Polynomial RBF 
1    
2    
3    
4    
5    
6    
7    
8    
9    
10    
4.3.2 Skenario Pengujian Jumlah Bin 
Pengujian jumlah bin pada ekstraksi fitur Local Ternary Pattern bertujuan 
untuk mengetahui pengaruh jumlah bin terhadap hasil akurasi. Jumlah bin yang 
digunakan pada pengujian ini dimulai dengan jumlah bin sebanyak 8. Pengujian 
dilakukan pada hasil ekstraksi fitur Local Ternary Pattern dengan menggunakan 
nilai threshold yang paling optimal sesuai dengan pengujian sebelumnya. 
Pengujian dilakukan menggunakan klasifikasi Support Vector Machine dengan tiga 




nilai jumlah bin dilakukan sebanyak sepuluh kali yang kemudian diambil nilai rata-
rata akurasinya. Skenario pengujian jumlah bin ditunjukkan pada Tabel 4.4. 
Tabel 4.4 Skenario Pengujian Jumlah Bin 
Jumlah Bin 
Rata-rata akurasi 
Linear Polynomial RBF 
8    
16    
32    
64    
128    
4.3.3 Skenario Pengujian Ekstraksi Fitur Gabungan 
Pengujian ekstraksi fitur gabungan dilakukan dengan menggabungkan hasil 
ekstraksi fitur warna HSV Color Moments dengan ekstraksi fitur tekstur Local 
Ternary Pattern. Pengujian ini bertujuan untuk mengetahui pengaruh fitur HSV 
Color Moments dan Local Ternary Pattern terhadap nilai akurasi. Pengujian 
dilakukan pada masing-masing hasil ekstraksi fitur secara terpisah dan hasil 
ekstraksi kedua fitur yang digabung. Fitur HSV Color Moments terdiri dari nilai 
mean, deviasi standar dan skewness pada masing-masing ruang warna h, s dan v. 
Fitur Local Ternary Pattern menggunakan nilai threshold dan jumlah bin yang 
paling optimal sesuai dengan pengujian sebelumnya. Pengujian dilakukan 
menggunakan klasifikasi Support Vector Machine dengan tiga jenis kernel yang 
berbeda yaitu Linear, Polynomial dan RBF. Pengujian pada setiap ekstraksi fitur 
dilakukan sebanyak sepuluh kali yang kemudian diambil nilai rata-rata akurasinya. 
Skenario pengujian ekstraksi fitur gabungan ditunjukkan pada Tabel 4.5. 
Tabel 4.5 Skenario Pengujian Ekstraksi Fitur Gabungan 
Ekstraksi Fitur 
Rata-rata akurasi 
Linear Polynomial RBF 
HSV Color Moments    
Local Ternary Pattern    





BAB 5 IMPLEMENTASI 
5.1 Implementasi Preprocessing 






















20   
files = os.listdir('.') 
files.remove('processed') 
 
for filename in files:    
    raw = cv2.imread(filename) 
    raw = cv2.resize(raw, ((260,195))) 
    hsv = cv2.cvtColor(raw, cv2.COLOR_BGR2HSV) 
    (h,s,v) = cv2.split(hsv) 
    blur = cv2.GaussianBlur(s,(99,99), 0) 
    ret, thresh = cv2.threshold(blur, 0, 255,cv2.THRESH_BINARY + 
cv2.THRESH_OTSU) 
    edge = cv2.Canny(thresh, 0, 255) 
    kernel = np.ones((3,3),np.uint8) 
    dilate = cv2.dilate(thresh,kernel,iterations = 1) 
    contours, hierarchy = cv2.findContours(dilate, 
cv2.RETR_TREE, cv2.CHAIN_APPROX_SIMPLE)     
    contours.sort(key = len, reverse = True) 
    cnt = contours[0] 
    mask = thresh.copy() 
    mask = cv2.fillPoly(mask, pts =[cnt], color=(255,255,255)) 
    final = cv2.bitwise_and(raw, raw, mask = mask) 
   cv2.imwrite("processed_4/" + filename, final) 
Penjelasan Kode Program 1: 
1. Baris 1-2 membaca nama file citra makanan yang terdapat pada direktori. 
2. Baris 5 mengambil citra makanan sesuai nama file. 
3. Baris 6 mengubah ukuran citra menjadi 260×195 piksel. 
4. Baris 7 mengubah citra RGB menjadi HSV. 
5. Baris 8 memisahkan ruang warna h, s dan v menjadi variabel yang berbeda. 
6. Baris 9 mengaplikasikan Gaussian Blur pada ruang warna s 
7. Baris 10 merupakan proses thresholding menggunakan metode Otsu. 
8. Baris 11 mendeteksi bagian tepi pada citra hasil thresholding. 
9. Baris 12-13 merupakan proses dilasi pada bagian tepi citra. 
10. Baris 14-16 merupakan proses pengambilan tepi bagian luar. 
11. Baris 17-18 merupakan proses contour fill yang bertujuan untuk mengisi 
bagian dalam tepi menjadi warna putih. 
12. Baris 19 merupakan proses masking pada citra sehingga menghasilkan citra 
yang tersegmentasi. 
13. Baris 20 menyimpan citra hasil segmentasi ke dalam bentuk file. 
5.2 Implementasi HSV Color Moments 









    hsvImage = np.zeros((image.shape)) 
    for i in range(len(image)): 
        for j in range(len(image[i])): 
            b = image[i][j][0]/255 
            g = image[i][j][1]/255 





































































            maxVal = max(r, g, b) 
            minVal = min(r, g, b) 
            if(maxVal == minVal): 
                h = 0 
            elif(maxVal == r): 
                h = 60 * ((g - b) / (maxVal - minVal)) 
            elif(maxVal == g): 
                h = 120 + 60 * ((b - r) / (maxVal - minVal)) 
            elif(maxVal == b): 
                h = 240 + 60 * ((r - g) / (maxVal - minVal)) 
            if(h < 0): 
                h = h + 360 
            if(maxVal == 0): 
                s = 0 
            else: 
                s = (maxVal - minVal) / maxVal    
            v = maxVal 
            hsvImage[i][j][0] = h/2 
            hsvImage[i][j][1] = s*255 
            hsvImage[i][j][2] = v*255 
    return hsvImage 
 
def colorMoment(image): 
    vec = [] 
    h = [0] * 3 
    s = [0] * 3 
    v = [0] * 3 
    h[0] = np.sum(image[:,:,0])/(len(image) * len(image[0])) 
    s[0] = np.sum(image[:,:,1])/(len(image) * len(image[0])) 
    v[0] = np.sum(image[:,:,2])/(len(image) * len(image[0])) 
    vec.extend((h[0], s[0], v[0])) 
    for x in range(len(image)): 
        for y in range(len(image[0])): 
            h[1] += (image[x,y,0] - h[0])**2 
            s[1] += (image[x,y,1] - s[0])**2 
            v[1] += (image[x,y,2] - v[0])**2 
    h[1] = math.sqrt((h[1] / (len(image) * len(image[0])))) 
    s[1] = math.sqrt((s[1] / (len(image) * len(image[0])))) 
    v[1] = math.sqrt((v[1] / (len(image) * len(image[0])))) 
    vec.extend((h[1], s[1], v[1])) 
    for x in range(len(image)): 
        for y in range(len(image[0])): 
            h[2] += (image[x,y,0] - h[1])**2 
            s[2] += (image[x,y,1] - s[1])**2 
            v[2] += (image[x,y,2] - v[1])**2  
    h[2] = (h[2] / (len(image) * len(image[0]))) ** (1/3) 
    s[2] = (s[2] / (len(image) * len(image[0]))) ** (1/3) 
    v[2] = (v[2] / (len(image) * len(image[0]))) ** (1/3) 
    vec.extend((h[2], s[2], v[2])) 
    return vec 
 
files = os.listdir('.') 
vectors = [] 
for filename in files: 
    image = cv2.imread(filename) 
    hsv = rgb2hsv(image) 
    hsv = np.uint8(hsv)  
    cMoment = colorMoment(hsv)     
    class_label = filename.rpartition('_') 
    class_label = int(class_label[0]) 
    cMoment = np.insert(cMoment, 0, class_label) 
    vectors.append(cMoment) 
 








    wr = csv.writer(myfile, quoting=csv.QUOTE_ALL) 
    for vector in vectors: 
      wr.writerow(vector) 
Penjelasan Kode Program 2: 
1. Baris 1-28 merupakan fungsi konversi citra dengan ruang warna RGB ke HSV 
dengan parameter masukan citra RGB. 
2. Baris 30-57 merupakan fungsi perhitungan Color Moments pada citra HSV 
dengan masukan citra HSV. Hasil keluaran berupa nilai rata-rata, deviasi 
standar dan skewness pada masing-masing ruang warna h, s dan v. 
3. Baris 59-69 merupakan proses ekstraksi fitur HSV Color Moments pada 
seluruh data citra. 
4. Baris 71-74 merupakan proses penyimpanan hasil ekstraksi fitur ke dalam file 
csv. 
5.3 Implementasi Local Ternary Pattern 










































def localTernaryPattern(image, threshold): 
    rows = len(image) 
    columns = len(image[0]) 
    upper = np.zeros((rows, columns)) 
    lower = np.zeros((rows, columns)) 
    kernel = np.asarray([[7, 6, 5], 
                      [0, -1, 4], 
                      [1, 2, 3]]) 
    for i in range(1,len(image)-1): 
        for j in range(1,len(image[i])-1): 
            kernelVal = image[i-1:i+2, j-1:j+2] 
            if (np.all((kernelVal == 0))): 
                continue 
            center = kernelVal[1][1] 
            cUp = center + threshold 
            cDown = center - threshold 
            for x in range(3): 
                for y in range(3):    
                    if(kernelVal[x][y] >= cUp):            
                        upper[i][j] += 2**kernel[x][y] 
                    elif(kernelVal[x][y] <= cDown): 
                        lower[i][j] += 2**kernel[x][y]         
    return (np.uint8(upper), np.uint8(lower)) 
 
def hist_bin(image, n): 
    x = 256/n 
    hist_vector = np.zeros(n) 
    for i in range(len(image)): 
        for j in range(len(image[i])): 
            index = int(np.floor(image[i][j]/x)) 
            hist_vector[index] = hist_vector[index] + 1     
    return hist_vector.astype(int) 
 
files = os.listdir('.') 
vectors = [] 
for i in range(1,10,2): 
    vectors = [] 
    csv_name = "ltp_features_t" + str(i) + ".csv" 
    for filename in files: 
        image = cv2.imread(filename, 0) 
















        hist1 = hist_bin(upper, 8) 
        hist2 = hist_bin(lower, 8)         
        hist_vector = np.concatenate((hist1, hist2))         
        class_label = filename.rpartition('_') 
        class_label = int(class_label[0]) 
        hist_vector = np.insert(hist_vector, 0, class_label) 
        vectors.append(hist_vector)         
     
    with open(csv_name, 'w', newline='') as myfile: 
        wr = csv.writer(myfile, quoting=csv.QUOTE_ALL) 
        for vector in vectors: 
          wr.writerow(vector) 
Penjelasan Kode Program 3: 
1. Baris 1-23 merupakan fungsi operasi LTP dengan parameter masukan berupa 
citra keabuan dan nilai threshold. Hasil keluaran berupa hasil operasi citra LTP 
yang terbagi atas upper pattern dan lower pattern. 
2. Baris 25-32 merupakan proses memasukkan hasil citra LTP ke dalam bin pada 
histogram. 
3. Baris 34 membaca nama file citra makanan yang terdapat pada direktori. 
4. Baris 35-53 merupakan proses ekstraksi fitur LTP pada seluruh data citra 
dengan lima nilai threshold yang berbeda dan menyimpan hasilnya ke dalam 
file csv. 
5.4 Implementasi Klasifikasi Support Vector Machine 


































import numpy as np 
import csv 
from sklearn.svm import SVC 
from sklearn.model selection import train_test_split 
from sklearn import metrics 
 
def openfile(filename): 
    with open(filename, 'r') as f: 
        reader = csv.reader(f) 
        vectors = list(reader) 
    return vectors 
 
def separate_class(vectors): 
    y = [] 
    for x in range(len(vectors)): 
        y.append(vectors[x].pop(0)) 
        vectors[x] = np.asarray(vectors[x]) 
    return y, vectors 
 
vectors_2 = openfile('hsv_colormoments_features.csv') 
vectors = openfile('ltp_features_bin64.csv') 
y, vectors = separate_class(vectors) 
vectors_2 = separate_class(vectors_2)[1] 
 
accuracies = [] 
for i in range(10): 
    x_train, x_test, y_train, y_test = train_test_split(vectors, 
y, test_size=0.2) 
    linear = SVC(kernel='linear', C=1, 
decision_function_shape='ovo') 
    linear.fit(x_train, y_train) 

























    linear_accuracy = metrics.accuracy_score(y_test, 
linear_pred) 
    linear_accuracies.append(linear_accuracy) 
     
    poly = SVC(kernel='poly', C=100000, 
decision_function_shape='ovo') 
    poly.fit(x_train, y_train) 
    poly_pred = poly.predict(x_test)   
    poly_accuracy = metrics.accuracy_score(y_test, poly_pred) 
    poly_accuracies.append(poly_accuracy) 
     
    rbf = SVC(kernel='rbf', C=100000, 
decision_function_shape='ovo') 
    rbf.fit(x_train, y_train) 
    rbf_pred = rbf.predict(x_test)   
    rbf_accuracy = metrics.accuracy_score(y_test, rbf_pred) 
    rbf_accuracies.append(rbf_accuracy) 
     
linear_accuracy = np.mean(linear_accuracies) 
poly_accuracy = np.mean(poly_accuracies) 
rbf_accuracy = np.mean(rbf_accuracies) 
Penjelasan Kode Program 4: 
1. Baris 1-5 merupakan pemanggilan library yang digunakan untuk proses 
klasifikasi. 
2. Baris 7-11 merupakan fungsi openfile yang digunakan untuk membaca file 
hasil ekstraksi fitur. 
3. Baris 13-18 merupakan proses pemisahan kelas dan data fitur yang terdapat 
dalam file yang telah di baca. 
4. Baris 14-15 membaca file hasil ekstraksi fitur HSV Color Moments dan Local 
Ternary Pattern. 
5. Baris 20-23 memisahkan kelas dan data fitur pada variabel hasil ekstraksi fitur. 
6. Baris 25 merupakan inisialisasi variabel yang digunakan untuk menyimpan 
nilai hasil akurasi. 
7. Baris 26 merupakan perulangan yang dilakukan sebanyak sepuluh kali. 
8. Baris 27 memisahkan data fitur menjadi data latih dan data uji. 
9. Baris 28-32 merupakan proses pelatihan dan pengujian klasifikasi SVM 
menggunakan kernel Linear. 
10. Baris 34-38 merupakan proses pelatihan dan pengujian klasifikasi SVM 
menggunakan kernel Polynomial. 
11. Baris 40-44 merupakan proses pelatihan dan pengujian klasifikasi SVM 
menggunakan kernel RBF. 










BAB 6 HASIL DAN PEMBAHASAN 
Bab ini membahas mengenai hasil dan pembahasan dari pengujian yang telah 
dilakukan sesuai skenario yang telah dirancang. Terdapat tiga pengujian yang 
dibahas yaitu pengujian nilai threshold, pengujian jumlah bin dan pengujian 
ekstraksi fitur gabungan. Proses pengujian dilakukan pada 539 citra yang dibagi 
menjadi 431 data latih dan 108 data uji. Pembagian data latih dengan data uji 
dilakukan dengan cara membagi jumlah data latih sebanyak 80% dan jumlah data 
uji sebanyak 20% dari jumlah keseluruhan data. Data latih dan data uji dipilih 
secara acak untuk setiap pengujian. Pengujian dilakukan sebanyak sepuluh kali 
untuk setiap nilai threshold, jumlah bin maupun ekstraksi fitur kemudian dihitung 
nilai rata-rata akurasinya. 
Pengujian dilakukan dengan cara menghitung rata-rata nilai akurasi dengan 
klasifikasi Support Vector Machine (SVM). Kernel yang digunakan dalam klasifikasi 
SVM adalah kernel Linear, Polynomial dan RBF dengan nilai C = 105 dan metode 
one-vs-one (ovo) yang digunakan pada klasifikasi dengan jumlah kelas lebih dari 
dua. Nilai C merupakan parameter yang digunakan untuk mengontrol kesalahan 
klasifikasi pada tiap proses pelatihan. Metode one-vs-one merupakan metode 
pelatihan klasifikasi pada jumlah kelas yang lebih dari dua dengan cara melakukan 
proses pelatihan pada tiap kombinasi pasangan kelas yang berbeda. 
6.1 Pengujian Nilai Threshold Pada Local Ternary Pattern 
Pengujian ini dilakukan untuk mengetahui pengaruh nilai threshold pada Local 
Ternary Pattern (LTP) terhadap hasil akurasi. Pengujian ini juga berguna untuk 
mencari nilai threshold yang paling optimal. Nilai threshold yang digunakan yaitu 
1, 2, 3, 4, 5, 6, 7, 8, 9 dan 10. Pengujian ini dilakukan sebanyak sepuluh kali untuk 
setiap nilai threshold dan jumlah bin yang digunakan sebanyak 8. Hasil pengujian 
dari masing-masing nilai threshold dapat dilihat pada Tabel 6.1 dan Gambar 6.1. 
Tabel 6.1 Hasil Pengujian Nilai Threshold 
Nilai threshold 
Rata-rata akurasi 
Linear Polynomial RBF 
1 0,484 0,524 0,520 
2 0,593 0,628 0,638 
3 0,644 0,658 0,661 
4 0,686 0,694 0,683 
5 0,711 0,714 0,703 
6 0,719 0,733 0,719 
7 0,736 0,740 0,740 




9 0,740 0,742 0,727 
10 0,732 0,751 0,733 
 
 
Gambar 6.1 Grafik Hasil Pengujian Nilai Threshold 
Gambar 6.1 menunjukkan nilai rata-rata akurasi tertinggi dihasilkan pada nilai 
t=8 sebesar 75,3% sedangkan nilai rata-rata akurasi terendah dihasilkan pada nilai 
t=1 sebesar 48,4%. Hasil pengujian ini menunjukkan bahwa nilai t berpengaruh 
terhadap nilai akurasi. Nilai rata-rata akurasi cenderung meningkat apabila nilai t 
semakin besar. Hal ini dikarenakan nilai threshold yang terlalu kecil menghasilkan 
citra LTP yang memiliki banyak noise. Namun, nilai threshold yang terlalu besar 
mengakibatkan informasi tekstur yang terdapat dalam citra berkurang sehingga 
dapat mempengaruhi proses klasifikasi. Perbandingan citra LTP dengan berbagai 
nilai threshold dapat dilihat pada Gambar 6.2. 
 















6.2 Pengujian Jumlah Bin Pada Local Ternary Pattern 
Pengujian ini dilakukan untuk mengetahui pengaruh jumlah bin terhadap hasil 
akurasi. Pengujian ini juga berguna untuk mencari jumlah bin yang paling optimal. 
Jumlah bin yang digunakan yaitu 8, 16, 32, 64 dan 128. Pengujian ini dilakukan 
sebanyak sepuluh kali untuk setiap jumlah bin dan nilai threshold yang digunakan 
merupakan nilai threshold yang paling optimal yaitu t=8. Hasil pengujian dari 
masing-masing jumlah bin dapat dilihat pada Tabel 6.2 dan Gambar 6.3. 
Tabel 6.2 Hasil Pengujian Jumlah Bin 
Jumlah Bin 
Rata-rata akurasi 
Linear Polynomial RBF 
8 0,755 0,765 0,760 
16 0,784 0,793 0,786 
32 0,806 0,817 0,804 
64 0,821 0,826 0,806 
128 0,815 0,810 0,803 
 
 
Gambar 6.3 Grafik Hasil Pengujian Jumlah Bin 
Gambar 6.3 menunjukkan nilai rata-rata akurasi tertinggi dihasilkan pada bin 
yang berjumlah 64 yaitu sebesar 82,6% sedangkan nilai rata-rata akurasi terendah 
dihasilkan pada bin yang berjumlah 8 yaitu sebesar 75,5%. Hasil pengujian ini 
menunjukkan bahwa jumlah bin berpengaruh terhadap nilai akurasi. Jumlah bin 
yang terlalu kecil atau besar dapat mempengaruhi nilai akurasi. Jumlah bin yang 
terlalu kecil mengakibatkan fitur-fitur pada data serupa antara satu kelas dengan 
kelas yang lain sehingga fitur tidak dapat dikelompokkan dengan baik. Sedangkan 
jumlah bin yang terlalu besar mengakibatkan fitur-fitur pada data terlalu beragam 














6.3 Pengujian Ekstraksi Fitur Gabungan 
Pengujian ini dilakukan untuk mengetahui pengaruh fitur warna HSV Color 
Moments dan fitur tekstur Local Ternary Pattern terhadap hasil akurasi. Pengujian 
dilakukan pada masing-masing hasil ekstraksi fitur secara terpisah dan hasil 
ekstraksi kedua fitur yang digabung. Pengujian ini dilakukan sebanyak sepuluh kali 
percobaan untuk setiap ekstraksi fitur. Fitur HSV Color Moments terdiri dari nilai 
mean, deviasi standar dan skewness pada masing-masing ruang warna h, s dan v. 
Fitur Local Ternary Pattern menggunakan nilai threshold t=8 dan jumlah bin 
sebanyak 64. Hasil pengujian ekstraksi fitur gabungan dapat dilihat pada Tabel 6.3. 
Tabel 6.3 Hasil Pengujian Ekstraksi Fitur Gabungan 
Ekstraksi Fitur 
Rata-rata akurasi 
Linear Polynomial RBF 
HSV color moments 0,681 0,701 0,717 
Local Ternary Pattern 0,821 0,826 0,806 
Gabungan 0,835 0,831 0,817 
Tabel 6.3 menunjukkan hasil pengujian dari ekstraksi fitur warna HSV Color 
Moments sebesar 68,1% dan ekstraksi fitur tekstur Local Ternary Pattern sebesar 
82,6%. Hasil yang paling optimal ditunjukkan oleh ekstraksi fitur gabungan sebesar 
83,5%. Hal ini menunjukkan bahwa gabungan dari fitur warna dan tekstur dapat 
















BAB 7 PENUTUP 
7.1 Kesimpulan 
Berdasarkan hasil dari pengujian yang telah dilakukan pada penelitian ini, 
kesimpulan yang dapat diambil adalah sebagai berikut: 
1. Nilai threshold dan jumlah bin pada Local Ternary Pattern (LTP) dapat 
mempengaruhi hasil klasifikasi jenis makanan. Nilai threshold dan jumlah 
bin yang terlalu kecil maupun besar memberikan hasil klasifikasi yang 
kurang optimal. Nilai threshold yang paling optimal yaitu t=8 yang 
menghasilkan nilai rata-rata akurasi sebesar 75,3% dan jumlah bin yang 
paling optimal yaitu sebanyak 32 bin dengan hasil rata-rata akurasi sebesar 
82,6%. 
2. Fitur HSV Color Moments dan Local Ternary Pattern (LTP) dapat 
mempengaruhi hasil klasifikasi jenis makanan. Kedua fitur tersebut 
menghasilkan hasil akurasi yang lebih baik apabila kedua fitur digabungkan 
dibandingkan dengan kedua fitur digunakan secara terpisah. 
3. Metode ekstraksi fitur HSV Color Moments menghasilkan rata-rata nilai 
akurasi sebesar 71,7% dan metode ekstraksi fitur Local Ternary Pattern 
(LTP) menghasilkan rata-rata nilai akurasi sebesar 82,6%. Hasil dari 
gabungan kedua fitur menghasilkan rata-rata nilai akurasi yang paling 
optimal yaitu sebesar 83,5%. 
7.2 Saran 
Saran yang didapatkan pada penelitian ini yang dapat digunakan untuk 
penelitian selanjutnya yaitu menggunakan metode ekstraksi fitur warna maupun 
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B.3 Pengujian Ekstraksi Fitur Gabungan 
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