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La captation du réel sous forme de représentation numérique en trois dimensions consti-
tue une aide précieuse dans de nombreux domaines. Une grande variété de systèmes ont été
mis au point pour atteindre cet objectif : IRM de diffusion, sonars, palpeurs mécaniques,
télémètres laser, etc. Les progrès technologiques récents des appareils photographiques nu-
mériques ont fait d’eux une alternative, à la fois crédible et accessible au grand public, à ces
systèmes d’acquisition généralement coûteux. La reconstruction 3D photographique,
mieux connue sous le nom de photogrammétrie, regroupe un ensemble de techniques
dont le but est de retrouver la dimension perdue lors de la prise de vue. Ces techniques
intéressent de nombreux terrains d’application, comme par exemple la post-production
cinématographique, domaine dans lequel s’inscrit cette thèse.
Modélisation 3D
Un modèle 3D est constitué d’un ensemble d’informations géométriques (position,
orientation, etc.) et photométriques (couleur, texture, etc.) caractérisant une scène. À
partir de ces informations, la synthèse d’images permet de créer une image, en simulant
à la fois l’éclairage et l’appareil photographique. Un moteur de rendu [10, 133] calcule
la trajectoire des rayons lumineux, depuis les sources lumineuses jusqu’à la surface pho-
tosensible de l’appareil photographique, après réflexions (éventuellement multiples) sur la
surface des objets constituant la scène. Inversement, le scannage 3D vise à retrouver les
caractéristiques géométriques et photométriques d’une scène à partir de photographies.
L’obtention d’un modèle 3D se révèle utile, voire nécessaire, à de nombreux domaines
d’application [117] comme l’archéologie [87], l’aide au diagnostic médical [158], l’archi-
tecture [39] ou encore l’inspection visuelle de surfaces [147]. Quant à la post-production
cinématographique, elle constitue un secteur d’activité en pleine expansion, en particulier
pour les effets spéciaux, vu que les films et les publicités utilisent toujours plus d’effets
visuels, et que les spectateurs deviennent de plus en plus exigeants sur la qualité de ces
effets. La représentation d’une scène obtenue par scannage 3D se prête bien à la réalisation
de « trucages », comme par exemple l’ajout d’éléments à l’existant (personnages ou décors),
le rééclairage réaliste ou la pré-visualisation des effets spéciaux lors d’un tournage.
Reconstruction 3D
Le scannage 3D se distingue de la reconstruction 3D, qui cherche à retrouver les
seules informations géométriques de la scène. Les techniques de reconstruction 3D à partir
de photographies sont regroupées sous le terme générique de shape-from-X, « X » signifiant
que différents indices peuvent être utilisés pour la reconstruction 3D (ombre, contour,
texture, etc.). Les principales techniques de shape-from-X sont regroupées dans la table 1.
En réalité, c’est généralement une combinaison de ces techniques qui est utilisée, ce qui
permet de tirer parti des avantages de chacune.
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Techniques géométriques Techniques photométriques
Techniques Projection de lumière structurée [53] Shape-from-shading [74]
mono-vue Shape-from-shadows [152]
(n = 1 image) Shape-from-contour [25]
Shape-from-texture [171]
Shape-from-template [14]
Techniques Structure-from-motion [118] Stéréophotométrie [141]
multi-vues Stéréoscopie [47]
(n � 2 images) Shape-from-silhouettes [69]
Shape-from-focus [123]
Table 1 – Principales techniques de shape-from-X.
Les techniques de reconstruction 3D photométriques sont généralement sous-estimées,
car elles requièrent des conditions opératoires contraignantes. Elles sont souvent perçues
comme de purs exercices de style, alors que les techniques géométriques sont très en vogue.
Ces dernières ont d’ailleurs fait le succès de solutions commerciales « clé en main » comme
la Kinect de Microsoft, qui utilise la projection de lumière structurée, ou de logiciels libres
comme AliceVision [7], qui utilise le structure-from-motion.
Le pipeline de reconstruction 3D AliceVision
La société Mikros Image, acteur reconnu de l’industrie de la post-production, développe
depuis 2010 un pipeline de reconstruction 3D qui permet de créer un maillage 3D (informa-
tion géométrique) à partir d’un ensemble non ordonné de photographies. Le logiciel libre
Meshroom, qui est l’interface de la suite logicielle AliceVision [7], est le fruit d’une longue
collaboration entre Mikros Image et le laboratoire IRIT de Toulouse, qui s’est matérialisée
par la participation aux projets européens POPART (2015-2016) et LADIO (2017-2018), en
partenariat avec d’autres laboratoires européens tels que Simula (Oslo) et CTU (Prague),
et par la présente thèse, qui s’est déroulée dans le cadre d’une convention CIFRE.
Cette solution de photogrammétrie utilise la disparité entre images acquises sous
différents angles, à l’instar de la vision binoculaire humaine. Le pipeline classique de pho-
togrammétrie comporte deux étapes. Tout d’abord, le structure-from-motion permet
d’estimer les différentes poses de l’appareil photographique, ainsi qu’une représentation
parcimonieuse de la scène, qui prend la forme d’un nuage de points 3D très peu dense. Est
appliqué ensuite un algorithme de stéréoscopie multi-vues, plus connu sous sa dénomi-
nation anglaise multi-view stereo (MVS). À partir des poses de la caméra préalablement
estimées, le MVS fournit une reconstruction 3D dense par pose. Néanmoins, comme au-
cune de ces deux étapes n’utilise explicitement les caractéristiques photométriques de la
scène, la qualité des résultats dépend de la présence ou non de texture sur la surface des
objets à reconstruire. Lorsque la scène est peu texturée, ce pipeline ne parvient pas à four-
nir des résultats satisfaisants. Or, comme nous l’avons déjà dit, il est souvent opportun
de combiner différentes techniques de reconstruction 3D, afin de tirer parti des avantages
de chacune. Les lacunes de ce pipeline pourraient donc être comblées en combinant une
technique photométrique aux techniques géométriques utilisées par AliceVision.
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Reconstruction 3D par l’ombrage
Les techniques photométriques reposent sur l’analyse de la quantité de lumière reçue par
chaque site du capteur photosensible de l’appareil photographique. Si celui-ci est étalonné,
alors le niveau de gris (ou le niveau de couleur) est proportionnel à la luminance émise par
la scène, qui est caractéristique, en partie du moins, du relief.
Dans ce mémoire, nous nous intéressons particulièrement à la technique du shape-
from-shading (SfS), qui désigne la reconstruction 3D à partir de l’ombrage. La luminance
émise par une surface peut être modélisée par une fonction faisant intervenir l’éclairage, la
réflectance de la surface et sa géométrie. Le SfS, qui vise à inverser cette fonction pour re-
construire le relief de la scène, est un problème fondamentalement mal posé en l’absence de
connaissance sur l’éclairage et sur la réflectance, comme cela est illustré par la « métaphore
de l’atelier » d’Adelson et Pentland [1] (cf. figure 1).
(a) (b) (c) (d)
Figure 1 – La « métaphore de l’atelier » (extraite d’un article d’Adelson et Pentland [1]).
L’image (a) peut être interprétée : (b) en supposant que les variations de niveau de gris
sont uniquement dues à la réflectance (principe du « trompe-l’œil ») ; (c) en éclairant
une surface blanche plane par un jeu d’éclairages complexe ; (d) en modelant une forme 3D
uniformément blanche éclairée par un faisceau parallèle et uniforme. Le shape-from-shading
vise à estimer le relief à partir d’une image telle que (a), en supposant que l’éclairage
incident et la réflectance de la surface sont connus.
Si l’on demande à un peintre, à un « régisseur lumière » et à un sculpteur de réali-
ser une œuvre expliquant une image, chacun d’eux apportera une réponse différente, mais
toutes seront plausibles. Le peintre supposera la surface plane et l’éclairage uniforme, les
changements de clarté étant expliqués par des changements de couleur. Le régisseur lumière
proposera une configuration d’éclairages complexe, placée face à une surface plane de ré-
flectance uniforme. Enfin, le sculpteur expliquera les changements de clarté uniquement
par l’ombrage, qui résulte des variations locales d’orientation de la surface, l’éclairage et
la réflectance étant supposés uniformes. Cette métaphore illustre le caractère fondamen-
talement mal posé du SfS : il existe une infinité de triplets réflectance/éclairage/relief
permettant d’expliquer une image. Cela explique pourquoi le SfS suppose généralement
que la réflectance et l’éclairage sont connus, et à quel point la fiabilité de ces connaissances
est déterminante pour reconstruire le relief avec précision.
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L’utilisation du SfS étant limitée par des conditions opératoires très contrôlées, cela
explique en partie sa mauvaise réputation. En outre, même en connaissant parfaitement
l’éclairage et la réflectance, le problème à résoudre reste mal posé, car il subsiste des am-
biguïtés dites de « basses fréquences », comme l’ambiguïté concave/convexe. Malgré tout,
nous montrons dans ce mémoire comment les informations apportées par le SfS peuvent
aider à surmonter les lacunes d’un pipeline de photogrammétrie, dans la mesure où les
méthodes géométriques peuvent « guider » le SfS en lui apportant des informations sur la
géométrie de la scène. En outre, si le SfS utilise une seule pose de la caméra, son extension
aux techniques multi-vues se révèle prometteuse.
Contributions et organisation du mémoire
Cette thèse porte sur l’amélioration d’un pipeline de photogrammétrie dans le contexte
de la post-production, par combinaison de techniques photométriques et géométriques. À
terme, l’objectif de ce travail est de transformer un système de reconstruction 3D existant
en un outil plus complet permettant simultanément d’affiner le relief et d’estimer les ca-
ractéristiques photométriques de la scène que sont la réflectance de la surface et l’éclairage
incident. Les différentes contributions de cette thèse sont organisées comme suit.
Le pipeline classique de photogrammétrie est présenté dans le chapitre 1. Nous y esquis-
sons les principes des techniques de structure-from-motion et de stéréoscopie multi-vues.
Nous illustrons également les limites de ce pipeline, lorsque la scène est peu ou pas texturée.
Cette difficulté peut être surmontée grâce à l’apport du SfS, auquel nous nous intéressons
dans le chapitre 2. Nous proposons notamment une nouvelle méthode de résolution du
SfS, décrite initialement dans [139], qui est adaptée à des conditions d’éclairage naturel.
Le chapitre 3, qui reprend les travaux présentés dans [111, 112], décrit une méthode de re-
construction 3D d’objets non texturés combinant MVS et SfS. Les hypothèses nécessaires à
l’utilisation du SfS, à savoir la connaissance de la réflectance et de l’éclairage, sont reconsi-
dérées dans le chapitre 4. Cette étude, fondée sur les travaux présentés dans [113, 114, 115],
porte sur l’estimation conjointe de ces grandeurs à partir d’une géométrie grossière obtenue
par MVS. En guise de conclusion, nous présentons un algorithme qui estime la réflectance





Ce chapitre vise à présenter le pipeline « classique » de reconstruction 3D qui, à partir
de photographies d’une scène 3D prises sous différents angles, fournit un modèle 3D de
la scène. La facilité de prise en main de ce pipeline explique en partie son succès. Le
paragraphe 1.1 présente le modèle sténopé, qui décrit la façon dont une scène 3D forme
une image 2D par projection sur un plan. Dans le paragraphe 1.2, nous établissons les
relations géométriques entre les poses d’un appareil photographique qui, en se déplaçant
autour de la scène, permet d’obtenir un nuage de points, c’est-à-dire une reconstruction
3D faiblement dense de la scène. La méthode permettant de densifier la reconstruction 3D
ainsi obtenue est présentée dans le paragraphe 1.3. Enfin, nous terminons ce chapitre en
illustrant les limites de ce pipeline, notamment lorsque la scène est peu texturée.
1.1 De la scène 3D à la photographie
Trois éléments interviennent lors d’une prise de vue. Deux de ces éléments déterminent
la scène : l’objet 3D photographié, qui possède un certain nombre de caractéristiques
géométriques (position, orientation, etc.) et photométriques (couleur, texture, etc.), et
l’éclairage. Enfin, après d’éventuelles réflexions sur la surface de l’objet, les rayons lu-
mineux atteignent le troisième élément du dispositif : l’appareil photographique.
La reconstruction 3D photographique, ou photogrammétrie, permet d’obtenir un mo-
dèle 3D d’une scène à partir d’un ensemble de photographies. Elle nécessite de comprendre
comment la scène 3D se projette sur le plan image de l’appareil photographique (nous
utiliserons indifféremment l’anglicisme caméra pour désigner ce dernier). Le paragraphe
ci-après présente le modèle sténopé, dont une description détaillée est fournie dans [65].
1.1.1 Scène 3D
Le modèle sténopé est fréquemment utilisé en vision par ordinateur, car il constitue
un bon compromis entre simplicité et réalisme. Avant de nous pencher sur ce modèle,
commençons par caractériser brièvement la scène 3D observée.
Nous ne nous intéressons dans ce mémoire qu’aux objets opaques, pour lesquels seule
la surface S est visible, et laissons donc de côté les phénomènes de transparence et de
transluminescence. Dorénavant, nous n’utiliserons que cette notion pour caractériser le
relief à reconstruire. La surface est définie comme un ensemble de points 3D, chaque
point étant repéré par ses coordonnées, relativement à un repère de référence.
En supposant la surface différentiable, nous pouvons définir, en tout point X ∈ S,
la normale à la surface comme le vecteur orthogonal au plan tangent à S, unitaire et
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sortant. La géométrie de la surface S peut donc aussi être caractérisée par ses normales.
Ces notions étant introduites, nous pouvons à présent décrire géométriquement la pro-
jection d’un objet 3D en une image 2D.
1.1.2 Modèle sténopé
Un appareil photographique comporte deux éléments essentiels : l’objectif photogra-
phique, constitué d’un assemblage de lentilles, permet de projeter la scène 3D observée sur
le plan image ; la surface photosensible capte les photons pendant un court intervalle de
temps pour former l’image.
Bien que relativement complexe, le fonctionnement d’un tel système optique peut être
décrit par le modèle sténopé de la camera obscura (« chambre noire »), qui permet
de modéliser l’objectif photographique par une lentille unique. La création d’une image
photographique se ramène alors à une projection centrale, de centre de projection le centre
optique de l’appareil photographique, dite projection perspective.
En réalité, le modèle sténopé fait abstraction de l’aberration de distorsion [27]. Cette
aberration peut être corrigée si les paramètres intrinsèques de la caméra sont connus. Nous
supposons dorénavant que l’appareil photographique est calibré (cf. paragraphe 1.1.3) et
que les images sont corrigées de l’aberration de distorsion.
1.1.2.1 Définition des repères usuels
Afin de modéliser géométriquement cette projection, nous devons définir les différents
repères utilisés, qui sont illustrés sur la figure 1.1.
Repère caméra Un repère tridimensionnel direct est associé à l’appareil photogra-
phique, qui a pour origine le centre optique C. Ses axes X et Y sont parallèles aux bords de
l’image, et l’axe Z est parallèle à l’axe optique. Dans la mesure du possible, nous essaierons
de choisir comme repère de référence le repère caméra d’une des poses de la caméra.
Repère image La projection perspective met en bijection chaque point visible X ∈ R3
de la scène avec un point image x ∈ R2. Le repère dans lequel les coordonnées de x sont
définies a pour origine le point principal x0, qui se situe à l’intersection de l’axe optique
et du plan image, ses axes x et y étant parallèles aux axes X et Y du repère caméra.
Repère pixels Une image numérique étant composée d’un ensemble régulier de pixels,
celui-ci semble constituer un repère naturel pour les points de l’image. En assimilant les
pixels à des carrés réguliers, et en choisissant le côté du carré comme unité de longueur,
nous pouvons définir un nouveau repère 2D dont les axes u et v sont parallèles aux axes x
et y du repère image, mais dont l’origine est généralement positionnée dans le coin supérieur
gauche de l’image.
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Figure 1.1 – Modèle sténopé. L’axe optique coupe le plan image en un point x0 appelé
point principal. Le point 3D X se projette, par projection centrale de centre C sur le plan
image, en un point qui peut être exprimé par ses coordonnées x = [x, y]� dans le repère
image (en vert), ou par ses coordonnées p = [u, v]� dans le repère pixels (en rouge).
Distance focale La distance focale est l’une des principales caractéristiques d’un objectif
photographique : f désigne la distance focale image, qui est égale à la distance entre le
point principal x0 et le centre optique C, généralement exprimée en millimètres.
1.1.3 Matrice de calibrage
Les deux repères 2D que nous avons définis utilisent deux unités différentes : celle du
repère image est la même que celle de la scène 3D (généralement le millimètre), alors que
celle du repère pixels est le pixel.
Si nous notons k le nombre de pixels par unité de longueur, les coordonnées d’un point
image exprimées dans le repère image x = [x, y]� et dans le repère pixels p = [u, v]� sont
liées par la relation affine suivante :
�
u = k x + u0
v = k y + v0
(1.1)
où [u0, v0]
� désignent les coordonnées du point principal x0, exprimées dans le repère
pixels. Afin d’intégrer les constantes u0 et v0 à une formulation matricielle, il est d’usage
de réécrire ces expressions au moyen des coordonnées homogènes.
Coordonnées homogènes Pour un point r = [r1, r2, . . . , rn]
� de Rn, les coordonnées
homogènes prennent la forme d’un vecteur �r = [r1, r2, . . . , rn, 1]� de Rn+1. Le passage des
coordonnées homogènes aux coordonnées cartésiennes s’effectue en divisant les n premiers
7
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éléments de �r par son n + 1ème élément. Par conséquent, deux ensembles de coordonnées
homogènes proportionnels correspondent au même point de Rn.
Soit �p = [u, v, 1]� et �x = [x, y, 1]� les vecteurs de coordonnées homogènes associés,









En outre, comme cela est indiqué sur la figure 1.2, le théorème de Thalès permet de












































k f 0 u0















k f 0 u0











où f = k f est la distance focale exprimée en pixels. Cette matrice dépend de trois para-
mètres intrinsèques (ou paramètres internes) de l’appareil photographique, à savoir u0,
v0 et f , qui sont tous trois exprimés en pixels. Nous introduisons le point 3D y défini de









Grâce à (1.5) et (1.6), nous pouvons réécrire (1.4) :
�p = K y (1.7)
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Figure 1.2 – Vue de profil de la projection centrale, de centre C, d’un point 3D X en un
point x de l’image. Le point y est également obtenu par projection centrale, de centre C,
du point 3D X, mais sur un plan parallèle au plan image distant de 1 du point C.
1.1.4 Paramétrage de la surface
Par projection, chaque point visible X = [X, Y, Z]� de la surface est mis en bijection
avec un point image de coordonnées p = [u, v]� dans le repère pixels. La surface S peut donc
être paramétrée par le domaine de reconstruction Ω ⊂ R2, défini comme la projection
de S sur le plan image :
S =
�
X(u, v), [u, v]� ∈ Ω
�
(1.8)
L’ensemble Ω peut être défini indifféremment dans le repère image ou dans le repère pixels.
1.1.4.1 Fonction de profondeur







































Nous introduisons la fonction z, appelée fonction de profondeur (depth map), qui as-
socie à chaque point image, de coordonnées p = [u, v]� dans le repère pixels, la troisième
coordonnée z(u, v) = Z du point 3D conjugué. Ce faisant, nous réécrivons (1.11) :











La fonction de profondeur z constitue donc l’inconnue du problème de reconstruction 3D.
1.1.4.2 Projection orthogonale
Dans ce mémoire, nous traiterons aussi la projection orthogonale, que nous dési-
gnerons abusivement sous le terme de projection orthographique 1, pour laquelle le lien









Cette projection est moins réaliste que la projection perspective, mais également plus
simple. En particulier, il n’est plus nécessaire de positionner l’origine du repère 2D en
un point particulier. En effet, la relation (1.13) montre qu’un déplacement du point prin-
cipal de l’appareil photographique ne fait que translater la surface S en bloc, sans causer
de déformation.
Pour ces deux types de projection, la connaissance de la profondeur z(u, v) permet de
déterminer sans ambiguïté le point 3D X(u, v) recherché, à ceci près que, dans le cas de la
projection perspective, les paramètres intrinsèques (u0, v0, f) de l’appareil photographique
doivent être connus.
1.2 Utilisation de plusieurs vues
Le pipeline usuel de reconstruction 3D est connu sous le nom de photogrammétrie.
Son principe consiste à imiter la vision humaine, qui dispose de deux images prises sous
deux angles différents. En l’étendant au cas de n images, il est possible d’obtenir des
modèles 3D à grande échelle [2].
La première étape de ce pipeline, qui vise à estimer le déplacement de la caméra, permet
d’obtenir conjointement une description « parcimonieuse » (c’est-à-dire faiblement dense)
de la surface observée, ainsi que les différentes poses de la caméra. Elle procure donc la
structure de la scène à partir du mouvement de l’appareil photographique. C’est pourquoi
on l’appelle structure-from-motion (SfM).
1. Il s’agit effectivement d’un abus de langage, car la projection orthographique désigne un type de
projection légèrement différent.
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Un vaste pan de la littérature s’est intéressé aux algorithmes de SfM. Son utilisation en
milieu industriel [119] fait que cette technique de reconstruction 3D reste d’actualité et que
ses performances sont en constante amélioration [118]. S’il n’est pas dans nos objectifs de
décrire le SfM en détail, il est quand même utile d’en donner les principales caractéristiques.
1.2.1 Généralisation des notations
La prise en compte de plusieurs poses de la caméra nécessite d’utiliser plusieurs repères.
Dans ce contexte, et pour éviter toute ambiguïté, nous devons indexer la pose de la caméra.
Nous notons Ci l’origine du repère caméra Ri associé à la ième pose. Le repère caméra Rj
est lié au repère caméra Ri par une transformation rigide de Ri vers Rj caractérisée par
une matrice de rotation Ri→j et un vecteur de translation ti→j , tous deux exprimés dans
le repère Ri, de sorte que, pour un point 3D repéré par Xi = [Xi, Yi, Zi]
� dans Ri et par
Xj = [Xj , Yj , Zj ]
� dans Rj , la formule de changement de repère s’écrit :
Xi = Ri→j Xj + ti→j (1.14)
Comme la matrice Ri→j est orthogonale, cette égalité est facile à inverser :
Xj = R�i→j (Xi − ti→j) (1.15)
En intervertissant les indices i et j dans (1.14), et en identifiant avec (1.15), il vient :
Rj→i = R�i→j et tj→i = −Rj→i ti→j (1.16)
En combinant (1.14) et la relation de proportionnalité (1.9), il est possible d’exprimer
les coordonnées pi de l’image d’un point 3D X, exprimées dans le repère pixels de la ième
pose, en fonction des coordonnées Xj de ce point exprimées dans le repère caméra Rj :
�pi ∝ K (Ri→j Xj + ti→j) (1.17)
Si nous définissons la matrice de projection, de taille 3 × 4, par :
Pi→j = K [Ri→j | ti→j ] (1.18)
nous pouvons réécrire (1.17) sous une forme plus compacte :
�pi ∝ Pi→j �Xj (1.19)
Le SfM se fondant sur les relations géométriques liant un point 3D de la scène à ses
projections dans les différentes images, commençons par établir ces relations. Des analyses
plus complètes de la géométrie multi-vues sont proposées dans [65] et [73].
1.2.2 Géométrie à deux vues
Comme le montre le schéma de la figure 1.3, l’utilisation d’une deuxième pose de la
caméra permet de déterminer la position d’un point 3D par triangulation à partir de
ses projections dans les deux images, à condition que l’on dispose de paires de points







Image gauche Image droite
Figure 1.3 – L’utilisation de deux poses permet de déterminer la position du point 3D X
par triangulation, à condition que l’on connaisse la paire de points homologues (x1, x2).
1.2.2.1 Mise en correspondance
La mise en correspondance vise à trouver des éléments correspondants entre deux
images. Ce processus peut être scindé en trois étapes : la détection d’éléments remar-
quables, leur description, puis leur appariement.
Les points d’intérêt sont des points de l’image possédant des caractéristiques remar-
quables, par exemple un fort contraste ou une texture particulière. Ils peuvent prendre la
forme de points isolés, de segments, de courbes continues ou de régions. La recherche de
points d’intérêt n’intéresse pas seulement la reconstruction 3D, mais également la recon-
naissance et le suivi d’objets [20], la réalisation d’images panoramiques [29], la segmen-
tation [144], etc. Nous faisons ci-dessous une présentation succincte des différentes étapes
de la mise en correspondance. Il existe bien sûr des états de l’art [67], dont certains se
focalisent sur l’étape de détection [162].
La première étape de la mise en correspondance extrait les points d’intérêt d’une image
grâce à un détecteur de points d’intérêt. Une prise de décision locale détermine si une
zone de l’image présente une caractéristique intéressante. Un détecteur de points d’intérêt
est censé posséder les deux propriétés suivantes : précision et robustesse. Cette dernière
propriété est primordiale, puisque l’invariance à certaines transformations géométriques
(rotation, translation, changement d’échelle) ou photométriques (changement d’éclairage)
permet d’accroître les chances de succès de l’étape d’appariement. Depuis le détecteur de
coins de Harris et Stephens [63], première approche à avoir été utilisée à grande échelle de
par son invariance à l’orientation de la structure, de nombreuses améliorations portant sur
la robustesse et la répétabilité ont été proposées, jusqu’à l’apparition des détecteurs multi-
échelles tels que le détecteur de points SIFT proposé par Lowe [106], ou ses variantes [176].
Des détecteurs plus récents comme SURF [17], certes moins précis, permettent d’accélérer
sensiblement les calculs, voire de s’approcher du temps réel [6].
L’étape de description assigne ensuite une signature au point d’intérêt, de manière
à pouvoir repérer les projections d’un même point 3D dans une séquence d’images. La
robustesse déjà mentionnée aux transformations géométriques et photométriques est la
principale propriété recherchée chez un descripteur. Il est notable que les étapes de détection
et de description sont généralement effectuées par le même agent. On peut de nouveau citer
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le descripteur SIFT [106], qui fait également figure de référence. Plusieurs améliorations de
ce descripteur ont été proposées pour éviter une occupation mémoire trop importante, soit
en le représentant de manière plus compacte [157], soit en lui préférant des descripteurs
plus « légers » [30].
L’étape d’appariement consiste enfin à identifier les points présentant une forte simi-
larité entre les deux images. Trois éléments sont nécessaires à cette dernière étape : la
recherche des plus proches voisins, qui fournit les correspondances possibles entre images ;
la métrique, qui mesure la similarité entre deux points potentiellement homologues et doit
être choisie en fonction du détecteur utilisé ; une politique de rejet, qui valide les corres-
pondances (grâce à un seuil ou à un ratio utilisant le deuxième plus proche voisin [106]).
1.2.2.2 Droites épipolaires
Soit un point x1 d’une image appelée image gauche. Nous cherchons à apparier ce
point avec un point x2 d’une deuxième image de la même scène 3D, appelée image droite.
Puisque x1 et x2 sont censés correspondre à un même point 3D X, ces deux points, consi-
dérés comme des points de l’espace 3D, doivent se situer sur le plan défini par les points
C1, C2 et X. Or, ce plan coupe l’image gauche et l’image droite selon, respectivement,
deux droites D1 et D2. Ces deux droites épipolaires sont donc appariées. Dans chaque
image, l’ensemble des droites épipolaires forme un faisceau dont le centre est l’intersection
du plan image et de la droite (C1, C2). Ce point s’appelle l’épipôle. Ces différentes notions











Figure 1.4 – Le rayon issu de C1 et passant par x11 se projette sur l’image droite en une
droite D12 passant par le point x
1
2 conjugué de x
1
1. Les droites épipolaires de l’image droite
forment un faisceau dont le centre est l’épipôle e2. Bien entendu, ces définitions peuvent




Les relations entre points image et droites épipolaires peuvent être exprimées de manière
compacte. Soit X un point 3D, et x1 et x2 ses projections dans les deux images. Essayons
de caractériser la droite épipolaire D2 associée au point x1, c’est-à-dire la projection sur
l’image droite du rayon issu de C1 et passant par X. Pour cela, nous pouvons projeter dans
l’image droite deux points 3D situés sur ce rayon, par exemple X1 = C1 et le point X∞
situé à l’infini sur ce rayon. Il nous faut donc exprimer, dans le repère pixels de l’image
droite, les coordonnées p12 et p
∞




2 dans l’image droite de X
1 et X∞.
Le point X1 = C1 a pour coordonnées homogènes �X11 = [0, 0, 0, 1]� dans le repère R1.
La formule de projection (1.19) dans l’image droite s’écrit donc :
�p12 ∝ P2→1 [0, 0, 0, 1]� (1.20)
Si nous nous restreignons momentanément au cas à deux poses, nous pouvons noter, pour
simplifier, R pour R2→1 et t pour t2→1 dans la définition (1.18) de P2→1 :
P2→1 = K [R | t] (1.21)
ce qui nous permet de réécrire (1.20) :
�p12 ∝ K t (1.22)
D’autre part, les coordonnées X1 du point 3D X, exprimées dans le repère R1, et les
coordonnées p1 de son image x1, exprimées dans le repère pixels de l’image gauche, vérifient
la relation suivante, d’après (1.9) :
X1 ∝ K−1 �p1 (1.23)
Le point à l’infini X∞ situé sur le rayon issu de C1 et passant par X a donc pour coor-





dans le repère R1, et la projection de ce point dans






⇒ �p∞2 ∝ K R K−1 �p1 (1.24)
Dans l’image droite, la droite D2 passant par les deux points x12 et x
∞
2 est définie par
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Or, un produit vectoriel v ∧ w peut s’écrire sous la forme d’un produit matriciel [v]∧ w,
pourvu que la matrice [v]∧ associée à v = [v1, v2, v3]









Cela nous permet de réécrire l’équation (1.27) :
�p�2 K−� [t]∧ R K
−1 �p1 = 0 (1.29)
qui fait apparaître la matrice fondamentale, définie (à un facteur près) par :
F ∝ K−� [t]∧ R K
−1 (1.30)
De (1.29) et (1.30), nous tirons finalement la contrainte épipolaire :
�p�2 F �p1 = 0 (1.31)
L’équation (1.31) fournit non seulement l’équation cartésienne de la droite épipolaire D2,
sur laquelle doit se trouver le point homologue de x1, mais également l’équation cartésienne
de la droite épipolaire D1, sur laquelle doit se trouver le point homologue de x2. Cette
équation caractérise donc entièrement la géométrie épipolaire.
La matrice fondamentale F est définie seulement à un facteur multiplicatif près, puisque
le produit de F par n’importe quel réel non nul ne change rien à la validité de la contrainte
épipolaire (1.31). Par conséquent, huit éléments au plus de F sont indépendants. La matrice
antisymétrique [t]∧ étant singulière, nous en déduisons que F est également singulière, et
donc que son déterminant est nul. Cette contrainte supplémentaire diminue à sept au plus
le nombre de degrés de liberté de la matrice fondamentale.
1.2.2.4 Matrice essentielle
Dans le cas d’un appareil photographique calibré, il est possible d’exprimer les coor-
données des points dans les repères image, auquel cas la contrainte épipolaire (1.31) se
simplifie. En effet, l’équation (1.7) implique :
K−1 �p1 = y1 et K−1 �p2 = y2 (1.32)
En réinjectant ces deux égalités dans (1.29), il vient :
y�2 [t]∧ R y1 = 0 (1.33)
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Cette équation fait apparaître la matrice essentielle 2, définie (à un facteur près) par :
E ∝ [t]∧ R (1.34)
grâce à quoi nous pouvons réécrire la contrainte épipolaire (1.33) :
y�2 E y1 = 0 (1.35)
La matrice essentielle E représente la géométrie épipolaire calibrée, puisque le cali-
brage de la caméra est nécessaire à la définition des repères image. Elle possède les mêmes
propriétés que F. En particulier, elle est définie seulement à un facteur près.
La matrice essentielle peut être estimée par l’algorithme dit « des 8 points » [105], qui
consiste en une minimisation en moindres carrés linéaires. Si, en théorie, cet algorithme per-
met également d’estimer la matrice fondamentale, on lui préfère généralement l’algorithme
normalisé des 8 points [64], connu pour être numériquement plus stable.
1.2.3 Estimation de la pose
La matrice E, une fois estimée, permet d’estimer le déplacement de la caméra entre
deux poses. On parle d’estimation du mouvement ou d’estimation de la pose. Entre les
deux poses associées aux repères R1 et R2, ce déplacement est défini par une matrice de
rotation R et un vecteur de translation t (translation du centre optique), qui sont liés à la
matrice essentielle E par la relation (1.34).
Les méthodes d’estimation de la pose à partir de la matrice essentielle, telles qu’elles sont
décrites dans [65], mettent en évidence une ambiguïté sur le vecteur t, calculable seulement
à un facteur près. Même en fixant l’échelle de la reconstruction 3D par la contrainte �t� = 1,
ce qui revient à imposer (arbitrairement) au centre optique de se déplacer, entre deux poses
consécutives, d’une distance égale à 1, il reste encore deux possibilités pour le vecteur t. À
cette ambiguïté s’ajoute une autre ambiguïté sur la matrice de rotation R, pour laquelle il
existe deux solutions.
1.2.3.1 Triangulation
La triangulation vise à évaluer la position d’un point 3D à partir de ses projections dans
les différentes images, connaissant les poses de la caméra. Nous traitons pour commencer
le cas de figure minimal de deux poses.
En théorie, le point 3D X doit se situer à l’intersection des rayons (C1 y1) et (C2 y2).
Or, de par la définition (1.6), les coordonnées de X dans le repère R1 sont liées à y1 par :
X1 = Z1 y1 (1.36)
où Z1 ∈ R désigne la profondeur de X dans ce repère. De même, les coordonnées de X
dans le repère R2 sont liées à y2 par :
X2 = Z2 y2 (1.37)
2. On notera tout de même que la matrice essentielle a été introduite par Longuet-Higgins [105] avant
la matrice fondamentale, qui apparaît donc comme une généralisation de la matrice essentielle.
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où Z2 ∈ R désigne la profondeur de X dans R2. En utilisant la formule (1.15) de changement
de repère, il vient :
X1 = R�(Z2 y2 − t) (1.38)
La triangulation consiste donc simplement à trouver le couple de réels (Z1, Z2) vérifiant :
Z1 y1 = R�(Z2 y2 − t) (1.39)
En pratique, comme les données sont bruitées, les rayons (C1 y1) et (C2 y2) ne s’intersectent
pas. Il faut donc se contenter d’une solution approchée. Plusieurs méthodes sont décrites
dans [66]. On peut par exemple résoudre le problème suivant :
( �Z1, �Z2) = argmin
(Z1,Z2)∈R2
�Z1 y1 − R�(Z2 y2 − t) �2 (1.40)
puis choisir le point milieu entre �Z1 y1 et R�
�
�Z2 y2 − t
�
.
Validation de la paire (R, t) Comme nous l’avons déjà dit, quatre couples (R, t) sont
déductibles de la matrice essentielle. Après triangulation, il s’avère qu’une seule de ces
solutions situe la quasi-totalité des points 3D à l’avant de la caméra.
1.2.4 SfM à n vues
De nombreuses variantes de la technique du SfM ont été proposées, qui peuvent s’ins-
pirer d’une approche séquentielle [28], hiérarchique [163] ou globale [164]. Nous décrivons
ici, dans un but pédagogique, une stratégie naïve qui consiste à prendre en compte une
troisième image de la même scène.
À ce niveau du raisonnement, nous disposons d’une première reconstruction 3D par-
cimonieuse de la scène obtenue à partir de deux images, le repère de référence étant le
repère caméra de la première pose. L’image droite devient alors l’image gauche, tandis
que la troisième image devient l’image droite. Nous pouvons à nouveau estimer un couple
(R, t) décrivant le déplacement entre les poses 2 et 3, et reconstruire un nuage de points
3D parcimonieux caractéristique de la scène. Un simple changement de repère permet en-
suite de retrouver le couple (R, t) décrivant le déplacement entre les poses 1 et 3. Ainsi, de
proche en proche, l’ensemble des poses peuvent être estimées, ce qui permet de densifier la
reconstruction 3D de la scène.
Cette méthode de reconstruction 3D, qui semble très naturelle, est particulièrement
pertinente si l’on dispose d’une séquence d’images ordonnée, comme cela est le cas dans le
cadre de l’odométrie visuelle ou du SLAM (Simultaneous Localization And Mapping) [160].
Néanmoins, chaque nuage de points 3D est reconstruit à une échelle différente (rappelons
que la matrice E est estimée à un facteur d’échelle près). Or, si les différentes échelles ne
sont pas cohérentes entre elles, il en ira forcément de même pour les nuages de points 3D.
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1.2.4.1 Estimation de l’échelle a posteriori
Restreignons-nous pour simplifier au cas de n = 3 poses. Supposons qu’un nuage de
m points 3D Xk, k ∈ {1, . . . , m}, ait pu être estimé par triangulation, à partir des deux
premières poses. Les coordonnées homogènes des projections dans la troisième image de
ces points 3D, qui ont pour coordonnées Xk2 dans le repère R2, s’écrivent, d’après (1.19) :
�pk3 ∝ P3→2 �Xk2, k ∈ {1, . . . , m} (1.41)
Or, grâce à l’étape de mise en correspondance, nous connaissons les positions de ces pro-
jections dans la troisième image. La matrice de rotation R3→2 de la pose 2, relativement
à la pose 3, est invariante par changement d’échelle, mais la translation t3→2 du centre
optique est connue seulement à un facteur α ∈ R près, qui constitue l’inconnue du pro-
blème d’estimation de l’échelle a posteriori. Par conséquent, la matrice de projection P3→2
dépend de α, dont l’estimation peut se ramener à la résolution du problème suivant, qui
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En pratique, les solutions « industrielles » préfèrent à cette solution l’estimation conjointe
de l’échelle et de la pose. Une liste des méthodes de résolution de ce dernier problème, ap-
pelé PnP (pour Perspective-n-Point), est détaillée dans [100].
1.2.4.2 Ajustement de faisceaux
Dans la version de SfM que nous venons de présenter, les poses de la caméra sont
estimées l’une après l’autre. Cette manière de procéder est sujette à des effets de dérive
et d’accumulation des erreurs. Pour éviter de tels problèmes, il est d’usage d’effectuer a
posteriori des itérations d’ajustement de faisceaux. Plus connu sous sa dénomination
anglaise de bundle adjustment, ce procédé consiste en une optimisation non linéaire
visant à réduire les erreurs résiduelles de reprojection des points 3D dans les différentes
images. Une synthèse complète des méthodes d’ajustement de faisceaux peut être trouvée
dans [166]. Nous en présentons ici uniquement le principe.
L’ajustement de faisceaux consiste à estimer simultanément les poses des caméras et
les positions des points 3D, de manière à minimiser l’ensemble des erreurs de reprojection.



































où n désigne le nombre de poses préalablement estimées et m le nombre de points 3D, et
où l’indice « réf » désigne le repère de référence.
Pour simplifier l’écriture de (1.44), nous avons supposé que les points 3D Xk étaient
visibles dans toutes les images. En pratique, il faudrait tenir compte de la visibilité [50].
Le problème (1.44) est un problème d’optimisation en moindres carrés non linéaires, qui
peut être résolu par la méthode de Levenberg-Marquardt [108]. Il s’agit cependant d’un
problème non convexe : le choix d’une initialisation appropriée est donc crucial.
1.3 Stéréoscopie multi-vues
Plus connue sous la dénomination anglaise de multi-view stereo (MVS), cette tech-
nique de reconstruction 3D est complémentaire du SfM. À partir des poses de la caméra
estimées par SfM, le MVS fournit une fonction de profondeur, c’est-à-dire une recons-
truction 3D dense, pour chaque pose. Cette méthode utilise l’information fondamentale
contenue dans les images, à savoir les niveaux de gris (ou les niveaux de couleur, le cas
échéant). Une vue d’ensemble des pratiques liées au MVS est présentée dans [47].
1.3.1 Surface lambertienne
Une surface est lambertienne si la clarté de l’image d’un point 3D est indépendante de la
pose de la caméra. On parle également de surface mate ou « diffusante ». Une proportion
non négligeable des surfaces réelles présentent un comportement proche de celui d’une
surface lambertienne.
Le niveau de gris de l’image d’un point 3D de la scène est donc indépendant de la pose
de l’appareil photographique. Contrairement à l’étape préliminaire de SfM du pipeline de
reconstruction 3D, le MVS fait cette hypothèse en chaque point de la surface, grâce à quoi
nous pouvons espérer obtenir une reconstruction 3D dense.
1.3.2 Modélisation du MVS
Soit X un point 3D situé sur une surface opaque S, qui se projette en un point image
de coordonnées p dans le repère pixels. La projection centrale π, définie par p = π (X), est
inversible si l’on connaît la fonction de profondeur z. Dans ce cas, il existe une bijection
entre les points 3D visibles de la scène et leurs images, qui s’écrit X = π−1z (p), où l’indice
z sert à indiquer que, sans la connaissance de la fonction z, cette écriture serait ambiguë.
Nous disposons de n images de la même scène 3D, et des n poses correspondantes de la
caméra. La première pose peut être choisie comme référence. Pour un point 3D X visible
dans toutes les images, notons p = π(X) les coordonnées de la projection de ce point dans
l’image de référence, et pi = πi(X), i ∈ {2, . . . , n}, les coordonnées de ses projections dans
les n − 1 autres images, appelées « images témoins ». La loi de Lambert permet d’écrire :
Ii(pi) = I(p), i ∈ {2, . . . , n} (1.45)
où Ii et I désignent, respectivement, les fonctions de niveau de gris de l’image i et de
l’image de référence. Pour un point p de l’ensemble Ω, qui regroupe les points de l’image
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de référence visibles dans toutes les images témoins :
Ii ◦ πi ◦ π
−1
z (p) = I(p), i ∈ {2, . . . , n}, p ∈ Ω (1.46)
La stéréoscopie multi-vues recherche la fonction de profondeur z correspondant à l’image
de référence qui maximise la cohérence photométrique de celle-ci avec les n − 1 images
témoins. Les équations (1.46) ne sont jamais vérifiées exactement, entre autres parce que
les surfaces réelles ne sont jamais parfaitement lambertiennes. En considérant z comme













Sachant que nous ne connaissons pas les fonctions de niveau de gris, mais seulement leurs
valeurs en chaque pixel, il nous faut reformuler l’équation (1.47) sous forme discrète, en
notant z le vecteur contenant l’ensemble des valeurs z(p) de la profondeur associées aux















Dans cette formulation discrète, nous ne connaissons pas la valeur Ii ◦πi ◦π−1z (p). En effet,
il s’agit d’un point de l’image témoin i dont les coordonnées ne sont pas entières (sauf
cas exceptionnel). Cette valeur doit donc être approchée par interpolation (au plus proche
voisin, bilinéaire, bicubique, etc.). Le problème (1.48) se simplifie, car il peut être résolu











Dans les équations (1.47), (1.48) et (1.49), la cohérence photométrique se réduit à la
comparaison en moindres carrés de deux niveaux de gris. En pratique, tant dans les éléments
qu’elle vise à comparer que dans la forme, la cohérence photométrique est plus complexe (cf.
le panorama très complet présenté dans [47, chapitre 2]). Nous reviendrons plus en détail
sur ces variantes dans le chapitre 3. Notons pour le moment que la fonction à minimiser
peut se révéler non linéaire, non dérivable et/ou non convexe, ce qui rend l’optimisation
potentiellement difficile. C’est pourquoi la minimisation est généralement effectuée par
une recherche en force brute (brute-force) sur un ensemble de valeurs prédéfinies de la
profondeur. Cette stratégie, introduite initialement dans [68], peut paraître simpliste, mais
s’avère très efficace pour l’estimation de fonctions de profondeur de scènes 3D fortement
texturées [55]. La figure 1.5 en atteste : l’optimisation de la seule cohérence photométrique
permet d’estimer une fonction de profondeur dont la forme globale est satisfaisante du
point de vue qualitatif. Des détails géométriques très fins sont même retrouvés, malgré




Figure 1.5 – Reconstruction 3D par MVS d’une scène fortement texturée. En haut à
gauche : image de référence. En haut à droite : quatre images témoins (parmi 77). En
bas à gauche : fonction de profondeur correspondant à l’image de référence, obtenue avec
la suite logicielle AliceVision [7] par optimisation de la cohérence photométrique. Bien
que cette fonction comporte quelques artéfacts, certains détails géométriques très fins sont
effectivement retrouvés, comme le montre l’agrandissement en bas à droite.
Une fois qu’une fonction de profondeur par image a été estimée, le pipeline se poursuit
par la fusion des fonctions de profondeur en un maillage 3D [24, 81], puis par le plaquage
d’une texture sur le maillage [101]. Ceci permet d’obtenir un modèle 3D complet de la
scène, comme le montre l’exemple de la figure 1.6. La qualité d’une telle reconstruction 3D
témoigne de la maturité des pipelines de photogrammétrie. Notons néanmoins que, faute de
mieux, ce sont les images elles-mêmes qui sont utilisées pour tenir lieu de texture : la texture
plaquée sur le maillage mélange donc réflectance et ombrage, ce qui compromet un potentiel
rééclairage réaliste de la scène et met en évidence une première limitation inhérente aux
pipelines de photogrammétrie, sur laquelle nous reviendrons dans le chapitre 4.
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Figure 1.6 – À gauche : maillage 3D obtenu en sortie de la suite logicielle AliceVision [7],
par filtrage puis fusion de 78 fonctions de profondeur telles que celle de la figure 1.5. À
droite : modèle 3D complet, après plaquage d’une texture sur le maillage. Comme cette
texture provient directement des images d’entrée, elle mélange réflectance et ombrage, ce
qui compromet un potentiel rééclairage réaliste de la scène.
Les pipelines de photogrammétrie présentent une deuxième limitation importante : la
qualité des résultats dépend très fortement du caractère texturé de la scène à reconstruire.
Cela est illustré sur la figure 1.7, où la fonction de profondeur obtenue par optimisation de
la cohérence photométrique est tellement bruitée qu’elle ne comporte aucun détail géomé-
trique. Il n’est possible de réduire le bruit et retrouver les détails du relief qu’en fusionnant
de très nombreuses fonctions de profondeur. Mais, outre le problème déjà mentionné de
la texture, qui mélange réflectance et ombrage, la reconstruction 3D reste perfectible au
niveau des détails, qui sont fortement lissés. Comment faire en sorte que les fonctions de
profondeur estimées reproduisent effectivement les détails du relief ? Les chapitres 2 et 3
proposent plusieurs réponses, qui toutes font appel à la technique du shape-from-shading.
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Figure 1.7 – Reconstruction 3D par MVS d’une scène peu texturée. En haut, de gauche
à droite : image de référence, deux images témoins (parmi 49), et fonction de profondeur
correspondant à l’image de référence, obtenue avec la suite logicielle AliceVision [7] par
optimisation de la cohérence photométrique. Cette fonction est tellement bruitée qu’elle
ne reproduit aucun détail géométrique. En bas à gauche : maillage 3D obtenu par fusion
de 50 fonctions de profondeur. Des artéfacts dus au bruit restent présents, et les détails
géométriques sont fortement lissés, par exemple au niveau des yeux. En bas à droite :
modèle 3D complet. Alors que la texture devrait être uniforme, puisque le matériau est




Les pipelines de photogrammétrie existants, fondés sur le SfM et le MVS, constituent
des solutions technologiques matures au problème de la reconstruction 3D. Ils restent néan-
moins perfectibles, à cause de deux limitations importantes. D’une part, les fonctions de
profondeur estimées ne reproduisent pas les détails du relief lorsque la scène est peu tex-
turée. D’autre part, les images d’entrée sont directement plaquées sur le relief, en guise de
texture. Or, ces images mélangent réflectance et ombrage, ce qui peut être problématique
pour le rééclairage.
La suite de ce mémoire vise à surmonter ces deux limitations à l’aide d’une autre ca-
tégorie de techniques de reconstruction 3D, à savoir les techniques photométriques.
Ces techniques utilisent un modèle physique qui lie la scène 3D, l’éclairage et l’appareil
photographique, afin de déterminer le relief de la scène. En particulier, le shape-from-
shading (SfS) permet d’interpréter les variations de niveau de gris d’une image par des
caractéristiques géométriques denses de la scène 3D, y compris dans les zones non textu-
rées. Le SfS semble donc capable de combler les lacunes du MVS. De plus, les techniques
photométriques permettent d’estimer la réflectance de la surface et l’éclairage de la scène.
En plaquant sur le relief estimé non plus les images d’entrée, mais la réflectance estimée,
le rééclairage de la scène n’en sera que plus réaliste.
Le principal inconvénient des méthodes photométriques est qu’elles nécessitent des
conditions d’éclairage très contrôlées, que seules peuvent garantir des photographies prises
en laboratoire. Néanmoins, l’utilisation conjointe de ces méthodes et du pipeline classique
de reconstruction 3D semble prometteuse. Comme nous allons le voir dans le chapitre 2,
l’utilisation d’un relief initial obtenu par SfM-MVS permet à elle seule d’atteindre des
performances très encourageantes, bien que les méthodes photométriques n’utilisent géné-
ralement qu’une pose de la caméra. L’extension de ces méthodes au cas multi-vues, qui
sera proposée dans le chapitre 3, permet de combiner les avantages très complémentaires




en conditions d’éclairage naturel
Le champ d’application du pipeline de reconstruction 3D présenté dans le chapitre 1
est limité puisque, par principe, il ne peut reconstruire que des scènes texturées. Nous
avons vu que, pour une scène peu ou pas texturée, la cohérence photométrique n’était pas
suffisamment discriminante pour que la reconstruction 3D soit satisfaisante. Le recours à
d’autres techniques de reconstruction 3D semble nécessaire.
Les techniques de reconstruction 3D photométriques interprètent le niveau de gris d’une
image comme la combinaison de trois entités : le relief de la scène 3D, la réflectance et l’éclai-
rage. Si le relief et l’éclairage ont déjà été évoqués dans le chapitre 1, il nous faut à présent les
caractériser du point de vue photométrique. Enfin, la troisième entité à prendre en compte
est la réflectance de la surface, qui décrit la façon dont cette dernière réémet la lumière.
Après avoir défini plus précisément cette notion, nous décrivons dans le paragraphe 2.1 le
modèle photométrique de formation de l’image qui sera utilisé dans ce mémoire. Nous pré-
sentons ensuite, dans le paragraphe 2.2, le problème de la reconstruction 3D mono-oculaire,
connu sous le nom de shape-from-shading. Enfin, nous proposons dans le paragraphe 2.3
une nouvelle méthode de résolution de ce problème publiée dans [139].
2.1 Réflectance
La réflectance d’une surface permet de décrire la façon dont elle réémet la lumière,
c’est-à-dire de faire le lien entre la lumière reçue et la lumière réémise par la surface. C’est
cette dernière qui, indirectement, « s’imprime » sur la surface photosensible de l’appareil
photographique. Le but de ce paragraphe est de montrer comment l’aspect visuel d’une
photographie est lié aux caractéristiques géométriques et photométriques de la scène 3D.
Pour définir précisément la réflectance, il nous faut auparavant introduire quelques notions
de photométrie. Les explications fournies dans ce paragraphe sont inspirées de [41].
2.1.1 Définitions photométriques
Comme dans le chapitre 1, nous nous intéressons à une scène 3D dont la surface
est opaque. La description locale de l’éclairage de cette surface est donnée par la notion
d’éclairement E, qui est défini comme le flux lumineux incident par unité de surface.
L’énergie lumineuse réémise par la surface est décrite par la notion de luminance
émise L dans la direction ue, qui correspond à la « clarté apparente » de cette surface.
La luminance émise ne doit pas être confondue avec la luminance incidente L̄, qui
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caractérise l’énergie lumineuse reçue depuis la direction ui. La réflectance constitue le lien
entre éclairement et luminance émise.
Pour les matériaux opaques, la description la plus fine de la réémission de la lumière
est donnée par la fonction de distribution de la réflectance bidirectionnelle r, plus connue
sous le terme de réflectance [125] ou sous l’acronyme anglais BRDF (pour Bidirectional
Reflectance Distribution Function). Pour un élément de surface recevant un flux lumineux
incident L̄(ui) à l’intérieur d’un angle solide élémentaire dΩi autour de la direction ui, la
luminance élémentaire dL(ue) émise dans la direction ue est proportionnelle à l’éclairement
élémentaire dE. Le rapport de proportionnalité entre ces éléments est égal, par définition,
à la réflectance r. Si l’on caractérise les directions ui et ue par les angles (θi, φi) et (θe, φe),
définis comme la colatitude et l’azimut dans un repère orthonormé d’axe vertical porté par
le vecteur n normal à la surface (cf. figure 2.1), la réflectance r s’écrit :











Figure 2.1 – Définition des angles θi, φi, θe et φe.
Il est montré dans [41] que l’éclairement élémentaire est lié à la luminance incidente
par la relation suivante :
dE = L̄(ui) dΩi cos θi (2.2)
De plus :
dΩi = sin θi dθi dφi (2.3)
Nous tirons des égalités (2.1) à (2.3) une formulation intégrale de la luminance émise dans






r(θi, φi, θe, φe)L̄(ui) sin θi cos θi dθi dφi (2.4)
Il est notable que l’ensemble de ces grandeurs photométriques sont définies localement,




L’expression intégrale (2.4) de la luminance est généralement trop complexe pour être
utilisable. Nous nous restreignons dans ce mémoire aux surfaces lambertiennes, pour
lesquelles la réflectance est indépendante non seulement de la direction ui de la lumière
incidente, mais également de la direction d’émission ue : r(θi, φi, θe, φe) = r0. Cette hypo-
thèse est justifiée par le fait que beaucoup de surfaces réelles ont un comportement proche
de celui d’une surface lambertienne.
L’albédo ρ est une grandeur sans unité, comprise entre 0 et 1, qui mesure la proportion
d’énergie lumineuse réémise par la surface. Dans le cas d’une surface lambertienne, la
réflectance est entièrement caractérisée par l’albédo. On montre que la luminance s’exprime





où Es(X) désigne l’éclairement du point X de la surface.
En réalité, la BRDF, et donc l’albédo, peuvent dépendre de la longueur d’onde. En
toute rigueur, il faudrait manipuler la BRDF spectrale. Dans un souci de simplicité,
nous supposons dans un premier temps que l’appareil photographique mesure des niveaux
de gris et que l’albédo est un scalaire. Nous reviendrons sur ce point dans le chapitre 4, où
nous aborderons la question de la couleur.
Pour une source lumineuse ponctuelle, l’éclairage incident en un point X de la surface
peut être décrit par un vecteur s(X), dont la norme ψ(X) = �s(X)� est la densité du
flux lumineux :
s : R3 → R3
X �→ s(X) = ψ(X) s(X)
(2.6)
où s(X) est un vecteur unitaire. Pour simplifier les notations, il est d’usage d’orienter ce
vecteur vers la source. En supposant la source lumineuse infiniment distante de la scène,
l’éclairage est parallèle et uniforme, c’est-à-dire que sa direction et son intensité sont
les mêmes en tout point éclairé de la surface : s(X) = s0.
Notons que, tout comme pour l’albédo, le champ vectoriel s dépend a priori de la
longueur d’onde. Dans ce mémoire, nous négligeons cette dépendance spectrale, c’est-à-
dire que nous supposons que la source est « blanche ».
Si l’éclairage en un point X d’une surface est caractérisé par le vecteur s(X) ∈ R3,
l’éclairement en ce point vaut :
Es(X) = s(X)�n(X) (2.7)
où n(X) désigne la normale à la surface en X, sur laquelle nous reviendrons en détail dans
le paragraphe 2.2.1. Des égalités (2.5) et (2.7), nous tirons l’expression de la luminance
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2.1.3 Réflectance et niveau de gris
Nous supposons à présent que la surface S est photographiée par une caméra en niveaux
de gris, et nous notons I : Ω ⊂ R2 → R+ la fonction de niveau de gris de l’image obtenue.
Comme cela est montré dans [41], un appareil photographique calibré photométrique-
ment peut servir d’instrument de mesure de la luminance. En effet, si les sources d’assom-
brissement à la périphérie de l’image, à savoir le « vignetage » et le coefficient « cos4 α » [3],
sont corrigées par un calibrage approprié, l’éclairement Ei(u, v) de l’image au point image
p = [u, v]� est proportionnel à la luminance émise par le point 3D conjugué X(u, v) :
Ei(u, v) ∝ L(X(u, v)) (2.9)
D’autre part, après correction des non linéarités de la fonction de réponse du capteur
photosensible [37, 58, 143, 146], le niveau de gris est proportionnel à l’éclairement 1 :
I(u, v) ∝ Ei(u, v) (2.10)
Le coefficient de proportionnalité de l’équation (2.10) dépend de plusieurs facteurs tels
que l’ouverture de l’objectif, le temps de pose, le grandissement, etc. Des équations (2.8),
(2.9) et (2.10), nous tirons :
I(u, v) ∝ ρ(u, v) s(u, v)�n(u, v) (2.11)
où nous utilisons les notations simplifiées ρ(u, v) = ρ(X(u, v)), s(u, v) = s(X(u, v)) et
n(u, v) = n(X(u, v)).
Le coefficient de proportionnalité de la relation (2.11) peut être intégré à l’albédo ρ.
Dans la suite de ce mémoire, ρ(u, v) ne sera plus tenu à être compris entre 0 et 1, mais
nous continuerons à l’appeler albédo. Nous écrirons donc dorénavant la relation (2.11) sous
la forme d’une égalité :
I(u, v) = ρ(u, v) s(u, v)�n(u, v) (2.12)
tout en sachant qu’il s’agit en réalité d’une relation de proportionnalité.
2.1.4 Écarts au modèle lambertien
La relation (2.12), qui lie sous une forme particulièrement simple les caractéristiques
d’un point d’une surface lambertienne au niveau de gris de son image, présente de nombreux
avantages. En particulier, elle modélise bien de nombreux matériaux, bien qu’un certain
nombre de phénomènes provoquent des écarts à ce modèle.
Réflexions mutuelles La formulation (2.4) de la luminance n’est pas complète, car
chaque point de la surface se comporte lui-même comme une source lumineuse supplémen-
taire. Dans le cas où la surface présente des concavités, ce flux secondaire éclaire d’autres
points de la surface, ces points devenant à leur tour des sources lumineuses supplémentaires.
1. En pratique, le niveau de gris est noyé dans le bruit pour les points très sombres, et est limité par un
phénomène de saturation pour les points très brillants.
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À cause de ces réflexions mutuelles, les niveaux de gris mesurés sont généralement su-
périeurs aux valeurs prédites par le modèle (2.4), en particulier au voisinage des zones
concaves. En toute rigueur, ce modèle de luminance devrait être remplacé par la solution
d’une équation, connue en synthèse d’images sous le nom d’équation du rendu [86]. Vu
que la résolution de cette équation constitue un problème à part entière, nous préférons
négliger les réflexions mutuelles.
Reflets brillants La réflectance lambertienne r(θi, φi, θe, φe) = r0 caractérise bien les
matériaux mats. Bien entendu, aucun matériau réel n’est parfaitement lambertien, mais
la plupart des matériaux mats sont plutôt bien modélisés par la loi de Lambert (2.12),
qui présente l’avantage d’être linéaire. De nombreux autres modèles de réflectance ont été
proposés pour modéliser soit l’aspect brillant de certains matériaux [116], le plus connu de
cette catégorie étant le modèle de Phong [132], soit leur « rugosité » [128], qui découle de
la modélisation de la surface par des micro-facettes. Comme pour les réflexions mutuelles,
nous négligeons les reflets brillants, que nous traitons comme des données aberrantes.
Ombre propre Pour un éclairage donné, l’ombre propre est définie comme l’ensemble
des points 3D X tels que s(X)�n(X) ≤ 0. Nous devrions remplacer l’expression (2.7) de
l’éclairement par :
Es(X) = max{s(X)�n(X), 0} (2.13)
mais cela ferait perdre à la loi de Lambert (2.12) son caractère linéaire. Dans la présentation
générale du shape-from-shading du paragraphe 2.2, nous considérons pour simplifier que les
points de l’ombre propre sont des données aberrantes. Mais dans le paragraphe 2.3, nous
présentons une nouvelle méthode de résolution du SfS qui tient compte de l’ombre propre.
Ombre portée Il n’est pas nécessaire que s(X)�n(X) ≤ 0 pour qu’un point X soit dans
l’ombre. En effet, de nombreux points tels que s(X)�n(X) ≥ 0 ne sont pas éclairés, car la
lumière qui devrait les atteindre est arrêtée par un obstacle. Ces points constituent l’ombre
portée de s. Contrairement à l’ombre propre, qui peut être caractérisée localement, l’ombre
portée dépend de la géométrie globale de la scène. Le contexte de la reconstruction 3D
accentue la différence entre ces deux types d’ombres : s’il est possible de tenir compte
explicitement de l’ombre propre avec le modèle (2.13), cela constitue un problème ouvert
pour l’ombre portée. Dans ce mémoire, nous considérons les points de l’ombre portée comme
des données aberrantes, qui peuvent provoquer un biais dans l’estimation de l’albédo.
2.2 Reconstruction 3D par shape-from-shading
Le shape-from-shading (SfS) est une technique de reconstruction 3D qui utilise
comme indice l’ombrage (shading). La notion d’ombrage est définie dans [42] comme
« l’ensemble des phénomènes à cause desquels un même élément de surface matérielle ap-
paraît plus ou moins clair sur une photographie ». Dans la loi de Lambert (2.12), l’ombrage
correspond au produit scalaire s(u, v)�n(u, v).
29
CHAPITRE 2. SFS EN CONDITIONS D’ÉCLAIRAGE NATUREL
La technique du SfS a été développée dans les années 1970 au MIT, sous l’impulsion
de Horn [74], dont le but initial était de mettre au point un système de reconnaissance
automatique de visages. Dans ce paragraphe, nous revenons sur l’équation (2.12) et son
utilisation dans le cadre du SfS.
La prise en compte des réflexions mutuelles et de l’ombre portée rend le problème
difficile, puisqu’il ne peut alors être résolu que globalement. Or, comme cela a déjà été dit,
nous négligeons ces écarts au modèle lambertien et les considérons dorénavant comme des
données aberrantes, tout comme les reflets brillants.
Dans un premier temps, tout en négligeant l’ombre propre, nous cherchons à recons-
truire une surface lambertienne éclairée par un flux lumineux parallèle et uniforme carac-
térisé par le vecteur s0, c’est-à-dire que nous simplifions encore le modèle (2.12) :
I(u, v) = ρ(u, v) s�0 n(u, v) (2.14)
2.2.1 Modélisation du SfS
Commençons par modéliser le SfS dans le cas de la projection orthographique, qui
est moins réaliste que le modèle perspectif, mais plus simple. Le SfS vise à estimer le
relief de la surface observée à partir d’un modèle tel que (2.14). Nous cherchons donc à
évaluer la normale n(u, v) qui, par définition, appartient à la sphère unité S2 ⊂ R3. La
simple observation de l’équation (2.14) suffit à montrer le caractère mal posé du SfS, qui
a constitué un sujet d’étude à part entière [91, 126]. En effet, si l’on dispose d’une seule
image (en niveaux de gris) de la scène, cette équation comporte trois inconnues scalaires
en chaque point (u, v) : une pour l’albédo ρ(u, v) plus les deux degrés de liberté de n(u, v).
2.2.1.1 Ambiguïtés du SfS
Une première ambiguïté survient si l’albédo est inconnu, puisque l’albédo ρ(u, v) et
l’ombrage s�0 n(u, v) peuvent alors être intervertis dans (2.14). Cette ambiguïté est connue
sous le nom de trompe-l’œil. Même si l’albédo est connu, une deuxième ambiguïté survient
lorsque l’éclairage est inconnu. Cette ambiguïté, connue sous le nom d’ambiguïté de bas-
relief, a été formalisée dans [18]. Comme nous le verrons plus tard, l’éclairage peut être soit
préalablement calibré, soit estimé à partir d’une connaissance, même imprécise, du relief.
Un cas particulier de l’ambiguïté de bas-relief est l’ambiguïté concave/convexe [130].
Sur l’exemple de la figure 2.2, comme le système visuel humain suppose généralement que
la lumière vient d’en haut, l’interprétation du relief dépend de l’orientation de l’image 2.
Afin de nous focaliser sur l’estimation du relief de la surface, nous supposons que ρ(u, v)
est connu (en pratique, nous posons ρ(u, v) = 1) et que l’éclairage s0, supposé parallèle et
uniforme, est connu. Ces hypothèses peuvent être évitées par une estimation simultanée de
la géométrie, de l’éclairage et de la réflectance [13], mais nous nous concentrons dans un
premier temps sur l’estimation de la géométrie. Une estimation conjointe de la géométrie,
de l’albédo et de l’éclairage sera présentée dans le chapitre 4.
2. Cet effet ne fonctionnerait pas avec une scène usuelle, pour laquelle l’interprétation du relief par le
système visuel humain utilise des informations dites « de haut niveau ».
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Figure 2.2 – À gauche : photographie de deux monticules de cendres des îles Hawaii.
À droite : après retournement de la photographie, les monticules sont « devenus » des
cratères. Cet exemple illustre l’ambiguïté concave/convexe inhérente au SfS : un même
relief peut être interprété de différentes manières. Cette illustration provient de [130] (crédit
photographique : Whitman Richards).
Ces hypothèses (plus ou moins justifiées) sur l’albédo et sur l’éclairage ne suffisent
quand même pas à faire du SfS un problème bien posé. En effet, en notant θ(u, v) l’angle
formé par les vecteurs s0 et n(u, v), et en supposant que �s0� = 1, la loi (2.14) devient :
I(u, v) = cos θ(u, v) (2.15)
Cette équation montre que les normales vérifiant (2.14) forment un cône ayant pour axe le




Figure 2.3 – Si l’albédo ρ(u, v) et l’éclairage s0 sont connus, les normales n(u, v) vérifiant
l’équation (2.14) forment un cône ayant pour axe le vecteur d’éclairage s0. D’après (2.15),
le demi-angle au sommet de ce cône vaut θ(u, v) = arccos I(u, v).
2.2.1.2 Expression de la normale
Avant de détailler les équations du SfS, il nous faut commencer par expliciter le champ
de normales à la surface. En effet, l’équation (2.14) fait apparaître la normale, dont l’exis-
tence même suppose que la fonction z est différentiable, ce que nous faisons dorénavant.
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En utilisant le paramétrage de la surface par les coordonnées (u, v) dans le repère pixels
de l’image, nous définissons le champ de normales sur le domaine de reconstruction Ω :
n : Ω → S2 ⊂ R3
(u, v) �→ n(u, v) = [n1(u, v), n2(u, v), n3(u, v)]�
(2.16)
Pour une surface différentiable, la normale est colinéaire au produit vectoriel des deux
dérivées partielles ∂uX(u, v) et ∂vX(u, v) de X(u, v) :
n(u, v) = ±
∂uX(u, v) ∧ ∂vX(u, v)
�∂uX(u, v) ∧ ∂vX(u, v)�
(2.17)
Sous l’hypothèse de la projection orthographique, nous déduisons de (1.13) :
∂uX(u, v) = [1, 0, zu(u, v)]
� et ∂vX(u, v) = [0, 1, zv(u, v)]
� (2.18)
Comme l’axe z est orienté vers la scène (cf. figure 1.1), la troisième composante de la nor-
male, exprimée dans le repère caméra, doit être négative. Nous déduisons donc facilement
des égalités (2.17) et (2.18) :
n(u, v) =
1�






Cette expression montre que la linéarité du modèle (2.14), relativement aux composantes
de la normale, est perdue vis-à-vis de la profondeur z. Cela est dû au dénominateur du
membre droit de (2.19), dont la présence s’explique par la contrainte �n(u, v)� = 1.
2.2.1.3 Équation eikonale
Si l’éclairage, supposé parallèle et uniforme, est caractérisé par le vecteur s0 = [s1, s2, s3]
�,
les équations (2.14) et (2.19) nous permettent d’établir le lien entre la géométrie de la scène




�∇z(u, v)�2 + 1 − [s1, s2]
� ∇z(u, v) + s3 = 0 (2.20)
Sous l’hypothèse ρ(u, v) = 1, l’équation (2.20) devient :
I(u, v)
�
�∇z(u, v)�2 + 1 − [s1, s2]
� ∇z(u, v) + s3 = 0 (2.21)
La formulation la plus simple du SfS suppose de plus que l’éclairage est frontal et de norme
égale à 1, c’est-à-dire que s0 = [0, 0, −1]






qui est connue sous le nom d’équation eikonale. Cette équation très simple suffit à mettre
en évidence l’ambiguïté concave/convexe. En effet, pour toute solution z0 de (2.22), il est
clair que −z0 est également solution.
L’estimation de la profondeur par SfS consiste, sous ces hypothèses, à résoudre l’équa-
tion (2.22), qui est une équation aux dérivées partielles (EDP) non linéaire du premier
ordre. Mais une autre modélisation du SfS, non différentielle, est également très utilisée.
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2.2.1.4 Modélisation non différentielle du SfS
La modélisation non différentielle du SfS nécessite l’introduction d’inconnues p et q





L’équation eikonale (2.22) devient alors :




La résolution en (p, q) de cette équation ne suffit pas à résoudre le problème du SfS. En effet,
une deuxième étape est nécessaire, qui consiste à calculer la profondeur z par résolution
des équations (2.23), c’est-à-dire à résoudre un problème d’intégration. Contrairement
aux apparences, l’intégration d’un champ de normales constitue un problème délicat, qui
a été étudié en détail dans [137].
2.2.2 Résolution du SfS
La résolution du SfS a donné lieu à une littérature abondante. Trois états de l’art sur
les méthodes de résolution ont paru depuis les premiers travaux de Horn [43, 76, 178].
2.2.2.1 Résolution des modèles différentiels
La première catégorie de méthodes de résolution vise à résoudre de manière exacte le
modèle différentiel du SfS, qui prend par exemple la forme de l’EDP non linéaire (2.21), en
supposant la surface différentiable (presque partout). Historiquement, la première approche
proposée par Horn [74] tentait de résoudre cette EDP non linéaire par la méthode des
caractéristiques. Depuis, des méthodes numériques plus efficaces ont été proposées, par
exemple grâce aux « solutions de viscosité » [35, 44, 103, 134, 148] ou aux « courbes de
niveau » [89, 90]. Si elles ne nécessitent aucun réglage de paramètre, ces méthodes manquent
cependant parfois de robustesse et nécessitent généralement une condition au bord.
2.2.2.2 Résolution des modèles non différentiels
Contrairement aux modèles différentiels, les modèles non différentiels du SfS sont tel-
lement mal contraints que l’utilisation d’une condition au bord ne suffit pas à rendre la
solution unique [41]. Une possibilité consiste à utiliser un modèle de surface local [34, 130].
De biens meilleurs résultats peuvent être obtenus grâce à la « théorie de la régularisa-
tion », qui consiste à ajouter au modèle des a priori sur la solution, de manière à mieux
contraindre le problème et à garantir la régularité de la solution. Les méthodes variation-
nelles permettent de trouver une solution approchée à cette catégorie de problèmes. Mais si
l’ajout d’un a priori est simple, le réglage des paramètres peut se révéler fastidieux. Cette
approche a été introduite par Horn et Brooks pour résoudre le SfS [75], afin d’ajouter un
a priori d’intégrabilité sur le champ vectoriel [p, q]� [45], a priori qui a été réutilisé dans
différents travaux [159] et sur lequel nous reviendrons dans le paragraphe 2.3.4.
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2.3 Comment rendre le SfS opérationnel
De nombreuses approches ont cherché à supprimer, ou du moins à assouplir, les hy-
pothèses du SfS. En effet, les méthodes de résolution du SfS sont limitées par le nombre
d’hypothèses plus ou moins réalistes qu’elles requièrent. Et, même en reformulant le pro-
blème de manière à le rendre bien posé, la robustesse de la solution est difficile à garantir.
Non seulement la résolution de l’équation liant le niveau de gris au gradient de profondeur
peut être difficile en soi, mais la présence de données aberrantes risque fort, en pratique,
de dégrader le relief obtenu.
Dans ce paragraphe, nous commençons par présenter le moyen le plus simple pour
rendre le SfS bien posé, qui consiste à utiliser plusieurs photographies prises sous différents
éclairages. La mise en œuvre de cette technique très performante nécessite néanmoins de
bien contrôler l’éclairage, ce qui peut s’avérer contraignant. Nous proposons ensuite une
nouvelle modélisation générique du SfS, qui reste valide pour différents jeux d’hypothèses et
permet en particulier, conformément à l’objectif visé, d’utiliser le SfS en milieu extérieur.
Enfin, nous proposons un nouvelle méthode de résolution numérique de ce modèle, que
nous validons par des tests sur données de synthèse et sur données réelles.
2.3.1 Stéréophotométrie
Le moyen le plus connu pour faire de la reconstruction 3D photométrique un problème
bien posé est d’utiliser n > 1 images prises sous le même point de vue, mais sous différents
éclairages. Si la surface est lambertienne et que les éclairages sont parallèles et uniformes,
c’est-à-dire caractérisés par des vecteurs si, i ∈ {1, . . . , n}, l’équation (2.14) peut être
remplacée par le système suivant :
Ii(u, v) = ρ(u, v) s�i n(u, v), i ∈ {1, . . . , n} (2.25)
Dans cette variante du SfS, appelée stéréophotométrie (ou photometric stereo) [172],
l’albédo ρ(u, v) et la normale n(u, v) peuvent être estimés sans aucune ambiguïté, dès lors
que n ≥ 3 éclairages si non coplanaires sont utilisés.
De nombreuses variantes de cette technique ont été proposées. Par exemple, elle a été
étendue au cas où les éclairages ne sont pas calibrés [16, 140], à la prise en compte des
différents canaux colorés des images [138], à des réflectances non lambertiennes [110]. Une
étude récente très complète de la stéréophotométrie a été menée dans [141].
Une variante astucieuse de la stéréophotométrie consiste à prendre une seule photogra-
phie en couleur d’une scène 3D éclairée par trois sources lumineuses colorées (en rouge,
vert et bleu). En utilisant les trois canaux de l’image, il est effectivement possible d’estimer
le relief d’une surface blanche par stéréophotométrie [83]. Cette idée a été mise à profit
pour effectuer la reconstruction 3D d’une scène déformable en temps réel [70].
Le champ d’application de nos recherches ne permet malheureusement pas d’utiliser la
stéréophotométrie. En règle générale, l’éclairage est à la fois « naturel », c’est-à-dire non
contrôlé, et identique d’une photographie à l’autre. Il nous faut donc nous cantonner au
cadre du SfS classique, tout en relâchant certaines hypothèses pour nous approcher le plus
possible des conditions opératoires visées.
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2.3.2 Vers des hypothèses plus réalistes
2.3.2.1 Projection perspective
La projection perspective (cf. chapitre 1) est plus réaliste que la projection orthogra-
phique, dont nous avons fait l’hypothèse jusqu’à présent. De nombreux travaux se sont
intéressés au SfS sous l’hypothèse de la projection perspective [26, 99, 161], d’autant que
le SfS devient alors mieux posé et permet de relâcher certaines contraintes [134].
Afin de rendre la méthode de résolution que nous proposons la plus générique possible,
il nous faudra néanmoins considérer les deux types de projection (orthographique et pers-
pective). Commençons donc par établir l’expression de la normale n(u, v) sous l’hypothèse
de la projection perspective.
Nous suivons dans ce paragraphe le même cheminement que dans le paragraphe 2.2.1.2.
Rappelons tout d’abord que, sous l’hypothèse de la projection perspective, d’après (1.12) :










De cette expression, nous déduisons le produit vectoriel suivant :





z(u, v) + (u − u0) zu(u, v) + (v − v0) zv(u, v)

 (2.27)
Sauf cas exceptionnel, la normale en un point visible de la surface observée doit pointer
vers la caméra. Il nous faut donc modifier le signe du produit vectoriel (2.27), ce qui nous








f2 �∇z̃(u, v)�2 +
�
1 + [u − u0, v − v0]
� ∇z̃(u, v)
�2 (2.28)
Afin de simplifier les équations à venir, nous regroupons les expressions (2.19) et (2.28)
sous une forme générique :
n : Ω → S2 ⊂ R3









(z, f, ũ, ṽ) =
�
(z, 1, 0, 0) pour la projection orthographique
(z̃, f, u − u0, v − v0) pour la projection perspective
(2.30)
et où la fonction d∇z permet de garantir la contrainte �n(u, v)� = 1 :
d∇z : Ω → R
(u, v) �→ d∇z(u, v) =
�
f2 �∇z(u, v)�2 +
�
1 + [ũ, ṽ]� ∇z(u, v)
�2 (2.31)
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2.3.2.2 Réflectance non lambertienne
Sous l’hypothèse lambertienne, la réflectance de la surface est entièrement caractérisée
par l’albédo. Celui-ci est supposé connu afin de réduire les ambiguïtés du problème 3. Ces
hypothèses sont très fortes. D’une part, une grande majorité de surfaces présentent des
écarts au modèle (2.12), de par leur réflectance. D’autre part, même dans le cas d’une
surface parfaitement lambertienne, la connaissance de l’albédo constitue en soi une réelle
difficulté.
De nombreux travaux sur le SfS se sont intéressés à des modèles de réflectance plus
complexes [4, 12, 165], particulièrement au modèle d’Oren-Nayar [84, 85] et au modèle de
Phong [168, 169]. Mais dans les deux cas, cela se fait au prix de difficultés numériques non
négligeables. Nous préférons profiter de la simplicité du modèle lambertien et considérer
que les écarts à ce modèle, tels que les reflets brillants, constituent des données aberrantes.
Dans un premier temps, nous continuons de supposer l’albédo connu, une hypothèse sur
laquelle nous reviendrons dans le chapitre 4.
2.3.2.3 Éclairage non parallèle
La méthode de résolution du SfS que nous allons décrire a pour vocation d’être appliquée
à des scènes 3D réelles, photographiées en « conditions d’éclairage naturel ». Il semble donc
impératif de dépasser le modèle d’éclairage parallèle et uniforme, dont la direction et la
densité de flux sont identiques en tout point éclairé de la surface.
Des modèles d’éclairage plus réalistes ont été étudiés. L’hypothèse d’une source lumi-
neuse ponctuelle proche a permis une généralisation intéressante des méthodes de résolution
du SfS [26, 79, 135], mais cette extension reste tout de même très éloignée d’un éclairage
naturel. Certains travaux ont montré l’intérêt qu’il y a à supposer l’éclairage purement
diffus [95, 155], auquel cas les photographies en extérieur sont contraintes à être prises par
un temps nuageux.
Nous utilisons dans ce mémoire une modélisation de l’éclairage par les harmoniques
sphériques. Le modèle (2.12) ne tient compte que d’une seule direction d’éclairage s(u, v)
en chaque point de la surface. Un éclairage naturel peut être vu comme un ensemble de
sources ponctuelles situées à l’infini, c’est-à-dire comme un ensemble d’éclairages parallèles
et uniformes caractérisés par autant de directions ui. Reprenons le raisonnement ayant
abouti au modèle (2.12), en sommant les contributions de ces différentes sources lumineuses.
Notons H(u, v) l’hémisphère « extérieure » reposant sur le plan localement tangent à la
surface en X(u, v). La totalité de l’énergie lumineuse atteignant X(u, v) traverse cette
hémisphère. En utilisant l’expression (2.2) de dE, nous obtenons l’expression suivante pour




L̄(ui) u�i n(u, v) dΩi (2.32)
3. Généralement, l’albédo est même supposé uniformément égal à 1.
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L̄(ui) u�i n(u, v) dΩi (2.33)
De (2.9), (2.10) et (2.33), nous tirons enfin :
I(u, v) ∝ ρ(u, v)
�
H(u,v)
L̄(ui) u�i n(u, v) dΩi (2.34)
Dans (2.34), nous pouvons étendre le domaine d’intégration à la sphère unité S2, pour
peu que seule l’hémisphère H(u, v) soit prise en compte, c’est-à-dire en tenant compte
uniquement des directions ui telles que u�i n(u, v) ≥ 0 :
I(u, v) ∝ ρ(u, v)
�
S2
L̄(ui) max{u�i n(u, v), 0} dΩi (2.35)
Or, grâce au théorème de Funk-Hecke, l’intégrale dans (2.35) peut être approchée par des
harmoniques sphériques [15, 142], et ce de la manière suivante :
�
S2
L̄(ui) max{u�i n(u, v), 0} dΩi ≈ σ
�ν(u, v) (2.36)
où σ ∈ R9 constitue une représentation compacte de l’éclairage, indépendante de (u, v), et
où ν(u, v) ∈ R9 caractérise l’information géométrique locale. Ce vecteur, qui constitue une






n1(u, v) n2(u, v)
n1(u, v) n3(u, v)
n2(u, v) n3(u, v)
n1(u, v)2 − n2(u, v)2




Au même titre que la base de Fourier permet de décomposer fréquentiellement un signal,
les harmoniques sphériques offrent une décomposition des fonctions définies sur S2 adaptée
à notre cas, puisque la réflectance lambertienne agit comme un filtre passe-bas. L’éclairage
peut donc être approché par quelques coefficients sur la base des harmoniques sphériques.
En réalité, la taille des vecteurs σ et ν(u, v) est modulable. Plus le nombre de coeffi-
cients pris en compte est grand, plus la description de l’éclairage est précise. Le premier
coefficient (approximation « à l’ordre zéro ») ne permet de modéliser que la composante
« diffuse » de l’éclairage. Les trois coefficients suivants correspondent à l’éclairage parallèle
et uniforme utilisé jusqu’ici. Les cinq coefficients suivants correspondent à des éclairages
plus complexes [142]. Il a été montré que l’approximation « au premier ordre », qui uti-
lise les quatre premiers coefficients, permet de représenter 87, 5% de l’énergie lumineuse,
tandis que l’approximation « au deuxième ordre », qui utilise neuf coefficients, permet de
représenter jusqu’à 99, 2% de cette énergie [46].
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Les équations (2.35) et (2.36) nous permettent d’établir le modèle suivant, qui constitue
une extension de la loi de Lambert (2.12) 4 :
I(u, v) = ρ(u, v)σ�ν(u, v) (2.38)
Il est notable que les cinq dernières composantes de l’expression (2.37) de ν(u, v) sont
non linéaires vis-à-vis des composantes de la normale, mais ces non linéarités ne créent pas
de difficulté nouvelle. En effet, nous avons déjà vu que la linéarité du modèle (2.12), qui
est effective vis-à-vis des composantes de la normale, est perdue vis-à-vis de la fonction de
profondeur z, à cause de la contrainte �n� = 1. En pratique, le modèle (2.38) ne se révèle
donc pas beaucoup plus difficile à manipuler que (2.12). Il permet de modéliser l’éclairage
d’une façon bien plus réaliste, au prix d’une non linéarité légèrement accrue.
Des harmoniques sphériques du premier ordre ont été utilisées dans différents tra-
vaux [78, 127], ainsi que des harmoniques sphériques du deuxième ordre [83, 145]. Ces
dernières ont également servi [13] à résoudre le problème complexe de la décomposition
intrinsèque de l’image à partir de l’ombrage (baptisée SIRFS, pour Shape, Illumination
and Reflectance From Shading) 5.
Nous désignons par σi la ième composante du vecteur d’éclairage σ. D’après la définition
(2.37) du vecteur ν(u, v), un éclairage parallèle et uniforme correspond à un vecteur σ tel
que σi = 0, pour i ∈ {1, 5, 6, 7, 8, 9}. Comme nous l’avons déjà fait pour l’albédo, nous
supposons dans ce chapitre l’éclairage connu, son estimation étant reportée au chapitre 4.
2.3.2.4 Utilisation d’un relief préalablement estimé
L’ambiguïté concave/convexe restant un problème fondamental du SfS, il semble per-
tinent d’utiliser davantage d’information pour guider la résolution, par exemple en forçant
la solution à « ressembler » à un relief préalablement estimé, qui peut être fourni par un
capteur externe (caméra de profondeur de type Kinect) [59, 61, 62, 127, 174, 177]. Cette
procédure permet également de fusionner les informations photométriques contenues dans
les images avec les données géométriques obtenues par d’autres techniques de reconstruc-
tion 3D [77, 98, 179], comme celles que nous avons présentées dans le chapitre 1.
2.3.3 Modèle différentiel générique
Les travaux évoqués dans le paragraphe précédent [13, 78, 127] ne sont malheureusement
pas totalement satisfaisants. En effet, les méthodes conçues pour lever les ambiguïtés du
problème et tenir compte du bruit se révèlent souvent motivées par des considérations
de stabilité numérique. Par exemple, les résultats obtenus par la méthode SIRFS [13]
ne sont plus du tout acceptables sans la stratégie multi-échelles. La méthode proposée
dans [127] devient, quant à elle, instable sans le terme de régularisation. Ces affirmations
sont confirmées par les résultats de la figure 2.4.
4. Comme pour (2.12), l’égalité (2.38) est en réalité une relation de proportionnalité.
5. La méthode SIRFS peut être considérée comme une méthode de résolution du SfS, si l’albédo et
l’éclairage sont connus.
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Données : image de synthèse et éclairage. Algorithme du point fixe (sans régularisation) [127].
SIRFS (sans multi-échelles) [13]. Notre algorithme (sans régularisation).
Figure 2.4 – Résultats d’algorithmes de SfS utilisant les harmoniques sphériques du pre-
mier ordre. Les stratégies de linéarisation comme le point fixe [127] ne sont pas concluantes
sans terme de régularisation. Des problèmes similaires apparaissent avec la méthode
SIRFS [13] quand l’approche multi-échelles est désactivée. Notre méthode de résolution
du SfS n’utilise de régularisation que pour lever les ambiguïtés du problème et améliorer
la robustesse au bruit, et non pour garantir la stabilité de l’algorithme. Nous utilisons la
même surface initiale (l’initialisation « réaliste » de la figure 2.7) pour ces trois tests.
Bien que les mécanismes de régularisation contournent quelque peu ces instabilités
numériques dans la pratique, une méthode de résolution idéale ne devrait s’appuyer sur la
régularisation que pour lever les ambiguïtés du problème et tenir compte du bruit, et non
pour garantir une quelconque stabilité numérique.
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Chacune des deux catégories de méthodes de résolution du SfS du paragraphe 2.2.2
possède des avantages et des inconvénients. Nous l’avons vu, les méthodes fondées sur
la résolution d’EDP ne nécessitent aucun réglage de paramètre, mais elles manquent de
robustesse. A contrario, l’approche variationnelle permet de garantir la régularité de la
solution grâce à des connaissances a priori, mais elle nécessite de régler des paramètres.
Nous allons montrer comment combiner les avantages de ces deux approches, grâce à une
nouvelle méthode de résolution variationnelle des EDP du SfS.
L’utilisation des EDP présente l’avantage d’imposer implicitement la dérivabilité (pres-
que partout) sans nécessiter l’ajout d’un terme de régularisation. Nous introduirons plus
tard des termes de régularisation, mais uniquement « pour de bonnes raisons », à savoir
pour lever les ambiguïtés du SfS et tenir compte du bruit.
En injectant la forme générique (2.29) de la normale dans la loi de Lambert (2.38), le
modèle de formation de l’image se réécrit sous la forme de l’EDP en z suivante :
a�∇z∇z + b∇z = I (2.39)
où a∇z et b∇z désignent, respectivement, un champ vectoriel et un champ scalaire dépen-
dant non linéairement de ∇z, qui sont définis par :
a∇z : Ω → R2




fσ2 − �u σ4
fσ3 − �v σ4
�
(2.40)
b∇z : Ω → R































Rappelons que d∇z(u, v) et (ũ, ṽ) sont définis en (2.31) et (2.30), respectivement.
Dans le cas d’une caméra orthographique, si l’éclairage est parallèle, uniforme et frontal,
donc si s = [0, 0, s3]�, et si l’albédo vaut ρ(u, v) = 1, hypothèses classiques en SfS, alors
le modèle (2.39) se ramène à l’équation eikonale (2.22). De plus, ce modèle est générique.
En effet, il est valide pour la projection orthographique et la projection perspective, pour
un éclairage directionnel ou un éclairage plus complexe caractérisé par des harmoniques
sphériques du deuxième ordre.
Nous présentons à présent une solution variationnelle à ce modèle générique. Si nous
supposons que le modèle de formation de l’image utilisé est satisfait à un bruit additif blanc
gaussien près, alors la solution du maximum de vraisemblance est obtenue en estimant la
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fonction de profondeur z qui minimise la fonction de coût en moindres carrés suivante :
E(∇z; I) =





Dans les travaux récents d’affinage de la géométrie à partir de l’ombrage [127], il est
suggéré de minimiser une fonction de coût similaire à (2.42) de manière itérative, en « ge-
lant » les champs non linéaires a∇z et b∇z à chaque itération. Cette stratégie doit être
évitée, pour la simple et bonne raison qu’elle ne parvient pas à résoudre le problème dans
le cas élémentaire où la projection est orthographique et où l’éclairage est parallèle, uni-
forme et frontal : l’expression (2.40) devient alors a∇z ≡ 0, puisque �u = �v = 0 (projection
orthographique) et σ2 = σ3 = 0 (éclairage parallèle, uniforme et frontal). Par conséquent,
l’expression (2.42) ne dépend même plus de la fonction de profondeur z, une fois b∇z gelé.
Comme cela est illustré sur la figure 2.4, cette stratégie reste instable dans des cas moins
élémentaires, ce qui explique le recours à la régularisation dans [127].
Nous aurons également recours à la régularisation, mais uniquement pour lever les am-
biguïtés du SfS et tenir compte du bruit. La méthode de résolution que nous proposons
reste stable en l’absence de régularisation (cf. figure 2.4). Décrivons maintenant cette mé-
thode, en discutant sa parenté avec l’approche variationnelle de résolution du SfS proposée
par Horn et Brooks [75].
2.3.4 La méthode de Horn et Brooks revisitée
Dans [75], Horn et Brooks introduisent une approche variationnelle pour résoudre
l’équation eikonale du SfS qui est, nous l’avons vu, un cas particulier du modèle (2.39). Le
modèle de SfS utilisé dans [75] est non différentiel. La méthode de résolution proposée fonc-
tionne donc en deux étapes : estimation du gradient de profondeur ∇z, puis intégration de
ce champ vectoriel pour obtenir la fonction de profondeur z. L’équation (2.39) est d’abord
minimisée relativement au gradient θ := ∇z, puis θ est intégré en une fonction de profon-
deur z. Or, l’estimation locale du gradient est ambiguë. Pour cette raison, la contrainte
d’intégrabilité du gradient est introduite à la première étape de la résolution.
Le champ vectoriel θ dérive du champ scalaire z. Dans le cas où θ est intégrable, la
valeur de z estimée doit être indépendante du chemin d’intégration, c’est-à-dire que θ doit
être un champ vectoriel conservatif. Or, la circulation d’un champ vectoriel entre deux
points ne dépend pas du chemin d’intégration si le rotationnel de ce champ est nul. En












En pratique, la contrainte « dure » (2.43) est transformée en un terme de régularisation.
Ceci nécessite la mise en place d’une pondération entre les termes d’attache aux données
et d’intégrabilité du champ estimé :
�θ = argmin
θ: Ω→R2
λ E(θ; I) + µ I(θ) (2.44)
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Une fois menée l’estimation (2.44), le champ �θ est intégré en une fonction de profon-
deur z, par résolution de l’équation ∇z = �θ. Cependant, la contrainte d’intégrabilité ayant
été « réduite » à un terme de régularisation, l’intégrabilité de �θ n’est pas garantie. Cela
explique pourquoi Horn et Brooks reformulent le problème d’intégration sous la forme d’un








Cette approche en deux étapes, qui consiste à résoudre d’abord (2.44), puis (2.45),
est malgré tout sujette à la propagation d’erreurs, c’est-à-dire qu’une petite erreur lors de
l’estimation du gradient peut avoir des conséquences très importantes lors de l’étape d’in-
tégration. Nous suggérons donc d’éviter cette approche séquentielle, d’autant plus qu’elle
n’est pas nécessaire. En effet, θ étant un champ conservatif par essence, son intégrabilité
ne devrait plus être invoquée.
Nous proposons une nouvelle approche permettant d’estimer le relief de la surface à
partir de l’image, en utilisant l’estimation locale du gradient, comme dans la méthode de
Horn et Brooks, mais qui contraigne explicitement le gradient à être conservatif. Autrement
dit, nous estimons simultanément la fonction de profondeur et son gradient, en transformant





s.c. θ = ∇z
(2.46)
Le problème variationnel (2.46) peut être résolu par une méthode de type lagrangien
augmenté. En comparaison de la méthode de Horn et Brooks, cela nous permet non seule-
ment de ne pas introduire d’hyper-paramètre comme dans (2.44), mais également d’éviter
les erreurs de propagation dues à une résolution en deux étapes. De plus, cette approche
peut être facilement étendue avec, au besoin, l’ajout de termes de régularisation, dont nous
allons présenter deux exemples : le premier permet de réduire les ambiguïtés du SfS grâce
à un a priori sur la profondeur ; le second vise à effectuer un lissage de la surface.
2.3.5 Termes de régularisation
2.3.5.1 A priori sur la profondeur
Il existe plusieurs moyens simples pour obtenir un a priori sur la profondeur, par
exemple en utilisant une caméra de profondeur ou le pipeline SfM/MVS décrit dans le
chapitre 1. Une fonction de profondeur z0, même bruitée ou incomplète, peut être obte-








où Ω0 ⊆ Ω ⊂ R2 est la région de l’image pour laquelle l’a priori est disponible.
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2.3.5.2 Lissage de la surface
Afin de ne pas interpréter le bruit de l’image par de petites oscillations du relief, il
est souhaitable d’améliorer la robustesse de notre modèle en lui ajoutant explicitement un
terme de lissage. La régularisation par variation totale, qui est fréquemment utilisée en
vision par ordinateur [170], pourrait avoir tendance à favoriser les surfaces fronto-parallèles
et provoquer ainsi un « effet d’escalier ». Nous préférons mesurer l’aire totale de la surface.
Il a été montré récemment [57] que cette approche était plus adaptée à la régularisation
de fonctions de profondeur. En termes de géométrie différentielle, la fonction d∇z définie
en (2.31) est égale à la racine carrée du déterminant de la première forme fondamentale
de la fonction z (tenseur métrique). Son intégrale sur Ω est proportionnelle à l’aire de la
surface. Nous proposons donc le terme de lissage de la surface suivant :
A(∇z) = �d∇z��1(Ω) (2.48)
2.3.5.3 Modèle complet
En combinant (2.42), (2.47) et (2.48), et en utilisant le même changement de variable




λ E(θ; I) + µ P(z; z0) + ν A(θ)
s.c. θ = ∇z
(2.49)
qui est une version régularisée du modèle (2.46), où (λ, µ, ν) ≥ (0, 0, 0) sont des hyper-
paramètres qui contrôlent l’influence de chaque terme.
Il est notable que le modèle variationnel (2.49) peut être utilisé dans différents contextes.
Il apporte une solution à un problème de pur SfS si µ = ν = 0. Si λ = 0 et Ω0 = Ω,
il permet de débruiter une fonction de profondeur, de manière similaire à la méthode
présentée dans [57]. Enfin, il permet d’affiner et de compléter une fonction de profondeur
par l’ombrage si λ > 0, µ > 0 et Ω0 � Ω.
2.3.6 Optimisation
Le problème d’optimisation (2.49) est à la fois non linéaire, à cause du terme d’attache
aux données (2.42) et du terme de lissage de la surface (2.48), et non local, puisqu’il
dépend du gradient de profondeur. Le changement de variable θ := ∇z dans (2.49) est
essentiel pour la résolution numérique, car il sépare les deux difficultés. L’optimisation
peut être effectuée en alternant l’estimation du gradient, qui est non linéaire mais locale, et
l’estimation de la profondeur, qui est globale mais linéaire. Nous optons pour une méthode
de type lagrangien augmenté.
En introduisant une variable auxiliaire Ψ, le problème (2.49) peut être résolu itérative-
ment par un schéma à direction de descente alternée (noté ADMM, pour Alternating
Direction Method of Multipliers). Cette méthode classique d’optimisation sous contrainte a
été proposée dans les années 70 [54]. Une description plus complète en est donnée dans [23].
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Le lagrangien augmenté associé à (2.49) est défini de la manière suivante :
Lα(θ, z, Ψ) = λ E(θ; I) + µ P(z; z0) + ν A(θ) + �Ψ, θ − ∇z� +
α
2
�θ − ∇z�22 (2.50)
où Ψ : Ω → R2 est la fonction vectorielle contenant les multiplicateurs de Lagrange,
�· � désigne le produit scalaire induit par �· �2 sur Ω, et α > 0.








(k+1), z, Ψ(k)) (2.52)
Ψ





où α(k) est déterminé de manière automatique [23].
Alors que le problème (2.49) est, rappelons-le, non linéaire et non local, chacun des
sous-problèmes issus du schéma ADMM est plus simple à résoudre.
En effet, le problème (2.51) est non linéaire, mais il s’agit d’un problème local qui
peut être résolu indépendamment en chaque pixel. Nous pouvons, par exemple, utiliser
une méthode de type « quasi-Newton » telle que BFGS [104, 149].
Le problème (2.52), quant à lui, est discrétisé par des différences finies avant d’ordre
un, auxquelles nous ajoutons une condition au bord de type Neumann. Le problème ainsi
discrétisé prend la forme d’un problème en moindres carrés linéaires, dont les équations
normales forment un système linéaire symétrique, défini positif (semi-défini positif, dans le
cas où µ = 0). Bien que ce système soit creux, il reste trop grand pour pouvoir être résolu
directement. Une résolution par gradient conjugué est préférable.
Ces différents sous-problèmes offrent également une interprétation de plus « haut ni-
veau » de notre algorithme. À l’étape (2.51) de mise à jour de θ, le gradient de z (c’est-à-dire
le champ de normales) est estimé localement par l’ombrage, tout en garantissant que ce
gradient soit lisse et proche de celui de la fonction de profondeur courante. À l’inverse de
l’approche par point fixe [127], l’orientation locale de la surface est estimée à partir du
modèle complet (2.39), et non pas uniquement à partir de sa partie linéaire. Nous obser-
vons, en pratique, que notre algorithme devient ainsi beaucoup plus stable (cf. figure 2.4).
Les mises à jour (2.52) de z reviennent à intégrer les nouvelles normales en une nouvelle
fonction de profondeur qui reste proche de l’a priori.
La non convexité des termes d’ombrage E(θ; I) et de lissage A(θ) ne nous permettent
pas de garantir la convergence de cet algorithme. Nous n’avons cependant observé aucun
cas de divergence. Nous conjecturons qu’une preuve de convergence pourrait être apportée
grâce aux dernières études sur le schéma ADMM [72, 102].
Le prochain paragraphe montre l’efficacité de l’algorithme proposé pour la résolution




Nous commençons par valider la capacité de notre méthode à résoudre le SfS en condi-
tions d’éclairage naturel, c’est-à-dire à résoudre l’équation (2.38). Notre approche est com-
parée à la méthode SIRFS [13], seule méthode de résolution du SfS en conditions d’éclairage
naturel dont le code soit disponible. Afin de comparer des choses comparables, les estima-
tions de l’albédo et de l’éclairage par la méthode SIRFS sont désactivées, et la stratégie
multi-échelles est conservée afin d’éviter les artéfacts mis en évidence sur la figure 2.4.
2.4.1 Évaluation quantitative sur des données de synthèse
Puisque, dans un premier temps, nous voulons seulement comparer la capacité de ces
deux méthodes à expliquer l’image, les termes de régularisation de notre méthode sont
désactivés (µ = ν = 0), tout comme ceux de SIRFS. Afin de quantifier les résultats, nous
mesurons la racine carré de l’erreur quadratique moyenne (RMSE, pour Root Mean Square
Error) entre les images d’entrée et les images reprojetées, comme cela est conseillé dans [43].
Les jeux de données ont été créés à partir du modèle 3D « Joyful Yell » par projection
orthographique, afin d’effectuer une comparaison équitable, SIRFS n’étant pas conçu pour
tenir compte de la projection perspective. Des images en niveaux de gris non bruitées sont
simulées avec deux scénarios d’éclairage, décrits par un vecteur d’éclairage σ1 du premier
ordre et par un vecteur d’éclairage σ2 du deuxième ordre définis comme suit :
σ1 = [ 0, 1 −0, 25 −0, 7 0, 2 0 0 0 0 0 ]� (2.54)
σ2 = [ 0, 2 0, 3 −0, 7 0, 5 −0, 2 −0, 2 0, 3 0, 3 0, 2 ]� (2.55)
Deux surfaces sont utilisées comme relief initial : l’une est très éloignée de la vérité
terrain (fonction « peaks » de Matlab), tandis que l’autre en est relativement proche
(obtenue par un simple filtrage gaussien appliqué à la vérité terrain). La vérité terrain,
ainsi que ces deux surfaces initiales, sont représentées sur la figure 2.5.
Figure 2.5 – De gauche à droite : vérité terrain ; surface initiale « non réaliste » (fonction
« peaks » de Matlab) ; surface initiale « réaliste » obtenue en dégradant la vérité terrain.
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Bien que µ soit nul pour les tests des figures 2.6 et 2.7, la méthode que nous proposons ne
s’éloigne pas trop de la vérité terrain : la surface obtenue est qualitativement satisfaisante,
dès lors qu’une initialisation adéquate est utilisée. Il n’est pas étonnant de constater que
l’initialisation joue un rôle prépondérant, à cause des ambiguïtés inhérentes au SfS.
Dans tous les tests, les images sont mieux expliquées par notre méthode, ce qui montre
que la stratégie numérique proposée résout le problème fortement non linéaire du SfS en
conditions d’éclairage naturel de manière plus précise que la méthode SIRFS. De plus,
les temps de calcul des deux méthodes sont comparables : quelques minutes pour chaque
test, avec une implémentation en Matlab sur un ordinateur portable standard, pour des
ensembles Ω comportant environ 150000 pixels.
2.4.2 Évaluation qualitative sur des données réelles
L’importance de l’initialisation se confirme sur la figure 2.8. Dans ces tests, notre mé-
thode de SfS (µ = ν = 0) est évaluée sur des données réelles obtenues par un capteur
RGB-D [61], en utilisant un plan fronto-parallèle comme surface initiale. Les images sont
préalablement transformées en niveaux de gris. Bien que les détails des surfaces soient re-
trouvés, les résultats présentent un biais évident dans les basses fréquences, c’est-à-dire que
la forme générale de l’objet n’est pas satisfaisante. De plus, de nombreux artéfacts dus au
bruit apparaissent. Ceci illustre les ambiguïtés inhérentes au SfS et la nécessité de recourir
à un terme de régularisation de la fonction de profondeur.
2.4.3 Influence des hyper-paramètres
Afin d’illustrer l’influence des hyper-paramètres µ et ν qui contrôlent, respectivement,
le poids de l’a priori sur la profondeur et le poids du lissage de la surface, nous utilisons le
jeu de données de la figure 2.7, mais nous ajoutons un bruit blanc à la fois à l’image et à
la fonction de profondeur initiale (nous utilisons, pour ces tests, l’initialisation « réaliste »
de la figure 2.5). Ces données sont représentées sur la figure 2.9.
Les résultats obtenus avec divers jeux de paramètres sont regroupés sur la figure 2.10.
Choisir λ = 1 et (µ, ν) = (0, 0) revient à résoudre un problème de SfS : les détails du
relief sont parfaitement retrouvés, mais la surface peut s’éloigner de l’initialisation, car le
bruit est attribué à tort au relief, ce qui provoque l’apparition d’artéfacts. Si µ → +∞,
l’estimation initiale (dont la forme globale est proche de la vérité terrain, sans les détails)
n’est pas modifiée. Si ν → +∞, seul le terme de lissage de la surface est pris en compte.
Le résultat est alors exagérément lissé. Dans ces tests, nous évaluons également l’erreur
angulaire moyenne sur les normales (MAE, pour Mean Angular Error), exprimée en degrés,
qui est minimale lorsque les paramètres sont réglés de manière appropriée, et non lorsque
la RMSE est minimale. Ceci s’explique par le fait que la minimisation de la RMSE revient
à expliquer le bruit de l’image par des oscillations rapides du relief.
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RMSE = 0, 08 RMSE = 0, 10
Figure 2.6 – Comparaison de notre méthode de résolution du SfS et de l’approche multi-
échelles SIRFS [13], sous deux éclairages différents, avec la surface initiale « non réaliste »
de la figure 2.5. Pour chaque test, nous affichons la fonction de profondeur estimée et la
RMSE entre l’image initiale et l’image reprojetée.
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RMSE = 0, 06 RMSE = 0, 07
Figure 2.7 – Comparaison de notre méthode de résolution du SfS et de l’approche multi-
échelles SIRFS [13], sous deux éclairages différents, avec la surface initiale « réaliste » de la
figure 2.5. Pour chaque test, nous affichons la fonction de profondeur estimée et la RMSE
entre l’image initiale et l’image reprojetée.
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Figure 2.8 – Résultats de notre approche non régularisée sur deux jeux de données
réelles [61]. Ligne du haut : image d’entrée et éclairage associé. Ligne du milieu : résultat
du SfS (sans régularisation). La surface estimée est déformée à cause des ambiguïtés du
SfS, et des artéfacts apparaissent à cause du bruit, mais les détails du relief sont retrouvés.
Ligne du bas : champ de normales estimé, affiché en fausses couleurs.
Figure 2.9 – À gauche : image d’entrée bruitée (écart-type égal à 2 % du niveau de gris
maximal). À droite : surface initiale bruitée (écart-type égal à 0, 2 % de la profondeur
maximale), représentée sous la forme d’un champ de normales en fausses couleurs afin de
mettre en évidence les détails.
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RMSE = 0,06 RMSE = 0, 12 RMSE = 0, 29





RMSE = 0, 08 RMSE = 0, 13 RMSE = 0, 20





RMSE = 0, 17 RMSE = 0, 17 RMSE = 0, 16
MAE = 21, 91 MAE = 21, 91 MAE = 21, 02
Figure 2.10 – Surfaces estimées pour λ = 1 et différentes valeurs de µ et ν. La RMSE
entre l’image reprojetée et l’image initiale est minimale lorsque µ et ν sont minimaux, mais
cela n’est pas le cas pour l’erreur angulaire moyenne (MAE, en degrés) entre les normales
de la surface estimée et celles de la vérité terrain.
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2.4.4 Évaluation de l’approche régularisée sur des données réelles
Le réglage approprié des hyper-paramètres µ et ν dépend de la confiance accordée à
l’image et à la surface initiale. La fonction de profondeur obtenue par un capteur RGB-D
se révélant généralement plus bruitée que dans nos tests sur données de synthèse, il nous
faut diminuer la valeur de µ. Le triplet (λ, µ, ν) = (1, 1, 5.10−5), déterminé de manière
empirique, nous permet d’obtenir de bons résultats dans tous les tests sur données réelles.
Afin de montrer qu’un a priori sur la profondeur permet de lever les ambiguïtés du SfS,
nous utilisons à présent l’a priori z0 fourni par le capteur de profondeur, qui sert également
d’initialisation z(0). La première ligne de la figure 2.12, qui représente le relief fourni par un
tel capteur pour les données de la figure 2.8, illustre l’aspect incomplet et bruité de cet a
priori. Cependant, notre méthode permet d’effectuer à la fois la complétion, le débruitage
et l’affinage de cet a priori, en adéquation avec l’ombrage de l’image. Les autres lignes de la
figure 2.12 illustrent l’utilité du SfS pour l’affinage de la fonction de profondeur, par rapport
à un débruitage à l’aveugle uniquement fondé sur la régularisation de la profondeur [57].
Image I1. Image I2.
Fonction de profondeur initiale z0
2
[80]. Fonction de profondeur z2 affinée et complétée.
Figure 2.11 – En haut : deux images (parmi 30) du jeu de données « Figure » [179]. En
bas à gauche : fonction de profondeur z02 obtenue par MVS [80] (avant l’étape de maillage).
En bas à droite : fonction de profondeur z2 affinée et complétée. Ces deux fonctions de
profondeur sont affichées sous l’angle correspondant à l’image I2.
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Fonctions de profondeur z0 incomplètes et bruitées, et champs de normales associés [61].
Débruitage par surface minimale avec (λ, µ, ν) = (0, 1, 5.10−5).
Affinage de la fonction de profondeur par l’ombrage avec (λ, µ, ν) = (1, 1, 5.10−5).
Figure 2.12 – Ligne du haut : fonctions de profondeur et champs de normales associés,
obtenus avec un capteur RGB-D, pour les deux scènes de la figure 2.8. Ligne du milieu :
débruitage de cette fonction de profondeur. La profondeur est effectivement débruitée, mais
les détails du relief sont perdus. Ligne du bas : lorsque l’information d’ombrage est utilisée,
l’approche proposée permet de supprimer le bruit et de retrouver les détails du relief.
Enfin, la figure 2.11 nous ramène au contexte de la reconstruction 3D multi-vues, avec
un jeu de données réelles issu de [179]. Dans ce test, la fonction de profondeur initiale
est obtenue par un algorithme de stéréoscopie multi-vues (MVS). L’éclairage est estimé
à partir de cette fonction de profondeur initiale, en supposant l’albédo uniforme. Nous
laissons ensuite à notre algorithme le soin de retrouver les détails du relief que le MVS n’a
pu restituer. Des ambiguïtés surviennent dans les nombreuses parties manquantes du relief
initial, sachant que notre modèle favorise les surfaces lisses. Nous observons, en particulier,
que les concavités ne sont pas bien retrouvées et que les discontinuités de profondeur sont
partiellement lissées. Cependant, de nombreux détails du relief ont pu être retrouvés et la




Dans ce chapitre, nous avons montré comment effectuer la reconstruction 3D par shape-
from-shading dans des conditions opératoires peu contrôlées. De par les hypothèses, nom-
breuses et peu réalistes, qui sont nécessaires à sa mise en œuvre, il est d’usage de considérer
que cette technique n’est pas utilisable en dehors du laboratoire. Dans la lignée de plu-
sieurs travaux récents, nous avons proposé une méthode de résolution du SfS en conditions
d’éclairage naturel. Cette méthode utilise une formulation différentielle et variationnelle du
problème. L’utilisation d’un schéma ADMM permet d’effectuer la résolution en séparant
les difficultés du problème, qui est à la fois non linéaire et non local.
Notre méthode de résolution peut être utilisée dans de nombreux scénarios, puisqu’elle
reste valide pour différents types de projection et différents modèles d’éclairage. Nous avons
en outre proposé deux termes de régularisation qui permettent de lever les ambiguïtés du
SfS. Le premier permet de prendre en compte un a priori sur la profondeur qui peut être
obtenu, par exemple, via l’approche multi-vues présentée dans le chapitre 1. Le deuxième
terme de régularisation proposé vise à lisser la surface. Ces deux termes permettent en
outre d’étendre le champ d’utilisation de notre algorithme. À partir d’une fonction de pro-
fondeur bruitée et incomplète, il est possible de procéder à un débruitage et, si l’on dispose
également d’une image, de procéder à un affinage de la profondeur guidé par l’ombrage.
Si les résultats de ce dernier cas d’usage, à partir d’une fonction de profondeur obtenue
par SfM/MVS, sont très satisfaisants, il semble évident qu’une telle approche, que nous
pouvons qualifier de « séquentielle », n’est pas optimale. En effet, l’aspect multi-vues, qui
n’est utilisé ici que pour obtenir une fonction de profondeur grossière, affinée a posteriori,
ne tire aucun profit des informations apportées par l’ombrage. Dans le prochain chapitre,
nous allons présenter une nouvelle approche de reconstruction 3D multi-vues spécifiquement
conçue pour la reconstruction 3D d’objets peu texturés, qui s’appuie conjointement sur les
méthodes SfM/MVS et SfS.
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Les différentes techniques de reconstruction 3D présentées jusqu’ici, qui comportent
des forces et des faiblesses, sont complémentaires : le pipeline SfM/MVS permet d’obtenir
une surface globalement satisfaisante, mais les détails du relief sont perdus, tandis que le
SfS explique bien les détails d’une image mais fournit des résultats dont la forme globale
est biaisée. Chaque technique pouvant pallier les faiblesses de l’autre, il semble naturel de
chercher à les faire coopérer. La méthode de résolution du SfS présentée dans le chapitre 2
nous a permis non seulement de nous affranchir de la nécessité d’opérer en conditions
de laboratoire, mais également d’affiner une fonction de profondeur grossière obtenue par
SfM/MVS. Il semble possible de pousser encore plus loin le bénéfice que chacune de ces
techniques pourrait tirer de l’autre, dans la mesure où le pipeline SfM/MVS ne fait aucun
usage du lien entre ombrage et relief, lien qui est le fondement même du SfS. Nous présen-
tons dans ce chapitre une stratégie simple, mais efficace, qui permet de véritablement faire
coopérer ces différentes techniques de reconstruction 3D.
Nous montrons dans le paragraphe 3.1 comment combiner MVS et SfS dans un modèle
variationnel générique. Nous présentons ensuite, dans le paragraphe 3.2, un schéma nu-
mérique permettant de décomposer le problème d’optimisation qui résulte de ce nouveau
modèle en une séquence de sous-problèmes plus simples à résoudre. Le paragraphe 3.3
étudie différents termes de régularisation adaptés au couplage MVS/SfS. Enfin, le para-
graphe 3.4 illustre cette nouvelle approche par des résultats expérimentaux. Les travaux
présentés dans ce chapitre ont été publiés dans [111] et [112].
3.1 Coopération entre MVS et SfS
Précisons dans un premier temps le cadre des travaux présentés dans ce chapitre. La
méthode de reconstruction 3D qui a été décrite dans le chapitre 1 comporte deux étapes :
le SfM estime les différentes poses de la caméra et un nuage de points 3D faiblement dense,
puis le MVS, connaissant les poses, estime une fonction de profondeur dense par pose.
Les lacunes mises en évidence dans le chapitre 1 concernent le MVS. Nous cherchons à
améliorer cette deuxième étape du pipeline dans les mêmes conditions opératoires, c’est-
à-dire en supposant que les poses de la caméra sont connues grâce au SfM. Rappelons à
présent les forces et les faiblesses des deux techniques de reconstruction 3D dense que nous
cherchons à combiner.
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3.1.1 Des forces complémentaires
La technique du MVS, qui a été présentée dans le chapitre 1, permet d’obtenir une sur-
face globalement satisfaisante, grâce au critère de la cohérence photométrique. Néanmoins,
elle n’est pas adaptée aux parties non texturées de la surface, où la cohérence photomé-
trique est sujette à des ambiguïtés. L’exemple de la figure 3.1 montre la dépendance entre
la cohérence photométrique en un pixel situé dans une partie non texturée de la surface, et
la profondeur du point 3D conjugué : il peut être délicat, voire impossible, de départager les
différents minima globaux d’une telle courbe. Dans une situation de ce type, qui est illus-
trée sur la deuxième ligne de la figure 3.2, l’utilisation d’une deuxième vue (obtenue ici par
translation de la caméra perspective) et de la seule cohérence photométrique procurent un
résultat très bruité. Le recours à la régularisation semble naturel pour supprimer le bruit,
mais les termes de régularisation utilisés sont généralement « purement géométriques » et
consistent à lisser la surface [51], ce qui favorise les surfaces fronto-parallèles et gomme
les détails du relief [175]. Les résultats accessibles sur le site [150], qui complète l’état
de l’art [151], confirment bien que les méthodes actuelles les plus performantes peinent à
retrouver convenablement les « hautes fréquences » de la surface.
Figure 3.1 – Cohérence photométrique g(z(p)), telle que définie en (3.2), en fonction de
la profondeur z(p), en un pixel p situé dans une partie non texturée de la surface. La
présence de plusieurs minima globaux compromet l’optimisation.
Par ailleurs, la nouvelle méthode de résolution du SfS décrite dans le chapitre 2 cherche
l’origine des variations d’ombrage dans les oscillations du relief. Néanmoins, les hypothèses
nécessaires à sa mise en œuvre sont très fortes, puisque l’albédo de la surface à reconstruire
et l’éclairage sont supposés connus. Comme nous l’avons déjà dit, nous reportons l’esti-
mation de ces deux entités au chapitre 4. Mais, même sous ces hypothèses pourtant très
favorables, le SfS reste sujet à l’ambiguïté concave/convexe, qui provoque un biais sur la
forme globale de la surface, comme cela est illustré sur la troisième ligne de la figure 3.2.
En d’autres termes, le MVS et le SfS permettent de retrouver, respectivement, les
« basses fréquences » et les « hautes fréquences » de la fonction de profondeur associée à
chaque pose [124]. La combinaison de ces techniques doit donc nous permettre d’obtenir
une fonction de profondeur restituant à la fois la forme globale et les détails du relief.
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Image de référence. Image témoin.
Figure 3.2 – Première ligne : images de synthèse utilisées lors de nos premiers tests.
L’image témoin est obtenue par translation de la caméra perspective. Deuxième ligne : MVS
non régularisé. Si la forme globale de l’objet est retrouvée, les détails du relief ont disparu
et, comme la mesure de la cohérence photométrique n’est pas suffisamment discriminante
dans les zones non texturées, des artéfacts apparaissent (à droite, la surface est vue sous
un autre angle). Troisième ligne : le SfS permet de retrouver les détails du relief, mais la
forme globale de l’objet est biaisée à cause de l’ambiguïté concave/convexe (les angles de
vue sont les mêmes que ceux de la deuxième ligne).
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3.1.2 Différentes approches
La fusion d’informations provenant de la cohérence photométrique entre vues, d’une
part, et d’informations fournies par l’ombrage, d’autre part, a été identifiée depuis long-
temps comme une piste prometteuse [21]. Différentes approches ont été suivies. Il a no-
tamment été proposé d’exécuter séparément MVS et SfS, puis de fusionner les deux reliefs
obtenus, la difficulté consistant à effectuer cette fusion de manière pertinente [36, 60].
De nombreuses méthodes ont proposé une approche séquentielle : l’ombrage est alors
considéré comme un moyen d’affiner la reconstruction 3D fondée principalement sur le
MVS [96, 107, 173, 175, 179], sans que le MVS puisse profiter des informations apportées par
l’ombrage. Réciproquement, l’extension du SfS à un cadre multi-vues présentée dans [82]
se prive des informations précieuses apportées par le MVS. Afin que les deux techniques
puissent « partager » les informations qu’elles sont censées fournir, nous optons pour une
approche jointe de bout en bout, comme cela a été fait dans un travail très récent [109].
D’un point de vue plus théorique, une preuve d’unicité de la solution a été apportée
dans le cas où deux poses de la caméra se déduisent l’une de l’autre par translation [31],
mais cette preuve n’est valide que sous les hypothèses suivantes : la surface doit être lisse,
blanche, lambertienne et éclairée par une seule source lumineuse parallèle et uniforme ; il
ne doit y avoir ni ombre ni occultation. Dans ce chapitre, nous mettons de côté l’étude
théorique de l’existence et de l’unicité de la solution, pour nous intéresser à la résolution
numérique du problème dans des conditions opératoires réalistes.
3.1.3 Une nouvelle approche générique
Nous notons encore z : Ω ⊂ R2 → R la fonction de profondeur à estimer. La stéréoscopie
multi-vues régularisée consiste généralement à minimiser la somme d’un terme d’attache
aux données g(z) traduisant la cohérence photométrique, et d’un terme de régularisation
h(z). Nous nous intéressons donc dorénavant au problème variationnel suivant :
min
z: Ω→R
g(z) + h(z) (3.1)
Les deux termes du problème variationnel (3.1) sont construits à partir de notions déjà
abordées dans ce mémoire, sur lesquelles il nous faut maintenant revenir en détail.
3.1.3.1 Cohérence photométrique
Le terme d’attache aux données g(z) du problème variationnel (3.1) traduit la cohérence
photométrique. Il a déjà été établi dans le paragraphe 1.3 que la connaissance a priori des
paramètres intrinsèques et des poses de la caméra nous permettait de définir la projection π
d’un point 3D X visible dans l’image de référence en p = π(X) ∈ Ω. Nous définissons n−1
autres projections πi, i ∈ {2, . . . , n}, correspondant aux n − 1 caméras témoins.
Si la fonction de profondeur z est connue, π devient une bijection dont la réciproque
est notée π−1z , où l’indice souligne la nécessité de connaître z. La fonction de profondeur
est alors recherchée comme solution du problème discret (1.48), qui compare les niveaux
de gris de pixels hypothétiquement correspondants.
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En réalité, la cohérence photométrique peut viser à comparer divers éléments : de
manière générale, nous désignons par v(p) ∈ Rl un vecteur de taille l, caractérisant le pixel
p dans l’image de référence. Un tel vecteur peut être simplement défini comme le niveau
de gris de ce pixel (l = 1), ses coefficients RVB (l = 3), la concaténation des niveaux de
gris sur un voisinage de taille 3 × 3 centré en p (l = 9), etc. Pour une caméra témoin
i ∈ {2, . . . , n} donnée, la cohérence photométrique mesure alors l’écart entre le vecteur
v(p) et le vecteur vi ◦ πi ◦ π−1z (p) ∈ R
l calculé en πi ◦ π−1z (p). Le terme d’attache aux
données g(z) est alors naturellement défini comme la cohérence photométrique moyenne,
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(3.3)
Plusieurs fonctions de coût κ peuvent être choisies, par exemple la moyenne des différences







2 , ∀ x, y ∈ Rl (3.4)
L’intérêt d’une fonction quadratique telle que (3.4) est qu’elle se prête bien à une linéarisa-
tion par un développement de Taylor, comme cela a été proposé dans [57, 109], mais cette
linéarisation fait l’hypothèse de petits incréments de profondeur. De plus, les moindres
carrés restent sensibles aux données aberrantes. Nous préférons utiliser une fonction κ ro-
buste (cf. [47, chapitre 2]) calculant la moyenne des différences absolues (SAD, pour Sum
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, ∀ x, y ∈ Rl (3.6)
Il est d’usage de normaliser les valeurs de la cohérence photométrique par un opérateur
non linéaire, par exemple une transformation exponentielle dépendant d’un paramètre σ :






, ∀ x, y ∈ Rl (3.7)
qui permet d’étaler les valeurs de ces différentes fonctions de coût dans l’intervalle [0; 1].
Entre toutes ces possibilités, le terme d’attache aux données peut se révéler non linéaire,
non dérivable ou non convexe, et donc compliquer l’optimisation.
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3.1.3.2 Régularisation
Nous avons vu que la cohérence photométrique n’était pas un critère pertinent pour les
parties non texturées de la surface : en chaque point d’une telle partie, il existe souvent
plusieurs minima globaux (cf. figure 3.1). Vu que l’augmentation du nombre d’images
témoins ne résout en rien ce problème, l’ajout de termes de régularisation s’impose.
Généralement, les termes de régularisation utilisés pour le MVS visent à lisser la surface,
par exemple par variation totale. Le problème régularisé consiste alors à minimiser la
fonction g(z)+λ �∇z�, où λ est un hyper-paramètre [170]. Cependant, sous l’hypothèse de
la projection perspective, la variation totale n’est pas une contrainte physiquement réaliste :
il est préférable d’utiliser la régularisation par minimisation de la surface totale [57] déjà
introduite dans le paragraphe 2.3.5.2, qui est une forme bilinéaire impliquant à la fois la
profondeur z et son gradient ∇z. Grâce au changement de variable �z = log z, ce terme de
régularisation dépend du gradient ∇�z, mais plus de la variable �z elle-même. Nous verrons
que ce changement de variable se prête bien aussi à l’ajout d’un terme de régularisation
provenant du SfS 1. Nous pourrons ainsi procéder à la comparaison entre deux types de
régularisation : un lissage « à l’aveugle » et un lissage fondé sur une loi physique liant
l’ombrage au relief. Afin de pouvoir appliquer ce changement de variable le moment venu,
nous réécrivons donc le problème (3.1) sous la forme :
min
z: Ω→R
g(z) + h(∇ log z) (3.8)
La résolution du problème (3.8) peut se révéler complexe. En effet, aux difficultés in-
duites par la fonction d’attache aux données g, la dépendance en ∇ log z du terme de
lissage fait perdre au problème (3.8) son caractère local, puisque la résolution ne peut être
faite en un pixel indépendamment de ses voisins. Nous proposons dans le prochain para-
graphe une approche découplée, qui permet de décomposer ce problème en une séquence
de sous-problèmes plus simples à résoudre.
3.2 Double découplage
Dans ce paragraphe, nous montrons comment transformer le problème variationnel (3.8)
en un nouveau problème (3.12) plus simple à résoudre, et nous décrivons un algorithme
permettant de résoudre ce dernier. Commençons par établir une formulation discrète du
problème (3.8). Pour cela, nous introduisons le vecteur z ∈ Rm ayant pour composantes
les valeurs de la profondeur en chacun des m pixels de Ω, et nous notons D ∈ R2m×m la
matrice des différences finies du premier ordre, de sorte que le produit D z ∈ R2m contient
les approximations du gradient de la fonction de profondeur.
1. Il a été montré dans [57] que le changement de variable �z = z2
2
permettait également d’exprimer
la surface totale comme une fonction de ∇�z uniquement. Cependant, ce changement de variable se prête




Comme cela a été dit dans le paragraphe précédent, la fonction d’attache aux données g
du problème (3.8) est généralement une fonction de coût robuste mais non différentiable.
Le couplage induit par l’opérateur gradient dans le terme de régularisation h(∇ log z) rend
les choses encore plus compliquées. Nous séparons ces difficultés en découplant les optimi-
sations de ces deux termes, grâce à l’introduction de la variable auxiliaire u = z ∈ Rm, ce
qui nous amène à la version discrète suivante du problème (3.8) :
min
u,z
g(u) + h(D log z)
s.c. u = z
(3.9)
Dans (3.9), le sous-problème en u demeure non dérivable et potentiellement non convexe,
mais devient désormais local (et donc parallélisable). En effet, g est séparable : dans (3.3),
chaque terme de la somme sur i n’implique qu’une valeur de la profondeur z(p). Il est donc
possible de rechercher le minimum global de g de façon exhaustive (« en force brute ») sur
un ensemble fini de valeurs de la profondeur.
De plus, si la fonction h est lisse, une simple méthode d’optimisation à direction de
descente doit suffire pour minimiser le terme de régularisation. Cependant, la contrainte
u = z ne permet pas à z de traduire les oscillations rapides du relief, qui risquent d’être
perdues à cause de la quantification de la profondeur. Pour cette raison, nous préférons
suivre une approche mixte, où le sous-problème en u est résolu sur un ensemble discret,
tandis que le sous-problème en z est résolu sur R, de manière à ce que le résultat final z
puisse restituer au mieux les détails du relief.
Par conséquent, les deux variables u et z diffèrent légèrement par essence, ce qui nous
motive d’autant plus à relâcher la contrainte « dure » u = z du problème (3.9), pour la
transformer en un terme de pénalisation quadratique :
min
u,z
g(u) + h(D log z) + β �log u − log z�2 (3.10)
où β > 0 est un hyper-paramètre. Nous choisissons d’appliquer cette pénalisation aux
logarithmes afin que, dans (3.10), z apparaisse uniquement par le biais de son logarithme.
Le changement de variable déjà utilisé �z = log z nous permet d’optimiser le problème par
rapport à la nouvelle variable �z, puis de calculer z = exp �z à la fin du processus. Le nouveau
problème d’optimisation s’écrit donc :
min
u,z̃
g(u) + h(D �z) + β �log u − �z�2 (3.11)
Comme nous l’avons déjà signalé dans le paragraphe précédent, plusieurs études ré-
centes ont plaidé pour l’utilisation de fonctions de régularisation h non linéaires, ce qui
rend le sous-problème en �z complexe. Nous pouvons toutefois effectuer un nouveau décou-
plage, grâce à la variable auxiliaire θ = D �z ∈ R2n. Le problème (3.11) devient alors :
min
u,θ,z̃
g(u) + h(θ) + β �log u − �z�2
s.c. θ = D �z
(3.12)
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3.2.2 Résolution numérique
La contrainte linéaire du problème (3.12) pourrait être prise en compte en ayant recours,
par exemple, à une approche de type Lagrangien augmenté. Nous préférons suivre une stra-
tégie plus simple, qui consiste à approcher la solution en résolvant, à chaque itération, un
problème de la forme suivante, qui comporte une pénalisation quadratique supplémentaire :
min
u,θ,z̃
g(u) + h(θ) + α(k) �θ − D �z�2 + β �log u − �z�2 (3.13)
Dans ce modèle, la valeur du poids α(k) > 0 augmente au fil des itérations k. Nous sou-
haitons en effet que la contrainte dure du problème (3.12) soit satisfaite à la convergence,
c’est-à-dire lorsque k → +∞, contrairement à la contrainte dure u = z du problème (3.9),
que nous avons volontairement relâchée et dont le poids β dans (3.13) est fixe.
Pour chaque valeur du poids α, la solution du problème (3.13) est approchée par une
étape d’optimisation alternée des différents sous-problèmes. Comme nous l’avons déjà si-
gnalé, le sous-problème en u est résolu par une recherche exhaustive du minimum (force
brute). Nous nous intéressons ici à des termes de régularisation h(θ) lisses et séparables,
de sorte que le sous-problème en θ peut être non seulement résolu par une méthode d’opti-
misation itérative utilisant le gradient, mais également parallélisé. Enfin, le sous-problème
en �z est un problème en moindres carrés linéaires pouvant être résolu, par exemple, par la
méthode des gradients conjugués. Le processus est répété jusqu’à ce que l’écart relatif e
entre deux estimations successives de la solution z = exp �z passe en dessous de 10−4.
Notre méthode de résolution est résumée dans l’algorithme 1. Intuitivement, cet algo-
rithme commence par estimer une fonction de profondeur grossière en optimisant la cohé-
rence photométrique (équation (3.14)). Il régularise ensuite les oscillations du relief (équa-
tion (3.15)), avant de calculer la fonction de log-profondeur par intégration du gradient
ainsi obtenu (équation (3.16)). Les valeurs de α(0) et β sont déterminées empiriquement.
3.3 Reconstruction 3D d’objets non texturés
Nous ne devons pas perdre de vue que le problème (3.11) est censé nous permettre
de combiner les techniques de MVS et de SfS. Si n’importe quel terme de régularisation
séparable et lisse est acceptable numériquement, certains sont tout de même préconisés.
Nous décrivons dans ce paragraphe les deux termes de régularisation permettant de fournir
une solution à notre problème de reconstruction 3D combinant MVS et SfS.
3.3.1 Régularisation par l’ombrage
S’il a déjà été établi dans le paragraphe 3.1.3.1 que l’attache aux données consistait en
un terme de cohérence photométrique propre au MVS, la contribution du SfS a été, pour
le moment, seulement évoquée.
Rappelons que le modèle générique de formation de l’image d’une surface lambertienne,
sous un éclairage σ ∈ R9, s’écrit I(p) = ρ(p)σ�ν(p) (cf. paragraphe 2.3.2.3). Sous l’hypo-
thèse de la projection perspective, il découle des expressions (2.37) et (2.29) que le vecteur
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Algorithme 1 : Algorithme générique de reconstruction 3D multi-vues.
Entrées : z(0), α(0) > 0, β > 0
Sorties : fonction de profondeur affinée z
�z(0) = log z(0), k = 0, e(0) = +∞;
tant que e(k) > 10−4 faire




























// Mise à jour des variables auxiliaires
α(k+1) = 1, 5 α(k) ;





k = k + 1 ;
fin
ν(p) dépend du gradient de la log-profondeur �z = log z, c’est-à-dire de θ. Afin de souligner
cette dépendance, nous notons dorénavant νθ(p) := ν(p). Nous continuons de supposer
l’albédo connu et, sans perte de généralité, nous posons ρ(p) = 1. L’équation du niveau de
gris en un pixel p s’écrit alors :
I(p) = σ�νθ(p) (3.17)
Cette équation, qui traduit le modèle lambertien, doit permettre de lever les ambiguïtés
de mise en correspondance dans les parties non texturées, qui constituent le point faible du
MVS. Si nous supposons que le modèle lambertien est satisfait à un bruit gaussien près,
centré en zéro et homoscédastique, nous pouvons effectuer la résolution en moindres carrés
de l’équation (3.17), dans l’esprit de l’approche variationnelle du SfS en conditions d’éclai-
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L’utilisation de la régularisation (3.18) dans l’algorithme 1 constitue effectivement une
variante du MVS guidée par l’ombrage. Dans la mesure où hSfS(θ) est non seulement lisse,
mais également séparable, puisque chaque terme de la somme implique les composantes
de θ relatives à un seul pixel p, le problème (3.15) peut être reformulé comme un ensemble
de m = |Ω| problèmes d’optimisation non linéaires en dimension 2, qui peuvent être résolus
en parallèle, par exemple par la méthode BFGS [104].
3.3.2 Régularisation par minimisation de la surface totale
La régularisation par l’ombrage requiert la connaissance du vecteur d’éclairage σ. Dans
certains cas, il peut s’avérer compliqué, voire impossible, d’étalonner l’éclairage, auquel cas
il peut être préférable de ne pas utiliser de modèle explicite de formation de l’image. Nous
revenons alors à une formulation classique du MVS régularisé. Nous préférons utiliser la
minimisation de la surface totale, comme cela a déjà été expliqué dans le paragraphe 2.3.5.2.





où dθ(p) a déjà été défini en (2.31). La fonction hMS est, tout comme hSfS, lisse et séparable,
de sorte que le problème (3.15) peut encore être résolu en parallèle pour les m pixels, par
exemple par des itérations de la méthode BFGS.
3.3.3 Régularisation mixte
Bien entendu, le terme (3.19) de régularisation par minimisation de la surface totale,
qui tend à favoriser les surfaces lisses, risque de gommer les détails du relief. Inversement,
le terme (3.18) de régularisation par l’ombrage cherche à expliquer la moindre variation de
niveau de gris par des oscillations de la surface, ce qui peut être une source de mauvaise
interprétation du bruit. C’est pourquoi il semble intéressant de combiner ces deux types
de régularisation. Nous utilisons donc, dans les tests, le terme de régularisation suivant :
h(θ) = λ hSfS(θ) + ν hMS(θ) (3.20)
où λ et ν sont des hyper-paramètres. Notons que h est, elle aussi, lisse et séparable, et que
le terme combiné (3.20) se ramène à la régularisation par l’ombrage si λ > 0 et ν = 0, et à
la régularisation par minimisation de la surface totale si λ = 0 et ν > 0.
3.4 Résultats expérimentaux
Dans l’ensemble des tests, les vecteurs caractéristiques v(p) sont construits par conca-
ténation des niveaux de gris dans un voisinage du pixel p de taille 3 × 3. Sauf indication
contraire, la fonction de coût κ utilisée dans (3.3) est la transformée exponentielle de la
SAD (3.5), avec σ = 0, 2. Les valeurs α(0) = 1 et β = 0, 1, déterminées empiriquement,
permettent d’obtenir des résultats satisfaisants. Elles sont donc systématiquement utilisées.
Nous choisissons enfin comme fonction de profondeur initiale z(0) un plan fronto-parallèle
de profondeur égale à la moyenne des profondeurs de la vérité terrain.
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3.4.1 Utilisation de deux images
Dans un premier temps, nous testons la modélisation (3.13), qui nous a permis de com-
biner MVS et SfS, sur des données de synthèse. La vérité terrain du modèle 3D « Stanford’s
Bunny » est représentée sur la figure 3.3. Les images, obtenues à partir d’un logiciel de
rendu, sont toutes de taille 540 × 540. L’albédo y est uniforme, et l’éclairage σ, comme les
paramètres des caméras, sont connus. Un bruit gaussien d’écart-type égal à 1% du niveau
de gris maximal a été ajouté, afin de rendre ces images plus réalistes.
Figure 3.3 – Vérité terrain du modèle 3D « Stanford’s Bunny » utilisé dans les tests.
Afin de valider la pertinence de notre approche, nous utilisons d’abord les deux images
de ce modèle 3D qui sont représentées sur la première ligne de la figure 3.2. La comparaison
entre les résultats de la deuxième ligne de la figure 3.2 et ceux de la figure 3.4 montre que
l’ajout des termes de régularisation décrits dans le paragraphe précédent améliore sensible-
ment les résultats du MVS seul. Quand ils ne sont pas nuls, les hyper-paramètres prennent
les valeurs suivantes, déterminées de manière empirique : λ = 5.10−4 et ν = 5.10−5.
Comme nous pouvions nous y attendre, la régularisation par minimisation de la surface
totale permet d’obtenir une fonction de profondeur sans bruit, globalement satisfaisante,
mais dont les détails ont été gommés. Au contraire, la régularisation par l’ombrage permet
de retrouver ces détails, mais l’utilisation d’une seule image témoin (n = 2) ne permet
pas d’éviter la totalité des erreurs de reconstruction dues à l’ambiguïté concave/convexe.
Enfin, l’utilisation simultanée des deux types de régularisation, qui combine leurs avantages,
fournit les meilleurs résultats.
Nous présentons sur la figure 3.5, à des fins pédagogiques, un résultat où la contrainte
dure u = z n’est pas relâchée (en donnant à β une valeur très élevée). Les composantes
du vecteur z ne peuvent donc prendre que les valeurs discrètes sur lesquelles la recherche
en force brute est appliquée. La quantification de la profondeur apparaît clairement sur la
surface reconstruite, au travers d’un « effet d’escalier ».
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RMSE = 27,0 RMSE = 28,8 RMSE = 24,4
Figure 3.4 – Stéréoscopie multi-vues régularisée utilisant une seule image témoin (les deux
images sont celles de la figure 3.2). De gauche à droite : régularisation par minimisation de
la surface totale (λ = 0), régularisation par l’ombrage (ν = 0) et combinaison de ces deux
types de régularisation (λ > 0 et ν > 0).
Figure 3.5 – Stéréoscopie multi-vues régularisée lorsque la contrainte dure u = z n’est
pas relâchée. La profondeur ne peut prendre qu’un nombre fini de valeurs, sur lesquelles la
recherche en force brute est appliquée, ce qui provoque l’apparition d’un « effet d’escalier »
sur la surface reconstruite.
3.4.2 Utilisation d’images supplémentaires
La question de la visibilité n’ayant pas été prise en compte explicitement, il est clair
que les fonctions de profondeur représentées sur la figure 3.4 ne sont pas fiables pour les
points de l’image de référence qui ne sont pas visibles dans l’image témoin. Cela est le cas,
en particulier, de la zone située à proximité de l’oreille droite du lapin.
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Pour éviter ce problème, il suffit d’augmenter le nombre d’images témoins, de telle sorte
que chaque point de l’image de référence soit visible dans au moins une image témoin. La
figure 3.6 montre trois des cinq images témoins supplémentaires utilisées. Effectivement,
les résultats de la figure 3.7, qui utilisent n − 1 = 6 images témoins, ne comportent plus le
défaut de la stéréoscopie binoculaire (n = 2). Les occultations résiduelles sont alors traitées
comme des données aberrantes par la fonction d’attache aux données g, conçue pour être
robuste. L’utilisation d’images témoins supplémentaires permet donc vraiment d’améliorer
les résultats, comme le confirme la RMSE (en millimètres) mesurée par rapport à la vérité
terrain. La régularisation par l’ombrage semble suffisante, alors que la régularisation par
minimisation de la surface totale tend à lisser excessivement la surface.
Figure 3.6 – Images témoins supplémentaires permettant de garantir que chaque point de
l’image de référence soit visible dans au moins une des n − 1 = 6 images témoins.
RMSE = 25,3 RMSE = 19,5 RMSE = 23,1
Figure 3.7 – Stéréoscopie multi-vues régularisée utilisant n − 1 = 6 images témoins. De
gauche à droite : régularisation par minimisation de la surface totale (λ = 0), régularisation
par l’ombrage (ν = 0) et combinaison de ces deux types de régularisation (λ > 0 et ν > 0).
Les erreurs de reconstruction dues aux occultations (cf. figure 3.4) ont disparu.
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3.4.3 Évaluation sur des données réelles
Pour finir, nous replaçons ces travaux dans le contexte de la prise de vues réelles, en
utilisant les images du buste de l’empereur Auguste [179] représentées sur la figure 3.8.
Figure 3.8 – Images utilisées dans les tests sur données réelles. À gauche : image de
référence. À droite : quatre des n − 1 = 6 images témoins.
Figure 3.9 – Comparaison des fonctions SAD (première ligne) et ZNCC (deuxième ligne)
sur les images réelles de la figure 3.8. De gauche à droite : régularisation par minimisation
de la surface totale (λ = 0, ν = 10−5), régularisation par l’ombrage (λ = 5.10−3, ν = 0) et
combinaison de ces deux types de régularisation (λ = 5.10−3, ν = 10−5).
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Nous utilisons le pipeline de photogrammétrie AliceVision [7] pour estimer les para-
mètres de la caméra et une fonction de profondeur grossière relative à l’image de référence,
à partir de laquelle sont évalués l’éclairage et la profondeur du plan fronto-parallèle initial.
Cette fonction de profondeur grossière n’est plus utilisée par la suite (en particulier, elle
n’est pas utilisée comme initialisation). Pour montrer que notre approche permet d’utili-
ser différentes mesures de cohérence photométrique, nous présentons les résultats obtenus
avec les transformées exponentielles de SAD (3.5) et de ZNCC (3.6). Parmi les reconstruc-
tions 3D de la figure 3.9, la plus satisfaisante, du moins d’un point de vue qualitatif, est
celle d’en bas à droite, qui est obtenue avec la transformée exponentielle ZNCC et une
combinaison des deux types de régularisation.
Conclusion
Dans ce chapitre, nous avons présenté une méthode de résolution générique de la sté-
réoscopie multi-vues régularisée, qui permet d’utiliser diverses mesures de cohérence photo-
métrique. Grâce à un double découplage, cette méthode permet de minimiser des fonctions
de coût non linéaires, non dérivables et/ou non convexes.
L’algorithme proposé peut être appliqué à tout terme de régularisation lisse et sépa-
rable. L’ajout de termes de régularisation adéquats nous a permis de proposer une solution
au problème de la reconstruction 3D d’objets peu ou pas texturés. Le terme de régulari-
sation qui découle du SfS permet de recueillir des informations de hautes fréquences sur
la profondeur. La régularisation par minimisation de la surface totale, qui est plus usuelle
dans le cadre de la reconstruction 3D, permet d’éviter les erreurs de reconstruction ré-
siduelles dues à l’ambiguïté concave/convexe et de rendre la méthode robuste au bruit.
Notre approche présente également l’avantage de ne comporter que peu de paramètres
à régler. En guise d’extension, elle pourrait être transformée en approche volumétrique,
comme cela a été fait récemment dans [107], afin de retrouver un modèle 3D complet, et
non pas seulement une fonction de profondeur relative à la vue de référence.
Les résultats sur données réelles valident notre approche. Cependant, comme dans le
chapitre 2, les hypothèses de sa mise en œuvre restent très fortes. En particulier, le terme
de régularisation par l’ombrage nécessite de connaître l’albédo et l’éclairage de la scène.
Aussi, nous allons maintenant nous attacher à estimer ces deux entités, afin de pouvoir
employer l’algorithme proposé dans un cadre plus général.
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Dans les chapitres précédents, nous avons montré comment estimer de manière précise
le relief de la surface observée, grâce à une combinaison des techniques MVS et SfS, mais
l’utilisation du SfS suppose l’albédo de la surface et l’éclairage connus. Nous montrons
dans ce chapitre comment estimer ces entités à partir d’une connaissance grossière de la
géométrie. Cette approche a déjà fait l’objet de plusieurs publications [113, 114, 115].
Dans le paragraphe 4.1, nous étudions le caractère mal posé de l’estimation de l’albédo
et de l’éclairage en étendant le modèle lambertien (2.38) au contexte multi-vues. Le para-
graphe 4.2 présente un panorama des solutions déjà proposées pour résoudre ce problème.
Nous montrons dans le paragraphe 4.3 pourquoi il faut choisir comme variables les points
de l’image. Dans le paragraphe 4.4, ce choix nous permet de reformuler le problème sous
la forme d’un problème d’inférence bayésienne avec des a priori relativement simples. Nous
détaillons ensuite, dans le paragraphe 4.5, la résolution du problème variationnel associé,
au moyen d’un schéma numérique de type majoration-minimisation alternée. Enfin, nous
présentons dans le paragraphe 4.6 quelques résultats obtenus avec cette approche.
4.1 Un problème d’estimation mal posé
Le processus de formation d’une image fait intervenir à la fois la géométrie de la surface,
son albédo et l’éclairage incident. Si l’éclairage est connu, l’estimation de l’albédo est un
problème mal posé en l’absence d’a priori sur la géométrie : le principe du trompe-l’œil
repose sur cette ambiguïté. Cependant, le contexte multi-vues permet de réduire les ambi-
guïtés, puisqu’il nous permet d’appliquer la technique du MVS décrite dans le chapitre 1,
et par conséquent de disposer d’un a priori sur la géométrie. Nous supposons donc, dans
ce chapitre, que la géométrie de la surface est connue, au moins de manière grossière.
En revanche, nous supposons que nous ne connaissons ni l’albédo, ni l’éclairage incident
de chaque prise de vue, ce qui complique notablement le problème. En effet, la connais-
sance du relief ne suffit pas à estimer conjointement l’albédo et l’éclairage, comme cela est
illustré par la métaphore de l’atelier déjà mentionnée dans l’introduction : sur la figure 1,
les deux explications (b) et (c) de l’image (a) correspondent au même relief plan. Pour
lever cette ambiguïté sur le relief, il semble donc nécessaire de contraindre les variations
spatiales de l’éclairage. Comme dans les chapitres précédents, nous continuons de modéliser
l’éclairage par les harmoniques sphériques. Il est temps maintenant de revenir sur le modèle
lambertien (2.38), afin de l’étendre au contexte multi-vues.
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Nous autorisons dorénavant le vecteur d’éclairage à varier entre les prises de vue, ce
qui nous amène à réécrire le modèle de formation de la ième image de la façon suivante :
Ii(πi(X)) = ρ(X)σ�i ν(X), i ∈ {1, . . . , n} (4.1)
où ρ(X) > 0 est l’albédo de la surface au point 3D X ∈ S, πi(X) ∈ R2 est la projection
de ce point dans la ième image, σi ∈ R9 est le vecteur d’éclairage associé à la ième prise de
vue, et ν(X) ∈ R9 est le vecteur qui caractérise la géométrie de la surface au point X. En
vertu de nos hypothèses, ce dernier vecteur est supposé connu : il se déduit de la géométrie
grossière par la définition (2.37), la normale à la surface étant paramétrée dans un repère
de référence, par exemple le repère caméra de la première pose.
L’estimation de l’albédo et de l’éclairage revient donc à estimer la fonction ρ(X), X ∈ S,
et les vecteurs d’éclairage σi, i ∈ {1, . . . , n}. Or, la difficulté de ce problème n’est pas la
même selon que l’éclairage dépend ou non de l’indice i de la prise de vue.
4.1.1 Premier cas : éclairage fixe
S’il ne varie pas entre les différentes prises de vue, l’éclairage peut être caractérisé par
un unique vecteur σ := σi, i ∈ {1, . . . , n}. L’équation (4.1) devient alors :
Ii(πi(X)) = ρ(X)σ�ν(X), i ∈ {1, . . . , n} (4.2)
où le vecteur σ ∈ R9 est inconnu, tout comme l’albédo ρ(X), X ∈ S. Si m désigne le nombre
de points 3D pour lesquels l’albédo doit être estimé, le problème comporte m+9 inconnues.
Nous disposons pour les estimer de m n équations telles que (4.2). Cependant, pour chaque
point 3D, les n équations sont identiques, au bruit de mesure sur Ii(πi(X)) près. Seules m
équations sont donc linéairement indépendantes. L’estimation des m paramètres de l’albédo
et des 9 paramètres de l’éclairage constitue alors un problème mal contraint.
4.1.2 Deuxième cas : éclairage variable
Si l’éclairage change d’une image à l’autre, le nombre d’inconnues augmente : aux m
valeurs de l’albédo s’ajoutent 9 n paramètres d’éclairage. Cependant, les m n équations
deviennent linéairement indépendantes, pourvu que les vecteurs σi ne soient pas propor-
tionnels. L’ordre de grandeur du nombre m de points 3D se situe entre 103 et 106, tandis
que le nombre n d’images est plutôt de l’ordre de la dizaine. Il suffit donc que deux des n
vecteurs d’éclairage ne soient pas colinéaires pour qu’il y ait plus d’équations linéairement
indépendantes que d’inconnues, puisque 2 m > m + 9 n pour des valeurs typiques de m
et n. Cette situation est similaire à celle de la stéréophotométrie non calibrée en éclai-
rage naturel [16], mais en plus favorable : la géométrie étant connue, les ambiguïtés de la
stéréophotométrie non calibrée n’ont pas lieu de survenir.
Néanmoins, dans notre cas d’usage, l’éclairage n’est généralement pas contrôlé. Nous
ne pouvons donc pas garantir avec certitude qu’il existe au moins deux vecteurs d’éclairage
non colinéaires. Si les images sont acquises en un court laps de temps, il est même probable
que les éventuelles variations d’éclairage soient limitées. Les n vecteurs d’éclairage σi,
i ∈ {1, . . . , n}, sont alors presque égaux, ce qui signifie que le problème est mal conditionné.
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Malgré ces différences, nous nous contentons dorénavant de supposer l’éclairage variable,
vu que cela permet aussi bien de décrire le cas où les variations d’éclairage sont nulles.
4.1.3 Extension aux images RVB
Jusqu’à présent, nous avons toujours fait l’hypothèse d’images en niveaux de gris. Pour
étendre notre étude au cas des images RVB, nous supposons (sans doute abusivement) que
les canaux colorés ne sont pas corrélés, et nous appliquons les algorithmes proposés dans
les chapitres précédents à chaque canal � ∈ {R, V, B}. L’équation (4.1) devient alors :
I�i (πi(X)) = ρ
�(X)σ�i
�
ν(X), i ∈ {1, . . . , n}, � ∈ {R, V, B} (4.3)
où I�i désigne la fonction de niveau de couleur de la i
ème image, ρ�(X) l’albédo au point X,
et σ�i le i
ème vecteur d’éclairage, toutes ces définitions étant relatives au canal �. Une étude
plus complète du modèle (4.3), notamment sur l’interprétation de ρ�(X) et de σ�i en termes
de réponse de l’appareil photographique, est présentée dans [136].
Le modèle simplifié (4.3) rend indépendants les problèmes d’estimation de l’albédo et
de l’éclairage dans les différents canaux. Nous pouvons donc nous concentrer sur les images
en niveaux de gris, c’est-à-dire sur le modèle (4.2) de formation de l’image. Comme nous
l’avons vu, l’estimation de l’albédo et de l’éclairage à partir de ce modèle constitue un
problème mal posé, qui peut être seulement mal conditionné si l’éclairage varie faiblement
entre les différentes prises de vue. La grande variété de connaissances a priori permettant
de lever les ambiguïtés du problème explique probablement pourquoi autant de méthodes
ont été proposées pour estimer l’albédo.
4.2 Bref état de l’art
Étant donné la nature mal posée de l’estimation de l’albédo, le recours à des connais-
sances a priori semble nécessaire. La plupart des travaux existants se fondent sur la théorie
Retinex [94]. Cette théorie postule que l’albédo d’une image est constant par morceaux,
comme dans un tableau de Mondrian, et que les variations progressives de l’intensité dans
une image sont dues à l’éclairage. En d’autres termes, les variations importantes de l’albédo
sont très localisées, tandis que l’éclairage induit des variations plus faibles du niveau de
gris. Cet a priori suggère de séparer l’image en deux parties additives : une partie constante
par morceaux, et une autre plus oscillante.
La communauté des mathématiques pour l’image désigne cette séparation sous le terme
de décomposition cartoon + texture. De nombreux modèles variationnels ont été
proposés pour résoudre ce problème [8], en utilisant par exemple un terme de régularisation
non lisse et l’analyse fréquentielle de Fourier [9], ou un modèle l1-TV [97]. Cependant, de
telles méthodes n’utilisent pas explicitement de modèle photométrique, ce qui les rend
relativement empiriques.
La communauté de la vision par ordinateur utilise plutôt la dénomination de décompo-
sition intrinsèque. Des méthodes fondées sur la classification [49, 153] ou sur l’hypothèse
que la scène comporte un petit nombre de valeurs de l’albédo [52, 121, 153, 154] ont été
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développées à partir de la théorie Retinex. Parmi toutes ces méthodes, celle de Baron et
Malik est probablement la plus connue [13]. Elle introduit de nombreux a priori sur le relief,
l’albédo et l’ombrage. D’autres méthodes nécessitent une intervention de l’utilisateur, qui
est invité à annoter les zones de l’image censées partager la même réflectance [22, 121], ou
à utiliser une base de données collaborative [19].
Au lieu d’introduire des a priori difficilement vérifiables, ou de s’appuyer sur l’interven-
tion d’un utilisateur, les ambiguïtés inhérentes à l’estimation de l’albédo peuvent être ré-
duites en s’appuyant à la fois sur la connaissance partielle de la géométrie et sur des données
multi-vues. Contrairement à certaines méthodes récentes de reconstruction 3D multi-vues
visant à estimer conjointement la géométrie, l’albédo et l’éclairage [82, 88, 96, 107, 109],
nous nous concentrons sur l’estimation de l’albédo et de l’éclairage, la géométrie étant sup-
posée connue (estimée par MVS, dans notre cas). De ce point de vue, la méthode décrite
dans ce chapitre est proche de la décomposition intrinsèque de données RGB-D [32], mais
l’utilisation de données multi-vues la rapproche également de [92, 93].
4.3 Estimation de l’albédo et de l’éclairage dans un contexte
multi-vues
La première question qui se pose est celle du paramétrage. La géométrie étant supposée
connue, l’albédo pourrait être paramétré directement sur la surface (par exemple, en asso-
ciant une valeur de l’albédo à chaque sommet du maillage). Une autre possibilité consiste
à associer à chaque vue une fonction d’albédo. Nous évaluons ci-après les avantages et les
inconvénients de ces deux paramétrages.
4.3.1 Estimation de l’albédo sur la surface
Comme nous l’avons fait jusqu’à présent, nous nous situons à la sortie d’un pipeline de
reconstruction 3D multi-vues. Par conséquent, les projections πi sont connues, tout comme
la géométrie, sous la forme d’un ensemble de m points 3D Xj ∈ R3, j ∈ {1, . . . , m}, et d’un
ensemble de normales n(Xj), à partir desquelles m vecteurs géométriques νj := ν(Xj)
peuvent être déduits de la définition (2.37).
Les inconnues sont donc les m valeurs de l’albédo ρj := ρ(Xj) ∈ R et les n vecteurs
d’éclairage σi ∈ R9. À première vue, nous pourrions penser que leur estimation puisse être
menée par une approche de type maximum de vraisemblance, en effectuant la résolution















où Iji est une notation abrégée pour Ii(πi(X
j)), et où vji est un booléen qui indique si le
point 3D Xj est visible ou non dans la ième image.
Dans un but purement pédagogique, considérons le cas le plus simple des moindres
carrés (κ(x, y) = (x − y)2) et supposons la visibilité parfaite (vji ≡ 1). Le problème (4.4)
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�N (S ⊗ ρ) − I�2F (4.5)
Dans cette expression, � · �F désigne la norme de Frobenius, le produit de Kronecker S ⊗ρ
est une matrice de R9m×n, et les notations suivantes sont utilisées :
• le vecteur ρ ∈ Rm contient les m valeurs de l’albédo à estimer ;
• la matrice S ∈ R9×n est construite par concaténation des n vecteurs d’éclairage inconnus ;
• la matrice N ∈ Rm×9m est diagonale par blocs, le jème bloc étant le vecteur ligne νj � ;
• la matrice I ∈ Rm×n contient les m n niveaux de gris des données.









qui est un problème de recherche du produit de Kronecker le plus proche, dont la résolution
peut être effectuée par décomposition en valeurs singulières (SVD) [56, théorème 12.3.1].
Cette approche par factorisation matricielle présente néanmoins trois défauts. Primo,
elle n’est valide que si tous les points 3D sont visibles dans toutes les images, ce qui est




�V ◦ [N (S ⊗ ρ) − I]�2F (4.7)
où V ∈ {0, 1}m×n est la matrice de visibilité, qui contient les valeurs vji , et ◦ désigne le
produit de Hadamard. Or, ce problème de recherche du produit de Kronecker le plus proche
avec des données manquantes est encore plus complexe à résoudre.
Secundo, elle n’est adaptée qu’à l’estimation en moindres carrés. Avec une fonction
d’attache aux données plus robuste, la résolution directe par SVD n’est plus envisageable.
Tertio, si l’éclairage est constant, c’est-à-dire si σi = σ, ∀i ∈ {1, . . . , n}, alors il peut
être montré que le problème (4.5) est mal posé, comme nous l’avons suggéré dans le para-
graphe 4.1.1. En effet, une des nombreuses solutions est la solution triviale suivante :











σdiffuse = [1, 0, 0, 0, 0, 0, 0, 0, 0]
� (4.10)
et Iji désigne la moyenne des niveaux de gris des observations du point 3D X
j (moyenne sur
l’indice i). L’ombrage n’est donc pas séparé de l’albédo : cette solution naïve de plaquage
de texture est pourtant implémentée dans la plupart des pipelines de reconstruction 3D.
Cela est le cas, par exemple, des figures 1.6 et 1.7.
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Or, nous avons vu que de nombreux scénarios réels se rapprochaient du cas dégénéré
où l’éclairage est constant (cf. paragraphe 4.1). Ceci nous incite à ajouter un terme de



















R(ρj , ρk) (4.11)
où Ij désigne l’ensemble des indices des points 3D voisins de Xj sur la surface S, et où la
fonction de régularisation R doit être choisie de manière appropriée, en forçant par exemple
l’albédo à être constant par morceaux.
Cependant, le relief de la surface S pouvant être complexe, l’échantillonnage des points Xj
sur S est potentiellement non uniforme. Il semble alors compliqué de définir des termes
d’attache aux données et de régularisation adéquats, et d’élaborer un schéma numérique
de résolution approprié. De plus, les faibles variations d’intensité dans les images peuvent
ne pas être perçues si l’échantillonnage n’est pas suffisamment dense.
L’estimation directe de l’albédo sur la surface, qui semblait prometteuse, se révèle donc
délicate à réaliser en pratique. Nous préférons suivre une stratégie plus simple, qui consiste
à paramétrer l’albédo dans l’image.
4.3.2 Estimation de l’albédo dans l’image
Nous proposons de décrire l’albédo de la surface par un ensemble de fonctions :
ρi : Ωi ⊂ R2 → R, i ∈ {1, . . . , n} (4.12)
qui associent à chaque point p de Ωi := πi(S) la valeur de l’albédo au point πi−1(p),
c’est-à-dire au point 3D conjugué de p. Le modèle (4.1) peut alors être réécrit de la façon
suivante :
Ii(p) = ρi(p)σ�i νi(p), p ∈ Ωi, i ∈ {1, . . . , n} (4.13)
où νi(p) := ν(πi−1(p)). Au lieu d’estimer une valeur ρ(X) de l’albédo par point 3D, le
problème consiste maintenant à estimer n fonctions d’albédo.
Le paramétrage (4.12) présente quand même quelques inconvénients. Tout d’abord, il
ne garantit pas la cohérence entre fonctions d’albédo. Celle-ci devra donc être explicitée en
introduisant une contrainte inter-vues. De plus, la surface ne sera pas directement coloriée :
les fonctions d’albédo estimées devront être fusionnées a posteriori, avant d’êtres plaquées
sur le maillage 3D. Fort heureusement, la fusion de fonctions avant plaquage sur un maillage
est d’ores et déjà implémentée dans les pipelines de MVS : il nous suffira de remplacer les
images brutes utilisées par cette fusion par les fonctions d’albédo estimées. En outre, chaque
ensemble Ωi est un sous-ensemble d’une grille 2D régulière. Les problèmes des données
manquantes et de l’échantillonnage étant contournés, cela facilitera d’autant la recherche
de termes d’attache aux données et de régularisation adéquats.
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s.c. C({ρi}i) = 0
où la fonction C doit être définie de façon à garantir la cohérence inter-vues, et où Vi(p)
désigne l’ensemble des pixels de Ωi voisins de p. Notons au passage que la notion de
voisinage est beaucoup plus facile à appréhender que pour le problème (4.11), dans la
mesure où Ωi est un sous-ensemble d’une grille 2D régulière.
Dans le prochain paragraphe, nous discutons du choix de fonctions κ, R et C adaptées
au problème variationnel (4.14), en nous fondant sur une approche bayésienne.
4.4 Modèle variationnel fondé sur une approche bayésienne
Suivant l’exemple de Mumford [120], nous présentons dans ce paragraphe une approche
bayésienne visant à construire un modèle variationnel pour l’estimation de l’albédo et
de l’éclairage. Ce problème consiste à estimer n fonctions d’albédo ρi : Ωi → R et n
vecteurs d’éclairage σi ∈ R9, à partir de n images Ii : Ωi → R, i ∈ {1, . . . , n}. Nous
avons déjà établi qu’une approche par le maximum de vraisemblance était sans espoir,
puisqu’il existe une solution triviale (cf. équations (4.8) à (4.10)). Nous optons donc pour
une approche bayésienne, et cherchons à estimer ({ρi}i, {σi}i) par le maximum a posteriori
de la distribution :
P({ρi}i, {σi}i|{Ii}i) =
P({Ii}i|{ρi}i, {σi}i) P({ρi}i, {σi}i)
P({Ii}i)
(4.15)
où les facteurs du numérateur correspondent, respectivement, à la vraisemblance et à l’a
priori. Notons que le dénominateur de cette expression peut être éliminé du problème de
maximisation, puisqu’il ne dépend ni de l’albédo, ni de l’éclairage.
4.4.1 Vraisemblance
En pratique, le modèle de formation de l’image (2.38) n’est jamais strictement satisfait,
à cause du bruit, de l’ombre portée et des reflets brillants. Nous faisons l’hypothèse que
ces écarts au modèle sont suffisamment peu denses pour être décrits par une loi de Laplace




































Dans cette expression, |Ωi| désigne le cardinal de Ωi et � · �i,1 la norme �1 sur Ωi.
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4.4.2 A priori
L’a priori du modèle (4.15) peut être factorisé car, non seulement les fonctions d’albédo
{ρi}i sont indépendantes des vecteurs d’éclairage {σi}i, mais les vecteurs d’éclairage sont
indépendants entre eux :





Comme les vecteurs d’éclairage ne sont pas contraints, nous pouvons faire l’hypothèse
d’une distribution uniforme indépendante de l’indice i, soit P(σi) = constante. L’a priori
sur l’éclairage étant indépendant des inconnues, nous pouvons l’écarter du processus d’in-
férence. Quant aux fonctions d’albédo, nous nous conformons à la théorie Retinex [94] en
supposant chacune d’elles constante par morceaux. L’a priori le plus naturel pour une telle
fonction est donné par le modèle de Potts :








Dans cette expression, ξi désigne un coefficient de normalisation, ιi un paramètre d’échelle,
et ∇ρi = [∂xρi, ∂yρi]
� le gradient de la fonction ρi (que l’on peut approcher, en pratique
par des différences finies avant du premier ordre et une condition au bord de Neumann).






δ (ρi(p) − ρi(q)) (4.20)
où δ(x) = 1 si x �= 0, et δ(x) = 0 sinon.
L’albédo, qui par définition est caractéristique de la surface, ne dépend pas de la vue. Il
en découle que les paramètres (ξi, ιi) sont les mêmes pour tous les modèles de Potts (4.19),
et que l’a priori P({ρi}i) sur l’albédo se ramène au produit de n distributions indépendantes
de mêmes paramètres (ξ, ι) :










pourvu que la cohérence entre les différentes fonctions d’albédo soit garantie par la contrainte
linéaire suivante :
Ci,j(pi, pj) (ρi(pi) − ρj(pi)) = 0, ∀(i, j) ∈ {1, . . . , n}2, ∀(pi, pj) ∈ Ωi × Ωj (4.22)
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4.4.3 Modèle complet
La maximisation de la probabilité a posteriori (4.15) équivaut à la minimisation de
l’opposé de son logarithme. En injectant dans (4.15) les équations (4.16) et (4.21), nous
obtenons finalement le problème variationnel contraint suivant, qui explicite les fonctions














s.c. Ci,j (ρi − ρj) = 0, ∀(i, j) ∈ {1, . . . , n}2 (4.24)
avec γ = ζ/ι.
4.4.4 Lien avec la décomposition cartoon + texture
En calculant le logarithme des deux membres de l’équation (4.13), il vient :























s.c. Ci,j(�ρi − �ρj) = 0, ∀(i, j) ∈ {1, . . . , n}2 (4.26)
qui peut être interprété comme un problème de décomposition cartoon + texture
multi-vues, où chaque log-image �I est décomposée en une composante �ρi lisse par mor-





les détails de hautes fréquences, ou « texture » (ici, le log-ombrage). Contrairement aux
méthodes classiques visant à effectuer une telle décomposition, celle-ci utilise de manière
explicite un modèle d’ombrage qui caractérise la composante de texture. Notons cependant
qu’une telle décomposition n’est justifiée que si les log-images �Ii sont utilisées. Dans le
cadre de l’utilisation des images originales Ii, notre approche devrait plutôt être considérée
comme une décomposition cartoon × texture multi-vues.
4.4.5 Relaxation bi-convexe du modèle
Le problème (4.24) est non convexe à cause du terme de régularisation en norme �0,
et non différentiable à cause des termes d’attache aux données et de régularisation. Bien
que des recherches aient été récemment menées sur la résolution de problèmes comportant
des termes de régularisation en norme �0 [156], nous préférons nous contenter d’approcher
ces termes de régularisation par des termes de variation totale anisotrope, qui sont non
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En outre, la fonction de cohérence peut se révéler légèrement inexacte en pratique, à
cause par exemple d’erreurs dans l’estimation préalable de la géométrie obtenue par MVS.
Pour cette raison, nous transformons la contrainte linéaire du problème (4.24) en un terme
de pénalisation supplémentaire. Finalement, nous approchons la valeur absolue découlant
de la norme �1, qui est non différentiable, par son enveloppe de Moreau (différentiable),
c’est-à-dire par la fonction de Huber 1 :










si |x| > �
(4.28)
Ces différentes approximations nous permettent de réécrire (4.24) sous la forme d’un



























Ci,j(pi, pj) H� (ρi(pi) − ρj(pj)) (4.29)
Dans le problème (4.29), le premier terme vise à vérifier la loi de Lambert (au sens de
la fonction de Huber), le deuxième impose la régularité de l’albédo (au sens de la variation
totale anisotrope), tandis que le dernier garantit la cohérence entre les fonctions d’albédo
estimées (au sens de la fonction de Huber). Enfin, γ et � sont des hyper-paramètres qui
permettent de contrôler, respectivement, la régularité de l’albédo et la cohérence inter-vues.
4.5 Résolution par majoration-minimisation alternée
Pour résoudre le problème (4.29), nous utilisons une méthode de majoration-minimisa-
tion alternée. Comme le montre le schéma de la figure 4.1, cet algorithme fonctionne de
la façon suivante : à partir d’une estimation (ρ(k),σ(k)) de la solution à l’itération (k), les







où ε(k)ρ et ε
(k)
σ sont des majorants locaux quadratiques de ε(·,σ(k)) et ε(ρ(k+1), ·) autour de
ρ(k) et σ(k), respectivement. Ces itérations sont répétées jusqu’à la convergence.
1. Dans la partie expérimentale, nous utilisons � = 10−4.
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Figure 4.1 – Résolution par majoration-minimisation alternée. Les énergies partielles ge-
lées ε(·,σ) et ε(ρ, ·) sont localement majorées par les fonctions quadratiques ερ (en rouge)
et εσ (en bleu). Ces majorants quadratiques sont ensuite minimisés (globalement). Le pro-
cessus est répété jusqu’à la convergence.
















si |x0| > �
(4.32)
qui vérifie H�(x0; x0) = H�(x0), se trouve être un majorant quadratique approprié de H�
au voisinage de x0, ∀ x0 ∈ R. Ceci est facile à vérifier si |x0| ≤ �, de par la définition (4.28)










si |x| ≤ �
(|x| − |x0|)2
2 |x0|
si |x| > �
(4.33)
qui est positive dans tous les cas.
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ρi(pi) − ρj(pj); ρ
(k)












i νi(p) − Ii(p) (4.35)
est un majorant local quadratique de ε(·,σ(k)) au voisinage de ρ(k). Cette fonction est donc



















































est un majorant local quadratique de ε(ρ(k+1), ·) au voisinage de σ(k). Cette fonction est
donc adaptée à la mise à jour (4.31).
Le problème (4.30) se ramène alors à un problème en moindres carrés linéaires, que
nous résolvons par la méthode des gradients conjugués appliquée aux équations normales.
Le problème (4.31), quant à lui, se décompose en une série de n problèmes en moindres
carrés linéaires, indépendants et de petite taille, qui peuvent être résolus au moyen de la
pseudo-inverse.
Les étapes d’optimisation (4.30) et (4.31) sont itérées jusqu’à la convergence ou jusqu’à
ce qu’un nombre maximal d’itérations soit atteint. Nous initialisons les variables avec la
solution triviale du problème non régularisé (γ = � = 0). Cette solution est obtenue en
supposant l’éclairage diffus (cf. (4.10)) et en assimilant les fonctions d’albédo aux images
d’entrée. Dans les tests, nous avons observé que 50 itérations suffisaient toujours pour
atteindre une solution stable, c’est-à-dire pour que l’écart relatif entre deux valeurs succes-
sives ε(ρ(k),σ(k)) et ε(ρ(k+1),σ(k+1)) de l’énergie passe en dessous de 10−3.
La preuve de convergence de ce schéma numérique dépasse l’objectif de ce travail. Une
telle preuve pourrait certainement être inspirée de [136], qui utilise une méthode similaire
de majoration-minimisation alternée, appelée alternating reweighted least-squares. Notons
toutefois que le taux de convergence semble être sous-linéaire (cf. figure 4.2), ce qui laisse








































Figure 4.2 – À gauche : évolution de l’énergie ε(ρ(k),σ(k)) définie en (4.29), en fonction
du nombre d’itérations (k), pour le test de la figure 4.6. À droite : écart relatif entre deux
valeurs successives de l’énergie. L’algorithme s’arrête lorsque cette valeur devient inférieure
à 10−3, ce qui se produit en moins de 50 itérations, et prend environ 3 minutes sur un
processeur i7, avec un code Matlab non optimisé pour n = 13 images de taille 540 × 960.
4.6 Résultats expérimentaux
Dans ce paragraphe, nous évaluons la méthode d’estimation proposée sur des données
de synthèse, puis sur des données réelles. Dans un premier temps, nous effectuons une
comparaison quantitative de nos résultats avec deux méthodes utilisant une seule image :
la décomposition cartoon + texture de [97] et la décomposition intrinsèque de [52].
4.6.1 Évaluation quantitative sur des données de synthèse
Nous commençons par évaluer notre méthode d’estimation de l’albédo en utilisant
n = 13 images de taille 540 × 960 d’un objet dont la géométrie, parfaitement connue,
est représentée sur la figure 4.3-a.
Deux scénarios sont testés. Sur la figure 4.4, une réflectance purement lambertienne,
constante par morceaux, a été plaquée sur la surface de l’objet. L’éclairage est ici de type
« skydome », c’est-à-dire quasiment diffus. Les effets d’ombrage sont donc très limités.
Il est normal qu’une méthode d’estimation n’utilisant pas explicitement de modèle de
réflectance, comme la décomposition cartoon + texture de [97], appliquée à chaque image,
fournisse de bons résultats. De plus, l’albédo étant parfaitement constant par morceaux,
la décomposition intrinsèque de l’image fondée sur un a priori de parcimonie, comme celle
de [52], appliquée à chaque image, fonctionne également très bien.
Sur la figure 4.5, une réflectance plus complexe (non uniforme) est plaquée sur la che-
mise. La chevelure comporte des reflets brillants et l’éclairage diffus est remplacé par une
seule source lumineuse étendue, ce qui provoque des effets d’ombrage plus importants. Il
devient plus difficile de retirer l’ombrage sans un modèle explicite de réflectance, comme
cela est le cas de l’approche cartoon + texture, tandis que la décomposition intrinsèque se
révèle peu robuste aux reflets brillants.
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(a) (b) (c) (d)
Figure 4.3 – (a) Surface 3D utilisée dans nos tests. (b) La même surface, après lissage,
permet d’évaluer l’impact d’une connaissance imprécise du relief. (c)-(d) Zooms sur une
zone proche du cou de (a) et (b), respectivement.
Dans chaque cas, les méthodes [97] et [52] auxquelles nous nous comparons sont appli-
quées indépendamment à chacune des n = 13 images. De fait, les fonctions d’albédo, qui
sont estimées séparément, n’ont aucune chance d’être cohérentes, ce qui peut se révéler
problématique si ces fonctions sont destinées à être plaquées pour simuler, par exemple,
le rééclairage de la surface. En revanche, notre approche estime de manière simultanée et
cohérente les n fonctions d’albédo. Comme nous disposons de la vérité terrain de l’albédo,
nous pouvons évaluer ces résultats en calculant la RMSE de chaque méthode sur l’ensemble



































Table 4.1 – RMSE sur l’albédo estimé (valeurs comprises entre 0 et 1), dans chaque canal,
sur l’ensemble des images. Pour chacun des deux scénarios testés, notre approche surpasse




















































Figure 4.4 – Première ligne : trois (parmi n = 13) vues de l’objet de la figure 4.3-a, d’albédo
constant par morceaux, éclairé par une source lumineuse de type « skydome ». Deuxième
ligne : estimation de l’albédo par décomposition cartoon + texture [97]. Troisième ligne :
estimation de l’albédo par décomposition intrinsèque [52]. Quatrième ligne : estimation de
l’albédo par l’approche proposée (γ = 8 ; � = 1000). Cinquième ligne : vérité terrain.
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Figure 4.5 – Première ligne : trois (parmi n = 13) vues de l’objet de la figure 4.3-a, de
réflectance plus complexe, éclairé par une source lumineuse étendue. Deuxième ligne : esti-
mation de l’albédo par décomposition cartoon + texture [97]. Troisième ligne : estimation
de l’albédo par décomposition intrinsèque [52]. Quatrième ligne : estimation de l’albédo
par l’approche proposée (γ = 2, 5 ; � = 1000). Cinquième ligne : vérité terrain.
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Les résultats qualitatifs des figures 4.4 et 4.5, ainsi que les évaluations quantitatives
regroupées dans la table 4.1, nous permettent de faire les observations suivantes :
• L’utilisation d’un modèle explicite de formation de l’image permet de dépasser la dé-
composition cartoon + texture. En effet, la composante cartoon, sur la deuxième ligne de
la figure 4.5, est beaucoup moins uniforme que l’albédo estimé par les deux autres mé-
thodes (cf. les troisième et quatrième lignes de la figure 4.5). L’ombrage est flouté, mais
pas réellement éliminé. Ce défaut pourrait être gommé en augmentant le poids du terme de
régularisation, mais cela ferait perdre les détails de certaines parties telles que la chemise,
dans l’exemple de la figure 4.5.
• Dans un contexte multi-vues, l’estimation simultanée des fonctions d’albédo permet de
rendre ces fonctions cohérentes et de rendre l’estimation robuste en présence de reflets
brillants. Lorsque les fonctions d’albédo sont estimées séparément, des incohérences appa-
raissent, ce qui explique les valeurs élevées de la RMSE dans la table 4.1. Ce défaut est
clairement visible au niveau des cheveux, sur la troisième ligne de la figure 4.4. En com-
paraison, nos résultats confirment l’intuition initiale selon laquelle l’estimation de l’albédo
doit bénéficier doublement du contexte multi-vues, qui permet non seulement d’estimer une
géométrie grossière de la surface, mais également de contraindre l’albédo en un point de la
surface à être identique dans toutes les images où il est visible. De plus, puisque les reflets
brillants « se déplacent » lorsque le point de vue change, ces derniers n’apparaissent pas
aux mêmes endroits de la surface dans les différentes images. La prise en compte de données
multi-vues permet donc d’accroître la robustesse aux reflets brillants. Cela se confirme sur
les résultats de la figure 4.5 : au niveau de la chevelure, le résultat de la quatrième ligne
est bien moins dégradé par les reflets brillants que les résultats des deux autres méthodes.
• Un a priori de parcimonie de l’albédo doit être préféré à la variation totale. Comme nous
utilisons un terme de régularisation fondé sur la variation totale, qui favorise les fonctions
d’albédo constantes par morceaux, les très bons résultats de la figure 4.4 étaient prévisibles.
Il reste néanmoins une trace de pénombre dans l’albédo estimé, en particulier au niveau
du cou. Puisque nous connaissons la géométrie de l’objet, il semble que nous pourrions
corriger cet effet de pénombre, mais cela nécessiterait de connaître également l’éclairage,
ce qui n’est pas le cas avec un éclairage naturel. De plus, nous devrions tenir compte
non seulement de l’éclairage primaire, mais également des réflexions de la lumière sur les
différents éléments de la scène, comme le font les moteurs de rendu pour simuler une image.
À titre de comparaison, l’approche fondée sur la parcimonie [52] élimine la pénombre sans
pour autant qu’il soit nécessaire de modéliser les réflexions secondaires. Cette méthode
devrait également permettre de mieux gommer l’ombrage du visage, dans un cas comme
celui de la figure 4.5, sans dégrader les structures fines de la chemise autant que la variation
totale. Pour résumer, la relative simplicité de notre solution numérique, qui vient de ce
que l’a priori de Potts a été remplacé par la variation totale (cf. paragraphe 4.4.5), a un
prix. Une perspective intéressante serait d’élaborer une stratégie numérique permettant de
revenir au problème initial (4.24), bien que celui-ci soit non différentiable et non convexe.
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4.6.2 Influence d’une imprécision sur le relief estimé
Dans les expériences précédentes, la géométrie était parfaitement connue, ce qui n’est
pas le cas en pratique, à cause des inévitables erreurs commises lors de la reconstruction 3D
par SfM/MVS. C’est pourquoi il est nécessaire d’évaluer le comportement de notre approche
lorsque le relief estimé est imprécis. Pour le prochain test, nous utilisons la surface de la
figure 4.3-b (dont un zoom est représenté sur la figure 4.3-d), qui a été obtenue en lissant
la surface 3D initiale de la figure 4.3-a (dont un zoom est représenté sur la figure 4.3-c),
grâce à un outil du logiciel meshlab. Au vu des résultats de la figure 4.6, il semble que
notre méthode soit robuste aux imprécisions du relief de l’objet. Cela prouve qu’elle est
effectivement adaptée aux cas d’usage auxquels nous la destinons.
Figure 4.6 – Mêmes tests que ceux de la figure 4.5, avec une version imprécise du relief
(représenté sur les figures 4.3-b et 4.3-d), pour γ = 2, 5 et � = 1000. Les résultats sont
qualitativement similaires à ceux de la figure 4.5, obtenus avec le relief exact. La RMSE
évaluée dans chaque canal RVB vaut, respectivement : 0,24 ; 0,14 ; 0,13. Ces valeurs sont
légèrement supérieures aux valeurs obtenues avec le relief exact (cf. table 4.1).
Sur la figure 4.7, nous évaluons qualitativement notre méthode, appliquée à la sortie
d’un pipeline de SfM/MVS sur un jeu de données réelles. Nous disposons donc d’une
estimation des poses des caméras et d’une géométrie grossière de la scène. Ce test confirme
que la méthode proposée est effectivement robuste aux imprécisions sur le relief estimé.
Dans l’ensemble, les reflets brillants sont correctement éliminés, et les fonctions d’albédo
présentent bien un aspect cartoon. Cependant, l’albédo est sous-estimé sur les ailes du nez
et au niveau du menton. En effet, puisque l’éclairage est fixe, ces parties de la surface
se situent dans chaque image à l’intérieur de l’ombre propre. Une première solution à ce
défaut consiste à augmenter le poids du terme de régularisation, au risque de perdre certains
détails. Une autre solution est de contrôler davantage l’éclairage de la scène, afin qu’aucun
point de la surface ne se situe à l’intérieur de l’ombre propre dans l’ensemble des vues.
Nous reviendrons sur ce point dans le prochain paragraphe.
88
4.6. RÉSULTATS EXPÉRIMENTAUX
Figure 4.7 – Test sur un jeu de données réelles. Première ligne : trois des n = 8 vues
de la scène. Deuxième ligne : fonctions d’albédo estimées par l’approche proposée (γ = 2 ;
� = 1000). La géométrie et les poses des caméras sont estimées par un pipeline SfM/MVS.
4.6.3 Influence des hyper-paramètres
Dans les tests précédents, nous avons choisi arbitrairement les valeurs des hyper-para-
mètres γ et �, de manière à obtenir les « meilleurs » résultats. Bien entendu, il est nécessaire
de discuter un tel réglage, qui peut se révéler fastidieux.
Afin d’illustrer l’influence de ces paramètres, intéressons-nous d’abord à ce qui se passe
en l’absence de termes de régularisation et de cohérence inter-vues, c’est-à-dire si γ = � = 0
dans (4.29). Dans ce cas, seul le terme photométrique est optimisé, ce qui revient à effectuer
l’estimation par la recherche du maximum de vraisemblance. Dans le cas où l’éclairage est
constant, le problème devient dégénéré. L’éclairage estimé est diffus, c’est-à-dire de la
forme (4.10), et les fonctions d’albédo sont assimilées aux images. L’éclairage est donc
« absorbé » par les fonctions d’albédo, ce que nous essayons précisément d’éviter.
Pour éviter ce phénomène, le terme de lissage doit être activé en imposant γ > 0. Si
nous imposons toujours � = 0, alors le problème variationnel (4.29) se réduit à un ensemble
de n problèmes indépendants de restauration d’images, qui sont similaires au problème
du débruitage �1-TV, à ceci près que le terme d’attache aux données est physiquement
réaliste. Toutefois, comme le terme photométrique est invariant à une transformation du
type (ρi,σi) := (χi ρi,σi/χi), χi > 0, chaque albédo ρi n’est estimé qu’à un facteur d’échelle
près, ce qui interdit la cohérence des n fonctions d’albédo, comme cela est le cas des
méthodes mono-vue d’estimation de l’albédo que nous avons également testées.
Ce problème est résolu si nous activons le terme de cohérence inter-vues, c’est-à-dire
si nous donnons à � une valeur strictement positive. Dans ce cas, l’ambiguïté précédente
{ρi,σi}i := {χρi,σi/χ}, χ > 0, existe toujours, mais cette ambiguïté devient globale, c’est-
à-dire indépendante de i. Pour la résoudre, il suffit par exemple de fixer arbitrairement
l’albédo en un point, ou de normaliser les valeurs estimées.
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Il est donc nécessaire de faire en sorte que les deux hyper-paramètres γ et � soient
strictement positifs. Le choix de la valeur de � n’est pas réellement critique. En effet, le
terme de cohérence inter-vues, qui est contrôlé par ce paramètre, provient de la relaxation
d’une contrainte « dure » (pour s’en convaincre, il suffit de comparer les problèmes (4.24)
et (4.29)). Il faut donc choisir � « suffisamment grand », de manière à ce que le terme
de régularisation du problème (4.29) s’approche de la contrainte dure du problème (4.24).
Dans tous nos tests, nous n’avons rencontré aucun problème particulier avec � = 1000.
Bien entendu, si les correspondances entre images n’ont pas été évaluées correctement par
le SfM, cette valeur doit être réduite, mais les méthodes de SfM telles que celle de la suite
logicielle AliceVision [7] sont aujourd’hui suffisamment matures pour pouvoir fournir des
correspondances fiables.
Le choix de la valeur de γ semble plus critique. Ceci est mis en évidence par les courbes
de la figure 4.8 qui montrent, canal par canal, comment évolue la RMSE (calculée à la
convergence sur le même jeu de données que celui de la figure 4.5) en fonction de γ. Ces
courbes montrent que la valeur « optimale » de γ est difficile à définir : dans cet exemple,
une valeur élevée de γ permet de réduire considérablement la RMSE sur le visage et la
chevelure, qui sont à dominante rouge, en leur donnant un aspect uniforme (cf. la dernière
ligne de la figure 4.9). Cependant, une valeur beaucoup plus faible de γ est requise pour
préserver les détails fins de la chemise, qui comporte davantage de vert et de bleu (cf. la










































Figure 4.8 – Étude quantitative de l’influence du paramètre γ menée sur le même jeu de
données que celui de la figure 4.5, avec � = 1000.
Une situation où le réglage de γ est beaucoup plus facile est celle où l’éclairage n’est
pas fixe, mais varie fortement d’une image à l’autre. Comme nous l’avions évoqué dans le
paragraphe 4.1.1, le problème de l’estimation jointe de l’albédo et de l’éclairage est alors
sur-contraint, ce qui rend la régularisation superflue. Cette nouvelle approche dépasse le
cadre de nos travaux, mais il semble que ce soit une piste prometteuse. D’ailleurs, la
combinaison entre reconstruction 3D multi-vues et stéréophotométrie fait actuellement


















Figure 4.9 – Influence qualitative du paramètre γ sur le même jeu de données que celui
de la figure 4.5, avec � = 1000.
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Conclusion
Dans ce chapitre, nous avons proposé une nouvelle approche variationnelle permet-
tant d’estimer l’albédo et l’éclairage à partir d’images prises sous différents angles. Nous
avons montré pourquoi il était préférable de paramétrer l’albédo par les coordonnées image.
L’utilisation d’un raisonnement bayésien nous a permis d’élaborer un modèle variationnel
comportant différents termes : un terme d’attache aux données en norme �1 traduisant
la loi de Lambert, un terme de régularisation de type Potts et une contrainte garantis-
sant la cohérence inter-vues. La résolution numérique proposée utilise un algorithme de
majoration-minimisation alternée sur une relaxation bi-convexe du problème original. Les
résultats expérimentaux permettent de valider la robustesse de l’estimation à la présence
de reflets brillants, et la cohérence entre les différentes fonctions d’albédo estimées.
L’analyse critique des résultats nous a quand même permis de mettre en évidence plu-
sieurs limites de cette nouvelle approche, qui constituent autant de futurs axes de recherche.
D’une part, nous pourrions éviter la relaxation du terme de régularisation de Potts, afin de
mieux garantir l’aspect « constant par morceaux » des fonctions de réflectance estimées.
D’autre part, si nous avons choisi de paramétrer l’albédo par les coordonnées image pour
des raisons numériques, il semble quand même plus naturel de définir ce paramétrage sur
la surface elle-même, au risque de rendre le problème nettement plus complexe. Enfin, le
moyen le plus simple pour estimer l’albédo et l’éclairage sans ambigüité est de modifier
l’éclairage entre les différentes prises de vue. L’extension de nos travaux à la « stéréopho-
tométrie multi-vues » semble effectivement très prometteuse.
Quoi qu’il en soit, la connaissance de l’albédo et de l’éclairage est une hypothèse requise
par le shape-from-shading. L’estimation de ces deux entités à partir d’une connaissance
grossière du relief permet donc d’étendre considérablement le champ d’utilisation des al-
gorithmes de SfS. Il semble à présent naturel de combiner les différents éléments présentés
dans ce mémoire afin d’estimer simultanément, à partir d’un ensemble d’images, les trois




Dans ce mémoire, nous avons présenté plusieurs contributions, théoriques ou numé-
riques, qui visent à fusionner les techniques géométriques et les techniques photométriques
de reconstruction 3D.
Dans le chapitre 1, nous avons décrit le pipeline classique de reconstruction 3D par
photogrammétrie. S’il permet en général d’obtenir de bons résultats, ce pipeline présente
certaines limitations, de par l’aspect purement géométrique des techniques qu’il utilise, à
savoir le structure-from-motion (SfM) et la stéréoscopie multi-vues (MVS). La reconstruc-
tion 3D d’une scène peu ou pas texturée, pour laquelle le MVS ne permet pas de restituer
les détails du relief, apparaît comme l’une des principales faiblesses de ce pipeline.
Le shape-from-shading (SfS), qui est une figure emblématique des techniques photomé-
triques, est parfaitement adapté à la reconstruction 3D de scènes non texturées. Cependant,
cette technique nécessite de bien contrôler l’éclairage, ce qui limite son champ d’applica-
tion à des photographies prises en laboratoire. Dans le chapitre 2, nous avons montré
comment mettre en œuvre le SfS dans des conditions opératoires réalistes, c’est-à-dire sous
un éclairage naturel. Si la résolution proposée semble numériquement stable, les ambiguïtés
inhérentes au problème sont levées grâce à un terme de régularisation, qui peut prendre la
forme d’un lissage par « minimisation de la surface totale », ou d’un a priori sur la profon-
deur. Ce dernier terme de régularisation nous a permis de concevoir un premier algorithme
de reconstruction 3D combinant les techniques SfM, MVS et SfS.
Cette approche n’est toutefois pas optimale, à cause de son caractère séquentiel. En
effet, le contexte multi-vues sert à obtenir une approximation grossière de la fonction de
profondeur, que l’ombrage sert à affiner a posteriori. Dans le chapitre 3, nous avons montré
comment opérer une réelle fusion entre les techniques MVS et SfS. La stéréoscopie multi-
vues ainsi modifiée profite des informations apportées par l’ombrage, ce qui lui permet
d’effectuer la reconstruction 3D d’objets peu ou pas texturés.
Néanmoins, la mise en œuvre du SfS ne va pas de soi. En effet, l’algorithme du cha-
pitre 3 n’est utilisable que sous les hypothèses classiques du SfS, à savoir que la réflectance
de la surface et l’éclairage doivent être connus. Dans le chapitre 4, nous avons montré
comment relâcher ces hypothèses. Les fonctions de profondeur estimées par MVS, qui sont
grossières mais denses, nous permettent d’estimer l’albédo de la surface, supposée lamber-
tienne, ainsi que l’éclairage. Grâce à ces estimations, le champ d’application de la technique
de reconstruction 3D proposée est notablement élargi.
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Vers un pipeline complet de scannage 3D
Les différentes contributions présentées dans ce mémoire semblent pouvoir contribuer
à la création d’un pipeline complet de scannage 3D. À partir des fonctions de profondeur
estimées par MVS, nous pouvons estimer une fonction d’albédo et un éclairage par image,
pour ensuite affiner la profondeur par SfS. La réelle fusion de ces deux étapes semble plus
efficace qu’une simple approche séquentielle.
En effet, la première étape (3.14) de l’algorithme de reconstruction 3D proposé dans
le chapitre 3 fournit une estimation grossière de la géométrie par MVS. Cela nous per-
met, grâce à l’algorithme présenté dans le chapitre 4, d’estimer l’albédo de la surface et
l’éclairage. Nous sommes alors en mesure de mettre en œuvre les étapes (3.15) et (3.16) de
l’algorithme de reconstruction 3D du chapitre 3, qui visent à affiner la profondeur par SfS.
Cette séquence est ensuite répétée jusqu’à la convergence.
Nous pressentons donc que l’approche résumée par l’algorithme 2 permet d’estimer à la
fois le relief et la réflectance d’une scène 3D, ainsi que son éclairage, à partir d’un ensemble
d’images et de la connaissance des paramètres intrinsèques et des poses de la caméra. Afin
de tester cette approche, nous avons plaqué une texture non uniforme sur le modèle 3D
de la figure 3.3. Les images qui en résultent, ainsi que des résultats préliminaires, sont
représentés sur les figures 5.1 et 5.3.
Ces premiers résultats suffisent à valider le bien-fondé de l’ensemble de notre approche.
En effet, la fonction de profondeur que nous obtenons est bien plus précise que celle de la
suite logicielle AliceVision, même après une étape de post-traitement (cf. la deuxième ligne
de la figure 5.1). Notons tout de même que le nombre d’images utilisées (n = 6) est faible,
en comparaison de ce qui est généralement requis par le MVS. Effectivement, les résultats
s’améliorent lorsque le nombre d’images utilisées augmente (n = 12, cf. figure 5.2).
Algorithme 2 : Algorithme générique de reconstruction 3D (albédo non uniforme).
Entrées : images, poses des caméras
Sorties : pour chaque image : fonction d’albédo, fonction de profondeur, éclairage
répéter
Estimation grossière de la profondeur (3.14)
Estimation de l’albédo (4.30)
Estimation de l’éclairage (4.31)
Affinage de la fonction de profondeur (3.15) + (3.16)
jusqu’à convergence;
Le maillage obtenu par fusion des fonctions de profondeur est débarrassé des aberrations
du relief. Les défauts résiduels du relief disparaissent après plaquage de la texture, comme
le montre la figure 5.2. Le modèle 3D obtenu ne restitue cependant que très grossièrement le
relief. Les détails apparents sur le modèle 3D complet proviennent en réalité d’une illusion
de type « trompe-l’œil », puisque les images d’origine tiennent lieu de texture.
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Figure 5.1 – Estimation du relief à partir d’un ensemble de n = 6 images de synthèse.
Première ligne : trois des n = 6 images utilisées. Deuxième ligne : à gauche, fonction de
profondeur obtenue par notre approche ; au centre et à droite, fonctions de profondeur obte-
nues avec la suite logicielle AliceVision, après une étape de post-traitement, respectivement
avant et après filtrage.
Figure 5.2 – À gauche : maillage 3D fourni par AliceVision à partir de n = 6 images. Au
centre et à droite : maillage 3D et modèle 3D complet fournis par AliceVision avec n = 12
images. Même s’il est globalement restitué, le relief est excessivement lissé. L’ombrage
présent dans la texture donne l’illusion que les détails géométriques ont été reconstruits.
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Figure 5.3 – Estimation de l’albédo à partir d’un ensemble de n = 6 images de synthèse.
Première ligne : trois des n = 6 images utilisées. Deuxième ligne : fonctions d’albédo
estimées par notre approche, correspondant aux différentes vues.
A contrario, les fonctions d’albédo estimées par notre approche (cf. figure 5.3) ne
contiennent quasiment plus d’ombrage. En les plaquant sur le relief estimé, au lieu de
plaquer les images, le rééclairage de la scène n’en sera que plus réaliste. Les solutions ac-
tuelles de rééclairage de scènes 3D à partir de photographies se limitent à de petits objets et
reposent sur de nombreuses connaissances a priori [167], ou bien nécessitent un environne-
ment très contrôlé [143, chapitre 11]. L’approche que nous proposons est intermédiaire : elle
se fonde sur un modèle physique, en l’occurrence celui de la réflexion de la lumière par une
surface lambertienne, tout en s’affranchissant des contraintes imposant aux photographies
d’être prises en laboratoire.
Il est quand même flagrant, sur les résultats de la figure 5.3, que les différents carreaux
d’une même couleur ne sont pas restitués sous une même apparence. La séparation entre
albédo et ombrage n’est pas parfaite, à cause de la configuration de la texture de type
« Arlequin ». En effet, l’a priori utilisé dans le modèle (4.20) ne permet d’uniformiser
l’albédo que sur des zones connexes de couleur uniforme, ce qui est le cas de chaque carreau
du motif d’Arlequin, mais pas d’un ensemble de plusieurs carreaux de même couleur. Cela
explique pourquoi le rouge des carreaux situés sur la tête du lapin semble beaucoup plus




Pour améliorer l’estimation de l’albédo, il est nécessaire de s’inspirer de la stéréophoto-
métrie, c’est-à-dire de faire varier l’éclairage entre les prises de vue. Nous avons déjà décrit
cette technique de reconstruction 3D photométrique, qui présente la particularité d’être
bien posée. Cependant, les conditions opératoires usuelles de la post-production, qui ont
défini le cadre des recherches menées dans cette thèse, ne permettent pas de réellement
contrôler l’éclairage. Pour cette raison, la piste de la stéréophotométrie a été délaissée,
mais elle constitue malgré tout une de nos principales perspectives de recherche.
À titre d’exemple, revenons sur l’algorithme présenté dans le chapitre 4, qui estime
l’albédo et l’éclairage d’une scène 3D à partir d’une géométrie grossière du relief. L’énergie
à minimiser (4.24) comporte un terme d’attache aux données traduisant la loi de Lambert,
un terme de régularisation par variation totale et un terme de cohérence inter-vues. La
figure 5.4 présente les résultats obtenus dans le cas où l’éclairage varie d’une image à
l’autre. En comparaison des résultats de la première ligne de la figure 4.9, la texture rayée
de la chemise est correctement restituée, et l’ombrage est quasiment éliminé du visage, bien
que le poids γ = 1 du terme de régularisation soit très faible 1. Ce test montre que sans a
priori sur l’éclairage, le seul moyen d’éviter le recours à un a priori sur la réflectance, donc
le réglage d’hyper-paramètres, est de faire varier l’éclairage entre les prises de vue.
Figure 5.4 – Première ligne : trois (parmi n = 13) vues de l’objet de la figure 4.3-a calculées
sous des éclairages différents. Deuxième ligne : fonctions de réflectance estimées par notre
approche. En comparaison des résultats de la première ligne de la figure 4.9, obtenus avec
les mêmes poids (γ = 1 et � = 1000), mais avec un éclairage fixe, la texture rayée de la
chemise est correctement restituée, et l’ombrage est quasiment éliminé du visage.
1. Si certains pixels ne possèdent pas de correspondant, le problème est mal posé. Le terme de régula-




Dans ce mémoire, nous nous sommes restreints aux surfaces lambertiennes, pour les-
quelles la réflectance est entièrement caractérisée par l’albédo. Or, il pourrait être profitable
de prendre en compte des réflectances plus complexes. Cela permettrait non seulement
de simuler le rééclairage d’une scène 3D de manière plus photo-réaliste, mais également
d’améliorer la reconstruction 3D d’objets non parfaitement lambertiens. En effet, les taches
brillantes sont porteuses d’informations sur la géométrie de la scène, puisque celle-ci peut
être assimilée localement à un miroir. L’estimation de BRDF complexes [11], qui a fait
l’objet de travaux récents [38, 131], constitue effectivement une autre de nos perspectives.
L’estimation de la réflectance dans une scène complexe soulève la problématique de la
segmentation d’une image en différents matériaux. Cette segmentation peut être menée en
utilisant une seule image, comme le font des travaux récents [5], dont certains recourent
à l’apprentissage profond [33], les différentes segmentations étant fusionnées a posteriori.
Une autre solution consiste à segmenter l’ensemble des images simultanément [40]. Une
fois le matériau segmenté, le contexte multi-vues fournit plusieurs échantillons de sa ré-
flectance. L’utilisation d’une base de données permet ensuite d’identifier ce matériau dans
de nouvelles images, c’est-à-dire de résoudre un problème de classification [19], plutôt que
d’utiliser un modèle de réflectance potentiellement complexe. Cela pourrait nous autori-
ser à élargir cette étude aux matériaux transparents et transluminescents, que nous avons
délibérement mis de côté dans ce mémoire.
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Les solutions opérationnelles de reconstruction 3D à partir de photographies se fondent
généralement sur des méthodes multi-vues, dites géométriques, qui n’utilisent que très par-
tiellement les informations photométriques contenues dans les images. L’utilisation de ces
dernières doit permettre, à la fois, d’augmenter la finesse du relief reconstruit et d’esti-
mer les caractéristiques photométriques de la scène que sont la réflectance de la surface et
l’éclairage incident. Cette thèse montre comment une approche combinant les techniques
multi-vues et les techniques photométriques peut effectivement améliorer un pipeline de
reconstruction 3D. Nous commençons par présenter une façon de rendre la méthode du
shape-from-shading opérationnelle en conditions d’éclairage naturel. Ceci nous permet de
combiner les approches multi-vues et photométriques sous la forme d’un problème varia-
tionnel, pour lequel nous proposons un schéma numérique de résolution. Cependant, comme
le shape-from-shading lui-même, la méthode proposée nécessite la connaissance a priori de
la réflectance et de l’éclairage. Nous présentons une méthode d’estimation conjointe de ces
deux grandeurs à partir d’un relief grossier de la scène. En guise de conclusion, nous pré-
sentons un algorithme qui, à partir des images utilisées par un pipeline de reconstruction
3D multi-vues, permet d’estimer une carte de réflectance et une carte de profondeur par
vue, ainsi que l’éclairage de la scène.
ABSTRACT
Practical solutions for 3D-reconstruction from photographs are generally based on
multi-view methods (called geometric methods) that only very partially use the photo-
metric information contained in the images. The use of the latter should increase the
fineness of the reconstructed relief and allow the estimate of the photometric characte-
ristics of the scene, i.e. surface reflectance and incident lighting. This thesis shows how
an approach combining multiview and photometric techniques can effectively improve a
3D-reconstruction pipeline. We start by presenting a way to make the shape-from-shading
method operational in daylight conditions. This allows us to combine multiview and pho-
tometric approaches in the form of a variational problem, for which we propose a numerical
solving scheme. However, like shape-from-shading itself, the proposed method requires an
a priori knowledge of reflectance and lighting. We present a method for the joint estimation
of both these quantities from a coarse relief of the scene. As a conclusion, we present an
algorithm which, from the images used by a multi-view 3D-reconstruction pipeline, allows
us to estimate a reflectance map and a depth map per view, as well as the lighting of the
scene.
