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Abstract
We give existence and uniqueness results for the equations describing the dynamics
of some neural networks for which there are inﬁnitely many cells.
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1. Introduction
Artiﬁcial neural networks are powerful signal processors that owe their
success to their suitability for VLSI implementation. Thus, large numbers of
identical cells or neurons are linked by controllable interconnections,
generally to form a highly repetitive structure.
In 1984, Hopﬁeld [11] considered neural nets which were modelled by the
ordinary differential equations, for i from 1 to N ;
Ciu
0
i ¼
X
j
TijgðujÞ þ di  ui=Ri: ð1:1Þ
These describe the change in the neural voltages ui; which give the state of
the system. Here Ci and Ri are positive numbers, di and Tij are real numbers,
and g is an increasing function from R to ½1; 1; perhaps gðxÞ ¼ tanhðxÞ or
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ðjx þ 1j  jx  1jÞ=2: We shall absorb Ci into the right-hand side by dividing
by it, so from now on Ci ¼ 1:
Variants of this system have appeared, as well as nets that are
substantially different. In addition to considering (1.1), we consider the
related system
u0iðtÞ ¼
P
j Tijuj þ di if  1ouio1;
minð0;
P
j Tijuj þ diÞ if ui ¼ 1;
maxð0;
P
j Tijuj þ diÞ if ui ¼ 1;
8>><
>: ð1:2Þ
which was introduced by Li et al. [13] in 1989, and referred to as a ‘‘linear
system in a saturated mode’’. Much recent literature on this is covered in [6].
Thiran and others (e.g. [15–18]) have been led to consider a net in which
there are inﬁnitely many cells, and they considered Eq. (1.1) for inﬁnitely
many i: This paper seeks to provide a realistic setting for the solution of (1.1)
and (1.2), with given initial conditions, giving conditions on the
interconnection matrix T which ensure the existence and uniqueness of
solutions when the net is inﬁnite, and giving an example of nonuniqueness.
Paper [10] of Chow et al. successfully achieved this for (1.1) in cN: We give a
result which extends theirs, as well as giving results in other spaces and
without requiring T to be bounded.
The relevance of inﬁnite nets has been in part to avoid ‘‘boundary
conditions’’. For example, in [15–18], they consider u : Z-R satisfying, for
all iAZ;
u0i ¼ ui þ rgðui1Þ þ pgðuiÞ þ sgðuiþ1Þ: ð1:3Þ
In this inﬁnite neural net they can study pattern formation, ‘‘local diffusion’’
and ‘‘global propagation’’, giving constraints on parameters to obtain the
desired behaviour.
In discussing inﬁnite neural networks, it is appropriate to query how the
results may apply to ﬁnite networks, since these are the ones that can be
constructed. For example, the relationship between equilibrium points in
ﬁnite and inﬁnite nets was explored in [16]. An inﬁnite network may behave
as a limit of large ﬁnite networks, thus giving a simpliﬁed model of their
behaviour. Parameters used in an inﬁnite network may be appropriate in a
large ﬁnite one. I suspect that future work could usefully consider some of
the issues of approximation by ﬁnite networks, as in [8]. We note that ﬁnite
neural networks need not all be readily considered with inﬁnitely many cells.
For example in [7], a Hopﬁeld network was given, which chose the largest K
numbers out of N; requiring N cells. The point of the analysis was to show
how the machine would work, if the parameters were chosen correctly, and
the machine as designed does not work with N inﬁnite.
One is led to consider (1.1) or (1.2) by showing that the right-hand side
gives a Lipschitz (or dissipative of type o) map in some Banach space of
real-valued functions on the set of neurons, assumed countable. Unless
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stated otherwise we consider our neurons indexed by the natural numbers N;
giving sequence spaces. One notes that the existence result do not use
assumptions of the ODEs being lattice ODEs such as (1.3), and therefore we
do not index the neurons by a lattice such as Zn:
Physical reality suggests that for a solution uðtÞ ¼ fuiðtÞgiAN we have these
neural voltages bounded independent of t and i: Finite power requiresP
uiðtÞ
2=Ri to be bounded. And ﬁnite total input current gives dAc1: The
approximation of our inﬁnite net by ﬁnite subnets suggests we require
convergence of subsequences of u; in the simplest case we have u convergent,
i.e. uAc; or even convergent to zero, uAc0: A possible restriction is that each
neuron receives input from only ﬁnitely many others, and gives output to
only ﬁnitely many. A specialisation of this is given by the following
equations, where i; jAZn:
Ciu
0
i ¼
X
j
AjgðuijÞ þ di  ui=Ri; ð1:4Þ
where we suppose that A has ﬁnite support, to give a cellular neural net,
including (1.3) as a particular case. Our plan is to consider solutions of (1.1)
and then (1.2), in the spaces cN; c0; c and c
1: We divide the paper in two
parts, ﬁrst with T bounded and then with T not necessarily bounded, where
we consider solutions in c1 only. The not necessarily bounded cases do not
quite generalise the bounded; less is required and more deduced when T is
bounded.
One notes that much work has been done on qualitative properties of a
number of lattice ODEs, which, like (1.4), use the spatial structure of an
inﬁnite lattice such as Zn: Papers [5,9] on travelling wave solutions, and [10],
on spatial chaos and patterns, include a discussion and listing of a good
variety of other papers on lattice ODEs. In these papers, existence or
nonexistence of solutions to the initial-value problem is seldom the issue,
with exceptions being [1,10]. For example in [5, p. 256], they mention that
the equation under study,
u0i ¼ aðuiþ1;j þ ui1;j þ ui;jþ1 þ ui;j1  4ui;jÞ  f ðui;jÞ ð1:5Þ
for ði; jÞAZ2; has local existence and uniqueness in cNðZ2Þ if f is locally
Lipschitz. They note on p. 463 that one cannot say much for a general f ; and
they then take, for aAð0; 1Þ;
f ðxÞ ¼
x; xoa;
x  1; x > a;
½a  1; a; x ¼ a;
8><
>:
and deﬁne a solution to the differential inclusion that (1.5) has become. It is
sobering that this right-hand side is not susceptible to treatment by the
methods of this paper, not being dissipative of type o for any o: Indeed we
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have nonuniqueness for the initial-value problem; both uijðtÞ ¼ aet and
uijðtÞ ¼ 1 ð1 aÞet satisfy (1.5), with initial value u0ij ¼ a at time 0:
In [10], the initial-value problem for (1.5) is shown to have a unique
solution in forward time when
f ðxÞ ¼ gx þ
½0;NÞ; x ¼ 1;
0; 1oxo1;
½N; 0; x ¼ 1;
|; jxj > 1:
8>><
>>:
In this case, solutions of (1.5) are given by (1.2), and conversely when T and
d are as in (1.5). Thus Theorem 2.7 gives a direct extension of Theorems 2.1
and 2.2 of [10].
Paper [1] gives existence and uniqueness to a class of ODE, which includes
ODE (1.4), in a Hilbert space of square integrable functions on Zn with the
measure of j being jqjjjj; where q > 1 is ﬁxed. The networks studied in this
paper have not appeared to require this as their state space, but because this
is a large space, and we are interested in rather weak solutions, in that
Kirchhoff’s current law should be satisﬁed at the input to each cell, this
result is relevant.
It is to be expected that the theory of large or inﬁnite CNNs will
incorporate more concepts and methods used in the study of other lattice
ODEs. However, in this article we restrict ourselves to basic existence and
uniqueness in classes of inﬁnite neural networks, and hence do not directly
transfer ideas from the literature cited in [5,9,10].
2. Existence and uniqueness for T bounded
Given normed spaces X and Y ; we write BðX ; Y Þ for the continuous (also
called bounded) linear operators from X to Y : See [20, Chapter I, Section 6],
for example. In this section, we shall make assumptions on the Tij that make
T bounded. In the next section, we consider a matrix ðTijÞ without assuming
boundedness of T : See [20, Chapter II, Section 6], for example.
Let us list the spaces of sequences that we shall use. See [20, Chapter I,
Section 3], for discussion of these. Let s denote the space of all sequences of
reals. Let c0 denote the space of all sequences of reals which are convergent
to zero, with the sup norm; jjujj ¼ sup jui j: Let c denote the space of all
sequences of reals which are convergent, with the sup norm: Let cN denote
the space of all bounded sequences of reals, with the sup norm: Let c1 denote
the space of all absolutely summable sequences of reals, with norm jjujj ¼P
juij: We do not use the Hilbert space of sequences of reals with norm
jjujj ¼ ð
P
u2i =RiÞ
1=2; leaving membership for uAcN to follow from summa-
bility of the conductances 1=Ri; and leaving membership for uAc1 to follow
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from mere boundedness of these conductances. Let F denote the real
sequences with ﬁnite support. Given fTjj : jANg; let AF denote ffAc1 :P
jfj j jTjj joNg:
For jAN; write ej for the function from N to R given by ejðjÞ ¼ 1 and
ejðiÞ ¼ 0 for iaj:
The basic deﬁnitions and some facts on Bochner’s integral may be found
in [20, Chapter V, Section 5]. The Radon–Nikodym property is given in [12].
We shall call on the following assumptions as required.
Assumptions. g1: g : R-½1; 1 is increasing, with Lipschitz constant
jjgjjoN;
g2: gð0Þ ¼ 0;
g3: g : R-½1; 1 is continuous, increasing, and there is K > 0 such that
for all x; jgðxÞjpK jxj;
R1: there is d1 > 0 such that for all i; Ri > d1;
R2: there is D > 0 such that for all i; RioD;
T1: there is MAð0;NÞ with
P
j jTij joM for all i;
T2: for each j; i/Tij is in c0;
T3: for each j; i/Tij is in c; and i/
P
j Tij is in c;
T4: there is MAð0;NÞ with
P
i jTij joM for all j;
T5: for all j; Tjj þ
P
iaj jTij jp0:
We deﬁne operators G; R and R1 from g and r; and T from the matrix
ðTijÞ; in appropriate spaces.
Theorem 2.1 ((1.1) in cN). Assume g1, R1, R2, T1 and suppose dAcN and
u0AcN: There is uAC1ð½0;NÞ; cNÞ such that uð0Þ ¼ u0 and for all iAN; and
tX0; (1.1) holds. Also u is unique among functions u : ½0;NÞ-s such that
uð0Þ ¼ u0 and for each i; ui is continuous, and (1.1) holds on ð0;NÞ in the sense
of distributions.
Proof. One checks that the right-hand side of (1.1) gives a Lipschitz
mapping from cN to itself. By e.g. [21, Vol I, Corollary 3.9], there is a
unique uAC1ð½0;NÞ; cNÞ such that uð0Þ ¼ u0 and u0 ¼ TGu þ d  R1u:
Suppose now that for some u : ½0;NÞ-s; for each i; ui is continuous, and
(1.1) holds, with uið0Þ ¼ u0i : The right-hand side of (1.1) is measurable and
bounded, hence integrable. Hence ui is absolutely continuous, and then C
1;
by (1.1). We claim there is K depending on u0 such that jjuðtÞjjpK for all t:
We obtain u0iðtÞp0 by (1.1) if uiðtÞXK1 :¼ ðjjT jj þ jjd jjÞD: Likewise u0iðtÞX0 if
uiðtÞp K1: Take K to be maxðK1; jju0jjÞ:
Next we claim that u : ½0;NÞ-cN is continuous. Note that jjTGuðtÞ þ
d  R1uðtÞjjpjjT jj þ jjd jj þ Kd11 for all t: Given i; tX0; and hX0; (1.1)
gives juiðt þ hÞ  uiðtÞjrðjjT jj þ jjd jj þ Kd11 Þh; and u is Lipschitz continuous.
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We claim u is C1: Deﬁne yðtÞ ¼ u0 þ
R t
0ðTGuðtÞ þ d  R
1uðtÞÞ dt: Then for
each i and t; y0iðtÞ ¼ u
0
iðtÞ and yð0Þi ¼ uð0Þi: Hence y ¼ u and u is C
1: Hence u
is unique. &
Corollary 2.2 ((1.1) in c0). Assume g1, g2, R1, R2, T1,T2 and suppose dAc0:
Then for u0Ac0; uðtÞ stays in c0:
Proof. By T1 and T2, TABðc0; c0Þ: &
Corollary 2.3 ((1.1) in c). Assume g1, R1, R2, T1,T3 and suppose dAc: Then
for u0Ac; uðtÞ stays in c:
Proof. By T1 and T3, TABðc; cÞ: &
We recall that B : X-2X ; X a Banach space, is accretive (and B is
dissipative) if for yABðxÞ and vABðuÞ; ðv  y; u  xÞsX0 [14]. Here we used
the semi-scalar product
ðy; xÞs ¼ lim
tr0þ
jjx þ tyjj2  jjxjj2
2t
:
B is called m-accretive (and B is called m-dissipative) if also the range of
I þ lB is X when l > 0: Suppose AABðX ; X Þ: We deﬁne the matrix measure
mðAÞ of A; [19, Section 3.5] using the operator norm in BðX ; X Þ; by
mðAÞ ¼ lim
tr0þ
ðjjI þ tAjj  1Þ
t
:
Proposition 2.4. For AABðX ; X Þ; A is dissipative iff mðAÞp0:
Corollary 2.5. For TABðc1; c1Þ; T is dissipative iff for all j;
Tjj þ
X
iaj
jTij jp0:
Deﬁne sgn : R-2R by sgnðxÞ ¼ 1 if x > 0; sgnðxÞ ¼ 1 if xo0 and
sgnð0Þ ¼ ½1; 1: Given fAc1 write sgnðf Þ for the set of xAcN with
xiAsgnðfiÞ for all iAN:
Theorem 2.6 ((1.1) in c1). Assume g1, g2, R1 and T4, or else assume g2, g3,
R1, T4 and T5. Suppose dAc1: Then for u0Ac1 there is a unique
uAC1ð½0;NÞ; c1Þ such that uð0Þ ¼ u0 and for all iAN; and tX0; (1.1) holds.
Proof. As for cN; assuming g1, g2, R1 and T4. Assume g2, g3, R1, T4 and
T5. Then TG : c1-c1 is continuous. We claim TG is dissipative. Let u; vAc1
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be given. Suppose g is strictly increasing. Since T is dissipative, take
xAsgnðGu  GvÞ such that ðTGu  TGv; xÞp0: Since g is strictly increasing,
xAsgnðu  vÞ; giving TG dissipative [14]. Given g; let gnðxÞ ¼ ð1
1=nÞgðxÞ þ ð1=nÞ tanhðxÞ; which is strictly increasing, giving TGn dissipative.
So for l > 0; jjðu  lTGnuÞ  ðv  lTGnvÞjjXjju  vjj: Letting n-N;
GnðuÞ-GðuÞ and GnðvÞ-GðvÞ; giving jjðu  lTGuÞðv  lTGvÞjjXjju  vjj:
Thus TG is dissipative. The result follows by e.g. [14, Theorem 5.15]. &
Question. Is it possible to obtain a uniqueness result for (1.1) in c1; as in
Theorem 2.1, when T4 rather than T1 holds? The same question applies to
(1.2) in c1: This question is natural in the sense that we hope to know if we
have similar behaviour in cN and c1: From a physical viewpoint, the
solution in Theorem 6 is unnecessarily strong, as mentioned in the
penultimate paragraph of the Introduction, and I wondered if a weaker
solution would have to be the one given by the theorem.
Now we move on to consider (1.2). We deﬁne the function b½1;1 : R-2R by
b½1;1ðxÞ ¼
|; jxj > 1;
0; xAð1; 1Þ;
½0;NÞ; x ¼ 1;
ðN; 0; x ¼ 1:
8>><
>>:
ð2:1Þ
Then (1.2) implies
u0iA
X
j
Tijuj þ di  b½1;1ðuiÞ: ð2:2Þ
Deﬁne operators B½1;1 in X ¼ c1; c; c0; or cN by yAB½1;1ðxÞ when x and y
are in X and for all iAN; yiAb½1;1ðxiÞ: It seems reasonable to use the theory of
accretive/dissipative operators, because the operators B½1;1 are seen to be m-
accretive. We abbreviate the right-hand side of (1.2) to write (1.2) as u0i ¼
ðTu þ dÞni : The solutions of (2.2) will solve (1.2) because ðTu þ dÞ
n
i is the
element of minimum absolute value in the right-hand side of (2.2).
Suppose that A þ oI is m-accretive in X ; and f : ½a; b-X is integrable.
Consider the differential inclusion
u0ðtÞA AuðtÞ þ f ðtÞ: ð2:3Þ
We shall consider the Cauchy problem of solving this on some interval,
together with an initial condition uð0Þ ¼ u0:
We say uACð½0;NÞ; X Þ with uð0Þ ¼ u0 is an integral solution of type o of
the Cauchy problem on ½0;NÞ if
e2otjjuðtÞ  zjj2pe2osjjuðsÞ  zjj2 þ 2
Z t
s
e2otðf ðtÞ  y; uðtÞ  xÞs dt
for all spt in ½0;NÞ; and ðz; yÞAA [2,3,14].
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We say [14] that u : ½0;NÞ-X is a solution, or strong solution, of the
Cauchy problem if u is absolutely continuous on bounded intervals, with
uð0Þ ¼ u0; strongly differentiable a.e. on ½0;NÞ; and (2.3) holds a.e.
For X a dual space, we say uACð½0;NÞ; X Þ is a weakn solution of (2.3)
with f ¼ 0; if u is locally Lipschitz on ½0;NÞ; is weakn differentiable a.e., and
(2.3) holds a.e. The next theorem gives an extension of Theorems 2.1 and 2.2
of [10].
Theorem 2.7 ((1.2) in cN). Assume T1, and suppose dAcN: Then for u0AcN
with normp1; there is a Lipschitz u : ½0;NÞ-cN such that uð0Þ ¼ u0 and for
all iAN; and tX0 a.e., (1.2) holds. It holds everywhere for right-hand
derivatives. For any t0 > 0; this function u; restricted to ½0; t0; is unique among
functions u : ½0; t0-s such that for all i; ui is absolutely continuous and
u0i þ b½1;1ui3TiuðtÞ þ di: ð2:4Þ
This function u is a weakn solution of (1.2). Also for t a.e., the weak star
derivative satisfies
jju0ðtÞjjpminðjjT jj þ jjd jj; expðjjT jjtÞjjTu0 þ d jjÞ: ð2:5Þ
Proof. We apply the above with A ¼ B½1;1: By Be´nilan [2, Chapter 1,
Section 4], there is a unique integral solution u of (2.3) with uð0Þ ¼ u0 on
½0;NÞ and f ðtÞ ¼ TuðtÞ þ d: Moreover u is locally Lipschitz.
Given iAN the function t/uiðtÞ is locally Lipschitz, and hence is
differentiable a.e. Suppose it is differentiable at s: Take zAcN with zj ¼ ujðsÞ
for all jai; and ziA½1; 1 but ziauiðsÞ: For t near s; jjuðtÞ  zjj ¼ juiðtÞ  zi j;
so for yATz  B½1;1z þ d;
juiðtÞ  zi j
2  juiðsÞ  zij
2
2ðt  sÞ
p 1
t  s
Z t
s
ðy þ TuðtÞ  Tz; uðtÞ  zÞs dt
p 1
t  s
Z t
s
ðy; uðtÞ  zÞs þ jjT jjjjuðtÞ  zjj
2 dt:
For l > 0; writing o for jjT jj;
R:H:S:p 1
t  s
Z t
s
jjuðtÞ  z þ lyjj2  jjuðtÞ  zjj2
2l
þ ojjuðtÞ  zjj2 dt:
Letting trs;
u0iðsÞðuiðsÞ  ziÞp
jjuðsÞ  z þ lyjj2  jjuðsÞ  zjj2
2l
þ ojjuðsÞ  zjj2
¼
juiðsÞ  zi þ lyi j2  juiðsÞ  zi j2
2l
þ ojuiðsÞ  zi j2
for l small. Letting lr0;
u0iðsÞðuiðsÞ  ziÞpyiðuiðsÞ  ziÞ þ ojuiðsÞ  zi j2:
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Given z; and mAð0; 1; let zm ¼ u þ mðz  uÞ: Then we replace z by zm; and
replace y by Tzm þ d; giving
ðu0iðsÞ  Tiðz
mÞ  di  oðui  z
m
i ÞÞðuiðsÞ  z
m
i Þp0:
Divide by m and let mr0 to give
ðu0iðsÞ  TiuðsÞ  diÞðuiðsÞ  ziÞp0:
Hence
u0iðsÞ  TiuðsÞ  diA b½1;1uiðsÞ;
and (2.2) holds at s. Now ui is a solution of
u0i þ b½1;1ui3f ;
where f ðtÞ ¼ TiðuðtÞÞ þ di: By Bre´zis [4, Theorem 3.5] u is differentiable on
the right at all tX0; and
dþ
dt
ui ¼ ðTiuðtÞ þ di  b½1;1uiÞ1;
with the superscript ‘‘3’’ denoting the element of minimum norm [14]. Hence
(1.2) holds with the right derivative, and with the two-sided derivative a.e.
That gives existence, and now we suppose each ui to be absolutely
continuous function on some ½0; t0; with uð0Þ ¼ u0 and for each i;
u0i þ b½1;1ui3TiuðtÞ þ di:
Then for yjAb½1;1xj for all j; and sot; putting TðuðtÞÞ þ d  y ¼ cðtÞ to
save space,
juiðtÞ  xi j2p juiðsÞ  xi j2 þ 2
Z t
s
ðciðtÞ; uiðtÞ  xiÞs dt
p juiðsÞ  xi j2 þ
Z t
s
juiðtÞ  xi þ lciðtÞj2  juðtÞ  xij2
l
dt:
Given s and e > 0; choose i so that for t s small,
juiðtÞ  xij2XjjuðtÞ  xjj2  e;
giving, assuming yAcN;
R:H:SpjjuðsÞ  xjj2 þ
Z t
s
ðjjuðtÞ  x þ lcðtÞjj2  jjuðtÞ  xjj2 þ eÞ
l
dt:
ð2:6Þ
Hence
jjuðtÞ  xjj2p right-hand side ð2:6Þ;
and since e was arbitrarily small,
jjuðtÞ  xjj2pjjuðsÞ  xjj2 þ l1
Z t
s
jjuðtÞ  x þ lcðtÞjj2  jjuðtÞ  xjj2 dt:
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Letting lr0; dominated convergence gives
jjuðtÞ  xjj2pjjuðsÞ  xjj2 þ
Z t
s
ðTðuðtÞÞ þ d  y; uðtÞ  xÞs dt:
This gives u Lipschitz continuous.
That is, we have an integral solution of
u0 þ B½1;1u3Tu þ d:
This is unique by Be´nilan [2, Proposition 1.12]. We check that u has weak
star derivative ðTu þ dÞn a.e. For each i; ui is differentiable a.e. There are
countably many i; so that for t in a set M of full measure, we have
ððuðt þ hÞ  uðtÞÞ=hÞi-ðTuðtÞ þ dÞ
n
i :
Since fðuðt þ hÞ  uðtÞÞ=hgh>0 is bounded, for all tAM; and since ððuðt þ
hÞ  uðtÞÞ=hÞ; f Þ-ððTuðtÞ þ dÞn; f Þ for all fAc1 with ﬁnite support, we have
ððuðt þ hÞ  uðtÞÞ=hÞ; f Þ-ððTuðtÞ þ dÞn; f Þ for all fAc1: For estimate (2.5), we
start by noting that jju0ðtÞjj ¼ jjðTu þ dÞnjjpjjT jj þ jjd jj: We note that for
t; h > 0; by Miyadera [14, Theorem 5.10],
jjuðt þ hÞ  uðtÞjjpexpðjjT jjtÞjjuðhÞ  uð0Þjj: ð2:7Þ
For given i; we have
uiðhÞ  uið0Þ ¼
Z h
0
ðTiuðtÞ þ diÞ
n dt: ð2:8Þ
Since u is Lipschitz, with constant jjT jj þ jjd jj; for t > 0;
jðTiuðtÞ þ diÞ
njp jTiuðtÞ þ dij
p jTiuð0Þ þ dij þ jjT jjðjjT jj þ jjd jjÞt;
giving, by (2.8),
juiðhÞ  uið0ÞjpjjTuð0Þ þ d jjh þ jjT jjðjjT jj þ jjd jjÞh2=2;
and hence
jjuðhÞ  uð0ÞjjpjjTuð0Þ þ dÞjjh þ jjT jjðjjT jj þ jjd jjÞh2=2:
Using this in (2.7), for any jAN;
jujðt þ hÞ  ujðtÞjpexpðjjT jjtÞðjjTuð0Þ þ dÞjjh þ jjT jjðjjT jj þ jjd jjÞh2=2Þ:
Dividing by h and letting hr0; if ui differentiable at t;
ju0jðtÞjpexpðjjT jjtÞjjTuð0Þ þ d jj:
This gives (2.5). &
Corollary 2.8 ((1.2) in c0). Assume T1, T2, and suppose dAc0: Then for
u0Ac0 with cN normp1; the solution uðtÞ stays in c0: It is a strong solution of
(1.2).
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Proof. From ððuðt þ hÞ  uðtÞÞ=hÞ; f Þ-ððTuðtÞ þ dÞn; f Þ for all fAc1; u is
weakly differentiable with derivative ðTuðtÞ þ dÞn: Hence ðTuðtÞ þ dÞn is
weakly measurable. It is separably valued, hence measurable, and bounded,
hence integrable on bounded intervals. If we put yðtÞ ¼ u0 þ
R t
0ðTuðtÞ þ
dÞn dt; then we get yðtÞ strongly differentiable a.e. For all i; y0iðtÞ ¼
ðTuðtÞ þ dÞn for t a.e., and yið0Þ ¼ uið0Þ; so yiðtÞ ¼ uiðtÞ for all t: Then u ¼ y;
and u is a strong solution of (1.2). &
Corollary 2.9 ((1.2) in c). Assume T1, T3, and suppose dAc: Then for u0Ac
with cN norm p1; the solution uðtÞ stays in c:
Question. When is u : ½0;NÞ-c a strong solution?
Theorem 2.10 ((1.2) in c1). Assume T4 and suppose dAc1: Then for u0Ac1
with cN norm p1; there is a unique locally Lipschitz u : ½0;NÞ-c1 such that
uð0Þ ¼ u0 and for all iAN; and tX0 a.e., (1.2) holds. Also u is a strongly
differentiable solution of (1.2), and for t a.e.,
jju0ðtÞjjpexpðjjT jjtÞjjTu0 þ d jj:
Proof. There is an integral solution u as in the theorem, and it is locally
Lipschitz since u0ADðB½1;1Þ; but now it is in a space with the Radon–
Nikodym property, being a separable dual space. Hence the integral
solution is a strong solution. For each i;
u0i þ b½1;1uiA
X
j
Tijuj þ di
a.e. and hence by Bre´zis [4, Theorem 3.5] ui is locally Lipschitz and
u0i ¼ ðb½1;1ui þ
X
j
Tijuj þ diÞ1:
Hence uðtÞ satisﬁes (1.1) a.e. and the initial condition.
For uniqueness, given that u is locally Lipschitz, the strong derivative u0ðtÞ
exists a.e., and by (1.2), it equals ðTuðtÞ þ dÞn: &
3. Existence and uniqueness for T not necessarily bounded
The composite T3G is dissipative in c1 when T is, but such a useful way to
see when T3G is dissipative does not seem to be possible in our other spaces.
Consequently we look at (1.1) in c1 only. We consider (1.2) in c1 only, but it
is possible to obtain solutions in other spaces. We consider a linear operator
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T in c1 given by an array ðTijÞ where i; jAN: We make the following
assumption throughout this section.
Assumption 1. (a) For each i; fj : Tija0g is ﬁnite. (b) For each
j;
P
i jTij joN:
We deﬁne the linear operator T : DðTÞ-c1 by DðTÞ ¼ ffAc1 :P
i j
P
j Tijfj joNg; and for each i; Tiðf Þ ¼ ðTf Þi ¼
P
j Tijfj : It is helpful to
consider the linear operator Ts : s-s; where s is the space of all sequences,
given by the same formula, Tsi ðf Þ ¼
P
j Tijfj ; under Assumption 1(a). We
identify T and Ts with their graphs GðTÞ and GðTsÞ; noting GðTÞ ¼
GðTsÞ-ðc1  c1Þ: Let us denote the sequences of ﬁnite support by F :
Proposition 3.1. Under Assumption 1, T is a closed, densely defined linear
operator in c1; and FCDðTÞ: In fact if a sequence /f nS converges weakn to f ;
and /Tf nS converges weakn to g then fADðTÞ and Tf ¼ g:
Proof. Denote by ei the function from N to R taking the value 1 at i and
zero elsewhere. Then by Assumption 1(b), each ei is in DðTÞ; and therefore
FCDðTÞ: Suppose the sequence /f nS converges weakn to f ; and /Tf nS
converges weakn to g: For all i;
ðTsðf nÞÞi ¼
X
j
Tijf
n
j -
X
j
Tijfj ¼ ðTsf Þi
since f n-f pointwise. Because Tsðf nÞ-Tsf pointwise, and
P
i jT
sf nji ¼
jjTf njj are bounded by the uniform boundedness theorem, Fatou’s lemma
gives
P
i jT
sf ji ﬁnite, i.e. fADðTÞ: Since for all i; Tif
n-gi; and Tif n-Tif ;
we have Tf ¼ g: &
We consider the hypothesis: If T is the closed linear operator in c1 under
Assumption 1, and for each j;
Tjj þ
X
iaj
jTij jp0 ð3:1Þ
then T is dissipative.
Counterexample 1. For all i let tii ¼ 4i þ 1; ti1;i ¼ 4i=2; and tij ¼ 0
otherwise. Deﬁne fAc1 by fi ¼ 1=2i for all i: Note ðI  TÞf ¼ 0 and hence T
is not dissipative, since jjðI  TÞf jjXjjf jj if T is dissipative.
Assumption 2. (a) The array Tij satisﬁes (3.1) for each j: (b)
lim supj-N
P
iaj
jTij j
jTjj jþ1
o1:
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Recall AF denotes ffAc1 :
P
j jfj j jTjj joNg:
Proposition 3.2. Suppose the linear operator T in c1 satisfies Assumptions 1
and 2(a). Then
(a) the restriction of T to AF is dissipative. For fAAF ;
Tðf Þ ¼ lim
N-N
T
XN
i¼1
fiei
 !
:
(b) If Assumption 2(b) holds too then T jAF is m-dissipative.
Proof. (a) Let fAc1; with
P
j jfj j jTjj joN; be given. Tej ¼
P
i Tijei
giving jjTej jj ¼ jTjj j þ
P
iaj jTij jp2jTjj j; by Assumption 2(a). NowP
jjfjTej jjp2
P
j jfj j jTjj joN: Hence
P
jpN fjTej converges to some element
g of c1; by completeness. Since T is closed, g ¼ Tf : Writing sgnðf Þ for a
given element of this set,
ðTðf Þ; sgnðf ÞÞ ¼ lim
N-N
X
i
X
jpN
Tijfj
 !
sgnðfiÞ
¼ lim
N-N
X
jpN
X
i
Tij sgnðfiÞ
 !
fj
¼ lim
N-N
X
jpN
Tjj sgnðfjÞ þ
X
iaj
Tij sgnðfiÞ
 !
fj
p lim
N-N
X
jpN
jfj j Tjj þ
X
iaj
jTij j
 !
p 0:
Hence the restriction of T is dissipative.
(b) We let hAc1 be given. It is enough to solve f  Tsf ¼ h for fAc1:
Consider, for all i;
ð1 TiiÞfi 
X
jai
Tijfj ¼ hi: ð3:2Þ
Substitute, for all jAN;
gj ¼ ð1 TjjÞfj ; ð3:3Þ
giving
gi 
X
jai
Tij
1 Tjj
gj ¼ hi: ð3:4Þ
We claim the second term corresponds to a linear operator on c1 with
norm less than 1.
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Take k1Að0; 1Þ and j0 such that for all j > j0;
P
iaj
jTij j
1Tjj
pk1: Take k2Að0; 1Þ
such that for all jpj0;
P
iaj
jTij j
1Tjj
pk2: The operator has norm pmaxðk1; k2Þ:
Hence (3.4) has a unique solution in g in c1: Deﬁning f by (3.3) gives fAAF ;
and f satisﬁes (3.2). &
Now we consider the linear operator S in c0 given by the array Sij ; with
Sij ¼ Tji for all i; jAN: Thus for x; yAc0; Sx ¼ y means that for all iAN;
yi ¼
X
j
Tjixj : ð3:5Þ
Note that S is the restriction of the operator Ss deﬁned on cN with values
in s given by (3.5). We recall that for AABðc0; c0Þ; A is dissipative iff for all i;
Aii þ
X
jai
jAij jp0: ð3:6Þ
For nonzero xAc0; let Px ¼ fi : xi ¼ jjxjjg and Nx ¼ fi : xi ¼ jjxjjg:
Let J1ðxÞ ¼ ffAc1 : suppðf ÞCPx,Nx; fiX0 for iAPx; fip0 for iANx;P
i jfi j ¼ 1g:
Proposition 3.3. Under Assumptions 1 and 2, the operator S is closed and
linear, densely defined, and m-dissipative in c0:
Proof. Note SsðF ÞCF ; so that FCDðSÞ: Let xADðSÞ be nonzero, and
suppose Px is nonempty. Take kAPx; and then ekAJ1ðxÞ: Then
ðSx; ekÞ ¼
X
j
Skjxj
p Skk þ
X
jak
jSkj j
 !
xk
p 0:
Hence S is dissipative. Let yAc0 be given. We solve x  Ssx ¼ y: That is, for
all i;
xi 
X
jai
Sij
ð1 SiiÞ
xj ¼
yi
ð1 SiiÞ
: ð3:7Þ
We note the right-hand side is in c0: The operator A with zeroes on the
diagonal, and other entries Aij ¼
Sij
ð1SiiÞ
has norm less than 1, by
Assumptions 2(a) and (b). Hence there is a solution xAc0 to (3.7). This
solves x  Ssx ¼ y: Since S is m-dissipative, it is closed. &
Proposition 3.4. Assume 1 and 2. Sn ¼ T jAF :
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Proof. We claim FCDðSnÞ: Snðf Þ ¼ g iff for all xADðSÞ;
ðf ; SxÞ ¼ ðg; xÞ:
Given iAN; let f ¼ ei; and g ¼
P
j Sijej : For xADðSÞ;
ðf ; SxÞ ¼ ðSxÞi ¼
X
j
Sijxj
and
ðg; xÞ ¼
X
j
Sijej ; x
 !
¼
X
j
Sijxj ;
and so ejADðSnÞ; and FCDðSnÞ:
We claim SnCT : Let Snðf Þ ¼ g: For xAF ; since xADðSÞ;
ðg; xÞ ¼ ðf ; SxÞ ¼
X
i
fi
X
j
Sijxj ¼
X
j
xj
X
i
Tjifi ¼
X
j
xjðTsf Þj :
Hence Tsf ¼ g in s; and since f and g are in c1; Tf ¼ g: Thus SnCT :
Let fAAF be given. For xADðSÞ; since
P
jpN fjejADðS
nÞ and SnCT ;
ðx; Tf Þ ¼ lim
N-N
x;
XN
j¼1
X
i
fjTijei
 !
¼ lim
N-N
XN
j¼1
X
i
xifjTij
¼ lim
N-N
Sx;
X
jpN
fjej
 !
¼ ðSx; f Þ:
Thus Sn is an extension of T jAF ; which is m-dissipative. Since S is m-
dissipative, so is Sn: By maximality, Sn ¼ T jAF : &
Proposition 3.5. Under Assumptions 1, 2, g1 and g2, assuming g is injective,
SnG is m-dissipative in c1:
Proof. Suppose both f ; h are in c1; not equal, and both Gf ; Gh are in DðSnÞ:
Take xAsgnðGf  GhÞ with
0pðSnGf þ SnGh; xÞ:
Since xAsgnðf  hÞ; SnG is accretive. Let fAc1 be given. We solve u 
SnGu ¼ f : If Gu ¼ v; we want G1v  Snv ¼ f : We may write g1 ¼
jjgjj1I þ h where h : gðRÞ-R is monotone. We solve
jjgjj1v þ Hlv  Snv ¼ f ð3:8Þ
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to give a unique solution vl; [12, Lemma 7.41], where hl ¼ hð1þ lhÞ
1; and
this gives ðHlvÞi ¼ h
lðviÞ: Now
ðjjgjj1vl; sgnðvlÞÞ þ ðHlvl; sgnðvlÞÞ  ðSnvl; sgnðvlÞÞ ¼ ðf ; sgnðvlÞÞ:
Therefore vl and H
lvl are bounded. Hence S
nvl are bounded. Take a
sequence /lðnÞS such that vlðnÞ converges weakn to some v0; HlðnÞvlðnÞ
converges weakn; and SnvlðnÞ converges weakn: For all i; hlðnÞðvlðnÞÞi
converges, hence ð1þ lðnÞhÞ1ðvlðnÞÞi-ðv0Þi: Therefore h
lðnÞðvlðnÞÞi converges
to hðv0Þi: Consequently, H
lðnÞvlðnÞ converges weak
n to Hðv0Þ: By (3.8), SnvlðnÞ
converges weakn to Snv0; and
jjgjj1v0 þ Hv0  Snv0 ¼ f :
That is, G1v0  Snv0 ¼ f : &
Assumption 2n. There is K > 0 and mAð0; 1Þ such that for all jAN;
mTjj þ
X
iaj
jTij jpK :
Proposition 3.6. Suppose the matrix ðTijÞ satisfies Assumptions 1 and 2n: Then
there are matrices Tbij and T
u
ij ; such that Tij ¼ T
u
ij þ T
b
ij ; one of these summands
being zero, Tbij satisfies T4, and T
u
ij satisfies Assumptions 1 and 2, and there is
mAð0; 1Þ such that for all j;
mTujj þ
X
i
jTuij jp0:
Proof. For each jAN; if ð1 mÞTjj=2p K ; we deﬁne Tuij ¼ Tij and Tbij ¼ 0
for each i: Otherwise, we deﬁne Tbij ¼ Tij and T
u
ij ¼ 0 for each i: &
Theorem 3.7 ((1.1) in c1). Assume g1, g2, R1, and suppose dAc1: Suppose the
matrix ðTijÞ satisfies Assumptions 1 and 2n: Suppose that g :R-ð1; 1Þ is
bijective. Then for u0Ac1 there is a continuous u : ½0;NÞ-c1 such that uð0Þ ¼
u0; each ui is C1; and (1.1) holds for all tX0:
Proof. We have T ¼ Tu þ Tb given by Proposition (3.6). Note AF is the
same for T and Tu: We consider
u0ðtÞ ¼ TujAF GuðtÞ þ T
bGuðtÞ þ d  R1u:
Let u0ADðSnGÞ: There is a unique integral solution with initial condition u0;
and since c1 has the Radon–Nikodym property, this is a strong solution.
Hence for each i; (1.1) holds a.e. Now, given u0Ac1; take unAAFCDðSnGÞ;
converging to u0 in the c1 norm. Let unðtÞ and u0ðtÞ denote the integral
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solutions with initial conditions un and u0: Let iAN be given. We have for
each tX0 and each n > 0; un is locally Lipschitz and (1.1) holds a.e., so we
have
uni ðtÞ ¼ u
n
i þ
Z t
0
X
j
Tijgðunj ðsÞÞ þ di  R
1
i u
n
i ðsÞ
 !
ds:
Since unðsÞ-u0ðsÞ; uniformly for s in a bounded interval, we take limits,
using Assumption 1, to give
u0i ðtÞ ¼ u
0
i þ
Z t
0
X
j
Tijgðu0j ðsÞÞ þ di  R
1
i u
0
i ðsÞ
 !
ds:
Thus, u0i is C
1; and (1.1) holds. &
We consider the hypothesis that the solution of (1.1) with given uð0Þ is
unique.
Counterexample 2. Let us use T from Counterexample 1, and in (1.1) we let
di ¼ 0 and Ri ¼ 21 for each i: Take initial condition uið0Þ ¼ fi ¼ 2i for
each iAN: Then (1.1) reads as
u0i ¼
X
j
TijgðuiÞ  ui=2:
Suppose we take gðxÞ ¼ x for jxjp3
4
: Note Tgðf Þ  f =2 ¼ f =2; and therefore
if we let vðtÞ ¼ et=2f ; (for et=2o3
2
Þ; then v satisﬁes (1.1), with initial condition
vð0Þ ¼ f : However, the previous theorem, with T ¼ Tu; gives an integral
solution u of type 0, so that jjuðtÞjjpjjf jj for tX0: Since jjvðtÞjj ¼ et=2jjf jj;
uðtÞavðtÞ for any tAð0; 2 logð3
2
ÞÞ:
It is interesting to see that we can have more than one solution, but we
are led to asking for conditions on the entries Tij which will ensure
uniqueness.
Assumption 3. There exists o > 0; such that for all KAN there is N > K withP
rpN jTrj jpo if j > N:
Proposition 3.8. Let T satisfy Assumptions 1, 2n and 3. Then T ¼ T jAF :
Proof. Let o be given by Assumption 3, and letK denote the set of N such
that
P
rpN jTrj jpo if j > N: For each j larger than the least element ofK; let
Nj be the largest element ofK less than j; and let Tb1 be given by Tb1rj ¼ Trj
if rpNj ; otherwise Tb1rj ¼ 0: Then Tb1 is bounded. By Proposition 3.6, let
T  Tb1 ¼ Tu þ Tb2 with Tb2 bounded, Tu satisfying Assumptions 1 and 2,
and with mo1 such that for jAN;Piaj jTuij j þ mTujjp0; and if NAK; Turj ¼ 0
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if rpN and j > N: Let fADðTÞ be given. For ipNAK; jTuii fijpjTui f j þP
jpN ;jai jT
u
ij fj j: Adding, we ﬁndX
ipN
jTuii fi jp
X
ipN
jTui f j þ
X
jpN
X
iaj
jTuij fj j
p jjTuf jj þ
X
jpN
X
iaj
jTuij fj j
p jjTuf jj þ
X
jpN
mjTujj fj j;
which gives
ð1 mÞ
X
ipN
jTuii fijpjjTuf jj:
Now N may be taken arbitrarily large, and thus
P
i jT
u
ii fijoN: &
Corollary 3.9. Let T ¼ T1 þ Tb with T1 satisfying Assumptions 1, 2n and 3,
and with Tb satisfying T4. Then T ¼ T jAF :
Corollary 3.10 (to Theorem 3.7). Under the assumptions of Theorem 3.7, let
us suppose ðTijÞ satisfies Assumption 3. Then there is only one locally Lipschitz
u : ½0;NÞ-c1 satisfying (1.1), with initial condition u0AAF :
Proof. Since the strong derivative of u exists a.e. and (1.1) holds, we have a
strong solution of u0ðtÞ ¼ TGðuÞ þ d  R1u; uð0Þ ¼ u0: Since TG is m-
dissipative of type jjTbjj; where Tb ¼ Tb1 þ Tb2 ; these being given by
Proposition 3.8, this is unique. &
Proposition 3.11. Assume 1 and 2. The sum Sn þ B½1;1 is m-accretive in c1:
Proof. We claim Sn þ B½1;1 is accretive. For NAN; deﬁne TN to be the
projection of c1 onto spanfei : ipNg followed by T : Then TNABðc1; c1Þ and
is dissipative. Let u and v be in DðSnÞ-DðB½1;1Þ be given. Let fAB½1;1u
and gAB½1;1v: Take xAsgnðu  vÞ with ðf  g; xÞX0: For all N; ðTNu 
TNv; xÞp0: By Propositions 3.2 and 3.4, TNu-Snu and TNv-Snv:
Therefore ððSnu þ f Þ  ðSnv þ gÞ; xÞX0; proving the claim.
Let hAc1 be given. We want a solution of
f  Snf þ B½1;1 f3h: ð3:9Þ
For l > 0; let
fl  Snfl þ Bl½1;1 fl3h: ð3:10Þ
Taking the product with xlAsgnðflÞ such that ðSnfl; xlÞX0; we ﬁnd that
we have all the terms, fl; Snfl; and Bl½1;1fl; bounded. Take a sequence
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/lðnÞS such that flðnÞ converges weakn to some f0; B
lðnÞ
½1;1flðnÞ converges
weakn to an element of B½1;1ðf0Þ; and SnflðnÞ converges weakn to Snðf0Þ:
Hence f0 satisﬁes (3.9). &
Theorem 3.12 ((1.2) in c1). Suppose dAc1: Suppose the matrix ðTijÞ satisfies
Assumptions 1 and 2n: Then for u0Ac1 with cN normp1; there is a continuous
u : ½0;NÞ-c1 such that for each iAN; ui is locally Lipschitz and (1.2) holds a.e.
Proof. Take a sequence un-u0 such that for each n; unADðSnÞ and
supi ju
n
i jp1: There is a unique strong solution unðtÞ of
u0ASnu þ d  B½1;1u
with initial condition unð0Þ ¼ un: Let iAN be given. Since uni ðtÞ is a strong
solution of
u0i þ b½1;1uiA
X
j
Tijuj þ di
we have, for sot; and yAb½1;1z;
ðuni ðtÞ  zÞ
2pðuni ðsÞ  zÞ2 þ 2
Z t
s
X
j
Tiju
n
i ðtÞ þ di  y; u
n
i ðtÞ  z
 !
s
dt:
Letting n-N gives
ðu0i ðtÞ  zÞ
2pðu0i ðsÞ  zÞ2 þ 2
Z t
s
X
j
Tiju
0
i ðtÞ þ di  y; u
0
i ðtÞ  z
 !
s
dt:
By Hu and Papageorgiou [12, Proposition 8.29(b)], since the right-hand side
is integrable, u0ðtÞ is absolutely continuous and satisﬁes
u0i þ b½1;1uiA
X
j
Tijuj þ di
a.e. and hence by Bre´zis [4, Theorem 3.5] u0i ðtÞ is locally Lipschitz and
satisﬁes
u0i ¼ b½1;1ui þ
X
j
Tijuj þ di
 !
1:
Hence u0ðtÞ satisﬁes (1.1) a.e. and the initial condition. &
Corollary 3.13. Under the assumptions of Theorem 3.12, and Assumption 3,
there is only one locally Lipschitz u : ½0;NÞ-c1 with initial condition u0 such
that for each iAN; (1.2) holds a.e.
Proof. The strong derivative of u exists and (1.2) holds, and so we have a
strong solution of u0ðtÞATsuðtÞ þ d  Bs½1;1uðtÞ; uð0Þ ¼ u
0: The problem is to
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ensure TsuðtÞATuðtÞ; for then we have uniqueness, since T ¼ T jAF is a
bounded perturbation of an m-dissipative map. Given t0 > 0; there exists
NAN such that junðtÞjo1 for all n > N and t near t0: Decompose c1 as
X a"X b; where X a ¼ spanfe1;y; eNg; and X b ¼ spanfei : i > Ng: Writing
T ¼
Taa Tab
Tba Tbb
 !
;
ﬁnite dimensionality gives Tba bounded and Assumption 3 gives Tab
bounded. Writing ðTbbÞs for the linear map from s to s; we have for t near t0;
u0aðtÞ ¼ ðT
aauaðtÞ þ TabubðtÞ þ daÞ
n;
u0bðtÞ ¼ T
bauaðtÞ þ ðTbbÞ
subðtÞ þ db:
Since u0bðtÞAc
1 a.e., we have ðTbbÞsubðtÞ ¼ TbbubðtÞ a.e. and hence TsuðtÞ ¼
TuðtÞ a.e. near t0: &
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