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Introduction
The application of multiple channels and interfaces not only improves the capacity region but also challenges the designing of the distributed resource allocation schemes in wireless networks. In recent years, researchers have conducted in-depth studies on this issue. In [1] , a relay-forward-based SP policy was presented for traffic flows with fixed paths. Under SP, data packets first enter a common queue after arriving and are then distributed to each channel queue according to data allocation mechanism. Afterwards, maximal scheduling is used to determine whether each channel queue sends data at the current time-slot. It was proved that SP is throughput-guaranteed, i.e., it can achieve a certain fraction of the maximum capacity region. Besides SP, another method to solve such coupled problem is to construct a novel tuple-based mathematical model, based on which a Tuple-based MS scheme was put forward and was demonstrated to ensure larger capacity region compared with SP [2] . However, both SP and Tuple-based MS need to execute the maximal matching process in each time-slot, which brings a remarkable number of iterations increasing logarithmically with the network size [3] . Focusing on reducing the computational complexity of the scheduling algorithms, a distributed Q-SCHED was developed based on random access and backoff time techniques [4] . Q-SCHED was shown to attain a guaranteed throughput capacity region with complexity independent of the number of nodes and links. However, Q-SCHED is designed for single-channel circumstances.
This paper aims to extend the idea of Q-SCHED to multi-channel multiinterface networks. Based on such motivation, we use the tuple-based model and propose a throughput-guaranteed channel-assignment and scheduling policy, named DA-LC, whose implementation complexity does not increase with the network size.
System model
A tuple-based model that is the same as in [2] is adopted, under which the original nodes, interfaces and channels are transformed into multiple tuples. A simple example is shown in Fig. 1 , where the network node m and n are mapped into tuple ðm; i; cÞ and ðn; j; cÞ respectively. Simultaneously, original link l is composed of node m and n while the mapped tuple link η is formed by tuple ðm; i; cÞ and ðn; j; cÞ. Such tuple-based framework transforms multi-channel multi-interface scenario into virtual single-channel environment so that the analysis of resource allocation problem is simplified accordingly.
After the tuple-based mapping procedure, the queue length of tuple link η at time-slot t is then denoted by q ðtÞ. Let A ðtÞ describe the number of arrivals to η and the associated stochastic process fA ðtÞg is assumed to be i.i.d. across time t with upper bounded second moment. Use ¼ E½A ðtÞ. For convenience, the scenario with single-hop traffic flows is considered. Hence, the evolution of q ðtÞ is given by q ðt þ 1Þ ¼ q ðtÞ þ A ðtÞ À r d ðtÞ ð 1Þ
where r denotes the capacity of tuple link η and d ðtÞ is a binary variable that is used to indicate whether η is scheduled in time-slot t. It is worth noting that both the above-mentioned SP and Tuple-based MS made an implicit assumption that the capacity of a link depends merely on the occupied channel without considering interface diversity. In practice, the transmission rates of various interface cards may not be identical because of the differences in hardware quality. Therefore, such assumption is eliminated here in this paper through letting r ≠ r k holds for any η and k. For simplicity, we will use the term "link" to represent the tuple link in what follows. A tuple-based general interference model is employed. That is, each link η corresponds to an interference set " including links that conflict with η. Such conflict may come from insufficient interfaces or co-channel. Define Γ as the interference degree of the whole tuple-based network. It implies that for any link η, at most Γ links can be turned on simultaneously within the range of " . The maximum capacity region, denoted by Ω, can be ensured by the centralized throughput-optimal scheduler [5] . For the purpose of evaluating the throughput performance of a distributed algorithm, the efficiency ratio is employed which is defined as the largest available ratio of the achieved capacity region to Ω.
Algorithm DA-LC
Under DA-LC policy, each time-slot is partitioned into two sub-slots, i.e., scheduling-slot and transmission-slot, either of which has a fixed length. The schedulingslot is further divided into M mini-slots. Such time-slot division is shown in Fig. 2 .
Each link η selects a backoff time from the set f1; 2; . . . ; M þ 1g with probability as 
where Y represents the backoff time picked by η. The parameter p is computed as
where ¼ log M and " is the set of links that interfere with η. Choosing backoff time M þ 1 implies that the corresponding link will not be scheduled in the current time-slot. When the backoff time expires, a link immediately enters the transmission-slot to serve unless at least one of its interfering links has already transmitted. If two or more links pick the same backoff time, none of them accomplish transmission successfully. Note that in order to figure out p , additional local information exchange is required.
Performance analysis
To investigate the efficiency ratio ensured by DA-LC policy, we employ the Lyapunov stability theory and construct the Lyapunov function as
where L denotes the set of all existing links in the tuple-based scenario. Two lemmas are introduced next. Lemma 1: At each time-slot t, for any > 0, # 2 ½0; 1 and constants C 1 ; C 2 > 0, there exists a constant G > 0 such that if VðtÞ ! G, then for any link j satisfying P 2" j q ðtÞ r
where S denotes the event that link η is scheduled. Proof: According to the backoff time mechanism of DA-LC, any link η will be operated to transmit at each time-slot t if and only if it attempts to participate in the schedule while other links in its interference set picks larger backoff times. Hence, from (2) and (3), for the event S , a lower bound can be confirmed by From the assumption made in Lemma 1, we have
Combining (5) and (6) with ¼ log M, one can have a lower bound of P
VðtÞ Þ. For any positive constant G !
, if VðtÞ ! G, then it is easy to get (4) . This completes the proof of Lemma 1. Based on (1) and Lemma 1, one can deduce Lemma 2 as follows.
Lemma 2: For any & > 0, the DA-LC ensures that if the offered load satisfies P 2" j r
À 4 for every link j, then there exists some positive integer H > 0 and a constant È > 0 such that if VðtÞ ! È, the following inequality
holds for every link j. One can refer to [6] for the proof of Lemma 2. Now according to Lemma 2, we state the following theorem which shows that the system remains stable at offered loads in a certain value range. Theorem 1: Using DA-LC, the irreducible aperiodic discrete state Markov chain fqðtÞg ¼ fq ðtÞ : 2 Lg is positive recurrent if for some > 0 and for any link j, P 2" j r < 1 À log Mþ1 M À 4 holds. Proof: Provided the offered load satisfies the condition in Theorem 1, it can be then inferred from Lemma 2 that for any & > 0, there exists a constant È > 0 and a positive integer H > 0 such that if VðtÞ ! È, recurrent since fqðtÞ : VðtÞ < Èg is a bounded set. This ends the proof of Theorem 1.
The positive recurrence of fqðtÞg implies queue-length stability of the network system. It is also known that the necessary condition for queue-length stability is that P 2" j r < À holds for any link j. Based on the definition of the efficiency ratio, it can be obtained that the guaranteed efficiency ratio of DA-LC, denoted by ER DAÀLC , is
We can infer from (9) that DA-LC is throughput-guaranteed and the achieved efficiency ratio can arbitrarily approach 1 À with M ! 1 and ! 0. As discussed above, μ can be arbitrarily selected close to 0. Since the duration of scheduling-slot is fixed and M corresponds to the number of mini-slots, the length of each mini-slot can be controlled to be as small as possible by improving hardware performance so that M ! 1. Therefore, it can be argued that the proposed DA-LC can achieve a efficiency ratio of 1 À approximately. Regarding other comparable distributed policies, the efficiency ratios of above-mentioned SP and Tuple-based MS are respectively 1 Kþ2 and 1 À , where K denotes the maximum interference degree over all original links on a certain channel. Furthermore, it has been proved that
in [2] . Therefore, the throughput capacity region of DA-LC is larger than that of SP and is arbitrarily close to that of Tuple-based MS.
On the other hand, the complexity of DA-LC is low and independent of the network size. As discussed above, in each time-slot, DA-LC merely requires a scheduling-slot with fixed length to compute a schedule. In contrast, the implementation complexity of the existing maximal-matching-based algorithms increases logarithmically with the numbers of links and channels.
Conclusion
For the purpose of solving the joint channel-assignment and scheduling problem for wireless multi-channel multi-interface networks, a distributed resource allocation algorithm with guaranteed throughput, named DA-LC, is put forward based on tuple-based model. Using random access and backoff time techniques, DA-LC is proved to ensure a certain fraction of the maximum capacity region with complexity independent of the network size. 
Introduction
RS-based OCC has been studied to increase the symbol rate to 100 or 1000 times faster than the frame rate of the image sensor [1, 2] . However, since the line interval and timing of RS are fixed and not adjustable, the symbol rate is limited to almost the same as the line rate or integer divisions of the line rate to avoid the difficulty of symbol synchronization with variable symbol rates.
In this study, we find a solution to this issue by asynchronous communication with variable symbol rates. When the transmitter repeats symbols, "1" and "0," alternatively by on-off keying (OOK) in the preamble, and the transmitter's symbol length and the line interval of RS are different from each other, a cycle pattern of the receiver's symbols is uniquely determined by the ratio of the line interval to the symbol length.
If the transmitter's symbol length is unknown at the receiver, the cycle is used to estimate the symbol length [3, 4] . On the contrary, if the symbol length is known at the receiver, it becomes possible to distinguish correct symbols from wrong ones by the cycle. We propose and experimentally demonstrate RS-based OCC with variable symbol rates based on the cycle when the ratio of the line interval to the symbol length is expressed as a simple integer ratio.
Principle
In Fig. 1(a) , the line interval, T l , is a time delay between adjacent lines of RS. The transmitter's symbol length, T s , is assumed to be known at the receiver and limited to T l < T s < 2T l [3] . When the transmitter repeats symbols, "1" and "0," alternatively by OOK in the preamble, a cycle pattern of the receiver's symbols is given by
where x and y are the numbers of the receiver's symbols with a length of T l and 2T l in the cycle, respectively. Both x and y are integer numbers and indicate the receiver's symbol sequence. The cycle is determined with x and y as follows. Fig. 1(b) shows an example of a cycle, where the ratio of the line interval to the symbol length, T l =T s ¼ 3=4. Since x ¼ 2 and y ¼ 1 are calculated from Eq. (1), the receiver's cycle consists of two symbols with a length of T l and one symbol with a length of 2T l . When the transmitter's symbol sequence is "010101," the receiver's symbol sequence is "01001011." It turns out that the 4th and 8th receiver's symbols are the same as the 3rd and 7th symbols, respectively.
As the number of symbols in a cycle increases, the cycle becomes more complex. A cycle consists of short and long cycles. The symbol length is assumed to be T l < T s < 1:5T l [3] . The short cycle consists of n symbols with a length of T l and one symbol with a length of 2T l , and the long cycle consists of n þ 1 symbols with a length of T l and one symbol with a length of 2T l . The cycle is given by
where u and v are the numbers of short and long cycles, respectively in the cycle. In Eq. (2), u, v and n are integer numbers, and n is derived from x and y. The cycle is uniquely determined with u, v and n as follows. Fig. 1(c) shows an example of a cycle, where
the cycle consists of a short cycle and a long cycle. Since n ¼ 3, the short cycle consists of three symbols with a length of T l and one symbol with a length of 2T l , and the long cycle consists of four symbols with a length of T l and one symbol with a length of 2T l . When the transmitter's symbol sequence is "101010101," the receiver's symbol sequence is "10100101011." It turns out that the 5th and 11th receiver's symbols are the same as the 4th and 10th symbols, respectively. Since the symbol sequence in the cycle is clearly determined in the preamble, correct symbols can be restored from the subsequent random data symbols. Fig. 1(d) shows an example of a cycle when the random data sequence is transmitted, where T l =T s ¼ 9=11. When the transmitted symbol sequence is "110010010," the received symbol sequence is "11000100100." Since it turns out in the preamble that the 5th and 11th received symbols are the same as the 4th and 10th symbols, respectively, the correct symbol sequence, "110010010," is restored.
Experimental demonstration
To verify asynchronous communication by a cycle, RS-based asynchronous OCC is experimentally demonstrated using Android smartphones' built-in cameras.
In the transmitter, white LEDs with 850 and 7200 lumens are used. Converted luminance of both LEDs is approximately 1 Mcd/m 2 . Field programmable gate array is used to provide accurate and stable symbol length, T s . In the receiver, five vendors' Android smartphones with a built-in camera were used. The frame rate of the image sensor is 30 fps. Measured image resolutions are QVGA (320 Â 240 pixels) and VGA (640 Â 480 pixels). Camera2 application programming interface is adapted for asynchronous OCC [5] . , 850-lumen LED is used, image resolution of the built-in camera is QVGA, and measured distance is 5 centimeters, where T l =T s ¼ 1. In both figures, a threshold was set to each line using 8-bit luminance value, Y, in YUV color space to make symbol decision. Receiver's symbols, "1" and "0," are repeated regularly without error when the transmitter repeats symbols, "1" and "0," alternatively by OOK. Only SH-M04 and ZE520KL achieved error-free transmission among five vendors' smartphones when T l =T s ¼ 1. Their image sensor's shutter speed or exposure time is considered to be fast or short. Measured symbol rates, 7397.5 and 7526.7 symbols/s are slightly different from each other because the line rates of both image sensors are slightly different.
Although the line rate is approximately given by multiplication of the frame rate and number of lines of RS, 30 Â 240 ¼ 7200 lines per second, it depends on In the preamble, transmitter's symbols repeat "1" and "0" alternatively by OOK. Since the transmitter's symbol length is known at the image-sensor receiver, correct symbol sequence can be found by the cycle pattern.
In the data symbols, even when pseudo-random binary sequence is transmitted, correct data sequence can be restored by the cycle (see Fig. 1(d) ). However, in the data symbols, repetition of "1" and "0" was transmitted instead of random data sequence to receive the preamble symbols, "1" and "0," at the beginning of a line of the captured LED image in every image frame.
Figs. 3(a) and (b) show measured BERs versus variable symbol rates at 5 centimeters in QVGA. Since the maximum value of the denominator of T l =T s is 13, the number of symbols required for the preamble becomes 13. The remaining symbols are used for the data symbols in every image frame. Error-free transmission was achieved from 4 to 7.5 kilo-symbols/s with variable symbol rates when T l =T s is from 6/11 to 1.
In addition, Fig. 3 (c) shows measured BERs versus variable symbol rates at 5 centimeters in VGA. Symbol rate in VGA increases two times more than that in QVGA. Since the maximum denominator of T l =T s is 21, the number of symbols required for the preamble becomes 21. Error-free transmission was achieved from 10 to 14 kilo-symbols/s with variable symbol rates when T l =T s is from 2/3 to 20/21. High-resolution, such as full HD (1920 Â 1080 pixels) will adapt to more complex integer ratio because number of symbols required for the preamble can increase.
Moreover, Fig (1), it turns out that 9 symbols with a length of T l and one symbol with a length of 2T l are repeated without error.
Conclusion
Asynchronous communication method for OCC by a cycle pattern of the receiver's symbols was proposed and adapted for RS-based OCC. RS-based asynchronous OCC was achieved with variable symbol rates when the ratio of the line interval to the transmitter's symbol length is expressed as a simple integer ratio. Abstract: We propose a new CAPTCHA scheme that uses random dot patterns (RDPs) to prevent highly-developed bots attacks. Human beings can recognize a moving figure filled by a RDP from a background that is filled by another RDP; however, it is impossible to find such figures when they are stationary. Since image recognition by bots is usually carried out frame by frame, it is hard for bots to recognize such moving figures. The proposed CAPTCHA scheme exploits this characteristic. Several experiments were carried out to confirm that the proposed CAPTCHA scheme is usable enough and has enough resistance against bot attacks. Keywords: CAPTCHA, bot, random dot pattern Classification: Multimedia Systems for Communications
Introduction
In order to prevent malicious programs called bots, CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart) is introduced in many web sites [1] . CAPTCHA is a kind of challenge and response type tests, which asks a question that is easy to solve for human beings but difficult for computer programs and an answerer who can answer it correctly is accepted as a human user.
However, our society comes to need more sophisticated CAPTCHAs because the progress of computer technologies such as character reading or machine learning make it easy to solve text-based CAPTCHAs and image-based CAPTCHAs, which are used mainly now.
One of the approaches that makes CAPTCHAs sophisticated is introduction of high cognition ability of humans. It is expected that to model after the cognition ability is a difficult problem for malwares to resolve.
In this paper, we propose a new reading text CAPTCHA using random dot patterns, which requires human cognition ability to solve. A experimental system of the proposed CAPTCHA was developed and we evaluated the performance of it and its usability through experiments that were carried out using the developed program.
2 Related work
Reading text CAPTCHA
A reading text CAPTCHA is one of the most popular CAPTCHA scheme. CAPTCHAs of this type, such as Gimpy [2] , EZ-Gimypy [2] , r-Gimpy [3] , display a distorted image of an alphanumeric text. A user supposes the original text and input it into a designated textbox. If the answer is correct, the user will be accepted as a human being.
Reading text CAPTCHAs have two advantages: their implementation is very easy to introduce and they have a high tolerance to brute-force attacks. On the other hand, reading text CAPTCHAs have a serious disadvantage that the progress of OCR techniques gives bots an ability to solve them.
Random dot pattern
A random dot pattern is created by scattering black dots at random onto a white background. Watanabe showed that human beings can track a figure filled by a random dot pattern that moves on a background filled by another random dot pattern; however, they lose sight of the figure in the background pattern when the figure stops [4] .
Gestalt psychology explains this phenomenon. According to the principal of common fate, stimulus elements are likely to be perceived as a unit if they move together [5] .
SNOW NOISE CAPTCHA
SNOW NOISE CAPTCHA [6] is a CAPTCHA scheme that uses random dot patterns. This CAPTCHA is a movie-based one and uses "meaning information generated from meaningless information (random dots)." As the meaning information will be changed while malware is detecting meaning information from movie CAPTCHA, malware hardly unlocks CAPTCHA. In this CAPTCHA scheme, an area of an answer dot pattern moves on a background dot pattern. A user finds the cluster of dots and input the coordinate of its position. This CAPTCHA will be unlocked if the answer is correct.
Proposed CAPTCHA
In this paper, we propose new CAPTCHA scheme that has tolerance to automated attacks by making good use of the characteristics of random dot patterns. The proposed CAPTCHA is a reading text CATCHA but a target strings is filled by a random dot pattern and the string moves on a background filled by another random dot pattern (Fig. 1) . We can read such a string when it moves; however, it is impossible to read such a string when they are stationary. Since image recognition by bots is usually carried out frame by frame, it is hard for bots to recognize such moving figures. The answerer will be accepted as a human begin by showing that he can read the strings.
Countermeasure against object tracking methods
It is considered that there are some methods that may be effective to resolve the proposed CAPTCAH. One method is using differences between two successive movie frames, another method is Optical Flow, which expresses moves of an object as vectors and extracts the shapes of the characters of the string by following the moving text. Reading the text can be achieved by applying OCR technique on the extracted shapes.
To prevent these kinds of attacks, we adopted two countermeasures. First, we introduced a method that rolls the background (Fig. 1) . If the background is stationary, it is easier to specify the shapes of the answer text.
Next, we display two planes, called obstacle planes, filled by semitransparent random dots in front of the answer text to prevent attacks based on optical flow. These planes make it difficult to grasp the shapes of the characters of the answer text. Fig . 2 shows the results of detecting a moving text using an optical flow method. The upper figure is the detecting results without obstacle planes. Some shape of the answer text is detected and it is expected that this may be a hint to read the text. The lower one is the result of the case using obstacle planes and no shape was found. These results show that adding obstacle planes prevents text detection using optical flow.
Experimental evaluation
Several experiments were carried out to confirm that human users can read a answer text of the proposed CAPTCHA. Also, usability evaluation was carried out to investigate that the proposed CAPTCHA is practical enough.
Implementation of experimental system
The experimental environment for the experiments was developed using JavaScript. Random dot patterns were generated by selecting black ðR; G; BÞ ¼ ð255; 255; 255Þ or white ðR; G; BÞ ¼ ð0; 0; 0Þ for each pixel at random. Canvas element of HTML 5 is used to realize the proposed CAPTCHA in the experimental environment. We introduced four layers. The lowest layer is used to display a background plane, the next layer is used to display an answer text and the rest two layers are used to display semitransparency obstacle planes.
All random dot patterns are generated for each CAPTCHA trial. An answer text is also generated for each trial; four characters are selected from 26 upper case alphabets (for simplicity) at random in the experiments. Each participant tried to solve the CAPTCHA ten times. The results, success or failure, and the elapsed time from the CAPTCHA was displayed to the user for each trial. After the trials, we asked the participants some questions to evaluate the usability of the proposed CAPTCHA. In order to obtain quantitative evaluation from the participants, the system usability scale (SUS) [7] was adopted. The average SUS score is 68. Score 80.3 or higher is needed to be included in the top 10% of scores, which means its usability is excellent.
The questions used in this study are shown below. 1. I think that I would like to use this CAPTCHA frequently. 2. I found the CAPTCHA unnecessarily complex. 3. I thought the CAPTCHA was easy to use. 4. I think that I would need the support of a technical person to be able to use this CAPTCHA. 5. I found the various contents and navigation in this CAPTCHA were well integrated. 6. I thought there was too much inconsistency in this CAPTCHA. 7. I would imagine that most people would learn to use this CAPTCHA very quickly. 8. I found the CAPTCHA very cumbersome to use. 9. I felt very confident using the CAPTCHA. 10. I needed to learn a lot of things before I could get going with this CAPTCHA.
Results and discussions
30 participands solved the proposed CAPTCHA ten times each and 300 results were obtained. The results are shown in Table I .
The success rate was very high (95.3%) and this means that the proposed CAPTCHA is easy enough to solve for human users. The average duration of the proposed CAPTCHA was 8.2 seconds and this is shorter than the duration of ordinary text reading CAPTCHA (about 12 seconds).
Next, the results show that the proposed CAPTCHA is adequate for practical use. The average SUS score was 89 and this shows that the usability of the proposed CAPTCHA is very high so as to be included in top 10% scores. In this paper, we proposed new CAPTCHA scheme that has tolerance against automated bot attacks based on the high cognition ability of human beings. We implemented the experimental system of the CAPTCHA using JavaScript and showed that it has enough resistance against bot attacks using representative image recognition methods. We also developed the computational system of the proposed CAPTCHA and carried out the experiments to evaluate the usability of the proposed CAPTCHA scheme. Both the success rate of human subjects and the SUS score that indicates the evaluation result of its usability were high. The results of experiments showed that the proposed CAPTCHA was useful.
In the future work, we plan to examine its tolerance against other attack schemes together with improvement of its usability. Abstract: Currently, personal authentication is used in many areas, and typically involves password authentication with a keyboard, but authentication information is easily leaked by shoulder surfing. We previously proposed an authentication method using mouse operation, which can be used with shared PCs and in public places. However, its usability was low. Thus, here we propose an improved method that can be performed by operating a mouse to manipulate cells of a number matrix displayed on a screen. We implemented the proposed method and conducted experiments on its usability and shoulder-surfing resistance. Questionnaire results showed that the usability of the proposed method is improved, and no shoulder surfer could obtain complete authentication information. 
Examination of personal

Introduction
In public places, such as offices and cyber cafes, a keyboard is generally used for password authentication on a PC. This method has the problem of being vulnerable to another person obtaining authentication information by peeking at the monitor during authentication. This is called a "shoulder-surfing attack". Users can prevent shoulder-surfing attacks by hiding authentication operations, but it is difficult to hide the keyboard during authentication. Thus, researchers are currently looking for personal authentication methods with shoulder-surfing resistance [1] . SECUREMATRIX [2] is an authentication method that uses information in 4 Â 4 matrices. The user selects positions by entering numbers on the keyboard. The positions are not revealed if the numbers are leaked due to random numbers in the matrices. However, positions can leak if the keyboard and display are viewed at the same time.
CursorCamouflage [3, 4] is an authentication method in which a user inputs alphanumeric characters using a software keyboard. During the authentication phase, dummy cursors are displayed in addition to the real cursor. However, the authentication information can leak because a shoulder surfer can also detect the real cursor.
We previously proposed a personal authentication method using mouse operations with shoulder-surfing resistance [5] . However, the method did not have high usability. Therefore, in this paper, we propose an improved method using a number matrix in addition to mouse operations. We implemented the improved method to investigate usability, improvement of authentication time by familiarization, and shoulder-surfing resistance.
2 Proposed method using mouse operations and number matrix
Overview
Here we describe our personal authentication method using mouse operations. The input interface is a common three-button mouse, and the output interface is an N Â N matrix. Authentication information comprises positions. The user moves from the initial position to the registered positions by mouse clicks during the authentication phase. In the pattern method [5] , the current position is not displayed on the monitor in order to strengthen it against shoulder-surfing attacks. However, it is difficult for users to discern the current cursor position. In contrast, the proposed method displays the current position on the monitor by displaying numbers in a matrix. The registration and authentication procedures of the proposed method are as follows: 
Implementation of proposed method
We implemented the proposed method using Java in Eclipse for Windows 10. We set the size of the matrix to 5 Â 5 and the number of digits to 3, as implemented in [5] . Thus, the number of possible combinations of the authentication information was 25 P 3 Â 25 ¼ 345;000. Fig. 1 shows a movie of the registration and authentication phases. In the registration phase, the user selects positions and a number using the cursor moved by mouse operation. In the authentication phase, the registered positions, current positions, and specified positions are surrounded by blue, yellow, and purple squares, respectively, to make them easy to identify in Fig. 1 . In practice, these squares are not colored.
Experiment and discussion
We performed experiments to confirm the usability, measure the variation in authentication time due to familiarization, and evaluate shoulder-surfing resistance. A laptop with a 15.6-inch monitor and a Microsoft Mobile Mouse 3500 were used in all experiments. Note that the subjects operated the mouse under a desk while sitting on a chair.
Usability testing
We performed comparative experiments between the pattern method and proposed method. Subjects were 40 university students, and performed authentication five times in both methods. We measured the authentication time and success rate during authentication. In addition to these items, all subjects answered a questionnaire about comprehensibility, usability, familiarity, security, and needs. These topics were evaluated on a scale from 1 to 5. Experimental results showed that it took 30.7 sec on average for a subject to complete authentication for the first time using the proposed method. This is about 6 sec more than that measured for the pattern method. However, authentication with the proposed method took almost the same time as that for the pattern method on the second and subsequent attempts. The average of fifth attempts was about 15.0 sec for both methods.
Authentication success rates were 66% and 87% in the pattern method and the proposed method, respectively. The reason for this is that the user can more easily discern the current position using the number matrix. Hence, we can conclude that the proposed method is easier to use than the pattern method. Fig. 2(a) shows the results from the questionnaire. Scores for all the items in the proposed method are higher than those for the pattern method. In particular, usability is improved and user needs are better satisfied. In addition, the level of security is not reduced, even though the current cursor positions are visible.
Variation of authentication time by familiarization
We conducted experiments to determine whether familiarization during actual use would change the time required for authentication. To perform this test, 33 of the 40 original subjects performed authentication five times a day on six days over two weeks. Fig. 2(b) shows the average authentication success time and the standard deviation for all the subjects for each day. On the first day, the average authentication time and standard deviation were about 18 sec and 6.3 sec, respectively, and the authentication time variation was large. However, on the sixth day, the average authentication time and the standard deviation were 10 sec and 2.6 sec, respectively. Thus, we found that the authentication time decreases by familiarization.
Shoulder-surfing resistance testing
We conducted experiments to evaluate the shoulder-surfing resistance of the proposed method. This experiment was conducted in an ideal environment where the shoulder-surfers could clearly see the authentication screen and hear the mouse clicks. The subjects were 15 of those from the usability testing. In the proposed method, there is a possibility of the registered number leaking if the number can be guessed, for example, if the user adopts his or her birthday as the registered number. Therefore, we performed two kinds of experiments that assumed that the registered number is leaked or is not leaked (hereafter called experiments A and B). The experimental procedure was as follows:
1. We formed teams consisting of five people each and chose a single user from each team. Shoulder surfers were the other people on the team. 2. The user registered three positions and a number. Shoulder surfers were not allowed to see the monitor during registration. 3. The user performed 10 successful authentications. Shoulder surfers observed each authentication and tried to detect the registered positions and number. In experiment B, the user gave their registered number to the other people on the team. 4. Another team member was chosen to be the user. 5. Steps 2-4 were repeated until everyone in the team was a user once. Table I shows the specific leakage rate for each digit. In experiment A, no surfer could identify all three positions, even though the current positions were displayed. In experiment B, the identification rate was higher than that in experiment A. Therefore, the proposed method has shoulder-surfing resistance. In addition, the proposed method has more shoulder-surfing resistance than that of the pattern method. 
Conclusion
We proposed and implemented a personal authentication method that users can employ on shared PCs in public places. We evaluated its usability, increasing ease of use due to familiarization, and shoulder-surfing resistance. The success rate of the proposed method was 87%, and survey results indicated that it is easy to use. In addition, the average authentication success time after 6 days of use over 2 weeks was about 10 sec. Finally, we found that the proposed method has shoulder-surfing resistance because some authentication information was protected even under conditions favorable for leaks. Future work will be to evaluate the recording resistance and apply the authentication method to track pads. 
Introduction
High frequency switching operation of power semiconductor devices are required for miniaturing power conversion system. The fast switching operation of power device is necessary for higher frequency operation of the circuit. High di=dt and dv=dt in the transient response of power device induces significantly large and wide band noise spectrum [1, 2] . Differential mode noise, which is accompanied with switching operation of power device, is unavoidable in the normal operation of power conversion circuit It can be sufficiently suppressed by filter in the circuit. Common mode noise does not emerges from ideal circuit condition. However, an asymmetry of circuit (circuit topology, parasitic capacitance and inductance of circuit component) converts differential mode noise to common mode noise. The common mode conducted emission significantly induces radiated emission as EMI (electromagnetic interference). Therefore, measurement and evaluation of common mode components of conducted emission is important to assess EMC (electromagnetic compatibility) performance of power electronics circuit. The conducted emission is evaluated as the frequency spectrum of terminal disturbance voltage LISN (line impedance stabilization network) as standardized in CISPR 22 and 11. Δ-type LISN or CMDM mode switch (CMDM switch) is used to directly evaluate common mode (CM) and differential mode (DM) in the measurement of conducted emission [3, 4] . CMDM switch decomposes two input signals into CM or DM. This paper presents usage of vector signal analyzer (VSA) for mode decomposition of conducted emission voltage. Frequency spectrum of CM and DM voltage are obtained by vector calculation of two synchronously operated VSA output. The performance of the proposed decomposition is experimentally evaluated and compared with the results from conventional CMDM switch.
Mode decomposition
This section addresses the mode decomposition of conducted emission voltage with conventional CMDM switch, and the proposed method with synchronous measurement of two VSAs.
Mode decomposition with CMDM switch
The CMDM switch (9 kHz-30 MHz/CMDM8700/SCHWARZBECK) decomposes conduction noise voltage measured with V-type LISN of each power line into common or differential mode voltage. Figs. 1(a) and (b) shows the frequency characteristics of mode separation performance to the sinusoidal input. S sc12 and S sd12 in Figs. 1(a) and (b) respectively shows the transmission gain for common and differential input [5] . The decomposed mode component corresponding with the input signal mode given as S sc12 and S sd12 are transmitted without attenuation 0 dB over entire frequency range of the conducted emission standards. S sd12 and S sc12 in Figs. 1(a) and (b) show residual component for different mode input signal. 40 dB rejection ratio is achieved for frequency lower than 10 MHz. The rejection ratio deteriorates with increasing frequency for higher than 10 MHz. CMDM switch has 32 dB rejection ratio both in common and differential mode at 30 MHz.
Mode decomposition by vector signal processing
The mode rejection ratio of CMDM switch is used as the reference of following proposing mode decomposition method. VSA decomposes input signal frequency spectrum into component in-phase I and quadrature component Q. Vector calculation of 2 input signals A and B is possible, when they are synchronously measured. The differential and common mode component O DM and O CM are respectively calculated with eqs. (1) and (2) . 
Inter-VSA phase delay compensation
There are time and phase delay between measurement results of synchronously operated two VSAs, which stem from the individual difference in the measurement setup and apparatus. The frequency characteristic of phase difference between detected vector for synchronously operated two VSA is shown as green line in (3) is shown in the condition (ii) in Fig. 1(f ) .
Mode decomposition with VSA The mode decomposition result for the output of synchronously operated two VSAs are shown in Figs. 2. Red and the blue round point gives the calculated common and differential mode for common mode input signal, respectively. The calculated components corresponding to the input signals shows amenable frequency characteristic which are compatible to the result obtained with the CMDM switch.
Comparative study for non-sinusoidal input signal
This section discusses the performance of proposing mode decomposition for non-sinusoidal input signal. Fig. 3(a) shows the voltage on line A and B, whose frequency spectrum is shown in Fig. 3(b) . The signal voltage is synthesised of CM and DM in eq. (6) and (7) with eq. (4) and (5). , which has slightly differ from eq. (6). The error cause from spectrum leakage of FFT in VSA. The knee frequency of trapezoidal signal DM spectrum are decided according to pulse width and rise time. Both method were able to obtain appropriate spectrum.
Conclusion
This paper studied a mode decomposition of conduction emission voltage with synchronous measurement of two vector signal analyzers. We experimentally compared and evaluated the mode decomposition performance of proposed method using vector calculation of synchronously measured VSA with conventional CMDM switch. We showed that the proposed method has compatible decomposition performance with the conventional CMDM switch, but it can simultaneous obtain CM and DM. Experimental results clarified the possibility of decomposition method based on vector calculation.
Model-based target classification using polarimetric similarity with coherency matrix elements Abstract: Polarimetric similarity is a parameter for measuring the similarity between two scattering mechanisms. In this paper, we propose a novel model-based target classification technique using a compensated polarimetric similarity parameter between two coherency matrices. In general, the ensemble average coherency matrix elements have magnitude imbalance, thus the contribution degree to the polarimetric similarity differs for each element. We illustrate how to compensate the contribution degree, and then the proposed method is tested on L-band fully polarimetric ALOS-2/ PALSAR-2 data sets by using 4 theoretical scattering models (surface scattering, double-bounce scattering, volume scattering, and 22.5°oriented dihedral scattering). The classification results show that the new compensation scheme serves to better classification. Keywords: polarimetric synthetic aperture radar, polarimetric similarity, coherency matrix, PolSAR terrain classification Classification: Sensing where S HH , S VV , and S HV are complex elements of the scattering matrix assuming the backscattering case of S HV ¼ S VH . The ensemble average coherency matrix is expressed by
where the superscript † denotes complex conjugate and transpose. In the coherency matrix, there are 9 (6 real and 3 imaginary) independent elements. Therefore, a vectorized coherency matrix using these independent elements can be expressed as 
where the superscript t denotes transpose and j Á j denotes absolute value. The absolute value is chosen so that inner product of each element becomes additive.
The polarimetric similarity for measuring the similarity between theoretical scattering model and observed coherency matrix can be defined as
where · denotes inner product, k Á k denotes Euclidean norm, T A denotes the vectorized coherency matrix of observed data, and T B denotes vectorized coherency matrix of theoretical scattering model.
Compensation scheme
In general, diagonal elements of the ensemble average coherency matrix, namely, T 11 , T 22 , and T 33 have large value as compared with other elements. Hence the degree of contribution to the polarimetric similarity parameter differs for each element. In order to compensate the contribution degree, each element is multiplied by a coefficient as follows:
T comp ¼ ½aT 11 bT 22 cT 33 djRefT 12 gj ejImfT 12 gj fjRefT 13 gj gjImfT 13 gj hjRefT 23 gj ijImfT 23 gj t :
In order to determine the proper coefficients, we have examined the average absolute value of the coherency matrix elements using 6 data sets (level 1.1, singlelook complex) acquired by ALOS-2/PALSAR-2. The examined results of the relative magnitude relation of the coherency matrix elements of the entire images are shown in Table I Table I , and by consideration of almost equicontribution of each element, the magnitude-compensated T vector was chosen as follows, 
By measuring the polarimetric similarity between the observed data and the theoretical scattering models using Eq. (7), each multi-looked pixel in the image is classified into a model with best-fit scattering mechanism.
Theoretical scattering models
In this paper, we adopt following 4 theoretical scattering models. The surface scattering, double-bounce scattering, and volume scattering model are conventional scattering model proposed in [1, 2] . The 22.5°oriented dihedral scattering model for buildings oriented with respect to radar illumination is derived by modifying probability density function in [3] . Each scattering model is normalized so that the maximum value of elements become unity. 1) Surface scattering: 
In this paper, we set ¼ 0:1 þ 0:1j as a typical value by data analysis experience. 2) Double-bounce scattering: From the classification results, it is confirmed that implementation of the compensation scheme is very effective for classification using polarimetric similarity, especially for detecting urban area. In order to evaluate the classification accuracy quantitatively, the classification rates of Patch A, B, and C are shown in Table II. For Patch B (orthogonal urban area), 28.4% of pixels are classified into the double-bounce scattering model and 71.4% are classified into the volume scattering model before the compensation scheme. After the compensation, 75.4% are classified into the double-bounce scattering model and 5.4% are classified into the volume scattering model. It is also noticed that the compensation scheme is effective for detecting oriented urban areas. The classification rate of 22.5°oriented dihedral scattering increases from 1.8% to 43.4% by the compensation in oriented urban areas. The classification accuracy in vegetation area is still high as much as 89.1% although in a decreasing tendency. These results are due to the increase of the contribution degrees of T 12 and T 23 in orthogonal scattering model and 22.5°o riented dihedral scattering model. 
Conclusion
We have proposed a model-based target classification technique using a compensated polarimetric similarity parameter with the ensemble average coherency matrix elements. The classification results show the new compensation scheme is very effective for model-based classification using polarimetric similarity parameter, especially for detecting urban areas.
