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LOCAL BEHAVIOR OF SOLUTIONS OF QUASILINEAR
PARABOLIC EQUATIONS ON METRIC SPACES
JANNA LIERL
Abstract. We introduce a notion of quasilinear parabolic equations over met-
ric measure spaces. Under sharp structural conditions, we prove that local
weak solutions are locally bounded and satisfy the parabolic Harnack inequal-
ity. Applications include the parabolic maximum principle and pointwise es-
timates for weak solutions.
1. Introduction
In their 1967 paper [2], Aronson and Serrin proved the parabolic Harnack in-
equality for weak solutions u = u(t, x) of the quasilinear equation∫
Q
∫
(−uφt + φx · A(t, x, u, ux)) dx dt =
∫
Q
∫
φB(t, x, u, ux)dx dt,
provided that A and B satisfy certain structural conditions. Here, x is in Euclidean
space Rn, ux is the spatial gradient of u, and φ = φ(t, x) is any continuously
differentiable test function having compact support in Q.
At about the same time, Trudinger [26] and Ladyzhenskaja, Solonnikov and
Uralceva [15] proved very similar results.
The present paper introduces a notion of quasilinear equations over metric mea-
sure spaces and proves the parabolic Harnack inequality under certain hypotheses
on the structure of the equation and natural conditions on the geometry of the
underlying space. In particular, the parabolic Harnack inequality holds for quasi-
linear equations on metric measure spaces that satisfy volume doubling, Poincare´
inequality and the cutoff Sobolev inequality. In the case of the linear heat equation,
these are known to be equivalent to the parabolic Harnack inequality, as well as to
sharp two-sided heat kernel estimates [12, 22, 25, 4].
Concerning the structural hypotheses, we follow [2, 15, 26] by assuming that
a quasilinear equation should be represented in terms of some ”divergence form
part” A and a “lower order part” B. This is somewhat contrary to the approach
in [24, 16, 17] that was based on the bilinearity and a structural decomposition of
bilinear forms, in addition to quantitative inequalities.
Though the main interest of this work is likely to be in the context of a refer-
ence Dirichlet space, some of our results - the mean value estimates and the local
boundedness of weak solutions - apply also to subelliptic operators such as the
Kolmogorov-Fokker-Planck operator.
The hypotheses that we impose on the structure of the equation are, in a certain
sense, sharp. This is because we use Lorentz spaces rather than Lp-spaces. For the
special case of quasilinear operators on Euclidean space this means that we recover
the parabolic Harnack inequality of Aronson - Serrin but under slightly weaker -
and sharp - integrability conditions on the coefficients.
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There already exists a quite broad literature that applies the parabolic Moser
iteration [18] in a non-Euclidean, linear setting, beginning with [12, 22, 23] on
Riemannian manifolds, [24, 9, 16] on Dirichlet spaces that admit a carre´ du champ,
[17] on fractal-type Dirichlet spaces. The proof in the present paper is based on
some of these earlier works (as well as [2]) but self-contained and aims to give full
attention to technical issues pertaining to the existence and local boundedness of
weak solutions, the appropriate function spaces, and the structural hypotheses.
A different direction concerns the generalization of the equation rather than
the underlying space. A class of degenerate elliptic operators (so-called general-
ized Kimura diffusion operators) is studied in [11] and covered by the setting of
the present paper. For quasilinear subelliptic operators, the parabolic Harnack
inequality is proved in [6].
Degenerate subelliptic operators such as those of Kolmogorov-Fokker-Planck
type are of interest as they indicate the margin of the wide scope of Moser’s it-
eration. While mean value estimates follow by Moser iteration (see, e.g., [8]), the
second part of Moser’s iteration does not seem to apply due to the lack of a Poincare´
inequality as well as a lack of the proper structure of the equation (cf. our hypothesis
H.2 and Section 5.5).
We mention that there are alternative ways to obtain the parabolic Harnack
inequality from volume doubling and Poincare´ inequality, for instance by using el-
liptic Moser iteration, see e.g. [4]. This is of interest especially in time-independent
settings. A variational approach to the parabolic Harnack inequality on metric mea-
sure spaces is taken in [14] under the hypothesis that weak solutions (i.e. parabolic
minimizers) already satisfy the Cacciopoli-type estimates.
Our main results are in part motivated by an application to the study of heat
kernels on inner uniform domains similar to [13]. For certain non-symmetric heat
kernels, Doob’s transform yields a heat equation whose structure is not covered by
[16] due to unbounded coefficients, but does satisfy our structural hypotheses H.1
and H.2.
Structure of the paper. In the first part of the paper we introduce the
notion of quasilinear equations on abstract spaces (Section 2), prove Cacciopoli-
type estimates and mean value estimates (Section 3) and the parabolic Harnack
inequality (Section 4).
In the second part of the paper (Section 5) we discuss examples. First, we
apply our main results to Dirichlet spaces satisfying volume doubling and Poincare´
inequality. We show that if a quasilinear form is “adapted” to a reference Dirichlet
form (see Definition 5.1), then our structural hypotheses H.1, H.2 are satisfied.
Being adapted to a Dirichlet form is a property that should be easy to check in
applications. In the Dirichlet space context, we provide several applications of
the Harnack inequality: the Ho¨lder continuity of weak solutions, the parabolic
maximum principle, and pointwise estimates for weak solutions.
Second, we apply our results to quasilinear operators on Euclidean space and
discuss the sharp conditions on the coefficients in comparison to the structural
hypotheses in [2].
Third, we consider a Kolmogorov-Fokker-Planck operator. This example illus-
trates that there is an actual difference between our hypothesis H.1 and hypothesis
H.2.
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Finally, we emphasize the relevance of the metric measure space setting by com-
bining our main result with a metric measure transform.
Acknowledgement. TBA
2. Quasilinear forms, structural and geometric hypotheses
2.1. Quasilinear forms and weak solutions. Let X be a locally compact sep-
arable Hausdorff space and µ a locally finite Borel measure with full support on
X .
Let F be a linear subspace of L2(X,µ) such that
(i) F is dense in L2(X,µ).
(ii) There is a norm ‖ · ‖F so that (F , ‖ · ‖F ) is a Banach space and ‖f‖F ≥
‖f‖L2 for every f ∈ F .
(iii) F ∩ Cc(X) is dense in (Cc(X), ‖ · ‖∞) and dense in (F , ‖ · ‖F).
(iv) Fb := F ∩ L
∞(X) is an algebra.
(v) If f ∈ F then (f ∨ 0) ∈ F and (f ∧ 1) ∈ F .
(vi) If f ∈ F then Φ(f) ∈ F for any function Φ ∈ C1(Rm) with Φ(0) = 0,
where m is a positive integer.
(vii) F contains cutoff functions: for every open U ⊂ X and every compact
K ⊂ U there exists a continuous function ψ : X → [0, 1] in F that takes
value 1 on K and value 0 on X \ U .
Here, C denotes the space of continuous functions, Cc are continuous functions
with compact support, and Fc will be the functions in F with compact support.
Further, a ∧ b = min{a, b} and a ∨ b = max{a, b}.
Definition 2.1. We call a collection of maps Et : F×F → R, t ∈ R, a quasi-linear
form if
(i) there exist signed measure valued forms At and Bt such that
Et(u, g) =
∫
dAt(u, g) +
∫
dBt(u, g), for all u, g ∈ F .
(ii) the maps t 7→
∫
dAt(u, g) and t 7→
∫
dBt(u, g) are measurable for all u, g ∈
F .
(iii) (right-linearity) At(u, g1 + g2) = At(u, g1) + At(u, g2) and At(u, cg1) =
cAt(u, g1) for all u, g1, g2 ∈ F , c ∈ R. Similarly for Bt.
(iv) (Bt is right-local) Bt(u, g) = 0 whenever u, g ∈ F with g = 0 on the support
of u.
(v) (At is right-strongly local) At(u, g) = 0 whenever u, g ∈ F with g constant
on the support of u.
(vi) (right-product rule) dAt(u, fg) = g dAt(u, f)+f dAt(u, g) and dBt(u, fg) =
g dBt(u, f) whenever u, f, g, fg ∈ F .
(vii) (right-chain rule) for any u, g1, g2, . . . , gm ∈ Fb, g = (g1, . . . , gm), and
Φ ∈ C1(Rm) with Φ(0) = 0, we have Φ(g) ∈ Fb and
dAt(u,Φ(g)) =
m∑
i=1
∂Φ
∂xi
(g) dAt(u, gi).(1)
(viii) (right-continuity) For every t ∈ R there exists an open interval I ∋ t such
that for any u ∈ L2(I → F) ∩ C(I → L2) and there is a constant C(u, t)
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such that
|Es(u(s, ·), g)| ≤ C(u, t)‖g‖F for all s ∈ I, g ∈ Fc.
Let I be a bounded open interval and U ⊂ X open. Let L2loc(I → F ;U) be the
space of all functions u : I × U → R such that for any open interval J relatively
compact in I, and any open subset A relatively compact in U , there exists a function
u♯ ∈ L2(I → F) such that u♯ = u a.e. in J×A. If all these u♯ are in C(I → L2(U)),
then we write u ∈ L2loc(I → F ;U) ∩ Cloc(I → L
2(U)).
Definition 2.2. Set Q = I × U . A map u : Q→ R is a local weak subsolution of
the heat equation for Et in Q if
(i) u ∈ L2
loc
(I → F ;U) ∩ Cloc(I → L
2(U)),
(ii) For almost every a, b ∈ I with a < b, and any non-negative φ ∈ Fc(U),∫
u(b)φdµ−
∫
u(a)φdµ+
∫ b
a
Et(u(t), φ)dt ≤ 0.
A map u is a local weak supersolution if −u is a local weak subsolution. If both u
and −u are local weak subsolutions then u is called a local weak solution.
It is worth to remark that local weak solutions can equivalently be defined using
weak time-derivatives, see [16, Proposition 7.8].
2.2. Structural hypotheses. For the rest of the paper, we fix δ∗ ∈ (0, 1). Let
(Bδ) be a collection of relatively compact open subsets of X such that Bδ′ ( Bδ
whenever δ∗ ≤ δ′ < δ ≤ 1.
Fix a < a′ < b′ < b. For δ ∈ [δ∗, 1], let I−δ = (a − aδ, b
′) be a strictly increasing
sequence of bounded open intervals. Let I− = (a − a1, b), Q
− = I− × B1 and
Q−δ = I
−
δ × Bδ. We also define I
+
δ = (a
′, b+ aδ), I
+ = (a, b + a1), Q
+ = I+ ×B1,
and Q+δ = I
+
δ ×Bδ.
We assume there are constants C3, k ∈ (0,∞) such that
|aδ − aδ′ |
−1 ≤ C3|δ − δ
′|−k(2)
for all δ∗ ≤ δ′ < δ ≤ 1.
Let κ ≥ 0 and define v¯ = max(v, 0) + κ and v¯ε = v¯ + ε for ε ∈ (0, 1). For p < 2,
let
H(v) :=
{
1
p v¯
p, p 6= 0
log v¯, p = 0.
Then H is twice continuously differentiable on (0,∞).
For p ≥ 2 and positive integers n, define also
Hn(v) =
1
2
v¯2(v¯ ∧ n)p−2 +
(
1
p
−
1
2
)
(v¯ ∧ n)p − v¯κp−1 +
p− 1
p
κp.
Then Hn has one continuous derivative
H′n(v) = v¯(v¯ ∧ n)
p−2 − κp−1
on (0,∞). For non-negative functions u we will write un = u ∧ n.
Fix η ∈ (0, 1). We say that H.1a, H.1b, or H.2, respectively, hold for u ∈ L2loc(I →
F ;B1), if there is a positive Radon measure dΓ(u) and constants β ∈ [1,∞), a ∈
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(0, 1) such that for all δ∗ ≤ δ′ < δ ≤ 1 there exist constants C1 = C1(δ
′, δ) ∈ (0,∞)
and C2 ∈ (0,∞), such that
∫
I
[
−Et(u,H
′
n(u)ψ
2) +
a
2
∫
u¯p−2n ψ
2dΓ(u) +
p− 2
4
a
∫
{u¯≤n}
u¯p−2n ψ
2dΓ(u)
]
χdt
≤ pC1|||u¯u¯
p−2
2
n ψχ
1/2|||2I×B1 + p
βC2|δ
′ − δ|−k
∫
I
∫
u¯2u¯p−2n ψ dµχdt
(H.1a)
for all positive integers n and all p ∈ [2,∞), and any smooth function χ : I → [0, 1].∫
I
[
1− p
|1− p|
Et(u,H
′(uε)ψ
2) +
|p− 1|
4
a
∫
u¯p−2ε ψ
2dΓ(u)
]
χdt
≤ (1 ∨ |p|)C1|||u¯
p
2
ε ψ|||
2
I×B1 + (1 ∨ |p|
β)C2|δ
′ − δ|−k
∫
I
∫
u¯pεψdµ dt,
(H.1b)
for all ε ∈ (0, 1), all p ∈ (−∞, 0) ∪ (0, 1 − η) ∪ (1 + η, 2), any smooth function
χ : I → [0, 1], provided that u is non-negative and locally bounded.
− Et(u,H
′(uε)ψ
2) + a
∫
u¯−2ε ψ
2dΓ(u)
≤
m∑
i=1
Di(t)‖ψ‖
2
2r′i,2
+ C2|1− δ
∗|−k
∫
ψdµ, for a.e. t ∈ I,
(H.2)
for all ε ∈ (0, 1), p = 0, provided that u is non-negative and locally bounded. Here,
m is a positive integer and for each i, Di is in L
qi(I) and the pair (r′i, q
′
i) has Ho¨lder
conjugates (ri, qi) satisfying (8).
The function ψ = ψδ′,δ in H.1 and H.2 is a cutoff function for Bδ′ in Bδ and
we will assume throughout the paper that it is the same cutoff function as the one
appearing in the weighted Sobolev inequality (wSI), see Definition 2.5. The norm
||| · ||| is defined below in (7).
A sufficient condition for a quasilinear form to satisfy H.1 and H.2 is that the
quasilinear form is adapted to a reference Dirichlet form in the sense of Definition
5.1 below. In many applications, the adaptedness is easy to verify. The sufficiency
is proved in Section 5.1.2.
2.3. Lorentz spaces. For Borel measurable functions f : X → R, the Lorentz
quasi-norms are defined as
‖f‖r,r1 =
(
r1
∫ ∞
0
(srµ(|f | ≥ s))r1/r
ds
s
) 1
r1
for r, r1 ∈ (0,∞), and
‖f‖r,∞ = sup
s>0
{
s µ(|f | ≥ s)1/r
}
, ‖f‖∞,∞ = ‖f‖∞.
Observe that ‖f‖r,r = ‖f‖r. The Lorentz space L
r,r1 is defined as the collection of
Borel measurable functions f : X → R with ‖f‖r,r1 <∞.
For any σ > 0, it holds
‖fσ‖
1
σ
r,r1 = ‖f‖σr,σr1.(3)
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Furthermore,
‖f‖r,r2 ≤ 2
2/r1‖f‖r,r1, for all 0 < r1 ≤ r2 ≤ ∞,(4)
see, e.g., [3, (4.3)].
The Lorentz-Ho¨lder inequality ([19, Theorem 3.5])
‖fg‖r,r1 ≤ ‖f‖a,a1‖g‖b,b1(5)
holds whenever
1
r
=
1
a
+
1
b
,
1
r1
=
1
a1
+
1
b1
.
This and (3) imply that
‖f‖r,r1 ≤ ‖f‖
σ
a,a1‖f‖
1−σ
b,b1
(6)
holds whenever
1
r
=
σ
a
+
1− σ
b
,
1
r1
=
σ
a1
+
1− σ
b1
, 0 ≤ σ ≤ 1.
For any r ≥ 1, we let r′ be its Ho¨lder conjugate, and r
′′
2 be the Ho¨lder conjugate
of r2 . That is,
1
r
+
1
r′
= 1,
1
r
+
1
r′′
=
1
2
.
The next lemma is similar to [2, Lemma 1].
Lemma 2.3. Let w ∈ L2(I → F(U)) ∩ L∞(I → L2(U)) and ν > 2. Then w is
in L2q
′
(I → L2r
′,2(U)) for all exponent pairs (r′, q′) whose Ho¨lder conjugates (r, q)
satisfy 1− 1q −
ν
2r ≥ γ ≥ 0. Moreover,(∫
I
||w||2q
′
2r′,2dt
) 1
q′
≤ |I|γ
(∫
I
‖w‖22ν
ν−2 ,2
dt
) ν
2r
(
sup
t∈I
‖w‖22
)1− ν2r
,
where the Lorentz quasi-norms are taken over U .
Proof. By the Ho¨lder inequality and (6),(∫
I
||w||2q
′
2r′,2dt
) 1
q′
≤ |I|γ
(∫
I
‖w‖
2/σ
2r′,2dt
)σ
≤ |I|γ
(∫
I
(
‖w‖σ2ν
ν−2 ,2
‖w‖1−σ2
)2/σ
dt
)σ
≤ |I|γ
(∫
I
‖w‖22ν
ν−2 ,2
dt
)σ
sup
t∈I
‖w‖
2(1−σ)
2 ,
provided that γ ≥ 0, 0 ≤ σ ≤ 1, and
1
q′
= σ + γ,
1
2r′
=
σ
2ν
ν−2
+
1− σ
2
.
These relations imply that γ = 1q′ − σ = 1−
1
q −
ν
2r and σ =
ν
2r . 
We fix γ ∈ [0, 1) and define
|||u|||I×U := sup
r′,q′
(∫
I
‖u‖2q
′
L2r′,2(U)
dt
) 1
2q′
,(7)
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where the supremum is taken over all pairs (r′, q′) whose Ho¨lder conjugates (r, q)
satisfy
1−
1
q
−
ν
2r
≥ γ, r ≥
1
1− γ
.(8)
Note that since γ < 1,
|||u|||I×U = sup
r′′,q′′
(∫
I
‖u‖q
′′
Lr′′,2(U)
dt
) 1
q′′
where the supremum is taken over all (r′′, q′′) whose corresponding pair (r, q) sat-
isfies
1−
1
q
−
ν
2r
≥
γ
2
, r ≥
2
1− γ
.
Since ν > 2, (8) implies that r > 1. Also, q > 1, r′ ≥ 1, r′′ ≥ 2.
2.4. Geometric hypotheses: weighted Sobolev inequality and weighed
Poincare´ inequality.
Definition 2.4. Let δ∗ ≤ δ′ < δ ≤ 1. A function ψ : X → [0, 1] is a cutoff function
for Bδ′ in Bδ if ψ ∈ F ∩ Cc(Bδ) and ψ = 1 in Bδ′ .
Definition 2.5. We say that the weighted Sobolev inequality holds for a non-
negative function f if there exist constants k ≥ 0, ν > 2 and CSI, CSI0 ≥ 1 such
that, for any δ∗ ≤ δ′ < δ ≤ 1, there is a cutoff function ψ = ψδ′,δ for Bδ′ in Bδ
such that
‖fp/2ψ‖22ν
ν−2 ,2
≤ |δ − δ′|−k
(
CSI
p2
4
∫
Bδ
fp−2ψ2dΓ(f) + CSI0
∫
Bδ
fpdµ
)
,(wSI)
for all p ∈ R with fp/2 ∈ F . The constants CSI, CSI0 may depend on δ
∗ but not
on δ′, δ.
Remark 2.6. (i) The choice of the Lorentz parameter r1 = 2 in (wSI) is
sharp, see [3, Remark 4.5].
(ii) There is no loss of generality in assuming that k is the same exponent as
in (2).
Definition 2.7. We say that the weighted Poincare´ inequality holds for log f ,
where f ∈ F is a uniformly positive function, if there is a positive constant CwPI
such that ∫
| log f − (log f)B|
2ψ2dµ ≤
∫
CwPI(δ
′, δ)ψ2f−2dΓ(f),(wPI)
where (log f)B =
∫
log fψ2dµ
/ ∫
ψ2dµ is the weighted mean of f over B, and ψ =
ψδ′,δ.
The Cacciopoli-type estimates and the mean value estimates rely only on the
weighted Sobolev inequality. For the parabolic Harnack we need in addition the
weighted Poincare´ inequality which is used in the Lemma 4.2.
The next lemma is similar to [2, Lemma 3].
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Lemma 2.8. Let f ∈ L2(I → F(B1)) ∩ L
∞(I → L2(B1)). Suppose the weighted
Sobolev inequality (wSI) holds for f(t) uniformly for all t ∈ I. Then for any
δ∗ ≤ δ′ < δ ≤ 1 and any σ ≥ 1,
|||fσ|||
2
σ
I×Bδ′
≤ 2|I|γ
(
CSI
|δ − δ′|k
∫
I
∫
ψ2dΓ(f)dt+
CSI0
|δ − δ′|k
∫
I
∫
Bδ
f2dµ dt+ sup
t∈I
‖f‖2L2(Bδ)
)
,
where ψ = ψδ′,δ.
Proof. For any pair (r′, q′) whose Ho¨lder conjugates (r, q) satisfy (8), the Ho¨lder
conjugates of (σr′, σq′) also satisfy (8), and
||fσ||
1
σ
L2q′ (I→L(2r′,2))
= ||f ||L2σq′ (I→L(2σr′,2σ)) ≤ 2||f ||L2σq′ (I→L(2σr′,2)),
where the estimate is due to (4). Thus, by Lemma 2.3 and (wSI),
||fσ||
1
σ
L2q′ (I→L(2r′,2)(Bδ′ ))
≤ 2|I|γ |δ − δ′|−
kν
2σr
(
CSI
∫
I
∫
ψ2dΓ(f)dt+ CSI0
∫
I
∫
Bδ
f2dµ dt
) ν
2σr
(
sup
t∈I
‖f‖2L2(Bδ)
)1− ν2σr
.
Now apply Young’s inequality and take the supremum over all pairs (r′, q′) whose
Ho¨lder conjugates satisfy (8). 
3. Mean value estimates
3.1. Chain rule in the time variable.
Lemma 3.1. Let u be a local weak subsolution of the heat equation for Et in Q
−.
Let p ≥ 2. Let χ : I− → [0, 1] be any smooth function. Let ψ ∈ Fc(B1). Then, for
almost every a− a1 < s0 < t0 < b
′,∫
X
Hn(u(t0))ψ
2dµ−
∫
X
Hn(u(s0))ψ
2dµ
≤ −
∫
J
Et(u(t),H
′
n(u(t))ψ
2)χ(t) dt +
∫
J
∫
X
Hn(u(t))ψ
2χ′ dµ dt.
(9)
where J = (s0, t0).
Proof. For a real number 0 < h < b− b′, let
uh(t) :=
1
h
∫ t+h
t
u(s)ds,
be the Steklov average of u at t < b′. Here, the integral is a Bochner integral over
functions that take values in the Banach space (F , ‖ · ‖). By definition, uh(t) ∈ F .
Since u is a local weak subsolution,∫
X
Hn(uh(t0))ψ
2dµ−
∫
X
Hn(u(s0))ψ
2dµ
=
∫
J
d
dt
(∫
X
Hn(uh(t))ψ
2χdµ
)
dt
QUASILINEAR PARABOLIC EQUATIONS 9
=
∫
J
1
h
∫
X
(
u(t+ h)− u(t)
)
H′n(uh(t))ψ
2χdµ dt+
∫
J
∫
X
Hn(uh(t))ψ
2χ′ dµ dt
≤ −
∫
J
1
h
∫ t+h
t
Es(u(s),H
′
n(uh(t))ψ
2)ds χ(t)dt+
∫
J
∫
X
Hn(uh(t))ψ
2χ′ dµ dt.
By [10, Theorem 9], uh(t) converges to u(t) in F as h→ 0, at almost every t. Since
the F -norm dominates the L2-norm, it follows that∫
X
Hn(uh(t))ψ
2dµ −→
∫
X
Hn(u(t))ψ
2dµ at a.e. t
and ∫
J
∫
X
Hn(uh)ψ
2χ′ dµ dt −→
∫
J
∫
X
Hn(u)ψ
2χ′ dµ dt
as h→ 0 (passing to a subsequence if necessary).
It remains to show that −
∫
J
1
h
∫ t+h
t
Es(u(s, ·),H
′
n(uh(t, ·))ψ
2)χ(t)ds dt converges
to −
∫
J
Et(u(t, ·),H
′
n(u(t, ·))ψ
2)χ(t)dt as h→ 0. We have
H′n(uh(t))ψ
2 −→ H′n(u(t))ψ
2
in F as h→ 0, at almost every t. Hence, by the right-continuity of Et,∣∣∣∣∣
∫
J
1
h
∫ t+h
t
Es(u(s), [H
′
n(uh(t)) −H
′
n(u(t))]ψ
2)ds χ(t)dt
∣∣∣∣∣ −→ 0,
Applying [10, Theorem 9] with f(s) = Es(u(s),H
′
n(u(t))ψ
2), we see that∫
J
1
h
∫ t+h
t
∣∣Es(u(s),H′n(u(t))ψ2)− Et(u(t),H′n(u(t))ψ2)∣∣ ds χ(t)dt −→ 0.
Indeed, f is integrable due to the right-continuity of Et. Combining the above and
using the right-linearity of Et completes the proof. 
Lemma 3.2. Let u be a non-negative locally bounded local weak supersolution of
the heat equation for Et in Q
±. Let p ≤ 1 − η. Let χ : I± → [0, 1] be any smooth
function. Let ψ ∈ Fc(B1). Then, for any interval J = (s0, t0) ⊂ I
±
1 ,∫
X
H(uε(t0))ψ
2dµ−
∫
X
H(uε(s0))ψ
2dµ
≥ −
∫
J
Et(u(t),H
′(uε(t))ψ
2)χ(t) dt+
∫
J
∫
X
H(uε(t))ψ
2χ′ dµ dt.
Proof. First consider the case when ± is −. For a real number 0 < h < b − b′, let
(u¯ε)h(t) :=
1
h
∫ t+h
t
u¯ε(s)ds,
be the (upper) Steklov average of u¯ε at t < b
′.
Since u is a local weak supersolution,∫
X
H((uε)h(t0))ψ
2dµ−
∫
X
H((uε)h(s0))ψ
2dµ
=
∫
J
d
dt
(∫
X
H((uε)h(t))ψ
2χdµ
)
dt
=
∫
J
1
h
∫
X
(
u(t+ h)− u(t)
)
H′((uε)h(t))ψ
2χdµ dt+
∫
J
∫
X
H((uε)h(t))ψ
2χ′ dµ dt
10 JANNA LIERL
≥ −
∫
J
1
h
∫ t+h
t
Es(u(s),H
′((uε)h(t))ψ
2)ds χ(t)dt+
∫
J
∫
X
H((uε)h(t))ψ
2χ′ dµ dt.
By [10, Theorem 9], uh(t) converges to u(t) in F as h→ 0, at almost every t. Since
the F -norm dominates the L2-norm, and since (u¯ε)h = uh + κ+ ε it follows that∫
X
H((uε)h(t))ψ
2dµ −→
∫
X
H(uε(t))ψ
2dµ at a.e. t
and ∫
J
∫
X
H((uε)h)ψ
2χ′ dµ dt −→
∫
J
∫
X
H(uε)ψ
2χ′ dµ dt
as h→ 0 (passing to a subsequence if necessary).
It remains to show that −
∫
J
1
h
∫ t+h
t
Es(u(s),H
′((uε)h(t))ψ
2)χ(t)ds dt converges
to −
∫
J Et(u(t),H
′(uε(t))ψ
2)χ(t)dt as h→ 0. We have
H′((uε)h(t))ψ
2 −→ H′(uε(t))ψ
2
in F as h→ 0, at almost every t. Hence, by the right-continuity of Et,∣∣∣∣∣
∫
J
1
h
∫ t+h
t
Es(u(s), [H
′((uε)h(t)) −H
′((uε)(t))]ψ
2)ds χ(t)dt
∣∣∣∣∣ −→ 0,
Applying [10, Theorem 9] with f(s) = Es(u(s),H
′(uε(t))ψ
2), we see that∫
J
1
h
∫ t+h
t
∣∣Es(u(s),H′(uε(t))ψ2)− Et(u(t),H′(uε(t))ψ2)∣∣ ds χ(t)dt −→ 0.
Indeed, f is integrable due to the right-continuity of Et. Combining the above and
using the right-linearity of Et completes the proof in the case p ∈ (−∞, 0).
In the case when ± is +, we use the (lower) Steklov average of u¯ε at t > a
′,
defined as
(u¯ε)h(t) :=
1
h
∫ t
t−h
u¯ε(s)ds,
where 0 < h < a′ − a. Then the proof is as in the previous case. 
3.2. Estimates for local weak subsolutions.
Theorem 3.3 (Cacciopoli-type inequality for subsolutions). Let u be a local weak
subsolution of the heat equation for Et in Q
−. Suppose H.1a holds for u. Then, for
any p ≥ 2,
1
2
sup
t∈I−
δ′
∫
u¯pψ2dµ+ a
p2
4
∫
I−
δ′
∫
u¯p−2ψ2dΓ(u)dt
≤ p2C1|||u¯
p
2ψ|||2
I−δ ×Bδ
+
(
pβ+1C2 + 2C3
)
|δ′ − δ|−k
∫
I−δ
∫
u¯pψ dµ dt+ (p− 1)
∫
κpψ2dµ,
(10)
provided that the right hand side is finite.
If, in addition, H.1b holds for u and all p ∈ (1 + η, 2), then (10) also holds for
these values of p.
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Proof. Let χ = χδ′,δ be a smooth function of the time variable t such that 0 ≤ χ ≤ 1,
χ = 0 in (−∞, a− aδ), χ = 1 in (a− aδ′ ,∞) and |χ
′| ≤ 2|aδ − aδ′ |
−1.
From H.1a and (9), we get∫
X
Hn(u(t0))ψ
2dµ+
a
2
∫
I−
δ′
∫
u¯p−2n ψ
2dΓ(u)dt+
p− 2
4
a
∫
I−
δ′
∫
{u≤n}
u¯p−2n ψ
2dΓ(u)
≤ pC1|||u¯u¯
p−2
2
n ψ|||
2
I−δ ×Bδ
+ pβC2|δ
′ − δ|−k
∫
I−δ
∫
u¯2u¯p−2n ψ dµ dt+
∫
I−δ
∫
X
Hn(u)ψ
2χ′ dµ dt.
We multiply each side by p, let n →∞, and take the supremum over t0 ∈ I
−
δ′ . By
Young’s inequality,
lim
n→∞
pH(un) = u¯
p − pu¯κp−1 + (p− 1)κp ≥
1
2
u¯p − (p− 1)κp.
Hence, ∫
X
(
1
2
u¯(t0)
p − (p− 1)κp
)
ψ2dµ+ a
p2
4
∫
I−
δ′
∫
X
u¯p−2ψ2dΓ(u)
≤ p2C1|||u¯
p
2ψ|||2
I−δ ×Bδ
+
∫
I−δ
∫ (
pβ+1C2|δ
′ − δ|−k + χ′
)
u¯pψ dµ dt,
where we have used that κ ≤ u¯. Finally, apply (2) to estimate |χ′|. 
3.3. Local boundedness and Lp,∞ mean value estimates for p ≥ 2. Define
Bδ, I
−, I+, I−δ , I
+
δ , Q
−
δ , Q
+
δ as in Section 2.2.
Lemma 3.4. Let u be a local weak subsolution to the heat equation for Et in Q
−.
Suppose (wSI) holds for u¯(t) uniformly for all t ∈ I−. Then
sup
t∈I−
δ′
‖u¯ψ‖22 +
∫
I−
δ′
∫
ψ2dΓ(u)dt ≤ C
∫
I−δ
∫
Bδ
u¯2dµ dt,
where ψ = ψδ′,δ. The constant C ∈ (0,∞) depends only on β, γ, a, C1, and upper
bounds for (C2 + C3 + CSI)|δ − δ
′|−k, CSI0CSI
, and |I−δ |.
Proof. Our proof follows [2, Section 3]. Let χ : R → [0, 1] be a smooth function
with χ = 0 on (−∞, a− aδ) and χ = 1 on (a− aδ′ ,∞). Due to (2), we may assume
that |χ′| ≤ 2C3|δ − δ
′|−k. We choose s0 ∈ (a− a1, a− aδ) and let sn = s0 + nL for
some L > 0 given below. Let J = (sn, sn+1), assuming that sn+1 ∈ ∩I
−
δ .
Let u+ = max(u, 0) and
X(t) =
1
2
∫
u+(t)2ψ2χ(t) dµ.
As in the proof of Theorem 3.3 with p = 2, we have for almost every t ∈ J ,
X(t)−X(sn) + a
∫
J
∫
ψ2dΓ(u)χdt
≤ 4C1|||u¯ψχ
1/2|||2J×Bδ +
(
2β+1C2 + 2C3
)
|δ′ − δ|−k
∫
J
∫
u¯2ψ χdµ dt+
∫
κ2ψ2dµ.
Repeating the proof of Lemma 2.8 with σ = 1 and f = u¯ψχ1/2,
|||u¯ψχ1/2|||2J×Bδ
≤ 2Lγ
(
CSI
|δ − δ′|k
∫
J
∫
Bδ
ψ2dΓ(u)χdt+
CSI0
|δ − δ′|k
∫
J
∫
Bδ
u¯2dµχdt+ sup
t∈J
‖u¯ψ‖22χ
)
.
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Now we choose
L :=
(
a|δ − δ′|k
48C1 · CSI
) 1
γ
.
Then, for almost every t ∈ J ,
X(t) +
a
2
∫
J
∫
ψ2dΓ(u)χdt
≤ X(sn) +
a
4
sup
t∈J
‖u+ψ‖22χ+
(
aCSI0
4CSI
+
(
2β+1C2 + 2C3
)
|δ′ − δ|−k
)∫
J
∫
Bδ
u¯2dµχdt
+ 2
∫
κ2ψ2dµ.
(11)
Disregarding the non-negative integral on the left hand side of (11), rearranging,
and taking supremum over all t ∈ J ,
1
4
sup
t∈J
‖u+ψ‖22χ ≤ X(sn) +
(
aCSI0
4CSI
+
2β+1C2 + 2C3
|δ′ − δ|k
+ 2
1{κ>0}
L
)∫
J
∫
Bδ
u¯2dµχdt.
Iterating over the time-intervals (sn, sn+1), we obtain
sup
t∈I−δ
‖u+ψ‖22χ ≤ 2
1+|I−δ |/LK +X(s0),(12)
where
K :=
(
aCSI0
4CSI
+
2β+1C2 + 2C3
|δ′ − δ|k
+ 2
1{κ>0}
L
)∫
I−δ
∫
Bδ
u¯2dµχdt.
By the choice of χ and s0, we have X(s0) = 0.
Putting (12) into (11), using X(t) ≥ 0, and summing over all (sn, sn+1), we get
a
2
∫
I−δ
∫
ψ2dΓ(u)χdt ≤ K +
(a
4
+ 1
)
(21+|I
−
δ |/LK).
Simplifying, ∫
I−
δ′
∫
ψ2dΓ(u)dt ≤
2
a
(22+|I
−
δ |/LK).

Lemma 3.5 (Gain of integrability). Let u be a local weak subsolution of the heat
equation for Et in Q
−. Suppose (wSI) holds for u¯(t) uniformly for all t ∈ I−. Then
|||u¯σ|||I−
δ′
×Bδ′
<∞
for all σ > 1 and all δ′ ∈ [δ∗, 1).
Proof. Due to Lemma 3.4, u¯ is in L∞(I−δ → L
2(Bδ)). Therefore we can apply
Lemma 2.8 to get
|||u¯σ|||
2
σ
I−
δ
×Bδ′
≤ 2|I−δ |
γ
(
CSI
|δ′ − δ|k
∫
I−δ
∫
Bδ
ψ2dΓ(u)dt+
CSI0
|δ′ − δ|k
∫
I−δ
∫
u¯2dµ dt+ sup
t∈I−δ
‖u¯‖2L2(Bδ)
)
,
(13)
where ψ = ψδ′,δ. The right hand side is finite by Lemma 3.4. 
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Theorem 3.6 (Mean value estimate for subsolutions). Let u be a local weak subso-
lution of the heat equation for Et in Q
−. Suppose H.1a holds for u and the weighted
Sobolev inequality (wSI) holds for u¯(t) uniformly for all t ∈ I−. Let p ≥ 2. Then
there exists a positive constant C′ = C′(ν, β, k) such that, for all δ∗ ≤ δ′ < δ ≤ 1,
sup
Q−
δ′
{u¯p} ≤
C′A
ν+2
2
0
|δ − δ′|k(ν+2)
|||u¯
p
2 |||2
I−δ ×Bδ
.(14)
where
A0 :=
4|I−δ |
γ+1CSIp
β+1
a|δ − δ′|2k
(
C1 + 1{κ>0}
|I−δ |
+
aCSI0
CSI
+ C2 + C3
)
.
If, in addition, H.1b holds for p ∈ (1+η, 2), then (14) also holds for these values
of p.
Proof. Let χ be a smooth function of the time variable t such that 0 ≤ χ ≤ 1,
χ = 0 in (−∞, a− aδ), χ = 1 in (a− aδ′ ,∞) and |χ
′| ≤ 2|aδ − aδ′ |
−1.
Set δˆi = (δ− δ
′)2−i−1 so that
∑∞
i=0 δˆi = δ− δ
′. Set also δ0 = δ, δi+1 = δi − δˆi =
δ −
∑i
j=0 δˆj .
Let θ = ν+2ν . Let ψi = ψδi,δi+1 be the cutoff function for Bδi+1 in Bδi that is
given by (wSI).
As in the proof of Lemma 2.8 but with u¯pθ
i/2ψ in place of f and σ = θ, and
then applying Theorem 3.3, we get
‖u¯pθ
i+1/2ψi‖
2
θ
L2q′ (I−δi
→L(2r′,2)(Bδi ))
≤ 2|I−δi |
γ
(
CSI
|δi − δi+1|k
(pθi)2
4
∫
I−δi
∫
Bδi
u¯pθ
i−2ψ2dΓ(u)dt+
CSI0
|δi − δi+1|k
∫
I−δi
∫
Bδi
u¯pθ
i
dµ dt
) ν
2r

 sup
t∈I−δi
‖u¯pθ
i/2‖2L2(Bδi )


1− ν2r
≤ 2|I−δi |
γ
(
CSI
a|δi − δi+1|k
+ 2
)[
(pθi)2C1|||u¯
pθi/2|||2
I−δi
×Bδi
+
(
(pθi)β+1C2 + 2C3
|δi − δi+1|k
+
aCSI0
CSI
)∫
I−δi
∫
u¯pθ
i
ψidµ dt+ (pθ
i − 1)
∫
κpθ
i
ψ2i dµ
]
.
By Ho¨lder’s inequality,∫
I−
δi
∫
u¯pθ
i
dµ dt ≤ ‖1‖L1(I−δi→L
∞(Bδi ))
‖u¯pθ
i
‖L∞(I−δi→L
1(Bδi ))
≤ |I−δi | · |||u¯
pθi
2 |||2
I−δi
×Bδi
.
(15)
Similarly, by Ho¨lder’s inequality and the fact that κ ≤ u¯,
κpθ
i
∫
ψ2i dµ ≤ |||u¯
pθi
2 |||2
I−δi
×Bδi
.
Combining the above estimates and using that ψi = 1 on Bδi+1 ,
|||u¯pθ
i+1/2ψi|||
2
θ
I−δi+1
×Bδi+1
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≤
4|I−δi |
γ+1CSIp
β+1
a|δ − δ′|2k
Ci
(
C1 + 1{κ>0}
|I−δi |
+
aCSI0
CSI
+ C2 + C3
)
|||u¯pθ
i/2|||2
I−δi
×Bδi
where C depends only on θ, β and k. Iterating the above inequality,
|||u¯pθ
i+1
|||2θ
−(i+1)
I−δi+1
×Bδi+1
≤ C
∑
jθ−j (A0|δ − δ
′|−2k)
∑
θ−j |||u
p
2 |||2
I−δ ×Bδ
where the sums are over j = 0, 1, . . . , i. Letting i tend to infinity, we obtain
sup
Q−
δ′
{u¯p} ≤ C′(A0|δ − δ
′|−2k)
ν+2
2 |||u¯
p
2 |||2
I−δ ×Bδ
.
This proves (14) in the case p ≥ 2. Now Theorem 3.7 already follows. In the case
1 + η < p < 2, the assertion can be proved in the same way as above, except that
we use Theorem 3.7 instead of Lemma 3.5 to verify that the right hand side of (10)
is finite. 
Theorem 3.7 (Local boundedness). Under the same hypotheses as in Theorem
3.6, any non-negative local weak subsolution u of the heat equation for Et is locally
bounded. Moreover, if u is a local weak solution of the heat equation for Et and the
hypotheses in Theorem 3.6 hold for both u and −u, then u is locally bounded.
Proof. In the proof of Theorem 3.6, we have shown that for any local weak sub-
solution u, max(u, 0) is locally bounded. If u is a weak solution, then the same
reasoning applies to −u. 
3.4. Estimates for local weak supersolutions. Let ε ∈ (0, 1) and recall that
u¯ε := u+ κ+ ε.
Lemma 3.8 (Cacciopoli-type inequality supersolutions). Let u be a non-negative
locally bounded local weak supersolution of the heat equation for Et in Q
±. Suppose
H.1b holds for u. Then for any p ∈ (−∞, 0) ∪ (0, 1− η),
sup
t∈I±
δ′
∫
u¯pεψ
2dµ+ aη
p2
4
∫
I±
δ′
∫
u¯p−2ε ψ
2dΓ(u)dt
≤ (1 + p2)C1|||u¯
p
2
ε |||
2
I±δ ×Bδ
+ ((1 + |p|β+1)C2 + 2C3)|δ
′ − δ|−k
∫
I±δ
∫
u¯pεψdµ dt,
(16)
where ψ = ψδ′,δ. Here, the superscript ± is + when p ∈ (0, 1 − η) and − when
p ∈ (−∞, 0).
Proof. In the case p ∈ (−∞, 0), we let χ : R → [0, 1] be a smooth function with
χ = 0 on (−∞, a − aδ), χ = 1 on (a − aδ′ ,∞), and |χ
′| ≤ 2|aδ − aδ′ |
−1. Let
s0 ∈ (a− a1, a− aδ), t0 ∈ I
−
δ′ and set J = (s0, t0). By Lemma 3.2,∫
X
H(uε(t0))ψ
2dµ
≥ −
∫
J
Et(u(t),H
′(uε(t))ψ
2)χ(t) dt+
∫
J
∫
X
H(uε(t))ψ
2χ′ dµ dt.
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In the case p ∈ (0, 1−η), we let χ : R→ [0, 1] be a smooth function with χ = 0 in
(b+aδ,∞), χ = 1 in (−∞, b+aδ′) and |χ
′| ≤ 2|aδ−aδ′ |
−1. Let s0 ∈ (b+aδ, b+a1),
t0 ∈ I
+
δ and set J = (t0, s0). By Lemma 3.2∫
X
H(uε(t0))ψ
2dµ
≤
∫
J
Et(u(t),H
′(uε(t))ψ
2)χ(t) dt−
∫
J
∫
X
H(uε(t))ψ
2χ′ dµ dt.
In either case, we get from the above inequalities and H.1b that
p
∫
X
H(uε(t0))ψ
2dµ+
|p||p− 1|
4
a
∫
I−
δ′
∫
u¯p−2ε ψ
2dΓ(u)χdt
≤ |p|
∫
J
[
Et(u,H
′(uε)ψ
2) +
|p− 1|
4
a
∫
u¯p−2ε ψ
2dΓ(u)
]
χdt+ p
∫
J
∫
X
H(uε)ψ
2|χ′| dµ dt
≤ (1 + p2)C1|||u¯
p
2
ε ψ|||
2
J×Bδ + ((1 + |p|
β+1)C2 + 2C3)|δ
′ − δ|−k
∫
J
∫
u¯pεψdµ dt.
Applying Ho¨lder’s inequality as in (15), we get∫
J
∫
u¯pεψdµ dt ≤ |J | · |||u¯
p
2
ε |||
2
I±δ ×Bδ
.
Taking the supremum over t0 ∈ I
±
δ′ proves (16) with a
|p−1|
|p| in place of aη. Note,
however, that |p−1||p| ≥ η. 
The next theorem can be proved analogously to the proof of Theorem 3.6, by
applying Lemma 3.8 instead of Theorem 3.3.
Theorem 3.9 (Mean value estimate for supersolutions). Let u be a non-negative
locally bounded local weak supersolution of the heat equation for Et in Q
±. Suppose
H.1b holds for u and the weighted Sobolev inequality (wSI) holds for u¯ε(t) uniformly
for all t ∈ I±. Then there is a positive constant C′ = C′(ν, β, k, η) such that the
following holds for all δ∗ ≤ δ′ < δ ≤ 1.
sup
Q±
δ′
{u¯pε} ≤
C′A
ν+2
2
0
|δ − δ′|k(ν+2)
|||u¯
p
2
ε |||
2
I±δ ×Bδ
,
where
A0 :=
4|I±δ |
γ+1CSI(1 + |p|)
β+1
aη|δ − δ′|2k
(
C1
|I±δ |
+
aηCSI0
CSI
+ C2 + C3
)
.
Here, the superscript ± is + when p ∈ (0, 1− η) and − when p ∈ (−∞, 0).
4. Proof of the parabolic Harnack inequality
4.1. The abstract lemma of Bombieri - Giusti. The following lemma extends
the “abstract John-Nirenberg inequality” that was first proved by Bombieri and
Giusti [5, Theorem 4]. Our proof closely follows [23, Lemma 2.2.6].
We will write dµ¯ = dµ× dt.
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Lemma 4.1. Let k1, k2 ≥ 0, η ∈ (0, 1), C ∈ (0,∞). Let f be a non-negative
measurable function on I±1 ×B1 which satisfies
sup
I±
δ′
×Bδ′
fp ≤
A1
(δ − δ′)k1
|||f
p
2 |||2
I±
δ
×Bδ
,
for all δ∗ ≤ δ′ < δ < 1, 0 < p < 1− η. Suppose further that
µ¯
(
Q±1 ∩ {log f > λ}
)
≤
A2
(δ − δ′)k2
µ¯(Q±1 )
λ
, ∀λ > 0.(17)
Then there is a constant A3 ∈ [1,∞), depending only on δ
∗, η, γ, k1, k2, A1, A2, such
that
sup
Iδ∗×Bδ∗
fp ≤ A3.
Proof. If (r′, r′1) have Ho¨lder conjugates (r, r1) satisfying (8), then r
′, r′1 ≤
1
γ .
Therefore, at the expense of multiplying A1(δ − δ
′)−k1 by (|I±1 |µ(B1))
γ
2 , we may
assume that |I±1 |µ(B1) = 1. Because |I
±
1 |µ(B1) = 1, increasing the exponent r
increases the Lr norm and the Lr,∞ quasi-norm, so
|||f
p
2 |||2
I±δ ×Bδ
≤ ‖f
p
2 ‖2
L2/γ(I±δ →L2/γ,2(Bδ))
.
For each Lorentz space Lr,r1 there is a constant constant K(r, r1) > 0 such that
the quasi-norm satisfies
‖u+ v‖r,r1 ≤ K(r, r1) (‖u‖r,r1 + ‖v‖r,r1)(18)
for all u, v ∈ Lr,r1 . Define
φ = φ(δ) := sup
Iδ×Bδ
f.
Decomposing I±δ × Bδ into the sets where log f >
1
2 log(φ) and where log f ≤
1
2 log(φ), we get from (18) and (17) that
‖f
p
2 ‖2
L2/γ(I±δ →L
2/γ,2(Bδ))
≤ K sup
I±δ ×Bδ
fp‖1{f>φ1/2}‖
2
L2/γ(I±δ →L
2/γ,2(Bδ))
+Kφp/2‖1{f≤φ1/2}‖
2
L2/γ(I±δ →L
2/γ,2(Bδ))
≤ Kφp
(
2A2
(δ − δ′)k2 logφ
)γ
+Kφp/2,
for some K depending only on γ. The two terms on the right hand side are equal if
p =
2
logφ
log
(
(δ − δ′)k2 log φ
2A2
)γ
.
We have p < 1− η if φ is sufficiently large, that is, if
φ ≥ C(19)
for some C depending on η, γ, A2. Hence, for φ ≥ C, the first hypothesis of the
lemma yields
logφ(δ′) ≤
1
p
log(2KA1(δ − δ
′)−k1) +
logφ
2
≤
logφ
2

 log(2KA1(δ − δ′)−k1)
log
(
(δ−δ′)k2 logφ
2A2
)γ + 1

 .
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If (
(δ − δ′)k2 logφ
2A2
)γ
≥
(
2KA1(δ − δ
′)−k1
)2
,(20)
then
logφ(δ′) ≤
3
4
logφ.
On the other hand, if (20) or (19) is not satisfied, then
logφ(δ′) ≤ logφ ≤ logC +
2A2
(δ − δ′)k2
(
2KA1(δ − δ
′)−k1
)2/γ
≤
A
(δ − δ′)k2+2k1/γ
,
for some A depending on A1, A2, η, γ. In all cases, we have
logφ(δ′) ≤
3
4
logφ(δ) +
A
(δ − δ′)k2+2k1/γ
.(21)
Let δj = 1−
1−δ∗
1+j . Iterating (21), we get
logφ(δ∗) ≤
∞∑
j=0
(
3
4
)j
A
(δj+1 − δj)k2+2k1/γ
=: A3 <∞.

In order to verify (17) in our context, we need the following “log lemma” which
is based on the weighted Poincare´ inequality (wPI). Our proof of the log lemma
roughly follows [23, Lemma 5.4.1].
Lemma 4.2. Let u be a non-negative locally bounded local weak solution of the
heat equation for Et in Q
±. Suppose H.2 holds for u. Suppose (wPI) holds for
f = log u¯ε(t) uniformly for all t in I
±, respectively. Then there exists a constant
c ∈ (0,∞) depending on u(a′, ·) or u(b′, ·), respectively, such that, for all λ > 0,
δ ∈ [δ∗, 1),
µ¯({(t, z) ∈ Q±δ : ± log u¯ε < −λ− (±c)})
≤
3
λ
(1 ∨ µ(B1)) |I
±
δ |
(
CwPI
a|I±δ |
+
m∑
i=1
‖Di‖qi
(
|I±δ |
γ ∨ |I±δ |
)
+
C2|I
±
δ |
|1− δ|k
)
.
Proof. Let p = 0 and ψ = ψδ,1. Hence Lemma 3.2 applied with χ ≡ 1 yields∫
log u¯ε(t)ψ
2dµ−
∫
log u¯ε(t− h)ψ
2dµ =
∫
H(uε(t))ψ
2dµ−
∫
H(uε(t− h))ψ
2dµ
= −
∫ t
t−h
Es
(
u(s),H′(uε(s))ψ
2
)
ds,
for any t ∈ I+1 and h < a
′ − a. Multiplying each side by 1h and letting h→ 0,
d
dt
∫
log u¯ε(t)ψ
2dµ = −Et
(
u(t),H′(uε(t))ψ
2
)
,
where ddt denotes taking the left-derivative in t. Thus, by H.2,
d
dt
∫
log u¯ε(t)ψ
2dµ+ a
∫
u¯ε(t)
−2ψ2dΓ(u(t))
≤
m∑
i=1
Di(t)‖ψ‖
2
2r′i,2
+ C2|1− δ|
−k
∫
ψdµ =: A30(t)
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for a.e. t ∈ I+1 . Let
W (t) :=
∫
log u¯ε(t)ψ
2dµ∫
ψ2dµ
.
By (wPI), ∫
| log u¯ε(t)−W (t)|
2ψ2dµ ≤ CwPI
∫
u¯−2ε (t)ψ
2dΓ(u(t)),
for a.e. t ∈ I+1 . Hence,
d
dt
W (t) +
a
CwPI
∫
ψ2dµ
∫
Bδ
| log u¯ε(t)−W (t)|
2ψ2dµ ≤
A30(t)∫
ψ2dµ
.
Writing
w(t, z) = log u¯ε(t, z) +
∫ b+a1
t A30ds∫
ψ2dµ
,
W (t) = W (t) +
∫ b+a1
t A30ds∫
ψ2dµ
,
we obtain for a.e. t ∈ I+1 that
d
dt
W (t) +
a
CwPI
∫
ψ2dµ
∫
Bδ
|w −W |2ψ2dµ ≤ 0.(22)
Integrating over (t, b+ a1), we find that W (b+ a1)−W (t) ≤ 0. For λ > 0, set
Ω+t (λ) = {z ∈ Bδ : w(t, z) < −λ+W (b+ a1)}.
Then, for a.e. t ∈ I+1 , z ∈ Ω
+
t (λ),
w(t, z)−W (t) < −λ+W (b + a1)−W (t) ≤ −λ.(23)
Applying (23) in the inequality (22),
d
dt
W (t) +
a
CwPI
∫
ψ2dµ
|λ−W (b+ a1) +W (t)|
2µ(Ω+t (λ)) ≤ 0.
Dividing by |λ−W (b+ a1) +W (t)|
2, we can rewrite this inequality as
−
d
dt
|λ−W (b+ a1) +W (t)|
−1 +
a
CwPI
∫
ψ2dµ
µ(Ω+t (λ)) ≤ 0,
or, equivalently,
µ(Ω+t (λ)) ≤
CwPI
∫
ψ2dµ
a
(
d
dt
|λ−W (b+ a1) +W (t)|
−1
)
.(24)
Integrating over I+1 ,
µ
({
(t, z) ∈ Q+δ : log u¯ε(t, z) +
∫ b+a1
t A30ds∫
ψ2dµ
< −λ+W (b + a1)
})
≤
CwPI
∫
ψ2dµ
aλ
.
On the other hand,
µ



(t, z) ∈ Q+δ :
∫ b+a1
t
∑m
i=1Di(s)‖ψ‖
2
2r′i,2
ds∫
ψ2dµ
>
λ
3




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=
∫
Bδ
∫
I+δ
1{ ∫ b+a1
t
∑
m
i=1 Di(s)‖ψ‖
2
2r′
i
,2
ds>λ3
∫
ψ2dµ
}dt dµ
≤
3
λ
µ(Bδ)∫
ψ2dµ
∫
I+δ
∫ b+a1
t
m∑
i=1
Di(s)‖ψ‖
2
2r′i,2
ds dt
≤
3
λ
µ(Bδ)∫
ψ2dµ
|I+δ |
m∑
i=1
‖Di‖qi (1 ∨ µ(B1))
(
|I+δ |
γ ∨ |I+δ |
)
,
and
µ
({
(t, z) ∈ Q+δ :
∫ b+a1
t
C2|1− δ|
−k
∫
ψdµ∫
ψ2dµ
dt >
λ
3
})
= µ
({
(t, z) ∈ Q+δ : b+ a1 − aδ > (b + a1 − t) >
λ
3
|1− δ|k
∫
ψ2dµ
C2
∫
ψdµ
})
≤ |I+δ |
(
1−
λ
3
|1− δ|k
∫
ψ2dµ
|I+δ |C2
∫
ψdµ
)
µ(Bδ)
≤
3
λ
|I+δ |
2C2
∫
ψdµ
|1− δ|k
∫
ψ2dµ
µ(Bδ)
where we used that 1− x ≤ 1x . The three inequalities above yield
µ
({
(t, z) ∈ Q+δ : log u¯ε(t, z) < −λ+W (b+ a1)
})
≤
3
λ
(1 ∨ µ(B1)) |I
+
δ |
(
CwPI
a|I+δ |
+
m∑
i=1
‖Di‖qi
(
|I+δ |
γ ∨ |I+δ |
)
+
C2|I
+
δ |
|1− δ|k
)
.
This proves Lemma 4.2 when ± is +. When ± is −, the proof follows the same
reasoning but uses right-derivatives and the upper Steklov average instead of the
lower Steklov average. 
4.2. Parabolic Harnack inequality. Let 0 < τ1 < τ2 < τ3 < τ4 ≤ 1. Set
Q− = (a+ τ1, a+ τ2)×Bδ,
Q+ = (a+ τ3, a+ τ4)×Bδ.
Let I be an open interval containing [a, a+ τ4] and let Q = I ×B.
Theorem 4.3 (Parabolic Harnack inequality). Let u be a non-negative local weak
solution of the heat equation for Et in Q. Suppose H.1, H.2 hold for u. Suppose
the weighted Sobolev inequality (wSI) holds for u¯(t) and u¯ε(t) uniformly for all
t ∈ I and all small ε > 0. Suppose the weighted Poincare´ inequality (wPI) holds
for log u¯ε(t) uniformly for all t ∈ I and all small ε > 0. Then there is a constant
CPHI ∈ (0,∞) such that
sup
Q−
u¯ ≤ CPHI inf
Q+
u¯.
The constant CPHI depends only on τ1, τ2, τ3, τ4, δ, γ, k, ν, and upper bounds on
CwPIτ
−1
2 , CwPI(τ4−τ2)
−1, CSIa , C1T
γ,
(
C2 + 2C3 +
CSI0
CSI(δ
′,δ)
)
T γ+1, ‖Di‖qi(T
γ∨T ),
where T = τ2 ∨ (τ4 − τ2).
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Proof. By Theorem 3.7, u is locally bounded, so the mean value estimates of The-
orem 3.9 hold. Let A1 = C
′A
ν+2
2
0 and k1 = k(ν + 2). By Lemma 4.2, there exists a
positive constant
c = W (a+ τ2) =W (a+ τ2) =
∫
log u¯ε(a+ τ2)ψ
2dµ∫
ψ2dµ
such that the hypotheses of Lemma 4.1 are satisfied with f = (u¯εe
c) on I+1 =
(a, a + τ2) and with f = (u¯εe
c)−1 on I−1 = (a + τ2, a + τ4). We obtain that there
exist positive constants A3, A
′
3 such that
sup
Q−
u¯εe
c ≤ A3
and
sup
Q+
(u¯εe
c)−1 ≤ A′3,
for any ε ∈ (0, 1).
Hence,
sup
Q−
u¯ε ≤ e
−cA3 ≤ A3
A′3
supQ+ u¯
−1
ε
≤ A3A
′
3 inf
Q+
u¯ε.
Letting ε→ 0 on both sides finishes the proof. 
5. Examples
5.1. Quasilinear forms adapted to a Dirichlet form.
5.1.1. Dirichlet spaces with induced metric. Let (X, d) be a locally compact sep-
arable metric space and µ a locally finite Borel measure on X with full support.
Any symmetric strongly local regular Dirichlet form (E ,F) on L2(X,µ) induces a
pseudo-metric
dE(x, y) := sup
{
f(x)− f(y) : f ∈ Floc ∩ C(X), dΓ(f, f) ≤ dµ
}
,
where dΓ(f, f) is the energy measure of (E ,F), C(X) is the space of continuous
functions on X , and
Floc(U) := {f ∈ L
2
loc(U) : ∀ compact K ⊂ U, ∃f
♯ ∈ F , f
∣∣
K
= f ♯
∣∣
K
µ-a.e.}.
For an open subset Y ⊂ X , we consider
(A1) dE is a (finite, non-degenerate) metric which generates the original topol-
ogy on X ,
(A2) for every B(x, 2R) ⊂ Y , the ball B(x,R) is relatively compact.
If (A1) and (A2) are satisfied on Y , then there exists a cutoff function for B(x,R)
in B(x,R + r) such that
dΓ(ψ, ψ) ≤ 2r−2dµ,(25)
provided that 0 < r ≤ R and B(x, 2R) ⊂ Y .
For instance, (A1) and (A2) are satisfied by the canonical Dirichlet forms on Rn,
Riemannian manifolds (Mn, g) with Ricci curvature bounded below, or Riemannian
complexes (see [21]). These spaces are known to satisfy the volume doubling prop-
erty and the scale-invariant Poincare´ inequality up to some scale R0 ∈ (0,∞] which
depends on a lower curvature bound. Volume doubling and Poincare´ inequality
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imply that for any x ∈ X , R ∈ (0, R0), Bδ = B(x, δR), and any f ∈ Fc(B(x,R)),
the weighted Sobolev inequality (wSI) holds with k = 0 and
CSI = CR
2µ(B(x,R))−2/ν ,
CSI0 = C
′µ(B(x,R))−2/ν
and the weighted Poincare´ inequality (wPI) holds with
CwPI(δ
′, δ) = C′′R2.
for some constant C,C′, C′′ ∈ (0,∞) that may depend on δ∗ but not on δ, δ′.
The parabolic Harnack inequality on Dirichlet spaces satisfying (A1) and (A2) is
studied in [25, 16] under the hypothesis that the scale-invariant Poincare´ inequality
and the doubling property hold locally on a subset Y up to scale R0 > 0, that is, for
balls B(x,R) with B(x, 4R) ⊂ Y and R ≤ R0/4. Then a scale-invariant parabolic
Harnack inequality holds on Y up to scale R0. Though Sturm does not present
the proof of this result in reasonably full detail (cf. the discussion in [16]) and
particularly an argument like the chain rules for weak time-derivatives in Section
3.1 are not given in [24, 25], we would like to mention that, in the special case of a
symmetric strongly local regular (time-dependent) Dirichlet form as considered in
[25], it was communicated to the author by K.-T. Sturm that it is possible to give a
simpler proof by replacingHn by a twice continuously differentiable function. More
precisely, the author has verified that the argument works with
Hn(v) :=
1
2
v2(v ∧ n)p−2 −
(
1−
1
p− 1
)
v(v ∧ n)p−1 +
(
1
2
−
1
p− 1
+
1
p− 1
1
p
)
vpn.
Unfortunately, it seems that this simpler argument does not extend beyond the
special case of symmetric strongly local Dirichlet forms.
5.1.2. Adapted quasilinear forms satisfy H.1 and H.2. In this subsection we show
that quasilinear forms that are adapted to a reference Dirichlet form (E ,F) satisfy
hypotheses H.1 and H.2, provided that the underlying space admits appropriate
cutoff functions.
Definition 5.1. We say that a quasilinear form Et is adapted to (E , D(E)) if the
domain of Et is F = D(E), and there is a positive integer m such that
(i) (Generalized uniform coerciveness) for all u ∈ F ,
dAt(u, u) ≥ adΓ(u, u)−
m∑
i=1
b2iu
2dµ−
m∑
i=1
w21,idµ(26)
(ii) (Generalized sector condition) for all u, v ∈ F , f : X → R bounded Borel
measurable, g ∈ L2(X, dΓ(v, v)),∣∣∣∣
∫
fg dAt(u, v)
∣∣∣∣
≤
(
a¯
(∫
f2dΓ(u, u)
)1/2
+
m∑
i=1
‖ei‖ri,∞‖fu‖r′′i ,2 +
m∑
i=1
‖w3,i‖ri,∞‖f‖r′′i ,2
)
(∫
g2dΓ(v, v)
)1/2
,
(27)
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and, for all u, v ∈ F , and all bounded Borel measurable functions f and g
on X,∣∣∣∣
∫
fg dBt(u, v)
∣∣∣∣
≤
m∑
i=1
‖ci‖ri,∞
(∫
f2dΓ(u, u)
)1/2
‖gv‖r′′i ,2 +
m∑
i=1
‖di‖ri,∞‖fu‖2r′i,2‖gv‖2r′i,2
+
m∑
i=1
‖w2,i‖ri,∞‖f‖2r′i,2‖gv‖2r′i,2.
(28)
Here, a and a¯ are positive constants and the “coefficients” bi, ci, di, ei, w1,i, w2,i, w3,i
are non-negative functions of (x, t) and each coefficient is in Lqi(I → Lri,∞(B))
for some (ri, qi). The pair (ri, qi) may be different for each coefficient but, for some
fixed γ > 0, all pairs (ri, qi) must satisfy (8).
Proposition 5.2. Suppose the reference Dirichlet form (E ,F) satisfies (A1)-(A2).
Let I be a bounded open time-interval and U ⊂ X open. If Et is a quasilinear form
adapted to (E ,F) then Et satisfies H.1a, H.1b and H.2 for all u ∈ L
2
loc
(I → L2(U))
with κ =
∑
i ‖w1,i‖+ ‖w2,i‖+ ‖w3,i‖.
In the following results we assume the volume doubling property and the Poincare´
inquality “locally up to scaleR0 > 0”. For the precise definitions of these properties,
we refer to [16].
Theorem 5.3 (Scale-invariant parabolic Harnack inequality). Suppose the ref-
erence Dirichlet form (E ,F) satisfies (A1)-(A2), volume doubling and the scale-
invariant Poincare´ inequality on Y ⊂ X up to scale R0 > 0. Let Et be a quasilinear
form adapted to (E ,F). Then Et satisfies the scale-invariant parabolic Harnack in-
equality up to scale R0: There is a positive constant CPHI such that for any s ∈ R,
any ball B(x,R) with B(x, 2R) ⊂ Y and R ≤ R0, and for any non-negative local
weak solution u for Et in Q = (s, s+ τR
2)×B(x,R), it holds
sup
Q−
u+ κ ≤ CPHI(inf
Q+
u+ κ),
where Q− = (s + 14 τR
2, s + 12τR
2) × B(x, δR) and Q+ = (s + 34τR
2, s + τR2) ×
B(x, δR), and κ =
∑
i ‖w1,i‖+ ‖w2,i‖+ ‖w3,i‖.
The constant CPHI depends only on τ , δ, a, a¯, the norms of the coefficients in
their respective spaces, the volume doubling constant, the Poincare´ constant, and -
unless γ, b, c, d, e, w1, w2, w3 all vanish - also on an upper bound on R
2
0.
For the proofs of Proposition 5.2 and Theorem 5.3 we need two lemmas stated
below.
Theorem 5.4. Suppose the reference Dirichlet form (E ,F) satisfies (A1)-(A2),
volume doubling and the scale-invariant Poincare´ inequality on Y ⊂ X up to scale
R0 > 0. Let Et be a quasilinear form adapted to (E ,F).
Let u be a non-negative local weak solution of the heat equation for Et in Q =
(s, s + τR2) × B(x,R) where s ∈ R, B(x, 2R) ⊂ Y and R ≤ R0. Then u has a
continuous version which satisfies
sup
(t,y),(t′,y′)∈Q′
{
|u(t, y)− u(t′, y′)|
[|t− t′|1/2 + d(y, y′)]α
}
≤
C
rα
sup
Q
|u¯|
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where Q′ = (s + (1 − δ)τR2), s + τR2) × B(x, δR). The constant C > 0 and the
Ho¨lder exponent α > 0 depend at most on τ , δ, γ, a, a¯, the norms of the coefficients
bi, ci, di, ei, w1,i, w2,i, w3,i in their respective spaces, the volume doubling constant,
the Poincare´ constant, and - unless the coefficients all vanish - also on an upper
bound on R20.
Proof. We omit the proof because it is a standard application of the parabolic
Harnack inequality which we proved in Theorem 4.3. See [2, Theorem 4] for details.

Remark 5.5. Assumptions (A1)-(A2) in Proposition 5.3, Theorem 5.4 and in the
maximum principle of Theorem 5.9 can be relaxed: We may instead assume that
(A2) holds for metric balls in (X, d), and the cutoff Sobolev inequality on annuli,
CSA(Ψ), holds (see [1] for the definition). In this case, the time-space scaling has
to be changed in the obvious way from R2 to Ψ(R) in the Poincare´ inequality,
the Sobolev inequality and in Theorem 5.3, and from |t − t′|1/2 to Ψ−1(|t − t′|)
in Theorem 5.4. The constants C will then depend also on the constants and
exponents appearing in CSA(Ψ).
Lemma 5.6. If Et is a quasilinear form adapted to (E ,F) with m = 1 then, for
any t ∈ R, any non-negative u ∈ F , κ > 0, n ≥ κ positive integer, p ∈ [2,∞),
− Et(u(t),H
′
n(u(t))ψ
2) +
a
2
∫
u¯p−2n ψ
2dΓ(u, u) + (p− 2)a
∫
{u¯≤n}
u¯p−2n ψ
2dΓ(u, u)
≤
(
(p− 1)
(
‖b‖2r,∞ +
∥∥∥∥w1κ
∥∥∥∥
2
r,∞
)
+
4
a
‖c‖2r,∞ + ‖e‖
2
r,∞ +
∥∥∥∥w3κ
∥∥∥∥
2
r,∞
)∥∥∥u¯u¯ p−22n ψ∥∥∥2
r′′,2
+ 2
(
‖d‖r,∞ +
∥∥∥∥w2κ
∥∥∥∥
r,∞
)
‖u¯
p−2
2
n u¯ψ‖
2
2r′,2 + 4
(
4a¯2
a
+ 1
)∫
u¯2u¯p−2n dΓ(ψ, ψ).
(29)
Proof. It suffices to give the proof in the case m = 1. We use the decomposition
Et(f, g) =
∫
dAt(f, g)+
∫
dBt(f, g) and estimate each integral separately. We write
u for u(t) and un for un(t). By the chain rule, right strong locality and right
linearity, we have
−
∫
dAt(u,H
′
n(u)ψ
2)
= −
∫
dAt(u, (u¯u¯
p−2
n + κ
p−1)ψ2)
= −
∫
u¯p−2n ψ
2dAt(u, u)−
∫
2(u¯u¯p−2n + κ
p−1)ψ dAt(u, ψ)− (p− 2)
∫
u¯u¯p−3n ψ
2dAt(u, u¯n).
By right strong locality and right linearity,∫
u¯u¯p−3n ψ
2dAt(u, u¯n) =
∫
{u¯≤n}
u¯u¯p−3n ψ
2dAt(u, u¯n) =
∫
{u¯≤n}
u¯p−2n ψ
2dAt(u, u).
Thus, by (26) and (27),
−
∫
dAt(u,H
′
n(u(t))ψ
2)
= −
∫
u¯p−2n ψ
2dAt(u, u)−
∫
2(u¯u¯p−2n + κ
p−1)ψ dAt(u, ψ)− (p− 2)
∫
{u¯≤n}
u¯p−2n ψ
2dAt(u, u)
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≤ −a
∫
u¯p−2n ψ
2dΓ(u, u)− (p− 2)a
∫
{u¯≤n}
u¯p−2n ψ
2dΓ(u, u)
+ (p− 1)
[∫
b2u2u¯p−2n ψ
2dµ+
∫
w21u¯
p−2
n ψ
2dµ
]
+ 2
(
a¯
(∫
u¯p−2n ψ
2Γ(u, u)
)1/2
+ ‖e‖r,∞‖uu¯
p−2
2
n ψ‖r′′,2 + ‖w3‖r,∞‖u¯
p−2
2
n ψ‖r′′,2
)
(∫
u¯2u¯p−2n dΓ(ψ, ψ)
)1/2
+ 2
(
a¯
(∫
κp−2ψ2Γ(u, u)
)1/2
+ ‖e‖r,∞‖uκ
p−2
2 ψ‖r′′,2 + ‖w3‖r,∞‖κ
p−2
2 ψ‖r′′,2
)
(∫
κ¯pdΓ(ψ, ψ)
)1/2
.
By right linearity, the chain rule, and (28),
−
∫
dBt(u,H
′
n(u)ψ
2)
= −
∫
dBt(u, (u¯u¯
p−2
n + κ
p−1)ψ2)
= −
∫
u¯p−2n ψ dBt(u, u¯ψ)−
∫
κp−2ψ dBt(u, κψ)
≤ ‖c‖r,∞
(∫
u¯p−2n ψ
2dΓ(u, u)
)1/2
‖u¯
p−2
2
n u¯ψ‖r′′,2
+
(
‖d‖r,∞‖uu¯
p−2
2
n ψ‖2r′,2 + ‖w2‖r,∞‖u¯
p−2
2
n ψ‖2r′,2
)
‖u¯
p−2
2
n u¯ψ‖2r′,2
+ ‖c‖r,∞
(∫
κp−2ψ2dΓ(u, u)
)1/2
‖κ
p
2ψ‖r′′,2
+
(
‖d‖r,∞‖uκ
p−2
2 ψ‖2r′,2 + ‖w2‖r,∞‖κ
p−2
2 ψ‖2r′,2
)
‖κ
p
2ψ‖2r′,2.
Combining the above estimates and using the fact that κ ≤ u¯n for n ≥ κ,
− Et(u(t),H
′
n(u(t))ψ
2) + a
∫
u¯p−2n ψ
2dΓ(u, u) + (p− 2)a
∫
{u¯≤n}
u¯p−2n ψ
2dΓ(u, u)
≤ (p− 1)
∫ (
b2 +
w21
κ2
)
u¯2u¯p−2n ψ
2dµ
+ 4
(
a¯
(∫
u¯p−2n ψ
2Γ(u, u)
)1/2
+ ‖e‖r,∞‖uu¯
p−2
2
n ψ‖r′′,2 + ‖w3‖r,∞‖u¯
p−2
2
n ψ‖r′′,2
)
(∫
u¯2u¯p−2n dΓ(ψ, ψ)
)1/2
+ 2‖c‖r,∞
(∫
u¯p−2n ψ
2dΓ(u, u)
)1/2
‖u¯
p−2
2
n u¯ψ‖r′′,2
+ 2
(
‖d‖r,∞‖uu¯
p−2
2
n ψ‖2r′,2 + ‖w2‖r,∞‖u¯
p−2
2
n ψ‖2r′,2
)
‖u¯
p−2
2
n u¯ψ‖2r′,2.
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By (3) and (5),
‖b2u¯2u¯p−2n ψ
2‖1,1 ≤ ‖bu¯u¯
p−2
2
n ψ‖
2
2,2 ≤ ‖b‖
2
r,∞‖u¯u¯
p−2
2
n ψ‖
2
r′′,2,
and similarly for w1κ in place of b. Now the assertion follows from Young’s inequality.

Lemma 5.7. If Et is a quasilinear form adapted to (E ,F) with m = 1 then, for
any t ∈ R,
1− p
|1− p|
Et(u(t),H
′
ε(u(t))ψ
2) + |p− 1|
a
4
∫
u¯p−2ε ψ
2dΓ(u, u)
≤
(
|p− 1|
(
‖b‖2r,∞ +
∥∥∥∥w1κ
∥∥∥∥
2
r,∞
)
+ ‖e‖2r,∞ +
∥∥∥∥w3κ
∥∥∥∥
2
r,∞
+
1
|p− 1|a
‖c‖2r,∞
)
‖u¯p/2ε ψ‖
2
r′′,2
+
(
‖d‖r,∞ +
∥∥∥∥w2κ
∥∥∥∥
r,∞
)
‖u¯
p
2
ε ψ‖
2
2r′,2 +
(
4a¯2
a|p− 1|
+ 1
)∫
u¯pεdΓ(ψ, ψ).
for all non-negative locally bounded u ∈ F , t ∈ R, p ∈ (−∞, 1− η) ∪ (1 + η, 2).
Proof. By the chain rule, right strong locality and right linearity, we have∫
dAt(u,H
′
ε(u)ψ
2) = (p− 1)
∫
u¯p−2ε ψ
2dAt(u, u) +
∫
2u¯p−1ε ψ dAt(u, ψ).
Thus, by (26) and (27),
1− p
|1− p|
∫
dAt(u,H
′
ε(u)ψ
2)
≤ |p− 1|
[
−a
∫
u¯p−2ε ψ
2dΓ(u, u) +
∫
b2u2u¯p−2ε ψ
2dµ+
∫
w21u¯
p−2
ε ψ
2dµ
]
+ 2
(
a¯
(∫
u¯p−2ε ψ
2Γ(u, u)
)1/2
+ ‖e‖r,∞‖uu¯
p−2
2
ε ψ‖r′′,2 + ‖w3‖r,∞‖u¯
p−2
2
ε ψ‖r′′,2
)
(∫
u¯pεdΓ(ψ, ψ)
)1/2
.
By the chain rule and (28),∣∣∣∣
∫
dBt(u,H
′
ε(u)ψ
2)
∣∣∣∣ =
∣∣∣∣
∫
u¯p−1ε ψ dBt(u, ψ)
∣∣∣∣
≤ ‖c‖r,∞
(∫
u¯p−2ε ψ
2dΓ(u, u)
)1/2
‖u¯
p
2
ε ψ‖r′′,2
+
(
‖d‖r,∞‖uu¯
p−2
2
ε ψ‖2r′,2 + ‖w2‖r,∞‖u¯
p−2
2
ε ψ‖2r′,2
)
‖u¯
p
2
ε ψ‖2r′,2.
Now the assertion follows from the fact that κ ≤ u¯, (3), (5), and Young’s inequality.

Remark 5.8. It is clear that Lemma 5.6 and Lemma 5.7 generalize in the obvious
way to the case m > 1.
Proof of Proposition 5.2. This is immediate from Lemma 5.6, Lemma 5.7, Remark
5.8, Ho¨lder’s inequality and (25). 
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Proof of Theorem 5.3. Apply Proposition 5.2, Lemma 5.6, Lemma 5.7, Remark 5.8,
and Theorem 4.3 with κ = 0. 
Theorem 5.9 (Maximum Principle). Let Et be a quasilinear form adapted to
(E ,F). Suppose (E ,F) satisfies (A1)-(A2), volume doubling and Poincare´ inequal-
ity. Let u be a local weak solution of the heat equation for Et in Q = (s, T ) × U
where U ⊂ X is an open subset. Let M ∈ R and suppose (u+M)+(t) ∈ F0(U) for
every t ∈ (s, T ) and (u+M)+(t)→ 0 in L2(U) as t→ 0. Then
u(t, x) ≤M + C
(
(‖b‖+ ‖d‖)|M |+ κ
)
a.e. in Q,
where κ = ‖w1‖ + ‖w2‖ and the constant C depends only on (T − s), µ(U), γ, ν,
CSI, and the norms of the coefficients in their respective spaces.
Proof. We first prove the maximum principle in the case M = 0. Let (t, x) ∈ Q.
Choose an appropriate increasing sequence of neighborhoods (x, t) ∈ Q−δ′ ( Q
−
δ ⊂ Q
satisfying (2), for all 12 ≤ δ
′ < δ ≤ 1. Applying the mean value estimate of Theorem
3.6 and Lemma 2.8,
u¯2(t, x) ≤ C′(ν)A
ν+2
2
0 |||u¯|||
2
Q−
δ′
≤ 2C′(ν)A
ν+2
2
0 |I
−
δ′ |
γ
(
CSI
∫
I−δ
∫
ψ2dΓ(u)dt+ sup
t∈I−δ
‖u¯‖2L2(Bδ)
)
where
A0 :=
32|I−δ |
γCSI
a
(C1 + 1{κ>0}).
To estimate the right hand side, we repeat the reasoning in the proof of Lemma
3.4, except that we can omit ψ and χ due to the boundary condition and therefore
K = (T − s)µ(B1)κ
2.
sup
Q−
δ′′
u¯2 ≤ C(T − s)µ(B1)κ
2,
where the constant C depends only on (T − s), µ(U), CSI, ν, γ, and the norms
of the coefficients in their respective spaces. This completes the proof in the case
M = 0.
If M 6= 0, notice that u−M satisfies the zero boundary conditions, and u −M
is a local weak subsolution to the heat equation for the quasilinear form
EMt (f, g) := Et(f +M, g).
Since (E ,F) is also adapted to (E ,F) we can now apply the case M = 0 to u−M .
Just note that κ must be replaced by κM = (‖b‖+ ‖d‖)|M |+ ‖w1‖+ ‖w2‖, see [2,
Proof of Theorem 1]. 
Further standard applications of the parabolic Harnack inequality apply to the
present setting, for instance, the elliptic Harnack inequality, and various pointwise
estimates for weak solutions. Since these applications are well-known and to avoid
repetition we keep this section short and only state the following pointwise estimate.
For further results see, e.g., [2, Theorem 5’] and [23, Section 5.4.3].
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Theorem 5.10 (Pointwise estimate). Let Et be a quasilinear form adapted to
(E ,F). Suppose (E ,F) satisfies (A1)-(A2), volume doubling and Poincare´ inequal-
ity up to scale R > 0. Then there is a constant C ∈ (0,∞) such that the following
pointwise inequality holds. Suppose there is a continuous curve of length d joining
two points x, y ∈ X. Let U be a δ-neighborhood of this curve where δ > 0. Let
0 < s < t < T and let u be a non-negative local weak solution of the heat equation
for Et in Q = (0, T )× U . Then
log
u(s, x) + κ
u(t, y) + κ
≤ C
(
1 +
t− s
R2
+
t− s
s
+
t− s
δ2
+
d2
t− s
)
,
where κ =
∑
i ‖w1,i‖+ ‖w2,i‖+ ‖w3,i‖.
Proof. This follows by applying the parabolic Harnack inequality of Theorem 5.3
successively along a Harnack chain connecting x to y within U . For details, we
refer to [23, Proof of Corollary 5.4.4]. 
5.2. The structural hypotheses of Aronson-Serrin. Let (Mn, g) be a smooth
complete Riemannian manifold without boundary with Riemannian volume element
dµ. Let E(u, g) =
∫
Mn
∇u∇g dµ for u, g ∈ F =W 1,2(Mn). Suppose thatMn has a
lower Ricci curvature bound. Then the volume doubling property and the Poincare´
inequality are known to hold locally. It is also clear that suitable cutoff functions
exist in the present setting. In particular, the weighted Sobolev inequality (wSI)
and the weighted Poincare´ inequality (wPI) hold locally.
We define
Et(u, g) :=
∫
Mn
A(x, t, u,∇u)∇g dµ(x) +
∫
Mn
B(x, t, u,∇u)g dµ(x),
where A(x, t, u, ~p) is a vector function, B(x, t, u, ~p) is a scalar function, defined and
measurable for all t ∈ R, x ∈ Mn, and all values of u and ~p. We require A and B
to satisfy the structural inequalities [2, (2)], that is,
~p · A(x, t, u, ~p) ≥ a|~p|2 − b2u2 − w21
|B(x, t, u, ~p)| ≤ c|~p|+ d|u|+ w2
|A(x, t, u, ~p)| ≤ a¯|~p|+ e|u|+ w3,
where a and a¯ are positive constants and b, c, d, e, w1, w2, w3 are non-negative func-
tions of (x, t) each contained in an Lq(I → Lr,∞(Mn)) space, where the pair (r, q)
may be different for each coefficient but must satisfy
r > 2 and
n
2r
+
1
q
<
1
2
for b, c, e, w1, w3,
r > 1 and
n
2r
+
1
q
< 1 for d, w2.
Then Et is adapted to the Dirichlet form generated by the Laplace-Beltrami
operator on Mn. Therefore, the scale-invariant parabolic Harnack inequality of
Theorem 5.3, as well as all results of Section 3 hold.
In the special case Mn = Rn, we recover the parabolic Harnack inequality of [2,
Theorem 3] but under weaker conditions on the coefficients: Indeed, the original
conditions [2, (2)] involved Lr in place of the Lorentz space Lr,∞ ⊂ Lr.
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5.3. Bilinear forms. In this subsection, we relate the notion of quasilinear forms
to the bilinear forms considered in [17].
Let Et be a bilinear form satisfying Assumption 0 in [17] with respect to a
reference form (E ,F). Suppose the reference form satisfies (A1) and (A2) of Section
5.1.1. Formally, write∫
f dAt(u, g) =
∫
fdΓt(u, g) +Rt(fu, g),∫
f dBt(u, g) = Lt(fu, g) + E
sym
t (fug, 1).
If At and Bt are signed measures and if |E
sym(fg, 1)| ≤ C∗‖f‖2‖g‖F for all f, g ∈
F ∩ Cc then Et is indeed a quasilinear form in the sense of Definition 2.1. If in
addition Et satisfies Assumption 1 and Assumption 2 of [16] uniformly in t, then
our structural hypotheses H.1 and H.2 are satisfied. This is remarkable because it
seems that Assumptions 0, 1, 2 do not imply that Et would be adapted to (E ,F)
in the sense of Definition 5.1.
5.4. Doob’s transform. Consider a non-symmetric divergence form operator on
Rn,
L =
n∑
i,j=1
∂i(aij∂j),
with bounded measurable coefficients aij . Assume that its symmetric part is uni-
formly elliptic, that is, there exists a constant c > 0 such that
c|ξ|2 ≤
∑
ai,jξiξj , ∀ξ, ζ ∈ R
n.
It is clear that the bilinear form associated with L satisfies H.1 and H.2. We also
have the Poincare´ inequality and the localized Sobolev inequality.
Let U be an unbounded inner uniform domain in Rn with harmonic profile h > 0
for the Dirichlet Laplacian on U . By [13], the Doob’s transform ED,h
2
U (f, f) =∑n
i=1
∫
U
|∂if |
2h2dx with domain Fh(U) = 1hF(U) satisfies volume doubling and
the Poincare´ inequality.
Let
Eh(f, g) =
n∑
i,j=1
∫
U
aij∂i(hf)∂j(hg)dx.
Proposition 5.11. The h-transformed bilinear form Eh is adapted to the reference
Dirichlet form (ED,h
2
U ,F
h(U)).
Similar results hold for bounded inner uniform domains and for locally inner
uniform domains in Euclidean space, and more generally in Harnack-type Dirichlet
spaces. The proof will be presented in a forthcoming paper by the author, along
with new and sharp two-sided estimates for the Dirichlet heat kernel on U associated
with L.
5.5. Kolmogorov-Fokker-Planck operator. Consider the operator
Lu =
m∑
i,j=1
∂xi(aij∂xju) + 〈Bx,∇u〉,
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where m ≤ n, the coefficients aij are real-valued measurable functions of (t, x) ∈
R× Rn satisfying aij = aji and
c|ξ|2 ≤
∑
aijξiξj ≤ C|ξ|
2, ∀ξ ∈ Rm,
and B is a constant n× n real matrix such that there is a basis of Rn in which B
takes the form
B =


0 0 . . . 0 0
B1 0 . . . 0 0
0 B2 . . . 0 0
...
...
. . .
...
...
0 0 . . . Bk˜ 0

 ,
where Bj is an mj ×mj+1 matrix of rank mj+1, j = 1, 2, . . . , k˜ with
m =: m1 ≥ m2 ≥ . . . ≥ mk˜+1 ≥ 1 and m1 +m2 + . . .+mk˜+1 = n.
Then L is associated with a quasilinear form Et which satisfies H.1 with Γ(u, u) =∑m
i=1 |∂xiu|
2. Indeed, integrating by parts we can treat < Bx,∇u > like a zero
order term. However, H.2 is apparently not satisfied, indicating that H.2 has a
structural content that is not already captured by H.1.
The Kolmogorov-Fokker-Planck operator L is an example of a class of subelliptic
operators to which the Moser iteration applies, see [8, Example 1.2] and [7]. By [8,
Theorem 3.3], a localized Sobolev inequality holds for weak solutions1 to the heat
equation associated with L in Q = (−1, 1)×B(x, 1), for any x ∈ Rn, Bδ = B(x, δ).
The localized Sobolev inequality implies the weighted Sobolev inequality (wSI) of
Definition 2.5 with k = 2.
A weighted Poincare´ inequality for L is not known. This is possibly related to
the failure of H.2.
Nevertheless, H.1 and the Sobolev inequality are sufficient to obtain the mean
value estimates of Theorem 3.6 and Theorem 3.9. For the operator L given above,
these mean value estimates are already known from [20, Theorem 1.2 and Corollary
1.4] and [8, Theorem 1.4]. However, Theorem 3.6 and Theorem 3.9 also apply to
Kolmogorov-type operators on more general spaces, such as Euclidean complexes or
Riemannian manifolds. For instance, if (Mn, g) is a smooth Riemannian manifold
then we can define a Kolmogorov-type operator on Mn ×Mn as
Lu = LVu− v∇Hu,
where LV is a vertical uniformly elliptic diffusion operator and ∇H is the horizontal
gradient.
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