To act on objects in the world around us, we must first construct an accurate representation of where they are physically located. Recent investigations have begun to shed light on how the brain dynamically binds together visual and somatosensory signals to create task-dependent representations that maintain object constancy.
Our mental representations of the location of objects present in the world around us, including those that we use to guide our actions, are constructed in a complex manner from many kinds of sensory information. But constructing representations that accurately reflect the true ('veridical') locations of static objects and preserve their spatial characteristics -maintain 'object constancy' -is far from straightforward. A recent study by Taylor-Clarke et al. [1] illustrates how somatosensory representations of peripersonal space can be dynamically modulated by visual experience and offers important clues into the mechanisms that contribute to space constancy.
Several factors make the computation of a stable and accurate representation of where objects are situated in space a complex problem. One is that our representations of peripersonal space must take into account information about body movements. Thus, visual representations coding for the location of static objects present in the world must compensate for movements of our eyes, head or trunk, all of which can all produce displacements of an object's image on the retina. Humans can make several saccadic eye movements each second and yet we perceive the locations of static visual objects as remaining constant.
How is this perceptual constancy achieved? One suggestion is that, to overcome delays in visual processing, the brain uses information signalling the intention to make a saccadic eye movement to compensate for upcoming changes in gaze angle [2] . Space is remapped so that representations of visual stimuli are translated from a coordinate system whose origin is the current fixation point to one whose origin is the upcoming fixation point. But saccadic eye movements can also transiently distort our representations of perceptual space. Psychophysical studies extending over a thirty-year period have repeatedly demonstrated that visual objects presented shortly before or during a saccadic eye movement are mislocalised spatially [3] [4] [5] [6] .
A second factor is that the acuity of our primary sensory systems is not uniform across our sensory surfaces. The images of visual objects presented at the fovea are better represented than those of objects presented in peripheral vision, and somatosensory acuity varies over the body surface. Typically, areas of high acuity differ from regions of low acuity, both in their receptor density and the extent of their cortical representation [7] . While differences in sensory acuity may produce improved sensory representation at key body locations, such as the fovea or finger tips, they will, if uncorrected, result in highly distorted spatial representations. But this is not reflected in our perceptual experience: we have a strong impression that the space around us is 'isomorphic', with all parts of the perceptual world represented in an equivalent way.
Interestingly, failures of size constancy can occur following brain damage involving the parietal cortex. Thus, patients with unilateral parietal lesions often underestimate the horizontal extent of visual objects presented within their contralesional visual field -a defect known as hemimicropsia [8] [9] [10] . Also, differences in sensory acuity are known to produce perceptual illusions that suggest a failure of object (size) constancy. Thus, Weber [11] originally reported that two points with a constant separation, when moved over the body surface, are perceived to converge when they pass from a region of high tactile acuity to one of low tactile acuity.
A recent paper by Taylor-Clark et al. [1] suggests that mechanisms exist in the somatosensory system to re-scale tactile representations from a highly distorted primary representation, which reflects differences in receptor density and cortical magnification factors, into an object-based secondary representation that more accurately preserves object (size) constancy across the body surface. Furthermore, they argue that vision of the body plays a crucial role in calibrating this rescaling mechanism.
Taylor-Clark et al. [1] suggest that a re-scaling mechanism must operate, as the magnitude of the size perception errors observed in psychophysical studies are substantially less than would be expected from an uncorrected representation based solely on receptor density or cortical extent. To examine this issue, they initially investigated tactile sensitivity on the fingertip and forearm using measures of tactile acuity (two-point discrimination) and size perception (comparison of the distance between two points presented at the fingertip and the forearm). Consistent with previous reports [11] , they found that a given distance on the index finger was perceived as being larger than the same distance on the forearm in 81% of trials.
They then had their participants complete a period (one hour) of visual training in which they saw a distorted view of their hand and forearm, such that they perceived their hand as reduced to half its normal size and their forearm double its normal size. During this visual training phase, participants performed a visual analogue of the tactile distance perception task. Interestingly, during this period participants exhibited a visual analogue of the Weber tactile illusion; they reliably rated a given distance between two points projected onto the minimised view of the hand as being larger than an identical distance projected onto the enlarged forearm (75% of trials).
Following this period of visual training, the tactile acuity and tactile distance perception of participants were again tested, using the same measures as were used during pre-training. Taylor-Clarke et al. [1] report that, while tactile acuity was unchanged after visual training with a distorted view of hand and arm, the bias in tactile distance perception was significantly reduced from pre-training levels. This finding suggests that, while primary somatosensory representations may preserve differences in tactile acuity, visual information specifying the relative size of our body parts may play a key role in calibrating our perceptual representations in order to achieve tactile size constancy.
This finding confirms psychophysical [12,13] and neuropsychological [14, 15] studies that illustrate the dynamic and multisensory nature of our representations of peripersonal space [16] and draw attention to the role played by vision in modulating somatosensory function. For example, Newport et al. [15] reported that non-informative vision influenced the proprioceptive localisation of the unseen hand of a patient with a unilateral somatosensory impairment in her right arm who was required to point with her unimpaired limb to a location defined proprioceptively by her impaired limb. When this patient was able to view the workspace adjacent to the felt position of her unseen impaired hand, the amplitude of her reaching errors was dramatically reduced compared with a blindfold condition.
Similar effects of non-informative vision were also observed in a recent psychophysical study of tactile acuity (two-point discrimination) in healthy adult participants. Kennett et al. [13] demonstrated that tactile sensitivity of the forearm was significantly increased when subjects could view the stimulated area of their forearm (but not the stimulation itself). Interestingly, tactile sensitivity was increased even further when subjects viewed the stimulated area through a magnifying glass.
These studies show how vision may function to dynamically modulate somatosensory function. A further study, however, shows that such effects may be strongly task dependent. Newport et al. [17] investigated how non-informative vision affects our ability to use tactile cues to rotate an unseen hand held bar to match the felt orientation of a second bar (for example, to make both bars feel parallel to one another). In one experiment they found that matching errors were significantly larger when participants were blindfold compared to when they had (non-informative) vision of the workspace. In a second experiment participants performed a similar task, but were instructed to match the bars so that the orientation of the two bars was mirror-symmetrical. In this case, haptic matching errors were either uninfluenced by the availability of vision or else increased when vision was permitted.
In conclusion, behavioural studies in healthy and brain-damaged humans are beginning to shed light on how the brain constructs representations of peripersonal space from sensory inputs. Recent evidence suggests that while perceptual acuity may differ widely across the body surface, with areas of high acuity differing from regions of low acuity in receptor density and cortical representation, mechanisms exist to rescale sensory representations from a highly distorted primary representation into an object-based representation that more accurately preserves size constancy. Importantly, vision of the body may play a crucial role in dynamically calibrating this re-scaling mechanism.
