This paper gives a mathematical study for the supercooling solidification of materials consisting of pure elements or compounds. Solidification is a complex phenomenon, and its process is not yet entirely understood. By simplifying physical characteristics of the supercooling solidification phenomenon, a mathematical model is derived for the onedimensional/one-phase case. This model is given as a new type of moving boundary problem. The existence and uniqueness theorem is then proved. § 1. Introduction
The Stefan problem is well known as a mathematical model describing solidification or melting of materials. In the Stefan problem, the phase is determined by the temperature distribution, and the temperature on the solid/liquid interface is equal to the equilibrium temperature. In view of these properties, the Stefan problem cannot describe supercooling solidification, then in order to deal with such phenomena we need another model in which the physical characteristics of supercooling solidification are taken into consideration.
In various solidification phenomena, the speed of the growth of the solid phase is determined by several factors, for example, the supercooling temperature on the solid/liquid interface, the shape of the solid/liquid interface and the crystalline anisotropy. The most important one is the supercooling temperature on the solid/liquid interface which gives the driving force of the solidification (see [5] , [6] ).
In this paper, we attempt to describe a supercooling solidification under the hypothesis that the speed of the solid/liquid interface is determined only by the supercooling temperature on the interface. Under this hypothesis T. Nogi has proved the existence and uniqueness theorem of the one-dimensional/two-phase problem (see [3] ).
Here we consider the case in which the liquid phase is uniformly supercooled throughout the process. The temperature distribution on the solid phase and the position of the solid/liquid interface are unknown. Hence such process yields one-phase problem. In the sequel we cofine ourselves to the one-dimensional/ one-phase problem.
We shall solve the equations describing the conservation law of heat energy and the motion of the interface. The solution is constructed by a difference scheme in which the time width is variable so that the free boundary consists of mesh points at each step. Then we will obtain a solution untill the time when the supercooling on the solid/liquid interface vanishes. To prove the uniqueness theorem, we convert the above equations to an integral equation, and then apply the fixed point theorem to it. §2. Mathematical Model
As noted in the introduction, we cofine ourselves to the one dimensional process of supercooling solidification.
Let the initial position of the solid-liquid interface be at x=l and $(x) (Q^x^l) the temperature distribution on the solid phase at the initial time £=0. Let the position of the interface and the temperature distribution on the solid phase at time t be denoted by y(t) and u(x, t\ respectively. Since we assume that the liquid phase is uniformly supercooled, the temperature distribution on It is constant, say zero; accordingly, the equilibrium temperature u e is positive.
Suppose that the relation of the speed of the interface and the supercooling temperature on it is given by a function F, which is monotone increasing, Lipschitz continuous with Lipschitz constant KI and F(0)=0. Such restrictions on F are naturally derived from a physical consideration on solidification (see [5] ).
Let the latent heat of the material be L, and let the boundary condition be given by the Dirichlet data f(t) at x=Q. Then we obtain the following system of equations. In this section, we construct a solution of (2.1) by taking the limit of the sequence of the solutions of the difference scheme which approximates (2.1).
Sola Difference Scheme
Let h be the uniform space width. In the sequel we take only those h that makes l/h=J an integer. Let k n be the variable time width; k n is determined at each step so that the approximated free boundary consists of the mesh n points, Denote the discrete coordinates by (x jt t n \ where Xj=jh and t n -2 k m ; m=l uf and y n correspond to u(x j} t n } and y(t n \ respectively. We employ the following notations for the usual divided differences :
In our scheme, the temperature distribution is obtained from an implicit scheme of the heat conservation law; the free boundary is explicitly obtained once k n is determined. Our basic scheme is the following: For the solution of (3.1), the following proposition holds. Proof. Obvious from (3.6) and Lipschitz continuity of F.
Next we need an estimate for u? x . To construct a local solution we consider the variation of the solution of (3.1) along the free boundary. See [3] . Proof. This lemma is an easy consequence of the Ascoli-Arzera theorem. D To extend the solution u 7 } of (2.1) to a continuous function, we linearly interpolate it according to the triangle partition as Fig. 3 .17. t Fig. 3 .17.
Let us call the triangle whose vertices are (xj-lf t n -J(xj, t n -i} and (x jf t n ), (xj-i, t n -i)(xj-i, t n ) and (x jf t n ), Tf and Sy, respectively. Then the interpolated function u(x, i) is given by the following formula : U(X, t^utt + U^X-Xj-J + uWt-tn-J , U,
= u?- 1 
+ uh(x-xj-J + u?-i(t-t n -J , (x,
The domain of u is D= (J T?U \J Sy. The partial derivatives u x and l^jgj'+n-l I^J^J+TZ l^n^N l^n^N u t are represented by the divided differences u n jx and u n j-t , respectively:
Remark 3.18. Note that z^ indicates the partial derivatives of the interpolated function u, and w^, u^ x etc. the divided differences of the solution uf of the difference scheme.
Let us state the existence theorem of the local solution of (2.1).
Theorem 3 0 19 9 For all e>0 such that (f>(l)<u e -£ } there exists a positive T and a solution (u, y} of (2.1) on [0, T] satisfying u(y(t}, t)^u e -e for all ), T].
Before going into the proof, we have to prepare some notations and a lemma.
To represent the dependence of a solution of (3.1) on h, denote the solution of (3.1) as u\j\ similarly we write k%, t\ and y\ etc. Let y h (t) be a function obtained by linearly interpolating y%. Take T>0 given by (3.13) and set Proof. This lemma is proved by the similar method to the one in [4] using the estimate (3.10) . D Proof of Theorem 3.19. In the first step we cons tract the solution (u, y) as the limit of the subsequences of {u h } and {y h }, and in the following steps we show that (u, y) satisfies the conditions of the solution of (2.1). and w y is a linearly interpolated function of ufa, and by taking the limit as v->oo, we obtain (3.34).
D h ={(x,t); Q^x^y h (t) D h ={(x,t)', Q^x^y h (t)-h
Third step: In this step we prove In order to express the solution to (4.2) in terms of Green's formula, we put 
(t) = u(y(t), t) .
By the preceding argument on contraction, such v must be unique, and so is y. This proves the uniqueness of the solution of (4.1) (make use of the maximum principle). The same is true of (2.1). D
