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In the last two decades, mathematical modeling and simulations have come to play an
important role in the research and development of fuel cells. In order to capture the
wide array of physicochemical processes that occur inside the cell, the models need to
consider transport of mass, momentum, species, energy, and charge in multiple length
scales and result in a highly coupled system of non-linear partial di¤erential equations.
As such, applying these models to stacks, comprising tens or even hundreds of single
cells, will come at a hefty computational cost, both in terms of memory usage and exe-
cution time. It is therefore of interest to derive computationally-e¢ cient strategies that
can solve for and predict the local behavior of each cell in a stack at su¢ ciently low
cost, whilst preserving all the essential physics.
To reduce the overall complexity and associated computational cost for detailed
mechanistic stack models, this thesis aims to investigate and exploit the underlying
mathematical nature of the transport equations. First, a hybrid modeling strategy is
proposed for fuel cell stacks, in which the steady-state transport equations are classied
based on their regions of inuence: conservation of mass, momentum and species are
local to cells and their governing equations can be reduced mathematically by exploiting
the slenderness at the single cell level; whereas conservation of heat and charge are global
to the stack and thus retain the original elliptic nature. These two sets of equations are
then solved iteratively. The methodology is demonstrated for a proton exchange mem-
brane fuel cell (PEMFC) stack subjected to non-uniform operating conditions. Around
80% computational savings were achieved with the hybrid strategy and it allows for the
Summary
simulation of large stacks: e.g., it takes less than an hour to simulate a 350-cell stack.
The thesis further investigates the charge transport phenomena taking place across
the cells. In this regard, steady-state conservation of charge in a bipolar plate between
two cells is analyzed, and a dimensionless number,  is identied that quanties the
degree of local current density coupling across the cells. The same number is found to
govern the interchangeability of potentiostatic and galvanostatic boundary conditions for
fuel cells. The dimensionless number which provides an aggregate measure comprising
the design, operating conditions and material properties of the bipolar plate, is corre-
lated with the current redistribution between cells, and an upper bound is determined.
Under certain bound on the dimensionless number, i.e.,   3, there is negligible po-
tential gradient along the separator plate placed between the cells and the cells exhibit
current density distributions as if they are being operated isolatedly. Therefore, the
transport phenomena in the individual cells can be simulated stand-alone fashion for
such stacks. However, one needs to investigate the thermal decoupling of the cells as
wellanother transport phenomenon taking place across the cells. In this regard, the
heat transport is analyzed in the coolant plates installed between cells or groups of cells
and the required condition for thermal decoupling of the cells is found. Thus, it can be
argued that the electrically and thermally decoupled units can be found in a fuel cell
stack. The decoupled units are not inuenced by their neighboring units and thus can
be simulated one by one repeatedly; simulation of all the units provides a solution of
complete stack model.
The thesis, thus far, demonstrates various concepts with PEMFC stack equipped
with porous ow elds that allow reduction in dimensionality as well as the linear Darcy
law instead of the nonlinear Navier Stokes equations; the latter is more challenging
to solve. For fuel cells equipped with straight rectangular ow channels, one needs to
resolve the three-dimensional (3D) Navier Stokes equations which add to the required
x
Summary
computational resources. In this context, a velocity-vorticity formulation is implemented
to tackle the weakly compressible parabolized steady 3D Navier Stokes equations in a
channel with a permeable wall - a situation that occurs in fuel cells. The parabolized
equations are found to be cheaper to compute both in terms of memory usage, and con-
vergence time. It should be possible to use this approach for the modeling of cells with
dozens of straight channels at unprohibitive computational cost; even more signicantly,
it will then be possible to model large stacks containing such cells.
In summary, this thesis proposes and investigates computational-e¢ cient strategies
for modeling and simulation of the transport phenomena in fuel cell stacks. The scala-
bility and associated low computational cost of such strategies open up the possibilities
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In the last two decades, worldwide energy demand has soared at an alarming rate due to
the increasing global population and emergence of new economies. According to forecast
reports by various research agencies, worldwide energy demand will continue to grow
at a much faster rate in the near future; experts estimate that the global demand for
energy could rise by approximately 50% from 2010 to 2035 [1]. Unfortunately, 80% of
the present energy demand is being met by reserves of fossil fuels (coal, oil and natural
gas) [2] that emit various green house gases and other pollutants, resulting in a adverse
impact on environment and global climate. At the same time, the limited reserves of
fossil fuels are diminishing and are expected to be depleted in order of hundred years [3].
In view of the unsustainable and negative environmental e¤ects of current hydrocarbon
based economy, it is necessary to explore clean and sustainable alternatives to meet the
growing energy demand. The hydrogen economy represents one of the promising ways
to achieve an emission-free future based on sustainable energy [46].
The hydrogen economy is a proposed system of delivering energy using hydrogen.
Hydrogen is an energy carrier (like electricity) and not a primary energy source (like
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coal or oil). At present, most of the hydrogen is produced from conventional primary
energy sources (coal, oil and natural gas). In the near future, renewable energy sources
(biomass, wind, solar, etc.) may become equally important sources of hydrogen [4].
Considering the limited e¢ ciency of most of the renewable sources and the large global
energy demand to be fullled, e¢ cient energy converters are required to convert hydro-
gen into electricity/useful work. Fuel cells as electrochemical energy converters are not
limited by Carnot e¢ ciency and possess a high theoretical e¢ ciency which nds them an
attractive place in hydrogen economy [5]. Although the necessary infrastructure for the
hydrogen economy has not been fully developed yet, fuel cells have received considerable
attention in recent years as an alternative energy conversion technology for replacing
existing power generation and storage devices (internal combustion engines, batteries,
etc.) due to their salient features and wide range of applications. The broad spectrum
of fuel cell applications extends automotive, stationary to portable applications [7].
There are several types of fuel cells (listed in Table 2.1) and not only hydrogen, but
other fuels such as methanol and natural gas can also be employed. With the use of
hydrogen, there are negligible carbon emissions and no emission of other harmful pollu-
tants like nitrogen dioxide, and sulfur dioxide. Since fuel cells have a higher e¢ ciency,
harmful emissions (per unit of electricity produced) can be lowered, even if hydrocar-
bon fuels are used. Silent operation, no moving parts, and a scalable system are some
other advantages of fuel cells. The benets of fuel cells are thus wide-ranging which
make them suitable for a range of applications not only in mainstream markets, such as
stationary power and road transport propulsion, but in various niche markets (portable
electronic devices, medical applications, submarines, etc.) also.
The fuel cell e¤ect was discovered and tested a long way back in the late 1830s
by Christian Friedrich Schönbein and Sir William Robert Grove respectively; but a
major thrust in the research activities came only after more than a century when NASA
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(National Aeronautics and Space Administration), in 1950, preferred fuel cells to provide
on-board electricity for its future space missions and funded research projects awarded
to industry and universities. General Electric developed the rst polymer electrolyte
membrane fuel cell1 (PEMFC) which was further improved in collaboration with NASA
to be used in Gemini V space program, 1965 [8]. Since then, fuel cells have attracted
the research and scientic community; research e¤orts have been dedicated to improve
their performance and economy.
Research e¤orts in the last few decades led to a series of developments in fuel cell
technologies; e.g., improvement in cell power density and lifetime with introduction of
peruorosulfonic acid membrane such as Naon as ion-exchange electrolyte, and re-
duction of platinum loading with invention of thin lm electrodes are noteworthy for
PEMFCs [9]. However, the fuel cell technology is still regarded as an immature technol-
ogy due to lack of cost and performance competitiveness with exception of a few niche
markets [10] and requires further technological improvement in performance (e.g., power
density, capacity, sustainability and costs) to reach the commercialization phase.
One of the main reasons why commercialization of the fuel cell is still in its cradle is
highly interdisciplinary nature of fuel cell systems [11]. One way to to gain fundamental
understanding of the coupled physiocochemical processes that take place inside cells
and to control and eliminate any fundamental di¢ culties with design and operation in
a tractable manner is by developing a sound theoretical framework with mathematical
models. In this regard, mathematical modeling and simulation, in the last two decades,
has emerged as an indispensable tool in reserach and development of fuel cell technologies
[1223].
1Also referred to as proton exchange membrane fuel cells.
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1.2 Motivation and objectives
The open-circuit voltage of most types of fuel cells is approximately 1 V. To generate
su¢ cient voltage and power required for commercial applications, fuel cells are stacked
in practice. By connecting multiple cells in series and/or parallel, the voltage and/or
current of a stack is multiplied, generating the required high power output. This the-
sis addresses fuel cell stacks in general with the aim to further the development of
mathematical models for them. Mathematical models are needed to gain a fundamen-
tal understanding of the series of intrinsically coupled physicochemical processes, which
include mass, species, momentum, heat and charge transport, and multiple electrochem-
ical reactions. These phenomena occur simultaneously during fuel cell operation and are
di¢ cult to quantify experimentally due to small thickness of the functional layers of the
cell, O(10 5   10 4 m). Mathematical modeling can further save time and cost as nu-
merical experiments can be carried out at a signicantly faster and cheaper as compared
to practical experiments. Thus, allowing for faster and cheaper studies, fuel cell mod-
eling can contribute towards optimizing and improving fuel cell design, materials and
operation.
Numerous mathematical models for fuel cells have been presented in the last two
decades (see [1223] for their review). Mathematical modeling of transport phenomena
in fuel cells is complicated because of two main characteristics: i) multiple coupled
transport phenomena comprising conservation of mass, momentum, species, energy and
charge; ii) multiple length scales: the functional layers in the cell have length scales of
around O(10 5  10 4 m), while the cell itself has a length scale of O(10 2 m), and the
typical height of a stack depending on the number of cells is around O(1 m). While the
former characteristic leads to multitude of dependent variables that needs to be solved
for, the latter necessitates to resolve all the length scales, resulting in a large number of
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Figure 1.1: Objectives of the study.
degree of freedoms. As such, applying the detailed transport models for fuel cell stacks
comprising tens or hundred of cells remains elusive despite progress in computational
powers over the last two decades. It is therefore not surprising that only a few detailed
stack models can be found in literature [2433], which are also limited to small stacks
of around 5 to 10 cells.
The main objective of this study is therefore to derive computationally-e¢ cient
strategies for modeling and simulation of fuel cell stacks that preserves the geometrical
resolution as well as the essential physics. In this regard, we investigate the inherent
transport phenomena and exploit the underlying mathematical nature of the governing
5
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equations to tackle the prohibitive computational cost involved. As illustrated in Fig.
1.1, the following steps will be carried out: .
1. First of all, we aim to develop a hybrid modeling strategy based on the classication
of the transport phenomena according to their scales of occurrence: conservation
of mass, momentum and species are local to cells, whereas conservation of heat
and charge are global to the stack. The former group of transport equations can
be asymptotically reduced exploiting the slenderness of the cell which is solved
in an iterative manner with the full elliptic governing equations for the latter
group of transport phenomena. Simulating the hybrid set of equations would be
computationally cheaper than solving the original full set of governing equations.
2-3. We note that there are two transport phenomena that couple the cells or occur
across the cells: conservation of energy and charge. First, we shall investigate
the charge transport phenomena in fuel cell stacks to address the following issues:
the local current density decoupling in fuel cell stacks and the interchangeability
of potentiostatic and galvanostatic boundary conditions (BCs) for fuel cells. The
two issues has been explored earlier in literature [3445]; however, an aggregate
measure that can quantify them had not been determined. We search for such an
aggregate measure comprising design and operating parameters that can quantify
the above two issues in fuel cell stacks. Along with the measure, its bounds need to
be determined under which the BCs are interchangeable and/or the two adjacent
cells in a stack are electrically decoupled, i.e., they do not a¤ect each others local
current density distribution.
4. Once we have derived conditions for local current density decoupling of the cells in
a stack, we turn our attention towards the possiblity of simulating one represen-
tative unit repeatedly as part of a larger fuel cell stack. In this regard, we need to
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consider another transport phenomenon taking place across the cells: heat trans-
port. The fuel cell stacks (>100 W) are generally equipped with coolant plates
between each two cells or groups of cells. The heat transport in the coolant plate
is analyzed and the conditions are determined under which there is negligible heat
transfer from one cell to another, i.e., the cells are thermally decoupled.
5. Having determined conditions for electrical and thermal decoupling of the cells or
group of cells in a stack, we aim to propose an alternate computationally-e¢ cient
strategy for simulation of transport phenomena in fuel cell stacks. The strategy
exploits the electrical and thermal decoupling of the cells: the decoupled units do
not inuence their neighboring units which make it possible to simulate each cell
or group of cells in a stand-alone fashion and predict the behavior of the complete
stack.
6. There are numerous scientic and technical applications that require the solution
of the steady 3D NavierStokes equations in slender channels or ducts; often,
this is carried out using commercially available software which typically do not
make use of the fact that the equations can be parabolized to give a formulation
that, in terms of CPU time and random access memory (RAM) usage, is orders
of magnitude cheaper to compute. We aim to implement a velocityvorticity
formulation in a commercial nite-element solver to tackle the weakly compressible
parabolized steady 3D NavierStokes equations in a channel with a permeable wall
a situation that occurs in fuel cells.
1.3 Layout of the thesis
There are ten chapters in this thesis. Chapter 1 presents the motivation and aims for
di¤erent studies carried out. Chapter 2 discusses the working principles of fuel cell
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along with an overview of the important fuel cell technologies. It mainly focuses on
proton exchange membrane fuel cells considered for the demonstration purposes in the
later chapters. Chapter 3 presents a review on the various mathematical models in the
literature and serves as a background context for the contributions of this thesis. In
Chapter 4, we summarize a single-phase non-isothermal PEMFC model that is adapted
from [46] to demonstrate various concepts and fundamentals explored in the thesis. All
relevant equations, e.g. the governing equations, constitutive relations and agglomerate
model and all base-case parameters which will be employed in subsequent chapters are
presented in this chapter.
In the subsequent chapters, we present our work investigating the transport phe-
nomena in fuel cell stacks with a view to reduce the computational requirements. In
summary, Chapter 5 proposes a computationally-e¢ cient hybrid strategy for mecha-
nistic modeling of fuel cell stacks. Chapters 6 and 7, respectively, explores the con-
cepts of the local current density coupling in fuel cell stacks and the interchangeability
of galvanostatic and potentiostatic boundary conditions for fuel cells. Chapter 8 ex-
ploits concepts of electrical and thermal decoupling of the cells to present an alternate
computationally-e¢ cient strategy for simulation of detailed mechanistic models for fuel
cell stacks. Chapter 9 deals with the weakly compressible parabolized steady 3D Navier
Stokes equations in a channel with a permeable wall - a situation that occurs in fuel cells.
Finally, Chapter 10 contains an overall summary of results and recommendations for fu-
ture work. A simple structure is followed for the main body of the thesis, i.e., Chapter
5-9: they start with their own introduction summarizing the research background, the
literature, and the gap; then, a mathematical formulation for the specic case study
is provided; di¤erent section on numerics, results, verication, and computational cost




2.1 Fuel cells: Electrochemical engines
Fuel cells are electrochemical devices which convert chemical energy of a fuel directly
into electrical energy without any Carnot e¢ ciency limitations. A fuel cell can be seen
as a combination of combustion engines and batteries. Like a combustion engine, fuel
cell is a thermodynamically open system and produces electricity continuously as long as
the fuel and oxidants are supplied. However, electricity is generated via electrochemical
reactions like a battery.
Being a combinatorial device, fuel cell combines the benets of heat engines and bat-
teries thereby overcoming their individual limitations. A battery is an energy storage
device where the maximum available energy is determined by the amount of chemical
reactant stored in the battery itself. The lifetime of a primary battery ends with con-
sumption of the reactant and in case of a secondary battery, the reactants need to be
regenerated by supplying energy from an external source. Unlike a battery, fuel cell is
an energy conversion device where the fuel is stored outside the fuel cell and electrical
energy can be obtained as long as fuel and oxidant are supplied. In comparison with
combustion engines, fuel cell converts chemical energy directly into electrical energy
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Figure 2.1: A schematic of a fuel cell.
and circumvents various e¢ ciency-limiting intermediate energy conversion steps; does
not involve any moving parts and hence can work reliably with less noise and lower
maintenance costs.
A schematic of a fuel cell is depicted in Fig. 2.1. Fuel cell, being an electrochemi-
cal cell, includes two electrodes, termed as anode and cathode. The two electrodes are
separated by an electrolyte layer which selectively allows transport of some particular
ions and prevents direct mixing of fuel and oxidant. These three components anode,
electrolyte, and cathode constitute the core of any type of fuel cell, sandwiched be-
tween two porous backings and ow distributors. In a typical fuel cell operation, fuel
is continuously supplied to the anode side, while an oxidant is supplied to the cathode
side. Both oxidant and fuel get transported to the electrode/electrolyte interface. Elec-
tricity is generated via electrochemical reactions taking place at the two electrodes with
electrons moving from the anode to the cathode through an electrical circuit and ions
passing through the electrolyte to complete the electrical circuit.
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Figure 2.2: A schematic of a polarization curve and power density curve.
2.2 Fuel cell performance
The performance of a fuel cell can be summarized in the form of two curves: polarization
curve and power density curve, any of them can be constructed from the information of
the other though. Polarization curve gives the voltage output of the cell as a function
of the current density, whereas power density curve relates the power density delivered
by a fuel cell to the current density, as illustrated in Fig. 2.2.
As shown in Fig. 2.2, the voltage output of the fuel cell is always lower than thermo-
dynamically predicted reversible cell potential due to various irreversible losses (referred
to as polarization). Even at zero current output, irreversible losses such as fuel crossover
and internal currents take place which do not let the polarization curve to reach the re-
versible cell potential. The voltage at zero current output is referred to as open circuit
potential. When current is drawn from the cell, a higher drop in voltage takes place as
implicated by the polarization curve. This drop in voltage from open circuit potential
can be attributed to three di¤erent kinds of irreversible loss mechanisms: activation
11
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polarization, ohmic polarization, and concentration polarization.
 Activation polarization is the result of the sluggish kinetics of the surface reactions
taking place at the two electrodes which requires a certain voltage sacriced to
lower the activation barrier and hence to drive the reactions. Although this loss
occurs at both the electrodes, a major part of it is incurred at the cathode side
as the oxidation reduction reaction (ORR) at the cathode is much more sluggish
than hydrogen reduction reaction (HOR) at the anode.
 Ohmic (resistive) polarization refers to the voltage drop due to resistance to elec-
tronic and ionic conduction through various functional layers of a cell.
 Concentration polarization is the name given to voltage losses due to mass trans-
port limitations that prevail at high current densities when consumption of oxi-
dant/fuel is faster than their transfer to the reaction sites.
The above three losses give a characteristic shape to fuel cell polarization curve.
Three di¤erent regions can be discerned in the curve (shown in di¤erent colors in Fig.
2.2); each region is marked by the dominance of a particular type of above three losses,
namely activation losses cause a sharp drop in voltage at low current densities, resistive
losses yield a linear drop at intermediate current densities, and nally mass transport
losses appear in the form of a swift fall at high current densities.
2.3 Overview of fuel cell technologies
Presently there are various types of fuel cells being developed and used (major types
are listed in table 2.1). Although all of them are based upon the same underlying elec-
trochemical principles, they can be classied according to the nature of the electrolyte
incorporated which also determines their operating temperature, the fuel and oxidant
12
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to be used and their applications. The electrolyte, which conduct ions between the
two electrodes, could be acid, base, salt, a solid ceramic, or a polymer membrane. Ta-
ble 2.1 briey summarizes the characteristics of major fuel cell types along with their
advantages, disadvantages and applications.
2.4 Components of a cell
As this thesis considers PEMFCs for the demonstration of the various concepts, we will
discuss the components of fuel cells from the perspective of PEMFCs. As we mentioned
earlier, for a typical fuel cell, the electrolyte is sandwiched between two porous electrodes
followed by ow distributors and current collectors. A porous electrode comprises a
catalyst layer and a porous backing layer. A schematic of a cross section of the single
cell PEMFC is shown in Fig 2.3, illustrating various components/functional layers of a
cell. The thickness of the layers in the gure are not to scale.
The ow-channels on the anode side carries humidied hydrogen, while oxygen or
air is supplied through cathode channels. Both hydrogen and oxygen molecules di¤use
through the porous backing to the catalyst layer. The catalyst layers are the place where
electrochemical reactions take place. At the anode catalyst layer, hydrogen is oxidized
to release protons and electrons.
2H2 ! 4H+ + 4e 
The protons pass through the proton exchange membrane to the cathode side, while
the electrons travel through the external circuit to reach there. At the cathode catalyst
layer, the protons react with oxygen and electrons to produce water as a by-product.






















































































































































































































































































































































































































































































2.4. Components of a cell
Figure 2.3: A schematic of a cross-section in a PEMFC illustrating di¤erent functional layers
of a cell.
Although electrochemical reactions occur in the catalyst layer, the other components
of the cell also play important roles to facilitate electricity generation via these reactions.
In the remainder of this section, we discuss the di¤erent components of the cell and their
functions. The main components of the cell are:
 Membrane: A polymer electrolyte membrane is employed at the center of a PEMFC,
which not only facilitates the transport of the protons from the anode to cath-
ode side, but also acts as a barrier to prevent fuel and oxidant crossover. The
most commonly used polymer material is a fully uorinated Teon based mate-
rial (peruorosulfonic acid), produced by DuPont and known as Naon. Other
commercially available peruorinated ionomer membranes include Aciplex (Asahi
Chemical Industry Co. Ltd.), Flemion (Asahi Glass Co. Ltd.), and Dow (Dow
Chemical Co.) membranes. The key characteristic of these membranes is their
ability to conduct protons. However, their proton-conduction mechanism depends
15
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on the water content and they must be kept properly hydrated to maintain their
conductivity. Therefore, water management in a PEMFC is very crucial to its
performance.
 Catalyst layer (CL)1: The catalyst layer is coated on either side of the electrolyte
membrane. As the name suggests, these layers incorporate the catalyst particles
and provide sites for the electrochemical reactions. They are prepared from a
mixture of carbon-supported platinum nano-particles and ionomer powder; several
methods have been proposed to apply this mixture to the surface of the membrane.
The electrochemical reactions occurring in a PEMFC involve three di¤erent species
(electrons, protons, and gases). Hence, catalyst particles must be in contact with
protonic and electronic conductors as well as with gaseous reactants. Such contact
points are generally referred to as triple-phase boundaries. To utilize the catalyst
content e¤ectively and hence, increase the rate of reaction, density of triple-phase
boundaries should be maximized rather than increasing the platinum content only.
Therefore, the catalyst layers are made porous to form a three-dimensional network
with a large surface-to-volume ratio, in which the triple phase boundaries are
located. The typical thickness of the catalyst layer is in the range of 1 to 20 m.
 Porous backing : Porous backings are made of a porous, electrically conductive
material, usually carbon cloth or carbon paper, with a thickness in the range of
100-300 m. Porous backing is an essential component of a PEMFC and have
to perform several functions simultaneously which include providing structural
support for the catalyst layer and membrane, ensuring e¤ective supply of the
reactants to catalyst layer, having a surface that enhances the electronic contact
between bipolar plates (discussed next) and catalyst layer, transporting electrons
from and to the bipolar plate, removing the heat generated at the active layers,
1Also known as active layers.
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and maintaining optimal hydration (water-management) in the cell. The base
substrate, i.e., carbon paper or carbon cloth can be treated with a uropolymer and
carbon powder to enhance water management and electrical properties. Porous
backings are also referred to as gas di¤usion layers (GDLs)2. A comprehensive
review on gas di¤usion layers in PEMFCs has been presented by Cindrella et al.
[47].
In addition to GDL, a microporous polytetrauoroethylene (PTFE)/carbon layer
next to the catalyst layer has been found to be useful to increase PEMFC per-
formance via better water management [48]. This layer is generally referred to
as micro-porous layer (MPL); e.g. Qi and Kaufman [49] found that such a layer
could diminish the di¤erences among di¤erent carbon paper types used as GDL
and is extremely helpful when the carbon paper is prone to ooding.
 Bipolar plates: The outermost layers of the cell are known as bipolar plates. Bipo-
lar plates are electrically conductive plates in a fuel cell stack that serves as the
anode in one cell and the cathode in the next cell. Their role is not limited to con-
necting the individual cells in the stack electronically, rather they are designed to
accomplish many other functions simultaneously, namely supplying reactant gases
through the ow channels to the electrodes, facilitating heat management via cool-
ing channels, and providing structural support for the thin and mechanically weak
MEAs. Either surface of the bipolar plate is engraved to have gas ow channels
which distribute the reactant gases to the inner layers of the cell. Ribs located
between the adjacent channels provide the required electric contact with the gas
di¤usion layer. For heat removal, cooling channels can also be incorporated in the
plates. In this way, bipolar plates have to keep the fuel, oxidant and cooling uid
2The term gas di¤usion layer is restrictive and slightly misleading since it presumes di¤usion of
gases as the prime function of porous backings. Also, the transport of mass and species is not limited
to di¤usion and gas phase.
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apart, preventing them from mixing with each other.
The most common materials for bipolar plates include graphite, stainless steel,
titanium, doped polymers, etc. Materials are chosen based on the requirements of
high electrical conductivity, impermeability to uids, high thermal conductivity,
high corrosion resistance, high mechanical strength and ease of manufacturability.
Not only the material of the bipolar plates, but design of ow elds grooved on their
surfaces is also important for e¢ cient operation of a cell. A variety of ow eld
designs have been proposed with the aim to provide a uniform and e¤ective supply
of the reactant gases to the active area. Parallel straight, serpentine, multiple
serpentine, interdigitated, etc. are amongst the most common designs as reviewed
by Li and Sabir [50]. However, the ow elds with machined channels su¤ers from
the deadzones formed under the ribs of the channels. Porous ow elds, such
as metal foam, metal mesh, etc. have been employed to ensure a more uniform
distribution of reactant gases, albeit at the cost of a higher pressure drop.
2.5 Fuel cell stack
The voltage of a single fuel cell is typically less than 1 V. Most practical applications
require electricity at several tens or even hundreds of volts. In order to achieve these
higher voltage outputs, several unit cells are generally connected in series. Connecting
or stacking multiple cells (in series) sums up their voltages and permits their use in real-
life applications. As we discussed in the previous section, generally bipolar plates are
used to connect the multiple cells. Bipolar stacking is the most widely used technique to
construct fuel cell stacks and is illustrated in Fig. 2.4. Bipolar stacking is similar to how
batteries are stacked on top of one another in a ashlight. As shown in this schematic
of two-cell stack, each unit cell is separated by a bipolar plate with ow elds on both
18
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Figure 2.4: A schematic of a two-cell stack.
sides to distribute fuel to one cell and oxidant to the next cell.
The power output of a given fuel cell stack will depend on its size. Increasing the
number of cells in a stack increases the voltage, while increasing the surface area of the
cells increases the current. The cells are assembled together by bolts, rods, or clamps
(not shown in the gure). A stack is nished with end plates and connections for ease
of further use. While designing stacks, several operational issues should be taken into
consideration, such as maintaining uniform distribution of the reactants through each
cell and across their surface area, uniform temperature throughout the stack, proper
hydration levels of the polymer electrolyte membrane in each cell, proper sealing to





In the last decade, mathematical modeling and numerical simulation have played a
key role in the understanding of transport phenomena in fuel cells, and become an
indispensable tool in fuel cell research and development. The beginning of modeling of
fuel cells can be traced back to the work of Sampath et al. [51] and Canaday et al. [52]
in 1980s. As we know, interest in fuel cells grew in the late 1990s and so the number of
the published models. Towards the early 2000s, emergence of faster computers made it
possible to simulate more advanced and complex models which lead to the development
of a large number of multi-dimensional, non-isothermal, and multi-phase fuel cell models.
Reviews on the mathematical modeling and simulation of fuel cells can be found in
[1223] where the multitude of models are summarized and classied based on model
approach (analytical, semi-empirical, or mechanistic), scope (microscopic/macroscopic,
single component/whole cell/stack/system level), computational domain (single-domain
or multi-domain), dimensionality (1D, 2D, 3D)1, number of phases (single phase or multi-
phase), dynamics (steady-state or transient), complexity and details (thermal analyses,
catalyst degradation, contact resistances, gas channel design, etc.), etc.
This review mainly discuss previously published mechanistic, macroscopic models




for fuel cell stacks which is the focus of this thesis proposal. Here, mechanistic modeling
refers to the derivation of di¤erential and algebraic equations based on the physics
and electrochemistry governing the phenomena in the cells. These equations mainly
includes conservation laws for the di¤erent transport processes taking place. As we
know, most of the fuel cell layers are made of porous materials and in a porous medium
the conservation equations can be derived and solved on micro-scale (for each pore),
but it is not only computationally expensive and time-consuming, it also requires the
complex microstructure to be known a priori. A more convenient approach would be to
average the micro-scale equations over an elementary volume, resulting in macro-scale
equations. In this way, in macro-scale or macroscopic modeling, the modeling domain
can be considered as a randomly arranged porous structure that can be described by
a small number of variables, i.e., transport properties such as porosity, permeability,
conductivity, etc. and as such the small scales are not needed to be resolved explicitly.
With the help of macro-scale modeling, not only the transport phenomena occurring in
the cell and stack can be investigated but it also allows to carry out several studies on
e¤ect of material properties, ow eld design, thermal and water management, numerical
optimization, etc.
There are numerous mathematical models published on modeling of stacks for dif-
ferent types of fuel cells, e.g. PEMFC, DMFC, SOFC, MCFC, etc. Broadly speaking,
there exist two categories of the stack models according to the computational domain
boundaries taken into consideration. First is the stack-manifold models, for which the
stacks are modeled along with the manifolds for reactant gases and coolant. Second is
the manifold decoupled stack models, for which the stack is decoupled from the mani-
folds by assigning the inlet velocities for the reactants for each cell. These models are
mainly concerned with stack itself and not the manifolds or auxiliary equipment such




A number of stack-manifold models are developed for fuel cell stacks by modeling ow
distribution in the manifolds and stack altogether. Boersma and Sammes [53, 54], and
Thirumulai and White [55] are among the early stack models of this category. Boersma
and Sammes [53, 54] developed a model to predict the ow distribution along the height
of a planar SOFC stack. The stack is viewed as a network of hydraulic resistances
to the ow of gas. The ratio between the average ow and the ow in the upper
cell of the stack were determined. It was found that the distribution of cathode gas
needs more attention than the distribution of the anode gas in the design of internally
manifolded SOFC stacks. Thirumulai and White [55] developed a PEMFC stack model
by integrating model of reactant ow in the gas ow channels and stack manifold as a
pipe network with the 2D isothermal single cell model of Nguyen and White [56]. It was
found that the gas distribution and hence the stack operating e¢ ciency depends on the
ow-eld design used. The existence of an optimal ow eld and manifold design was
identied.
The manifold ow distribution in plate heat exchanger type MCFC stack was inves-
tigated by Hirata et al. [57] who conducted 3D ow analysis to examine the e¤ect of gas
channel height on the gas-ow uniformity and pressure drop. A nite volume method
ow analysis code PHOENICS was employed for the calculations. The inuence of gas
channel height on the gas di¤usion was evaluated by solving species transport equation
analytically, and an optimum gas channel height was found. Later, they examined the
combining and dividing pressure losses in the junctions of the manifold main-tube and
separator channel [58]. Similarly, Koh et al. [59] presented a 2D model to solve the pres-
sure and ow distribution in a MCFC stack. Darcys law was used to model gas-ow
through gas channels of each cell whereas macroscopic mechanical energy balance with
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pressure-loss by wall friction and geometrical e¤ects was used to model gas-ow in the
manifolds. They studied the e¤ects of pressure losses from di¤erent origins and showed
that the local energy loss in stack manifolds played an important role in determining
the pressure and ow distributions in stacks.
Li and co-workers [6064] published a number of studies on PEMFC stack-manifold
modeling. Their model comprises two parts [60]: rst, the model determines the dis-
tribution of pressure and mass ow rate for the fuel and oxidant streams through a
hydraulic network analysis; using these distributions as operating conditions, the per-
formance of each cell in the stack is estimated with a previously developed mathematical
model [65]. The model was applied to compare voltage spread in a 50-cell stack for two
types of manifold congurations: a Ushape, where both the inlet and outlet of the
air collectors are at the same end plate, and a Zshape, where the inlet and outlet are
at opposite sides of the stack. Finally, methods of attaining a uniform mass ow rate
distribution and hence, uniform voltage for all cells were examined.
The ow network approach was also followed by Karimi et al. [61] to determine the
pressure and ow distributions while including the minor losses due to sharp turns in
the ow channels and conuence/branching ows at the manifold-channel intersections.
The inclusion of minor losses was found to increase the stack operating pressure and to
alter the voltage spread in the stack. Further, di¤erent inlet-outlet congurations were
tested and an optimum topology was found with reasonably low compressor requirement
and minimum voltage spread. Karimi and Li [62] later used this model [61] to study the
performance of a PEMFC stack operating on hydrocarbon reformate gas as the anode
stream. The presence of CO2 in the anode feed leads to in-situ reverse water gas shift
reaction forming CO which is detrimental to the cell performance. The simulations
indicate that the CO concentrations in the cells are inuenced by the stack operating
temperature, water content, and oxygen bleeding of their anode streams.
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A thermal model was later incorporated by Park and Li [63] to estimate the temper-
ature distribution throughout the stack. Thus, their model consists of three parts: i) the
ow network solver for pressure and mass ow distributions for the reactant gas streams
and cooling water, ii) the heat transfer solver for temperature distribution among the
cells in the stack, and iii) the fuel cell model for individual cell performance. The ow
and temperature distribution have a di¤erent inuence on the stack performance. A
judicious matching of the two distributions can provide the ideal uniform cell voltage
distribution and yield the optimal stack performance. Karimi and Li [64] came up
with another extended version of their model where they integrated the ow network
approach with a partially ooded gas di¤usion layer model. The model was used to esti-
mate the design and operating conditions under which water ooding could be initiated
in a PEMFC stack.
Similar to Lis group, Chang et al. [66] presented a model which also couples ow
distribution with unit cell performance. They solved mass and momentum conservation
equations for the ow and pressure distributions of the fuel and oxidant manifolds, while
an earlier unit cell model was used to determine cell performance. The stack model was
used to investigate the sensitivity of stack performance to operating conditions (inlet
velocity and pressure) and design parameters (manifold, ow conguration and friction
factor).
Computational uid dynamics has also been employed to investigate the pressure
variation and the ow distribution in the manifold of fuel cell stacks [67, 68]. Chen et
al. [67] constructed a 2D stack model composed of 72 cells lled with porous media to
investigate the e¤ect of design parameters such as the permeability of the porous media,
the manifold width and the air feeding rate on the uniformity of the ow distribution in
the manifold. In order to simplify this model, electrochemical reactions, heat and mass
transport phenomena in the cells are ignored. Mustata et al. [68] performed numerical
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simulations to study the airow inside a 300 W PEMFC stack considering the full 3D
geometry and full Navier-Stokes equations. The model was solved for both U and Z
manifold congurations. It has been shown that the limitations of pipe-network approx-
imations make them inappropriate for the use to calculate gas ows in PEMFC stacks.
The main reason for this is the large number of exits to (and from) the plates, which
forces the ow in the collectors not to follow the typical pattern inside a cylindrical duct.
Similarly, Jiao et al. [69] presented numerical simulations of the 3D, unsteady, laminar,
multi-phase (air-water) ow for the cathode side of the three-cell parallel serpentine
PEMFC stack considered with the inlet and outlet ow manifolds. The results showed
that there were signicant variations of water distribution and pressure drop in di¤erent
cells over a period. Finally, some suggestions related to water management in PEMFC
stacks were discussed.
Detailed CFD models have also been developed for SOFC stack-manifold systems
[7073]. Bi et al. [70] performed 3D simulations to study the ow distribution in
planar SOFC stacks with di¤erent number of cells. The e¤ects of design parameters,
such as the channel height and length, the height of the repeating cell unit and the
manifold width, on the ow uniformity are examined. It was found that the ratio of
the outlet manifold width to the inlet manifold width is a key design parameter that
a¤ects the ow uniformity. This observation was veried and an optimal value of this
parameter was determined with a 2D analytical model. Chen et al. [71] performed
CFD simulations to optimize the manifold for a specic 10-cell planar modular short
SOFC stack with a counter-ow distribution pattern. The gas transport processes within
the stack can be simply described by the mass continuity and momentum conservation
equations disregarding any electrochemical reactions and thermal e¤ects. The e¤ects
of inlet/outlet manifold position, radius, and fuel and air ow path arrangement on
the ow distribution quality among the 10-cell stack were investigated. Park and Bae
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[72] applied a multiphysics model (the mass, momentum, energy and species balance
equations) for SOFC stack using the commercial software STAR-CD in integration with
custom FORTRAN codes for the physical property model and electrochemical reaction
model. 3D simulations were performed to compare the e¤ect of ve kinds of manifold
designs (i.e., parallel, serpentine, expanding, tapering and dual-ow hybrid designs)
on a 6-cell stack performance. Yan et al. [73] built a 3-cell stack of anode supported
planar SOFC to evaluate the application of an external-manifold design. A mathematical
model comprising transient 3D mass, momentum, and energy conservation equations was
formulated to investigate the stack inuenced by gas and temperature distribution. The
simulation results suggested that the external-manifold design could generate a uniform
gas distribution for a short stack, but uneven temperature distribution in the stack may
cause the performance di¤erence of individual cells.
3.2 Manifold decoupled stack models
This class of models considers only the stacked cells in the computational domain; stack
is decoupled from the manifolds by assigning the inlet velocities to the reactants for each
cell. This type of stack models can be further classied into two subcategories:
3.2.1 Reduced models
Modeling of the larger stacks generally involves simplications with a loss of detail and
resolution of the salient features of the electrochemical and transport phenomena. Such
reduced models can be found for di¤erent type of fuel cells, e.g., PEMFCs, DMFCs,
SOFCs, MCFCs.
Owing to the exothermic nature of the electrochemical reactions occurring in a fuel
cell, thermal management is an important consideration for stack design. Maggio et
al. [74] investigated the temperature and current density proles in a solid polymer
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electrolyte fuel cell stack using a 3D model. They modeled conservation of energy in the
cooling plate, cooling water and membrane electrode assembly to obtain the temperature
proles, while the operating voltage of the stack was calculated an empirical relationship
[75]. The model of Maggio et al. [74] was developed for steady-state operation, but the
model of Lee et al. [76, 77] allowed transient simulations. Lee et al. [76, 77] also
determined the temperature distribution within the stack using conservation of energy,
whereas the electrochemical performance of the stack was evaluated using the empirical
model of Kim et al. [78].
The empirical approach was extended by Yu et al. [79] to include liquid water e¤ect
with the help of a two-phase model and studied water and thermal management for Bal-
lard PEMFC stack. They proposed a model which takes a set of gas input conditions
and stack parameters such as channel geometry, heat transfer coe¢ cients, and operating
current. The model can be used to optimize the stack thermal and water management.
Cozzolino et al. [80] investigated the electrochemical and thermal behavior of a PEMFC
stack in -CHP applications through experiments and empirical modeling. Good agree-
ment was obtained between calculated and measured values of thermal power recovered
from the PEMFC stack in the whole operating range. Ramousse et al. [81] investigated
the temperature and potential proles in an air-cooled PEMFC stack using a 3D heat
transfer model and a empirical relationship to estimate the operating voltage of a cell
[82]. A good agreement between the experimental and the simulated temperatures is
achieved in steady-state as in dynamic regime. Their study demonstrated that temper-
ature disparities in the stack can cause large voltage disparities from one cell to another,
and the global stack performance could be improved by ensuring a uniform temperature
distribution among the cells.
Several 1D models for fuel cell stacks have been developed considering only the
direction across the MEA sandwich (from anode to cathode side). Argyropoulos et
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al. [83, 84] presented a 1D thermal model to predict the temperature distribution of
DMFC stack. However, the two-phase ow in the anode of DMFC was not taken into
account. Cao et al. [85] developed a 1D two-phase mathematical model for the thermal
investigation of DMFC stacks. The e¤ects of various congurational (number of cells,
bipolar plate thickness, channel to rib ratio) and operational (current density, the fuel
concentration,the reactant ow rates) parameters on the thermal distribution of the
stacks were systemically studied.
Sundaresan and Moore [86] proposed a 1D thermal model to analyze the startup
behavior of a PEMFC stack from a sub-freezing temperature. Unlike a lumped stack
model, the model considers several layers constituting the cell and stack. The layered
model can reveal the e¤ect of the endplate thermal mass on the end cells, and facilitates
the evaluation of internal heating methods that may mitigate this e¤ect. However, the
model considers a large value of the heat source term at the anode which does not allow
the model to predict the asymmetric phenomena of performance across the stack. This
issue was overcome by Shan and Choe [87] who developed a highly dynamic model for
PEMFC stack based on single cell with layers and captured asymmetric temperature
distribution through the cells. The asymmetric distribution is a result of larger heat
generated at cathode than the anode. The dynamic behavior of the stack was inves-
tigated at two operating conditions: a startup and a step load. The quasi 1D model
was extended by Park and Choe [88] to include two-phase e¤ects for a 20-cell PEMFC
stack. The temperature non-homogeneity is observed in simulation, especially in the
rst and last 4 cells in the stack. The transient analyses considered the dynamics of
temperature, oxygen and vapor concentration in the gas di¤usion media, liquid water
saturation, and the variations of water content in the membranes at a multi-step load.
Shan et al. [25] later developed a 2D dynamic model for a 2-cell PEMFC stack con-
sidering the uid and thermal characteristics. The model can calculate dynamic and
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spatial distributions of pressure and reactants, current density, temperatures and poten-
tial in a stack. Khandelwal et al. [89, 90] also investigated cold start and shutdown of
PEMFC stack through 1D thermal dynamic models. Philipps and Ziegler [91] presented
a non-isothermal, dynamic model considering a single channel in a single cell with 1D
equations along the channel length (using a plug-ow approximation). They aimed for
a numerically-e¢ cient model suitable for nonlinear model predictive control which was
obtained through the following simplications. First, the minimal cell components are
modeled, e.g., GDL is not modeled and the membrane is assumed to be at steady-state.
Second, the spatial dependency of the fuel cell parameters is neglected as the energy and
mass balance equations are reduced to ordinary di¤erential equations in time. Third,
the reduced equations are solved for a single cell and the results are upscaled to describe
the fuel cell stack.
A 1D, multiphysics, dynamic fuel cell stack model was presented by Gao et al. [92].
The stack model is obtained by combining the individual cell models. The stack model
was validated temporally and spatially against a Ballard Nexa 1.2 kW 47-cells stack.
A detailed dynamic time constant analysis in electrical, uidic and thermal domains
was preformed. Further, the non-homogeneity across the fuel cell stack was discussed
and a novel stack model spatial reduction method was proposed in order to reduce the
simulation time. Since the cells in the middle of the stack have the same behavior during
the simulation, the k-cells in the homogeneous zone of the stack can be reduced to a
single equivalent cell in the model, and the cells at the end of the stack are kept as full
scale model.
Reduced dimensional/averaged models have been developed as an alternative to
computationally expensive CFD-based modeling. Wetton and group [38, 39, 93, 94]
considered transport through the MEA as a 1D process (averaged over the cross-channel
direction) coupled to 1D models of channel and coolant ow. Promislow and Wetton [93]
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developed a steady-state heat transfer model for PEMFC stacks. It considered averaged
quantities in the cross-channel direction, ignoring the e¤ect of the gas and coolant chan-
nel geometries. The model is used to evaluate the local temperature di¤erence between
the coolant and membrane, and the characteristic number of cells anomalous heat is
spread to. Kim et al. [94] proposed an electrical interaction model for PEMFC stacks
and validated it for a 15-cell Mk 9 stack using two types of anomalies, two locations
and di¤erent quantities of anomalies. Berg et al. [38] followed a similar approach to
give analytic insight into the e¤ect of the electrical coupling, including estimates of the
extent of the coupling in terms of the number of adjacent cells a¤ected. Chang et al. [39]
using 1 + 1D approach proposed the separation of the complex stack model into com-
putationally manageable parts. The model shows good agreement with experiments in
terms of global behavior, overall water crossover, and also current density under various
operating conditions.
The 1+1D approach was also used by Burt et al. [95] to model a 5-cell planar SOFC
stack. The approach is expanded to include multiple cells in a stack with tempera-
ture, heat ux, and total current communicated between neighboring cells. A parallel
computing environment was employed to perform the simulations with each cell com-
puted using a separate processor (CPU). The parallelization scheme utilized a message
passing interface protocol where cell-to-cell communication is achieved via exchange of
temperature and thermal uxes between neighboring cells. The model was used for
investigating cell-to-cell voltage variation by considering the impact of ow distribution
and heat transfer on the stack.
Kulikovsky [36] reported a model of a direct methanol fuel cell stack following 1+1D
approach. The model solves an elliptic equation for the potential distribution in the
bipolar plates with a mass conservation equation for anode and cathode. The model
was used to study the e¤ect of multiple resistive spots on stack performance; a 100-cell
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stack with a various number of spots is simulated. The e¤ect of spots is twofold: they
increase local current and polarization voltages in the una¤ected part of the cells, and
induce inplane parasitic current in bipolar plates.
Yuan [96] examined the 3D temperature and current density distributions for a 10-
cell planar SOFC stack with non-uniform ow rates in the stacking direction. The model
includes 1D ow, mass, and heat conservation in air and fuel channels, and 2D energy
conservation for the cells and interconnectors. The energy equations couple the heat
exchange between the interconnector and both the cell and the owing gas of adjacent
cells. The results show that the non-uniform inlet ow rate of the fuel dominates the
current density distribution while the air dominates the temperature eld in the stack.
An e¢ cient parallel algorithm was demonstrated with a 3D electrical model by Ku-
likovsky [97] to qualitatively understand the current transport while ignoring the heat
and mass transport e¤ects. The 3D Laplace equation for stack potential can be reduced
to a set of 2D Poisson equations for voltages of individual bipolar plates. The 2D Pois-
son equation for voltage of each bipolar plate is solved on a separate processor. Upon
completion of an iteration, adjacent modules exchange values of currents and poten-
tials; the process continues until convergence is achieved. The proposed algorithm was
illustrated for understanding the e¤ect of current-free spots on stack performance. The
same algorithm was later deployed to simulate the coupled electric and thermal e¤ects
of the single circular resistive spot in a 15-cell fragment of a planar SOFC stack [98].
Ny et. al. [99] also simulated a 3D electrical model for 8-cell PEMFC stack. To allow
coarse meshes and e¢ cient computation, only one partial di¤erential equation for charge
conservation was solved. The model allows the study of electrical phenomena such as
the mechanism of cell interactions, non-equipotential bipolar plates, higher cell voltages,
or internal loop of current, and was found to be useful to analyze the inuence of stack
parameters, operating conditions, and perturbations.
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A quasi-2D model was developed by Lai et al. [42] for the e¢ cient computation of
the steady-state current density, species concentration, and temperature distributions
in planar SOFC stacks. There were two major assumptions: i) the physical elds across
the width direction, perpendicular to the ow direction, remain largely unchanged,
and ii) the thickness dimensions of a cell are small, and the physical properties in
the thickness direction are constant for each domain in the cell. The second assumption
leads to a simplied model such that only four control volumes are used along the out-of-
plane direction of the cell, i.e., interconnect, fuel, positive electrode/electrolyte/negative
electrode assembly, and air. The authors discussed simulation results for a multi-cell
stack to show the capability of the model on capturing cell to cell variations.
Yoshiba et al. [100] developed a numerical analysis model to calculate the tempera-
ture prole, current prole, and individual cell voltage for an MCFC stack. The model
comprised 1D mass balance and 3D heat balance equations for di¤erent cell components.
Good agreement was obtained for the individual cell voltage and temperature proles
with experimental data (51-cells stack and 14-cells stack) of two gas ow type stacks.
The model was used to compare ve gas ow geometries. Lee et al. [101] modeled a
parallel ow 150-cell MCFC stack. The model comprises mass balances of the anode
and cathode gases, and energy balance equations for the separator, anode gas, matrix
with an electrolyte, and cathode gas in each cell of the stack. The gradients of temper-
ature and concentration in the direction of cell height, i.e., z-direction are ignored; the
x-directional length and the y-directional width are divided into 20 elements, respec-
tively. The operating voltages of each cell were adjusted in order to get the same value
of average current density. As a result, voltages of each cell increase slowly up to the
15th cell, maintain a constant value in the middle cells, and decrease from the 145th
cell. This is because the temperatures of the upper and lower cells are low compared
to those of the middle cells. The Current density distributions were found to be more
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uniform in the lower and the upper cells than those in the middle cells.
A quasi-3D, non-isothermal two-phase model was presented by McIntyre et al. [43]
for a 1 kW class DMFC stack. A parallel computing environment was deployed using a
large number of cores (about a thousand or more). This approach allows fast simulation
of large stacks comprising hundreds of cells. Each cell has a resolution of approximately
600 points per side meaning 360,000 total grid points for a fuel cell of 10  10 cm2.
The model was used to study the e¤ect of non-uniform methanol distribution over the
surface of a single cell in a 5-cell stack. The same model was later extended to include
two-phase transport processes within the cell [102]. A simple model for the condensation
front is developed describing ooding as a step change in the oxygen di¤usivity in the
cathode backing layer.
3.2.2 Detailed models
Detailed mechanistic models provide geometrical resolution and resolve the essential
physics taking place. Such models in the form of non-linear coupled PDEs are com-
putationally time-consuming, in general. For example, Beale et al. [103] examined
three distinct approaches referred to as presumed-ow methodology (PFM), a ow-based
methodology based on a distributed resistance analogy (DRA), and detailed numerical
model (DNM) of ow, heat and mass transfer and electrochemistry for modeling a single
cell and 10-cell SOFC stack. The results showed that the direct numerical method is
the most accurate method for a single cell. For large stacks, however the DNM requires
large computational meshes, resulting in prohibitive computational cost. Under these
circumstances, simpler approaches such as PFM and DRA can potentially supplant at
a fraction of the computational cost.
Liu et al. [24] simulated an air cooled mini fuel cell stack comprising 6 cells in which
the active area was 8 cm2. For simplicity, the ow eld was considered to be a porous
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medium with a porosity of 0.67 according to the geometry of the ow channel which
took 2/3 of the total volume. With this simplication, the number of grid points can be
reduced by at least four times. Furthermore, the model ignored the source/sink terms
in the continuity equation, the presence of liquid water and heat transfer within the
cell. Despite the above simplications, the model requires around 30 h to converge with
2500 iterations on a personal computer (Intel Pentium IV 2.4 GHz and 1 GB RAM).
A good agreement was found for stack performance between experiments and model
predictions at low current density (i.e., lower than 0.1 A cm 2); however, the model
failed to predict accurately as the current density increases. Cheng and Lin [28] also
presented an isothermal single phase model for a 6-cell PEMFC stack. The numerical
predictions of polarization curves agree well with experimental data. The model was used
to investigate the possibility of obtaining evenly distributed cell voltages by adjusting
the channel width ratios or the heights of gas channels of the cells.
A steady state 3D CFD model for a 6-cell PEMFC stack was developed by Shimpalee
et al. [26]. The stack consists of double serpentine gas channels that has four passes
on both the anode and cathode ow-elds. In total, around 5 million computational
cells were created for nite control volume calculations. The continuity equation, the
NavierStokes equations, the species transport equations, and the energy equation were
solved along with a water phase change model where homogeneous two-phase ow was
assumed. It was not possible to solve the model with a single processor computer due to
a large number of computational cells; PRO-HPC, a parallel computing implementation
of STAR-CD, with eight nodes of a Linux cluster was used for the simulations. A good
agreement was obtained for the polarization curve from experiments and model calcula-
tions. Spatial distributions of current density, membrane water content, overpotential,
and temperature were evaluated and studied.
Le and Zhou [29] applied volume-of-uid model to investigate the dynamic per-
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formance of a 3-cell mini stack. The 3D, transient, multi-phase model comprehensively
accounted for all detailed physics, including uid dynamics, multi-component transport,
heat transfer, phase change and electrochemical reactions in the MEA components and
stack manifolds. This method is very useful for gaining fundamental insight into the
local behavior in a stack for short time periods (1 s) but, due to the computational
cost is not suitable for simulating large stacks over practical operating periods.
Zhai et al. [33] presented a fully coupled non-isothermal, electrochemical and trans-
port 3D model for a 10-cell PEMFC stack. The model includes ve conservation laws
of mass, momentum, species, energy, and charge. A hexahedral mesh with 487,326 grid
cells was created for nite volume simulations. The authors compared the e¤ects of
di¤erent thermal operating conditions (thermostatic, adiabatic, and heat exchange op-
eration), and the e¤ects of heat transfer coe¢ cients for di¤erent materials on the spatial
non-homogeneity of stack voltage and output power density.
Kvesic et al. presented 3D CFD models of a 5-cell high temperature PEMFC stack
using hydrogen [31] and reformate gas [32] as fuels. An averaged volume (porous volume)
approach is followed to mimic the ow distribution in the cell ow elds. The ow
distribution in the stacks manifolds was simulated separately. The simulation results
are validated against the local measurement of temperature and current density in the
stack. With the aid of the validated model the general inuence of co-ow and counter-
ow of anode, cathode and coolant was investigated. The optimum conguration with
regard to current density homogenization is anode and cathode in counter-ow with
cooling and anode in co-ow.
Peksen [104] presented a coupled thermouid/thermomechanical analysis of a 36-
layer production scale planar SOFC stack. The stack considers the cell, wire mesh
as well as the glass-ceramic sealant and the interconnector plates, frames modelled in
3D. The conservation of mass, momentum and energy, involving incompressible laminar
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ow coupled with heat transfer are solved using the nite volume discretization. Two
di¤erent stress-strain formulations for the metal components and the sealant component
were used to describe the thermomechanical behavior of the stack components. The large
simulations were performed on JUGENE, a super computer available at their research
center. The model was used to extract detailed information about thermomechanically
induced stress within the whole fuel cell stack. The 3D transient thermomechanical
behavior of a full scale planar type SOFC short stack has been analyzed in another
work of Peksen et al. [105]. The heating-up, operation and shutdown stages of a full
thermal cycle were discussed in detail.
Pfa¤erodt et al. [106] conducted steady-state CFD simulations of a 4-cell plus one-
indirect internal reformer (IIR) stack. Using a 6  6 mapped mesh for each cell and
Lagrange-Quadratic elements, the discretized model has 19,292 degrees of freedom. The
calculation time required to solve the model is about 15 min on a Dual Intel Xeon CPU
3.20 GHz with 3.5 GB of RAM. The simulation results reveal that the fuel cells within
the stack operate at di¤erent temperatures which is expected to have an impact on the
voltages as well as the degradation rates within the individual fuel cells.
Kim et al. [107] presented a dynamic model for MCFC stack considering a repeating
unit of the stack, which consists of eight cells and one IIR. Mass and energy balance
in the form of partial di¤erential equations is reduced to a set of ordinary di¤erential
equations through discretization using the cubic spline collocation method and the nite
di¤erence method. It requires approximately 30 min to obtain the transient responses
of the stack over 5 h using a PC with an Intel CPU (Core i5 2.6 GHz). The simulation
results show that cells 3 through 6 have similar dynamic and static behaviors, whereas
cells 1, 2, 7, and 8 exhibit di¤erent behaviors because of the inuence of the IIR.
Verda and Sciacovelli [108] presented a 3D model of a MCFC stack composed of
15 circular cells, considering heat, mass and current transfer as well as chemical and
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electrochemical reactions. Simulations were performed in order to highlight di¤erences
in the performances of the individual cells. The model was used to investigate possible
improvements that can be achieved by introducing design changes at stack level.
3.3 Summary
In this chapter, the published research articles on mechanistic modeling of fuel cell stacks
are discussed. The review summarizes numerous models developed for di¤erent types
of fuel cell stacks and classies them according to di¤erent criteria. While seeking to
capture the overall behavior of stacks researchers continually upgraded the previously
derived models; multi-dimensional, multi-phase, transient models have been developed.
It has been observed that the multitude of physicochemical phenomena occurring during
fuel cell operation makes simulation of the models very intense and time-consuming and
hence, these models could not have been exploited to their full extent. The prohibitive
computational cost have conned the research on mechanistic modeling to the cell level;
only few research articles have appeared on the detailed mechanistic modeling of fuel
cell stacks [24, 26, 28, 29, 3133, 103108] which are also limited to small stacks up to
around 5 to 10 cells. As such, the literature review sets the framework where we work
for developing alternate strategies for modeling and simulation of fuel cell stacks, that
seek to cut down on the computational cost by several orders of magnitude whilst not




In this chapter, we will summarize the mathematical formulation for a single-phase non-
isothermal model for PEMFC equipped with porous ow elds (see Fig. 4.1) which will
be used throughout this thesis for demonstrating various concepts. The porous nature
of ow eld allows a reduction in dimesionality from three to two dimensions due to slip
and no-ux conditions that can be assigned at the sidewalls in the spanwise direction.
We note that other types of common ow elds parallel and serpentine ow elds 
can also be represented by porous counterparts through spatial smoothing [109].
Transport phenomena in a fuel cell can be described in the form of mathematical
equations for the conservation of mass, momentum, species, energy, and charge. These
steady-state governing equations along with several constitutive relations are outlined
for a PEMFC consisting of several functional layers ow eld (¤), gas di¤usion layer
(gdl), catalyst layer (cl), and membrane (m). The equations are written in generalized
vector notation, therefore they can be applied one-, two, or three-dimensional models.
The base-case parameters are given in a tabular form towards the end of the chapter;
the same values of the base-case parameters are adapted for all the chapters unless
specied. The presented mathematical formulation has been calibrated and validated
in [46] against three fuel cell experiments.
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Figure 4.1: Schematic of a PEMFC equipped with porous ow elds. Boundaries are marked
with Roman numerals (N.B. hMEA = 2 hcl + hm)
4.1 Governing equations
The conservation of mass, momentum, species, energy and charge in the PEMFC can
be expressed as
r  (v) = Smass; (¤, pb, cl, el) (4.1)
rp =  

v + Smom;(¤, pb, cl, el) (4.2)
r Ni = Si; (¤, pb, cl, el) (4.3)




+ Stemp; (everywhere) (4.4)
r  im = Spot; (cl, el) (4.5)
r  is =  Spot; (sp, ¤, pb, cl) (4.6)
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where the molar uxes of species, Ni and current densities, i are dened as
NO2 = cO2v DeO2rcO2 ; (¤, pb, cl in the cathode) (4.7)




F   mMmDH2O;mr (el)
cH2Ov DeH2OrcH2O (elsewhere)
; (4.9)
im =  mrm; (4.10)
is =  srs: (4.11)























+ Jc4F (O2, cathode cl)
  Jc2F (H2O, cathode cl)

















For the coolant ow elds, we only need to consider conservation of energy and
charge, which can be written as
(l)c(l)p U




+ Stemp; (c¤) (4.13)
r  ( srs) = 0 (c¤) (4.14)
In the above equations,  is the density, v is the velocity, p is the pressure,  is the
dynamic viscosity,  is the hydraulic permeability of the porous medium, cp is the
specic heat capacity, T is the temperature, ke is the e¤ective thermal conductivity,
im is the ionic current density, and is is the electronic current density. In the molar ux
of species (Eqs. 4.7 and 4.8), ci and De¤i denote the molar concentration and e¤ective
di¤usivity of species i. The ux of water in the membrane (Eq. 4.9) due to electro-
osmotic drag and di¤usion is expressed using a phenomenological model [110] in terms
of the membrane water content,  where nd is electroosmotic drag coe¢ cient, im is the
current density carried by protons, F is Faradays constant, DH2O;m is the di¤usivity
of water in the membrane, m and Mm are the density and equivalent weight of the
dry membrane, respectively. In the ux of current density (Eqs. 4.10 and 4.11), m
represents the potential of the ionic phase and s the solid phase; m and s are the
electrical conductivities of proton and electron transport, respectively. In Eq. 4.13, (l)
and c(l)p are the density and the specic heat capacity of the liquid coolant (H2O in
this case), U cool is the average velocity of the ow through the porous coolant plates
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(N.B. for passive ow in a channel comprising a porous medium with slip-conditions, a
constant velocity prole is obtained, which is given by U cool in Eq. 4.13), and ex is the
streamwise coordinate vector.
4.2 Constitutive relations





where R is the universal gas constant and M denotes mixture molecular weight expressed
as a function of the molar fraction xi




; (i = O2, H2, N2, H2O) (4.17)
The molar fraction of nitrogen is given by
xN2 = 1  xO2   xH2   xH2O (4.18)






where pH2O is the partial pressure of water vapor, dened as
pH2O = xH2Op (4.20)
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and psatH2O is the saturation pressure of water and expressed as a function of temperature
[110]
log psatH2O(atm) = c1 + c2(T   T0) + c3(T   T0)2 + c4(T   T0)3; (4.21)
with c1; c2; c3; c4; and T1 as constants.
Therefore, the molar fraction of water vapor at both the inlets, xinH2O, can be deter-






By retaining the ratio xO2=xN2 = 21=79; which corresponds to the composition of am-





The inlet velocity of the two streams is calculated based on stoichiometry as follows












where a;c is the anode and cathode stoichiometry dened as the ratio of the number of
moles supplied to the number of moles consumed (w.r.t H2 at anode and O2 at cathode).
















with ;  = H2; O2; H2O; N2; (4.27)































Further, the thermal conductivity for the di¤erent layers in the fuel cell can be calculated
as,
k = "kmix + (1  ") ks; (4.30)
where ks = k ; kgdl; kcl; km are the thermal conductivities of the solid phase of the ow
channel, GDL, CL and membrane, respectively.
The gas mixture specic heat capacity at constant pressure, cp; is written as




where cp;i = (cp;H2 ; cp;O2 ; cp;H2O; cp;N2) are the specic heat capacities of hydrogen, oxy-
gen, water and nitrogen, respectively, and are temperature dependent, according to [56]
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cp;H2 = 28:84 + 7:65 10 5 (T   273)  3:29 10 6 (T   273)2 + 8:70 10 10 (T   273)3 ;
(4.32a)
cp;O2 = 29:10 + 1:16 10 3 (T   273)  6:08 10 6 (T   273)2 + 1:31 10 9 (T   273)3 ;
(4.32b)
cp;H2O = 33:46 + 6:88 10 3 (T   273) + 7:60 10 6 (T   273)2   3:59 10 9 (T   273)3 ;
(4.32c)
cp;N2 = 29:00 + 2:20 10 3 (T   273) + 5:72 10 6 (T   273)2   2:87 10 9 (T   273)3 :
(4.32d)
The mass di¤usion coe¢ cient for each species i depends on the local temperature and













where D0i is the di¤usion coe¢ cient for species i at a given temperature T
0 and gas
pressure p0. In the porous media, we apply a Bruggemann correction to determine the
e¤ective di¤usivity of species i as follows
Dei = "
3=2Di: (4.34)
4.3 Phenomenological membrane model
We apply Springers phenomenological membrane model [110] to describe the water
transport in the electrolyte membrane. The amount of water in the membrane is gen-
erally expressed in terms of the water molecules per sulfonic group, which in turn can
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be expressed in terms of the water activity, aw, as
 =
8>>>>>><>>>>>>:
0:043 + 17:81aw   39:85a2w + 36:0a3w; aw 6 1
14 + 1:4 (aw   1) ; 1 < aw 6 3
; (4.35)





The two important parameters in the ux of water transport in the membrane are
the electroosmotic drag coe¢ cient, nd, and di¤usivity of water, DH2O;m, and they are







3:1 10 7 [exp (0:28)  1] exp   2436T  for  6 3
4:17 10 8 [1 + 161 exp ( )] exp   2436T  for 3 < ; (4.38)
The correlation for the proton conductivity in the conservation of charge equation
is also given as a function of water content










In Eq. 4.39, we have to take care when  < 0:627 since the proton conductivity
expressed by the above equation will be negative. However, Fimrite et al. [112] have
shown that the water content in the membrane typically not lower than 1.5. Also, the
pure anhydrous form of the membrane ( = 0) is not common, because complete removal
of water requires heating to a temperature at which decomposition of the membrane
begins to occur. Based on the above arguments, approximately one and a half water
molecules per sulfonate head are assumed to remain in the membrane as a minimum
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value of water content. Therefore, we will set the value of water content  equals to 1.5
in equations (4.38) and (4.39) if the predicted value of  from equation (4.35) is lower
than 1:5. Furthermore, we also assume that the water content  takes the value of 16.8
when aw > 3:
4.4 Electrochemistry and agglomerate model
The electrochemistry at the two electrodes is described by two limiting cases of the
Butler-Volmer equation. The low overpotential values at the anode side allows the
linearization of the Butler-Volmer equation whereas a Tafel equation can be applied to

































The latter is further modied by employing an agglomerate model to account for the
additional mass transport resistances inside the spherical agglomerate, polymer and
liquid water lms which are assumed to cover the agglomerates. The agglomerate model
is introduced only for the cathode side, as the oxygen reduction reaction is more sluggish
than the hydrogen oxidation reaction.

















1 + 2 + 3
; (4.42)
In Eq. 4.40, 4.41, and 4.42, Ja;c are volumetric current densities for anode and
cathode; jrefa;c are the respective reference exchange current densities; a;c are transfer
coe¢ cients; HO2;pol is Henrys constant for the air-polymer interface; 1; 2;and 3 are the
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correction factors due to the mass transfer resistances of the agglomerate, the polymer,
and the liquid water lms, respectively.
The cathode volumetric reference exchange current density, jrefc , is assumed to be














and the overpotentials, a;c, are dened as
a;c = s   m   Erev: (4.44)
where, the reversible potential, Erev; is equal to zero for the anode side and is expressed
as a function of temperature for the cathode side, that is
Erev = E
0
rev + k1(T   T2); (4.45)
with E0rev denoting the reversible potential at standard conditions, and k1 and T2 are
constants.
Further, the volume fractions of pores, polymer and agglomerates in the catalyst



















The carbon loading can be determined from the platinum loading,mPt and mass fraction
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where mpol is the polymer loading, hcl is the thickness of catalyst layer, and m, Pt,
and C are the densities of polymer, platinum, and carbon, respectively. In this way,
one can determine the porosity of the catalyst layer knowing the values of mPt, !Pt,
and mpol:
The correction factor, 1, represents the resistance for mass transfer through the




[ coth()  1)] (4.52)

















4.4. Electrochemistry and agglomerate model
The e¤ective di¤usion coe¢ cient of oxygen in ionomer inside the agglomerate, DeO2;agg,















where apol is the agglomerate surface area per unit volume of the catalyst layer and is
given as
apol = 4nagg(ragg + pol)
2 (4.57)


























where HO2;liq is Henrys constant for the air-water interface, DO2;liq is the di¤usion
coe¢ cient of oxygen in liquid water, liq is the thickness of liquid water lm and aliq is













  (ragg + pol) (4.60)







 Inlets: At the anode and cathode inlets (I and II), velocity, species concentrations,
and temperature are specied whereas insulation condition is applied for electric
potential.
u = U inc ; cO2 = c
in
O2 ; cH2O = c
in





u = U ina ; cH2 = c
in
H2 ; cH2O = c
in





The inlet velocities can be computed based on stoichiometries as shown in Eq. 4.24,
4.25, whereas the inlet concentrations can be calculated based on the humidity
contents of the streams.
At the coolant ow eld inlet (IX)




 Outlets: At the outlets of both streams (III), reference pressure is specied; insu-
lation conditions are applied for other variables, i.e., velocities, species concentra-
52
4.5. Boundary conditions
tions, potential and temperature




















 Walls: At the vertical walls (IV), we specify no normal ow using as well as zero














At the upper wall (XII), we set the potential for potentiostatic mode and the
current for galvanostatic mode, and temperature as
T = T cool; s = Ecell (potentiostatic) / i = iapp (galvanostatic) (4.68)
Similarly, at the lower wall (XI), we set the potential and temperature as
T = T cool; s = 0 (4.69)
 Interfaces: At the current collector/ow eld interface (VIII), we specify no normal







At the ow eld/gas di¤usion layer (V)
pjV+ = pjV  ; vjV+ = vjV  (4.71)
At gas di¤usion layer/catalyst layer interface (VI), electrolyte phase is discontin-




At catalyst layer/membrane interface (VII), the componential uxes of hydrogen












The base-case parameters including geometrical and operating parameters, material
properties, etc. for an experimental single cell [114] are summarized in table 4.1.
Parameter Value Units Reference












;D0O2 (11:03; 7:35; 3:23) 10 5 m2 s 1 [116]
DO2;m 3:1 10 7 exp( 2768=T ) m2 s 1 [117]
Ea 73269 J mol 1 [119]
E0rev 1:23 V [116]
F 96487 A s mol 1 -
HO2;liq p0  5:08 exp( 498=T ) Pa m3 mol 1 [117]




9; 3:5 105 A m 3 [116];[46]
ksp; k 16:3; 0:1; 13:3 W m 1 K 1 [120];[121]
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kgdl; kcl; km 1:5; 1:5; 0:1 W m 1 K 1 [122];[123]
kH2 ; kH2O (20:28; 2:16) 10 2 W m 1 K 1 [118]
kN2 ; kO2 ; k
(l) (2:82; 2:89; 65:8) 10 2 W m 1 K 1 [118]
MH2 ; MH2O; MN2 ; MO2 (2; 18; 28; 32) 10 3 kg mol 1 -
Mm 1:1 kg mol 1 [116]
mpol; mPt 10
 2; 0:4 10 2 kg m 2 [114]
p0 101325 Pa -
R 8:314 J mol 1 K 1 -
ragg 5:4 10 7 m [46]
a; c 1; 0:65 - [116];[46]
" ; "gdl 0:635; 0:77 - [114]
cl; gdl 6:1 10 11 m2 [114]
 ; m 10
 8; 10 18 m2 [24];[124]
 1:9 10 5 kg m 1s 1 [123]
H2 ; H2O (0:97; 1:10) 10 5 kg m 1s 1 [118]
N2 ; O2 (1:94; 2:26) 10 5 kg m 1s 1 [118]
C; m (1:8; 2) 103 kg m 3 [117];[116]
Pt; 
(l) (21:45; 0:983) 103 kg m 3 [117];[122]
s;sp; s; 1:37 106; 105 S m 1 [120];[123]
s;cl; s;gdl 491 S m 1 [125]
!Pt 0:2 - [114]
c1; c2  2:1794; 2:953 10 2 -, K 1 [110]
c3; c4  9:1837 10 5; 1:4454 10 7 K 2; K 3 [110]
k1  9 10 4 V K 1 [116]
T0; T1; T2 273:15; 353:15; 298:15 K [116]
Geometry
hc ; hsp; h 6 10 4 m [125]
hgdl; hcl; hm 1:1 10 4; 2 10 5; 5:1 10 5 m [125]
hcell 2:711 10 3 m -
L 0:1 m -
Operating conditions
ha; hc 100% - [125]
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s 0 - -
pref 1:5 105 Pa [125]
T cool; T ina ; T
in
c 333:15; 338:15; 328:15 K [125]
U cool; U ina;c 0:3; 1 m s
 1 -
Table 4.1: Base-case parameters.
4.7 Modication of the discontinuous relations
In the current model, one can note that the functional relationship of water content, 
vs activity, aw. is discontinuous when a equals to 1 and 3 (see Eq. 4.35). The same
holds for relationship of the di¤usivity of water in the membrane, DH2O;m and water
content, , at the value of  equals to 1.5 and 3 (Eq. 4.38). The two relationships are
inherent in Springers phenomenological model for water transport and are used by a
majority of the PEMFC modeling studies.
Discontinuities in constitutive relations are di¢ cult to handle while solving the PDEs
numerically and could lead to convergence problems. To improve the robustness of the
model, such discontinuities should be eliminated. Using Maple 13 [126], we modify
the above two relationships to make them smooth at the points of discontinuity; the
procedure is briefed below.
We select a point on each side of the point of discontinuity. A third order polynomial
is assumed to connect the two points selected around a point of discontinuity and is given
by
f = aX3 + bX2 + cX + d (4.74)
Selection of the two points can be customized and one can select them as near as possible
to preserve the accuracy of the relationship. The coe¢ cients of the polynomial are then
analytically estimated using Maple 13 such that the polynomial ts the original function
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Figure 4.2: Relationship between water content () vs water activity (aw). (- - -) original,
and ( ) modied, discontinuities are zoomed in.










































Figure 4.3: Relationship between di¤usion coe¤cient of water in membrane (DH2O;m) vs
water content (). (- - -) original, and ( ) modied, discontinuities are zoomed in.
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at the two selected points. In this way, we conclude with a piecewise function where a
third order polynomial replaces the original function in the region of discontinuity (see




Strategy for Modeling of Fuel Cell
Stacks
5.1 Introduction
Mathematical modeling and simulation have found widespread use in the research and
development of fuel cells; however, the majority of detailed mechanistic models that
provide geometrical resolution and resolve the essential physics have focused on the cell
level so far [13, 1519, 22, 23]. At the stack level, only a few detailed mechanistic models
can be found [2433], which are limited to small stacks of up to around 5 to 10 cells.
Modeling of larger stacks generally involves simplications [36, 42, 43, 66, 67, 80, 81, 83,
84, 8991, 95, 102, 103, 127130] with a loss in the level of detail and resolution of the
salient features of the electrochemical and transport phenomena.
In essence, detailed mechanistic models typically consider conservation of mass, mo-
mentum, species, energy and charge in the form of a system of coupled nonlinear elliptic
partial di¤erential equations (PDEs) with the relevant boundary conditions and consti-
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tutive relations to ensure a well-posed problem. While these models can be solved rea-
sonably fast and e¢ ciently for a single cell, the associated computational cost for stacks
quickly becomes prohibitive because of the large number of functional domains separa-
tor plates (sp), gas ow elds (¤), coolant ow elds (c¤), porous backings (pb), catalyst
layer (cl), electrolyte (el) in each and every cell in a stack (see Fig. 5.1). One strategy
to deal with such large simulations is to deploy clusters of computers or other types
of parallel computing environments to speed up calculations, yet these simulations still
take on the order of hours or days for fuel cell stacks [13, 22, 27, 43, 95, 97, 98, 128, 131].
Another possible strategy to reduce the overall complexity and associated computational
cost of a stack model is to address the underlying mathematical nature of the system of
equations. Care has to be taken though so as not to reduce the delity of model predic-
tions especially when reductions sacrice leading-order phenomena or dimensionality.
This strategy was demonstrated in [132], where a leading-order reduced mathematical
model for a proton exchange membrane fuel cell (PEMFC) stack was derived and shown
to cut down the computational cost by 2-3 orders of magnitude (depending on stack
size). The leading-order solution was, however, found to be unable to capture the redis-
tribution of physical quantities for stacks subjected to signicant perturbations between
cells a key phenomenon in fuel cell stacks [37, 38, 94].
In light of the promise the reduced model [132] holds in terms of computational
e¢ ciency even for large stacks of hundreds of cells or more, we shall here seek to overcome
its main limitation by exploring a hybrid strategy that exploits the inherent nature of the
dependent variables. In short, we shall argue that the dependent variables exist either
locally in each cell or globally throughout the stack whence their PDEs can be split
up into two separate groups. The local variables can now be solved at leading order
with a space-marching algorithm whilst the global are allowed to retain their elliptic
nature; iteration between the two groups then links them together into a complete stack
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model. We demonstrate the proposed strategy for the steady-state operation of a 10-cell
PEMFC stack subject to non-uniform operating conditions for the individual cells.
The layout of the chapter is as follows. First, we introduce the mathematical formu-
lation for the full and proposed hybrid model for a PEMFC stack, which is then followed
by a summary of the hybrid coupling methodology. After a description of numerics nec-
essary to solve the models, the results of the hybrid model for both the global and local
behavior are veried against those of the full model. The savings in computational cost
in terms of memory usage and computing time are then discussed before drawing the
conclusions.
5.2 Mathematical formulation
Let us start by turning our attention towards a typical fuel cell stack as illustrated
schematically in Fig. 5.1, which comprises several single cells connected in series; each
cell further contains several functional layers. A detailed mechanistic model needs to
consider coupled transport phenomena mass, momentum, species, energy, and charge
in all of the relevant length scales that can be found in the stack. Since the cells in a
stack are connected via impermeable graphite or metallic plates, transport of mass, mo-
mentum, and species is conned to individual cells; in contrast, the transport of energy
and charge occurs across the cells and throughout the entire stack. Thus, the transport
phenomena in the fuel cell stack, from the viewpoint of their scales of occurrence, can
be classied into two categories:
 Local to a cell: conservation of mass, momentum and species. At this scale, the
inherent slenderness in the functional layers of the cell and the relatively imper-
meable nature of all layers except for the ow eld can be exploited to reduce the
elliptic PDEs to parabolic counterparts and even ordinary di¤erential equations
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Figure 5.1: Schematic for a PEMFC stack comprising n cells, denoted by j (a); mathematical
nature of the governing equations for the full stack model (b) and reduced stack model (c):
elliptic PDEs (), parabolic PDEs (!) and ODEs (j).
(ODEs) with signicant savings in computational cost [46, 132135].
 Global to the stack: conservation of energy and charge. At this scale, we retain
the elliptic nature of the PDEs since there is no slenderness that can be exploited
at leading-order. (N.B.: It should be possible to still reduce the equations, but we
shall not pursue that here; see the Conclusions for a short discussion.)
This in turn suggests that a hybrid modeling strategy based on these two groups
should be feasible and allow for signicant reduction in computational cost without
sacricing the delity of model predictions for the stack. We shall justify the strategy a
posteriori by comparing the model predictions from the hybrid strategy with solutions
from the full non-reduced set of equations.
To demonstrate the proposed hybrid methodology, we consider a two-dimensional
(2D) PEMFC stack system comprising n number of single cells and n 1 number of liquid
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coolant plates (Fig. 5.1); and the single-phase steady-state model [46, 132] that accounts
for conservation of mass, momentum, species (O2; H2O and N2 in the cathode; H2, H2O
and N2 in the anode), energy, and charge (see Chapter 4). The cells are equipped with
porous-type ow elds for reactant gases as well as for coolant plates and are operating
in coow mode. We use porous ow elds in order to exploit the fact that they can
conveniently be reduced from three dimensions (3D) to two dimensions (2D) and note
that the other types of common ow elds parallel and serpentine ow elds can
also be represented by porous counterparts through spatial smoothing [43, 109, 135].
As discussed earlier, the governing equations for conservation of mass, momentum,
and species can be reduced to a set of parabolic PDEs in the ow elds, and ODEs in
the other functional layers as summarized below:
















= 0; (¤) (5.2)
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v; (pb, cl, el) (5.4)











such that they satisfy conservation of mass in the ow elds; here, u and v are the
velocities in the x- and y-direction, respectively. Note that we solve for  and p
in the ow elds, in lieu of u, v, and p, whereas we solve for v and p in the gas
di¤usion layer, catalyst layers and membranes.
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We refer to [46] for detailed discussion on the reduction methodology and validation
with experiments; and [46, 132] for other model details boundary conditions, consti-
tutive equations and base case parameters. (N.B.: The strategy is generic and can be
extended to account for multi-phase ow or 3D geometries that cannot be reduced to
2D.)
5.3 Hybrid coupling methodology
To couple the solutions for the dependent variables at the local and global level, we
iterate between the two as illustrated in the owchart in Fig. 5.2. In essence, the
following steps are carried out:
1. The local dependent variables in the form of reduced equations are solved; here, we
solve reduced equations for the global variables as well to nd good initial guesses
for the elliptic solver (not necessary, but does speed up overall calculations).
2. The distributions of the local dependent variables are mapped to a geometry and
computational mesh for the solver of the global dependent variables: energy and
charge transport.
3. The global dependent variables are solved.
4. The global dependent variables are mapped to the geometry and computational
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Figure 5.2: Flowchart for hybrid simulation strategy for fuel cell stacks.
mesh for the local dependent variables.
5. Step 1 is repeated without solving for temperature and charge, which are evaluated
from the mapped solution obtained by step 4.
6. Step 2 to 5 are repeated until the relative error between successive iterations for
each variable is less than the specied tolerance.
7. Finally, the solutions for all dependent variables are mapped to geometry for post-
processing.
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5.4 Numerics
The commercial nite-element solver, Comsol 3.5a [136], which allows for the solution
of generic di¤erential equations, was employed to solve the 2D full and hybrid models.
The elliptic equations in the full model as well as in the hybrid model were solved with an
elliptic solver that resolves both the space dimensions altogether, whereas the reduced set
of equations (parabolic PDEs and ODEs) was solved by resolving the y-direction as the
computational domain and then marching along the x-direction with a spacemarching
algorithm using a transient solver. In other words, the local dependent variables were
solved on a 1D transient domain and the global variables on a 2D stationary domain.
A total of 62 mesh elements were used in the y-direction for each cell in the stack
(both in full and reduced model) and 60 elements in the x-direction for the full set,
whereas the reduced model is simulated for 120 time steps in the x-direction treating
x as a timelike variable. The direct solver, Pardiso was chosen as the linear solver
for the full non-reduced equations in both the full and hybrid model. For the reduced
set of equations, we chose Umfpack as the linear solver and backward di¤erentiation
formula with adaptive time stepping as the space marching scheme. Quadratic Lagrange
elements were employed with a relative convergence tolerance of 10 4 for all variables.
Further, solutions from all the models were tested for mesh independence.
We employed automated model generation [132] to build the numerical stack mod-
els both for full and reduced set of equations by exploiting the bidirectional interface
between Comsol and Matlab [137]. In brief, the automated procedure in the form
of a Matlab script manipulates Comsol-associated structures, called the FEM struc-
tures that contain the numerical formulation of the entire model, and automates the
steps that are necessary to obtain numerical solutions of the mathematical model: viz.,
drawing the geometry, meshing, implementing the mathematical equations, solving, and
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post-processing. This approach thus allows for a large reduction in time, since the time
spent on manually setting up and solving large stacks is shortened considerably.
The hybrid stack model couples the two FEM structures according to the method-
ology described in the last Section. For bijective mapping of the dependent variables
from one domain to another, the same number of elements (mesh points) are assigned
in the y-direction, and the output times for the transient solver are chosen accordingly.
Further, the solutions on the Lagrange nodes are stored in di¤erent order for the two
domains: as a vector for 2D stationary and as a matrix for 1D transient. Hence, we per-
mute the solution from the source domain to the order of the destination domain while
mapping the solutions. The convergence criterion for the hybrid strategy was computed







where N is the number of degrees of freedom, Ei is the estimated absolute error between
iterations, Wi is dened as max(Ui; Si), where Ui is the current solution, and Si was set
to 0.1 of the mean of the solution.
All computations were carried out on a workstation with a hexacore processor of 12
threads (3.2 GHz) and a total of 64 GB random access memory (RAM). The peak mem-
ory usage was estimated from the task manager taking the di¤erence of idle computer
memory and the peak memory during the simulation runs. The real execution times
(wall-clock time) were determined from Matlabs tic-toc commands with all unneces-
sary processes stopped to ensure reasonably accurate estimates.
Finally, we note that the hybrid strategy does not rely on the nite-element as such;
the strategy could be implemented with other numerical techniques as well, such as
the nite-di¤erence and nite-volume method. Furthermore, one could implement the
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reduced and full set of equations in a high-level programming language such as Fortran
or C; and implement numerical algorithms based on, e.g., a Keller box or a modied
box method.





















Figure 5.3: Polarization curve for a 10-cell stack with perturbed cathode inlet velocities;
symbols for the full model and lines for the hybrid counterpart.
5.5 Verication
So far, we have employed an understanding of transport phenomena scales local to a cell
or global to the stack to propose a hybrid-modeling and simulation strategy for fuel cell
stacks. Now, in order to verify that the hybrid model does indeed capture the behavior
of the full model with redistribution of current and heat ux for the stack, we proceed by
considering a 10-cell PEMFC stack operating under non-identical operating conditions.
In this regard, we introduce a leading-order perturbation in the inlet velocities for the
cathodes, given by
U inc;j = U
in
c + jU; (5.10)
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Figure 5.4: Local current density distributions for a 10-cell stack (Estack = 3 V) along the
x-axis at the interface between the cathode catalyst layer and the membrane for the full set of
equations in cell (N) 1, () 5, () 10; and corresponding predictions of the hybrid set in lines.












Figure 5.5: Local temperature distributions for a 10-cell stack (Estack = 3 V) along the x-axis
at the interface between the cathode catalyst layer and the membrane for the full set of
equations in cell (N) 1, () 5, () 10; and corresponding predictions of the hybrid set in lines.
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Figure 5.6: Local oxygen concentrations for a 10-cell stack (Estack = 3 V) along the x-axis at
the interface between the cathode catalyst layer and the membrane for the full set of equations
in cell (N) 1, () 5, () 10; and corresponding predictions of the hybrid set in lines.
where j denotes the number of the cell in the stack, U inc;j is the inlet velocity at the cathode
of cell j, and U is the increment in inlet velocity from cell to cell. For demonstration
purposes, U is chosen such that the inlet velocity increases by a factor of 2 between
the rst and the last cell, which is larger than the typical variation in inlet velocities
between 5 and 25% that have been studied for stacks comprising 25 to 100 cells [6668].
We start by comparing the global behavior in the form of polarization curves pre-
dicted by the models based on the full and hybrid sets of equations, as shown in Fig. 5.3.
Overall, the agreement is good with a maximum relative error less than 1%. Similarly,
and most importantly, the redistribution of the current density and the temperature
distribution between cells in the stack due to the perturbed inlet velocities at the cath-
odes is captured with a maximum relative error less than 1%; see Fig. 5.4-5.5 for the
rst, fth, and tenth cell in the stack at an operating voltage of 3 V. The stack voltage
is chosen to be in the concentration polarization region, which is the most nonlinear op-
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Full set Hybrid set
DoF 1:5 105 6:1 104
2-cell stack Time (s) for 1.6, 1.2, 0.8 V (3 ) 39; 57; 110 (3 ) 9; 13; 18
Memory (GB) 2:2 0:67
DoF 3:9 105 1:6 105
5-cell stack Time (s) for 4, 3, 2 V (6 ) 130; 150; 340 (7 ) 26; 27; 39
Memory (GB) 5 1:2
DoF 7:8 105 3:1 105
10-cell stack Time (s) for 8, 6, 4 V (11 ) 210; 330; 750 (13 ) 35; 53; 82
Memory (GB) 9 2
Table 5.1: Computational cost for the full and hybrid sets; the numbers in the brackets
indicate the time required to automatically generate the numerical stack model before solving
it.
erating regime that corresponds to high current densities with larger spatial variations
in the dependent variables. The hybrid strategy has thus removed the limitation of the
earlier derived stack model [132], which could not capture the redistribution across the
cells.
Finally, let us verify the local dependent variables that were solved with reduced
governing equations. We do so for the oxygen concentration in Fig. 5.6 and again
nd good agreement with the predicted distribution from the full set of non-reduced
equations; the other dependent variables show the same agreement, but are not shown
here for the sake of brevity.
5.6 Computational cost and e¢ ciency
Now that the delity of the hybrid model has been veried, let us proceed to address the
computational cost and scalability. We expect that the hybrid strategy should lead to
signicant computational savings as compared to simply solving the full set of equations
both in terms of memory and convergence time. This is indeed the case, as can be
seen in Table 5.1, which compares the degrees of freedom (DoF), memory requirement
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Figure 5.7: Scale-up tests for the hybrid model: () memory usage, () time for setting up
the numerical stack models, and (N) convergence time (at a typical operating voltage of
roughly 0.6 V for each cell).
and the time required to reach the converged solution for the full model and hybrid
counterpart for three di¤erent stacks, comprising 2, 5, and 10 cells, respectively. All
stacks are simulated for the same amount of perturbation in cathode inlet velocities
across the stack, i.e., the inlet velocity increases by a factor of 2 between the rst and
the last cell. The DoFs for the hybrid strategy decrease as compared to the full set
of equations which leads to substantial savings in the convergence time and memory
requirements. Generally speaking, we nd that around 80% less memory and execution
time is needed for hybrid simulations than for full model simulations for stack sizes up
to around 10 cells: e.g., a 10-cell stack at 6 V can be simulated within 1 min and 2 GB
of RAM with the hybrid strategy as compared to 6 min and 9 GB of RAM for the full
counterpart. As the operating potential decreases, the mathematical equations become
more nonlinear rendering the model more di¢ cult to solve, which is evident from the
increased computational time for both the models at lower voltages.
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On our workstation, the computational cost for the full model becomes prohibitive
for stacks with 50 or more cells, unless one switches to iterative solvers that are less
robust and need ne-tuning. However, the hybrid strategy can simulate the behavior
of stacks up to around 350 cells with a robust solver as depicted in Fig. 5.7. Here, we
see that the computational cost in terms of memory usage, time required for setting up
the models (done automatically with the automated code generator), and convergence
time increase roughly linearly with the number of cells. One could pursue larger stacks
by switching to an iterative solver for the global variables governed by elliptic PDEs
in order to decrease the memory requirements doing so would be at the expense of
robustness, however.
5.7 Conclusions
We have proposed and demonstrated a hybrid strategy to tackle the prohibitive compu-
tational costs of solving detailed mechanistic models for fuel cell stacks whilst capturing
the essential physics in particular the redistribution of current and heat ux between
cells in a perturbed stack.
In essence, the strategy relies on exploiting the scales and nature of the dependent
variables: chemical species, momentum and mass are local to cells and their governing
equations can be reduced mathematically by invoking the slenderness and impermeable
nature of the functional layers found at the cell level; whereas charge and temperature
are global to the stack, and thus retain their elliptic nature. The strategy was veried
with good agreement by comparing with solutions obtained from solving the non-reduced
full set of equations.
Around 80% computational savings both in terms of memory usage and execution
time were achieved with the hybrid strategy for stacks up to around 10 cells. In addition,
the strategy allows for the simulation of larger stacks: e.g., it took less than an hour to
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simulate a perturbed 350-cell stack.
Here, we solve the full set of equations for energy and charge transport coupled
with the reduced equations for other transport processes. Another possible approach
could be to continue with the asymptotically reduced equations for all the transport
phenomena augmented with the next-order solutions of their asymptotic series to resolve
the redistribution of the energy and charge between the cells. An alternate strategy could
be to secure analytical solutions of the elliptic governing equations for charge and energy
and couple these with the reduced formulation for the local dependent variables.
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Chapter 6
An Aggregate Measure for Local
Current Density Coupling in Fuel Cell
Stacks
6.1 Introduction
A fuel cell stack, depending on the power and voltage requirements, typically comprises
tens or even hundreds of single cells that are connected in series by means of impermeable
graphite or metallic bipolar plates. Although all the cells in a stack have to exhibit the
same total current, as they are connected in series, the local current density distribution
in a cell might di¤er from that in a neighbouring cell for a variety of reasons: manu-
facturing variabilities [138140]; external manifold design, leading to dissimilar reactant
ow rates into cells [43, 66, 95, 141, 142]; degradation of one or more cells [143]; and
external boundary conditions, such as heat transfer with the surroundings. Dissimilar
local current density distributions in two adjacent cells give rise to in-plane currents and
electric potential gradients (x-direction in Fig. 6.1) in the bipolar plate between them
[144]. If the design of the bipolar plates and operating conditions of the stack do not
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allow for su¢ cient redistribution of the current, the local current density distributions
in adjacent cells will start to inuence and perturb each other. For example, one poorly
operating or perturbed cell could a¤ect the performance of several or more of the other
cells in the stack. Thus, the local current density coupling of cells could be detrimental
for the performance and life time of the stack [37].
The current density coupling between cells in a stack has been addressed earlier in
experimental [34] as well as in computational studies [3543]. It has been found that
high electrical conductivities of bipolar plates [35, 41] and small cell sizes [35] reduce
the coupling between cells; however, an aggregate measure that can quantify the degree
of coupling has not been determined. The aim of this chapter is therefore to nd such a
measure, if it exists, with a view to determining a criterion for when two adjacent cells
do not e¤ect each others local electrical behavior.
In this regard, we investigate the charge transport in a two-dimensional electric
conductor, which represents a bipolar plate situated between two adjacent cells in a fuel
cell stack. This is done in three steps. First we derive an analytical solution for the
electric potential in the plate connecting two cells with dissimilar local current density
distributions; here, the latter is taken to arise as a result of di¤erent stoichiometries
at the cathodes. Second, a dimensionless number that characterizes the local current
density coupling for the electrical conductor is identied. Third, the bounds on the
number and the degree of coupling between two cells are then veried in the context of
a validated non-isothermal model for a proton exchange membrane fuel cell (PEMFC)
stack.
6.2 Mathematical formulation
We consider the smallest possible stack, a 2-cell stack as illustrated in Fig. 6.1, and start
by formulating the steady-state conservation of charge for the bipolar plate separating
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the two cells (0  x  L;  h  y  0) which is subject to insulating boundary conditions
at x = 0 and x = L and two local current density distributions of the two cells at y = 0
and y =  h:
xx + yy = 0 (6.1)
x(0; y) = 0 (6.2)
x(L; y) = 0 (6.3)
 y(x; h) = I1(x) (6.4)
 y(x; 0) = I2(x) (6.5)
(0; 0) = E0 (6.6)
Here,  is the electric potential,  is the electrical conductivity, and h and L are the
thickness and the length of the conductor, respectively; x; y and xx; yy denote the
rst and second derivatives with respect to x and y respectively; I1(x) and I2(x) are
the current density distributions in two adjacent cells and, so as to conserve current










I2(x)dx = iapp; (6.7)
where iapp is the applied current density. The last boundary condition, Eq. 6.6, denes
a reference potential, E0, which is roughly on the order of the stack operating voltage
divided by the number of cells at this point; we shall later in the discussion redene E0.
Let us take the average absolute deviation, , as a measure of the uniformity of the






jE0   (x; 0)jdx (6.8)
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Figure 6.1: Schematic of a 2-cell stack.
where (0; 0) has been taken as the reference potential. Now, if the potential gradient
along the bipolar plate is negligible as compared to the potential drop through the
membrane electrode assembly (MEA) at the leading order, the two cells would not be
able to sense each others local behavior and thus can be said to be decoupled. Thus,
we seek to determine the conditions for which
 MEA: (6.9)
6.3 Analysis
Let us consider the ow maldistribution of the reactants [43] as the reason for dissimilar
current distributions in the two adjacent cells and note that the derivation would still
hold for other factors giving rise to the variation. We proceed with a worst-case scenario
in which the two adjacent cells operate at the opposite extremes with respect to the
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cathode stoichiometry, c: i.e., c ! 1 and c !1, respectively. Analytically, the local
current density can be written as a function of the stoichiometry and the streamwise
position in a PEMFC as follows [145]:









where ~I and ~x denote the dimensionless current density and x coordinate, respectively;
these are dened later in Eq. 6.13.
The right-hand side of Eq. 6.10 can be simplied for two limiting cases: rst, when
the stoichiometry approaches one, c ! 1, the current density distribution takes the
form of a Dirac delta function centered at ~x = 0; and second, when the stoichiometric
ratio is large, c !1, it corresponds to a uniform current density distribution:
lim
c!1
~I1(~x) = 2(~x) (6.11)
lim
c!1
~I2(~x) = 1 (6.12)
Here, we have assigned the local current density distributions in the rst and second cell
to be ~I1(~x) and ~I2(~x), respectively for a worst-case scenario (Note that the Dirac delta
function is multiplied by 2 in order to satisfy global conservation of the current, given




















determining the scale for the potential drop,   iapph=; from Eq. 6.5, and then
solving the charge conservation equation by separation of variables, which yields
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By writing the dimensionless form of the average absolute deviation of the electric





































For the decoupling between cells in a stack that we consider here, we require ~ 1























and nally the following bound for the dimensionless number
 3 (6.21)
to ensure current density decoupling of the two cells. (N:B.: The most accurate bound
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on the dimensionless number depends on the magnitude of " as given by Eq. 6.19.).
For a typical fuel cell, MEA is of the same order of magnitude as the reversible





This form of the dimensionless number does not require information about the potential
drop which depends on operating current density and varies from cell to cell and
is thus easy to use for design purposes as we show later in Verication. We note that
 comprises both the electrical conductivity and cell length, which have both been
identied earlier [35, 41] as two key parameters that govern the current density coupling
of the cells.
As a nal step in the analysis, let us exploit the relation between the potential
drop and average current density in the form of a typical polarization curve to identify
additional physical and geometrical parameters inherent in . For example, for a fuel
cell operating before or in the ohmic region, one can write the potential drop across the















where the rst and second terms on the right-hand side denote the activation losses and
the ohmic losses in the membrane electrode assembly; R is the universal gas constant, T
is the temperature, F is Faradays constant,  and i0 are the transfer coe¢ cient and the
reference exchange current density comprising both anode and cathode contributions
[146]; hMEA is the thickness and MEA is the conductivity of the membrane electrode
assembly. We can now redene  for the two cases that appear:
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with the temperature, transfer coe¢ cient and reference exchange current density
appearing as additional physical parameters.





with the dimensionless number for the current redistribution only depending on
the materials and geometry of the stack; i.e., independent of the potential drop
and current density. Further, the coupling between cells decreases when the cell re-
sistance (here, hMEA=MEA) increases; a similar observation has been made earlier
by Kulikovsky [37].
6.4 Verication
We have thus far analyzed the charge transport for a bipolar plate placed between two
cells operating at the opposite extremes of the cathode stoichiometry and identied a
dimensionless number that characterizes the local current density coupling of the two
cells. In fact, the dimensionless number comprises parameters that have been identied
in previous studies [35, 37, 41], which is promising. Now, in order to verify this aggregate
measure and its relevance, we proceed by considering a two-dimensional model of a 2-
cell PEMFC stack, operating at di¤erent cathode stoichiometries: 1:00001 and 10. The
two di¤erent stoichiometries correspond to the cases considered in the analysis section;
i.e., c ! 1 and c ! 1, respectively. In essence, the PEMFC model [132] solves for
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conservation of mass, momentum, species, energy, and charge in the functional layers
of the cell: bipolar plate, ow eld, porous backing, catalyst layer and membrane. A
detailed agglomerate model is considered for evaluating the local current densities at
the cathode catalyst layer. For the sake of brevity, we refer to [132] for further details
on the mathematical formulation and parameters.
The two cells operating at di¤erent cathode stoichiometries should exhibit di¤erent
local current density distributions; i.e., the cell operating at a stoichiometry near to unity
is expected to exhibit a more non-uniform current density distribution as compared to
the other cell subjected to higher stoichiometry. This is indeed the case, as can be
inferred from Fig. 6.2a, which compares the current density distributions of the two
cells at a stack voltage of 1:2 V, corresponding roughly to around 0.6 V for each cell
(a typical operating point for the PEMFC) and operating current density, iapp = 4
103 A m 2. Here, the bipolar plate is made out of stainless steel with an electrical
conductivity on the order of 106 S m 1, and a thickness and length of 10 3 m and 10 1
m, respectively, whence 1  3 10 2, which satises the condition for decoupling:
1  3.
In contrast, the current density distributions of the two cells a¤ect each other when
we increase 1 as shown in Fig. 6.2b-d, and start to move towards each other. In other
words, the cells become coupled not only through the average current that has to pass
through each cell in the stack, but also on the local level when 1 & 3.
To further quantify the local current density coupling of the two cells as a function
of the dimensionless number, let us introduce the coe¢ cient of determination (R2) of
the current density distributions of the two cells:
R2 = 1 
R L
0 (I1 (x)  I2 (x))2 dxR L
0 (I1 (x)  iapp)2 dx
(6.26)
83






























Figure 6.2: Local current density distributions in a two-cell stack at a stack voltage of 1.2 V
for di¤erent values of the dimensionless number. The two cells are operating at di¤erent
cathode stoichiometries: 1:00001 for cell #1 (solid lines) and 10 for cell #2 (dashed lines).















Figure 6.3: R2 of the current density distributions in the two cells decreases as the
dimensionless number is decreased.
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As illustrated in Fig. 6.3, 1 & 3 corresponds to higher values of R2 & 0:5, which
indicates more or less similar current density distributions in the two cells and, thus,
a strong coupling. As the dimensionless number is decreased, R2 decreases  and so
does the coupling. When 1 becomes much less than 3 (. 10 2), R2 approaches zero
suggesting that the current density distributions of the two cells are of the two cells are
highly di¤erent as they should be because of the two radically di¤erent stoichiometries.
Thus, it can be said that the cells are decoupled when 1  3 or 1 . 10 2. These
observations support both the form of the dimensionless number and the constraint for
which decoupling of local current densities of two cells can be achieved in a fuel cell
stack.
So far, we have investigated the current redistribution in the x- and y-direction
only by assuming a uniform current density in the spanwise direction, z-direction, of
the stack. If one is interested in the redistribution in the spanwise direction, one can
replace the length, L, with the spanwise width of the stack in the expression for the
dimensionless number; in doing so, care has to be taken when choosing the conductivity
and the width. The former could, e.g., be anisotropic for the bipolar plates, and the
latter could, e.g., be reduced to a width based on a repeating geometrical unit for the
ow channels. Having determined the dimensionless number for both directions, the
larger value should be considered as the one governing the decoupling in the stack.
6.5 Conclusions
We have analyzed charge transport in a two-dimensional electric conductor representing
a bipolar plate in a fuel cell stack and obtained a dimensionless number as a measure
of the local current density decoupling of the cells. Two cells are said to be decoupled
when they do not a¤ect each others local behavior, which is the case when  3: The
condition for the decoupling ensures a negligible potential gradient along the length of
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bipolar plate (here, in the x-direction in Fig. 6.1) and thus does not allow the cells
to sense each others local behavior. The criterion could be of use for fuel cell stack
designers, as well as for the designers of stacks of other electrochemical devices, when
selecting the bipolar plate material and dimensions, so as to minimize the spread of
disturbances in a cell to neighbouring cells.
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Chapter 7
Interchangeability of Potentiostatic and
Galvanostatic Boundary Conditions for
Fuel Cells
7.1 Introduction
Mathematical modeling of fuel cells with microscopic equations of change often involves
the potential of one or two phases: electrons in the solid phase and ions in the electrolyte.
The conservation of charge is usually formulated as the divergence of the current density,
where the current density is postulated to follow Ohms law; i.e., as a linear relation of
the potential in a particular phase. The conservation of charge is expressed as an elliptic
partial di¤erential equation of second order in two- or three-dimensional geometries,
which can be solved once the functional form of the electrical conductivity usually a
constant, function and/or tensor that accounts for di¤erences in through- and in-plane
conductivities  has been determined and the necessary boundary conditions (BCs)
invoked. The latter typically takes the form of a Dirichlet condition with a specied
potential or a Neumann condition with a specied current or insulation.
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For fuel cells, mathematical models have been reported with both constant potential
[147158] (referred to as potentiostatic BC) and constant current BCs [44, 45, 159162]
(referred to as galvanostatic BCs). Typically, the two kinds of BCs do not have any
distinct advantage over each other to predict the performance of a cell operated under
constant inlet velocities; however, once a stoichiometric ow condition which in turn
depends on the average current density  is introduced, the use of the potentiostatic
condition requires an iterative approach in order to determine the correct inlet velocity
that corresponds to the prescribed stoichiometry [149, 153, 163]. In such a situation,
the galvanostatic BC is more advantageous since the inlet velocities can be directly
determined without any need for numerical iterations.
The galvanostatic BC, however, has been found to disturb the local current density
distribution in the cell [44, 164].This is especially the case if the current density distri-
bution at the bipolar plate is uneven usually its exact functional form is unknown a
priori to computations. This implies that the two kinds of BCs are not interchangeable
by default. In this context, Meng and Wang [44] found that increasing the electronic
conductivity of the bipolar plate reduces the di¤erence in the current density distribu-
tion under the two kinds of BCs; a similar argument has been reported in [45] as well.
However, a systematic mathematical analysis of charge transport is lacking in order to
determine the conditions that have to be satised in order to ensure interchangeability
of BCs.
The aim of this chapter is therefore to address galvanostatic and potentiostatic BCs
in multidimensional fuel cell models with a view to determining when these can be in-
terchanged without inuencing the current density distribution at the catalyst layer at
leading order. This is accomplished by considering a conductive layer in which conserva-
tion of charge together with Ohms law is solved analytically. A dimensionless number
that characterizes the interchangeability of galvanostatic and potentiostatic BCs for an
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electrical conductor is then identied; this turns out to be the same number that governs
the local current density decoupling in fuel cell stacks. The results of the analysis are
then further studied in the context of an earlier non-isothermal one-phase ow model
for a proton exchange membrane fuel cell (PEMFC).
7.2 Mathematical formulation
We consider steady-state conservation of charge for a slender two-dimensional rectangle
that occupies 0  x  L;  h  y  0 and is subject to insulating BCs at x = 0 and L;
a galvanostatic BC at y = 0 and a prescribed current density distribution at y =  h:
xx + yy = 0 (7.1)
x(0; y) = 0 (7.2)
x(L; y) = 0 (7.3)
 y(x; 0) = iapp (7.4)
 y(x; h) = I(x) (7.5)
(0; 0) = E0 (7.6)
Here, i is the current density,  is the electronic potential, h is the thickness, L is
the length, iapp is the applied current density,  is the electronic conductivity, E0 is a
reference potential that is prescribed in an arbitrary point, here taken at (x; y) = (0; 0),





I(x)dx = iapp; (7.7)
so as to conserve current globally.
In the above formulation, a galvanostatic BC is specied at the top, y = 0. If a po-
89
7. Interchangeability of Potentiostatic and Galvanostatic BCs
tentiostatic condition in the form of a specied potential had instead been invoked, there
would have been a uniform electric potential at the top. To explore the interchangeabil-
ity of the BCs, we shall employ a galvanostatic BC whilst seeking the conditions that
also ensure a uniform potential distribution at the top at leading order; i.e. variations
in the potential should be negligible. As a measure of the uniformity of the potential at






jE0   (x; 0)j dx; (7.8)
note that we take (0; 0) as the reference. The layer we consider here represents a bipolar
plate or a current collector in a fuel cell, and we seek to determine the conditions for
which  E0:
7.3 Analysis
The mathematical formulation is at this stage similar to our earlier analysis of the local
current density decoupling in fuel cell stacks; the di¤erence is that I(x) is here a arbitrary
function instead of an known function. We follow a similar procedure to arrive at the



















determining the scale for the potential drop,   iapph=; from Eq. 7.4, and then
solving the charge conservation equation by separation of variables yields









The dimensionless average absolute deviation of the electric potential at ~y = 0, ~;
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From the Cauchy-Schwarz inequality, we know that
1Z
0









In fuel cells, it is always the case that eI(~x)  0; which then together with Eq. 7.7 implies
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Ideally, there would be a closed-form expression for the sum on the right-hand side;
however, there is not, and the next best alternative is to bound it with one. Note that








































sinh  18: (7.24)
This is not a particularly good bound since " will not be as large as 1. The other extreme











































Ratio of thickness to length,e
Figure 7.1: Bound on the interchangeability number to establish interchangeability of BCs in
an electric conductor plate depends on the ratio of its height to length, ": Eq. 21 (symbols),
Eq. 24 (dashed line), Eq. 26 (solid line), and Eq. 27 (dotted line).
which would give
 3: (7.26)
Similarly, one can rewrite Eq. 7.21 for " > 1 as follows
   
4" ln(1  e ") : (7.27)
Clearly the most accurate bound (call it bound) will depend on " (as shown in Fig. 7.1)










7. Interchangeability of Potentiostatic and Galvanostatic BCs
7.4 Discussion
Let us proceed by considering a more realistic current density distribution for a typical
fuel cell and rst analyze the interchangeability number, ; and then its bound for a
bipolar plate or a current collector.
For , we note that the reference potential appears in the denominator, which in
turn suggests that  ! 1 when E0 = Ecell ! 0; i.e., when the cell voltage, now
taken as the reference potential, approaches short-circuit conditions. In a fuel cell,
however, the performance close to short-circuit conditions is usually governed by mass-
transport limitations, whence one would not expect  ! 1. In fact,  increases
since the redistribution of current is a leading-order phenomena when the reference
potential approaches zero according to our denition of the absolute average deviation,
Eq. 7.8. This constraint is, however, too strict if we are mainly concerned with the
local current density distribution at the active layer and not at the top of the bipolar
plate or current collector. It turns out, as we shall see later by comparing with a fuel
cell simulation, that the constraint for the interchangeability number does not change
signicantly when Ecell ! 0; which suggests that E0 = Ecell is not a suitable choice
for the reference potential. A better reference potential for the nondimensional number





In other words, the local current density distribution would not be disturbed even though
potential is not uniform at the leading order across the current collector. The same di-
mensionless number appeared in our earlier analysis on local current density decoupling
of fuel cell stacks. In view of the ndings for the interchangeability of boundary condi-
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tions, as well as redistribution of local current density pursued earlier, another suitable
name would be current redistribution number, which e¤ectively encompasses both stud-
ies.
As regards the bound on  (Eq. 7.21) for interchangeability in fuel cells, we have
noted that this bound corresponds to the limiting case and thus, it can be relaxed if the
functional form of the local current density distribution is known beforehand; e.g., by
taking the general analytical expression [145] for the local current density in a PEMFC
as






where c is the stoichiometric ratio for the cathode, the condition for interchangeability,








































:The right-hand side can be simplied for two important limiting cases in a fuel cell:
rst, when the stoichiometry approaches one (c ! 1), which corresponds to a highly








The bound is the same as the earlier limiting case, which would become   3 for
" 1.
Second, when the stoichiometric ratio is large (c  1), which corresponds to a more
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Figure 7.2: Bound on the interchangeability number for imparting interchangeability of BCs
in a PEMFC increases with stoichiometric ratio, c.










The constraint has now been relaxed compared to the limiting case which we can see
from the following form in case of " 1
 7:6c: (7.35)
The bounds for interchangeability, as well as the full form given by Eq. 7.32, are depicted




We have thus far analyzed the charge transport in a two-dimensional electric conductor
and secured a dimensionless number that characterizes the interchangeability of gal-
vanostatic and potentiostatic BCs. Now, in order to verify this interchangeability for
fuel cells, we proceed by considering a two-dimensional model of a PEMFC proposed
by Ly et al. [46]. In essence, this model accounts for conservation of mass, momentum,
species (O2; H2O and N2 in the cathode; H2 and H2O in the anode), energy, and charge
(electrons in solid parts, protons in the membrane, and electrons and protons in the
catalyst layers). The geometrical and operating parameters can be found in Table 7.1
along with the electrical conductivities of the di¤erent functional layers viz., current
collector, ow eld, porous backing, and catalyst layer. For the sake of brevity, we
refer to [46] for governing equations, boundary conditions, constitutive equations and
additional model parameters.
In our previous work [46], the model was calibrated and validated with an experi-
mental cell [123] equipped with porous-type ow elds, and operating at stoichiometric
and galvanostatic conditions. Solving the mathematical model numerically with COM-
SOL Multiphysics 3.5a, we nd that both a galvanostatic and a potentiostatic boundary
condition at the cathode side agree reasonably well with experimental polarization data,
as shown in Fig. 7.3. Here, we note that for typical operation at a current density of
 103 A m 2 and a cell voltage  1 V with a current collector and porous ow eld
of stainless steel (  106 S m 1), thickness of  10 3 m, and length of  0:1 m, the
interchangeability number is calculated to be  10 2 satisfying the condition for inter-
changeability of BCs. This suggests that the local current distribution in the cell should
not vary signicantly under galvanostatic and potentiostatic BCs, as veried in Fig.
7.4 (although with deviations from the experimental measurements that were explained
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Geometry
Thickness of current collector, hcc 5 10 4 m
Thickness of ow eld, hff 5 10 4 m
Thickness of porous backing, hpb 3 10 4 m
Thickness of catalyst layer, hcl 10 5 m
Thickness of membrane, hm 3 10 5 m
Length of the cell, L 0:09 m
Operating conditions
Inlet humidity, RHa;c 95%; 95%
Inlet temperature, T ina;c 333 K, 333 K
Operating pressure, pref 101325 Pa
Stoichiometric ratio, a;c 3:35; 2:3
Electric conductivity
For current collector, cc 1:37 106 S m 1
For ow eld, cc 1:37 106 S m 1
For porous backing, pb 500 S m 1
For catalyst layer, cl 500 S m 1
Table 7.1: Base-case parameters [46, 123, 165]




























Figure 7.3: Polarization curves: (N) from experiments [123], and corresponding potentiostatic
( ) and galvanostatic () model predictions.
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Figure 7.4: Local current densities measured by Noponen et al. [123] (symbols) corresponding
to the points A-J in Fig. 7.3, and potentiostatic ( ) and galvanostatic () model predictions.






















Figure 7.5: Local current densities corresponding to the point H in Fig. 7.3; potentiostatic
predictions (), and galvanostatic predictions for di¤erent values of the interchangeability
number: 1 10 2 (), 0:1 (N), 0:2 (H), 1(J), 2 (I), and 10 (F)
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elsewhere [46, 123, 165]).
Finally, in Fig. 7.5, we compare the local behavior of a galvanostatic BC with a
potentiostatic BC for varying interchangeability numbers height and electric conduc-
tivity of the current collectors were varied in order to determine how the local current
density distribution in the cathode active layer behaves when the condition for inter-
changeability is no longer satised; e.g., a Poco graphite (  7  104 S m 1) current
collector corresponds to   0:1 for the chosen experimental cell under typical fuel cell
operating conditions; i.e., current density  103 A m 2 and cell voltage  1 V. Here,
three main features are apparent: rst is the di¤erent current density distribution under
the two kinds of BCs; second is the diminishing di¤erence in the local current density
distribution as the magnitude of the interchangeability number is decreased; and third
is the near-to identical local behavior for both BCs when  3.
These ndings support both the form of the dimensionless number and the constraint
for which interchangeability can be achieved without unduly a¤ecting the predicted value
of the local current density in a fuel cell.
7.6 Conclusions
In this chapter, we have analyzed charge transport in a two-dimensional electric conduc-
tor representing a bipolar plate/current collector in a fuel cell and secured a dimension-
less number,  = L2iapp=(hErev), governing the interchangeability of potentiostatic
and galvanostatic BCs. The BCs are said to be interchangeable when they give rise
to a near-to identical local current distribution at the catalyst layer, which is the case
when   3: The latter was demonstrated for an analytical expression for the local
current density distribution, as well as by comparing with a numerical simulation of a
mathematical model for a PEMFC.
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Chapter 8
Computationally-e¢ cient Simulation of
Transport Phenomena in Stacks via
Electrical and Thermal Decoupling of
the Cells
8.1 Introduction
Detailed mechanistic modeling and simulation of fuel cell stacks is both mathematically
complex and computationally expensive due to the three-dimensional and multiscale
nature of a stack as well as vast array of physical and chemical phenomena that take
place inside each cell, between cells and between cells and external manifolds of the stack.
One of the simplest mathematical models of a fuel cell stack invokes the assumption
that all cells in the stack are identical in design as well as in operating conditions,
which in turn allows a representative unit (RU) comprising a single cell to describe the
behavior of the whole stack by multiplying the cell voltage with the number of cells in
the stack to determine the overall stack voltage [27, 91, 92, 141, 166170]. This provides
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a mathematical representation and simulation of the stack with a low computational
overhead. All the cells in a stack, however, do not necessarily behave the same for
several reasons: imperfections during manufacturing [139, 140], a non-uniform inlet
ow distribution [6668], degradation of one or more cells [143] and external boundary
conditions, such as heat transfer with the surroundings. In order to capture variations
between cells in a stack, the salient features of each cell in the stack have to be taken
into account [2433] so that more accurate predictions can be made by accounting for
cell-to-cell variations. Extending the modeling of transport phenomena from a single
cell to stack is relatively straightforward, because it does not involve any new physics,
but simulation of such models for stacks comprising tens or hundreds of cells quickly
becomes computationally prohibitive [27, 97, 98, 103]. There is thus a need to derive
computationally-e¢ cient simulation strategies for fuel cell stack models.
One straightforward strategy to simulate large stacks is to deploy large clusters of
computers [27, 43, 95, 97, 98, 128, 131]. Another strategy, and the one we shall pursue
here, is to exploit the inherent characteristics of the transport phenomena [171] and
degree of coupling between cells [172] in a stack. In essence, the transport phenomena
in a stack can be classied according to their region of inuence [171]: mass, momentum
and species transport are localand limited to a cell, whereas charge and heat transfer
take place globallyacross the cells such that the cells become coupled and inuence
each other. The degree of coupling of the global charge transfer can be quantied by
a dimensionless number,  [172]: For   3, the cells are electrically decoupled at
the local level since the current can redistribute between cells. Now, if we can further
show that the global transport of heat can be decoupled between cells with a reasonable
accuracy even if the cells are not operating at the same conditions one RU model
could be solved repeatedly for all the cells in order to nd the stack behaviour as the sum
of the individual cell voltages. In other words, we could retain the simplicity of the most
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Figure 8.1: Schematic of a fuel cell stack comprising n cells.
commonly found stack model that considers only one RU and keep the computational
overhead to a minimum.
In view of the computational gains and simplicity of solving for one RU as part of
a larger fuel cell stack, we shall rst explore the conditions when cells in a stack can
be said to be thermally decoupled and derive a simple numerical scheme that is easy
to implement and computationally e¢ cient. We will then demonstrate the scheme for
the steady-state operation of a proton exchange membrane fuel cell (PEMFC) stack by
verifying the decoupled algorithm with a stack model that is solved for the full set of
equations two-dimensional conservation of mass, momentum, species, energy, charge
and electrochemistry without decoupling cells and examining the computational cost
for PEMFC stacks, as depicted in Fig. 8.1. We nish with conclusions and a discussion
of the applicability of the decoupled scheme to other electrochemical systems.
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8.2 Analysis
Let us start by recapitulating electrical decoupling and then proceeding on to examine
the conditions for thermal decoupling in a stack; i.e., to show when a cell or a group
of cells do not a¤ect the neighboring units and hence can be simulated in a decoupled
fashion.
Electrical decoupling.Two adjacent cells are said to be electrically decoupled when
their local current density distributions do not inuence and perturb each other beyond
ensuring that the average current density passing through each cell in series is constant.
The electrical decoupling of the cells in a stack depends on the geometrical and material
properties of the separator plate and the operating parameters [172], which can be
captured with a current redistribution number, . The condition for the decoupling can





where L is the length of the cell, iapp is the operating current density, Erev is the
reversible cell potential, and hsp and sp are the thickness and electric conductivity of
the separator plate respectively.
Let us discuss another criterion for the cell decoupling proposed by Kulikovsky [37].
This criterion can also be expressed in terms of the number of cells, which are a¤ected


















Figure 8.2: Heat ux in the liquid coolant plate separating two cells or group of cells; the
black arrows denote the convective ux which is much larger than the conductive ux denoted
by red arrows.










Now if   3 (e.g., stainless steel plates), we will get N  1, i.e., disturbances in an
individual cell are limited to the cell itself and dont spread to the neighbouring cells.
Thermal decoupling.Two cells can be said to be thermally decoupled if there is
negligible heat transfer between the two cells. Similarly, for fuel cell stacks equipped
with coolant plates between cells or groups of cells (see Fig. 8.2), the cells or groups
of cells between the coolant plates can be said to thermally decoupled if heat transfer
between these is negligible. To ascertain the degree of thermal coupling between cells or
inside a coolant ow eld between group of cells, an order-of-magnitude estimate of the
normal heat ux vis-a-vis the streamwise heat ux in the bipolar/separator plate or in
the coolant plate can be carried out. For example, for the stack equipped with coolant
plates between each cell that we shall consider here, the streamwise convective ux is
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Figure 8.3: Simulation strategy for the decoupled stack model.
indeed larger than the conductive normal ux; i.e.,






Here, T is the scale for the temperature change in the normal direction, [T ] is an
absolute temperature scale, [] is a density scale, [cp] is a specic heat capacity scale, [k]
is the thermal conductivity scale, and [u] is a scale for the streamwise velocity. For the
PEMFC stack with a coolant plate between each cell, as depicted in Fig. 8.1, we have
used the following scales: T  1 K, [T ]  102 K, []  103 kg m 3, [cp]  103 J kg 1
K 1, [k]  10 W m 1 K 1, and [u]  1 m s 1. To verify the scales for the streamwise
convective ux and normal conductive ux, we extract their values a posteriori from
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the simulations; they are found to be of O(108) and O(104) W m 2; respectively the
same order of magnitudes as given by Eq. 8.5. Therefore, the two sides separated by the
coolant plate do not inuence each other and thus can be said to be thermally decoupled.
8.3 Numerical scheme for simulation of decoupled cells
We have so far discussed the conditions for electrical and thermal decoupling of the units
in a fuel cell stack. Let us now turn our attention to the numerical implementation of a
stack model with decoupled unit cells, which can be summarized in the following steps:
1. Conditions for decoupling.Ascertain whether a given stack satises the conditions
for local current density decoupling as well as negligible heat exchange between
the RUs in the stack.
2. Size of the RU.Determine the size of the RU, which depends on the placement
of coolant plates or overall design. For example, the number of cells between two
coolant plates might vary depending on the trade-o¤ between cooling cost, stack
size, and stack performance [30]. Thus, the size of the RU would be the number
of cells per coolant plate. Let us consider a case with one cell between two coolant
plates as shown in Fig. 8.1. Here, the rst (j = 1), and last (j = n), RU comprise
one cell and half of the coolant plate on one side, whereas second RU onwards
(j = 2 to n   1) comprise one cell and half of the coolant plate on both sides as
shown in Fig. 8.3.
3. Mathematical model of the RU.Derive the mathematical model for the RU that
accounts for the physical phenomena of interest with special care regarding the
boundary conditions for the globalvariables of heat and charge transport (see
#4 and #5).
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4. Boundary conditions for charge transfer.For the rst RU (j = 1), the potential in
the solid phase is typically set to zero at the bottom (I; see Fig. 8.3 for placement
of roman numerals and RU numbering) and the applied stack current specied at
the top (II). For the second RU onwards (j = 2 to n), the calculated cell voltage
from the previous unit cell (j   1) is specied at the bottom (III) of the current
RU (j) and the applied current density specied at the top (IV). If one does not
set galvanostatic conditions, some form of iteration would be required to instead
specify cell voltages for each RU. If the cells are electrically decoupled, i.e.,  3,
then galvanostatic and potentiostatic boundary conditions are interchangeable as
well [142].
5. Boundary conditions for heat transfer. For the rst RU (j = 1), the boundary
condition reects the interaction of the stack with the exterior at the bottom
(I) and no ux is prescribed for the top (II). For the second RU onwards to
the second last cell (j = 2 to n   1), we prescribe no ux boundary conditions
for temperature on both sides (III and IV). For the last cell (j = n), the lower
boundary condition would be the no ux and the upper boundary condition is set
to reect the interaction of the stack and the exterior.
6. One by one computation of the RU.Solve the RUs one by one, starting from j = 1
to j = n. The computations can be sped up by specifying the solution from the
previous RU (j   1) as the initial guess for the current RU (j). By combining the
RUs, one can then construct the entire stack with detailed mechanistic information
both locally and globally throughout the stack. In addition, we have the exibility
to change the design and operating conditions for di¤erent cells while solving
the RUs repeatedly. The proposed concept of cell decoupling in a stack can be




Thus far, we have exploited electrical and thermal decoupling of the cells to propose a
computationally-e¢ cient simulation strategy for fuel cell stacks. Now, in order to estab-
lish the delity of the decoupled stack model, it is vital that some form of verication
with a corresponding full stack model without any model reductions/decoupling is per-
formed to ensure that the decoupled model does indeed capture the behavior of the full
stack model. For this purpose, we consider a two-dimensional single-phase steady-state
model for PEMFC stack. The full set of equations conservation of mass, momentum,
species (O2; H2O and N2 in the cathode; H2, H2O and N2 in the anode), energy, and
charge and numerical implementation in Comsol Multiphysics [136] can be found in Ref.
[46, 132]. We refer to [46, 132] for model validation with experiments and other model
details such as boundary conditions, and constitutive equations. The cells are equipped
with porous-type ow elds for reactant gases and coolant water; and are operating in
coow mode. Here, we would like to highlight the fact that a 2D model ought to be
able to capture the behavior of a 3D cell equipped with porous ow elds and note
that the other types of common ow elds parallel and serpentine ow elds can be
represented by porous counterparts through spatial smoothing [43, 109, 135].
We proceed by considering a 10-cell PEMFC stack having a current-free spot [37]
in one of the constituent cells (here, fth cell). The current density distribution at the
interface between the cathode catalyst layer and the membrane for such a cell is shown
in Fig. 8.4; the current free spot is modeled by assigning zero volumetric current density
(source term) for a portion at the cathode of the particular cell. The anode and cathode
stoichiometries is taken as 3.35 and 2.3, respectively. We refer to [46, 123, 132] for other
model parameters.
Let us consider two di¤erent bipolar plate materials: stainless steel (  106 S
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Figure 8.4: Local current density distributions at the interface between the cathode catalyst
layer and the membrane for a cell containing current-free spot [37].
m 1), and graphite (  105 S m 1) to have two di¤erent  values. For bipolar plates
made of stainless steel (  106 S m 1), and the fuel cell dimensions (L  10 1 m and
hsp  10 3 m) and operating conditions (iapp  104 A m 2 and Erev  1 V),   0:1.
For graphite bipolar plates, the dimensionless number,  is calculated to be  10 for
the same dimensions and operating conditions. Hence, the stainless steel do and the
graphite do not satisfy the condition for the local current density decoupling here. It
should be noted that the other parameters, viz. length of the cell (L), thickness of the
bipolar plate (hsp), and operating current density (iapp) can also be varied to generate
di¤erent values of the dimensionless number. For the thermal decoupling, we note that
the stack has a coolant plate between every two cells whence the size of RU is taken as
1.
We start by comparing the global behavior for   0:1 in the form of polarization
curves predicted by the models, as shown in Fig. 8.5; overall, a good agreement is
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Figure 8.5: Polarization curve for a 10-cell PEMFC stack (  0:1) having a current-free
spot in one of the constituent cells (here, fth cell); the symbols for the full model and lines for
the decoupled counterpart.









































Figure 8.6: Local current density and temperature distributions for the fourth cell in the stack
(  0:1, iapp = 1:25  104 A m 2) along the x-axis at the interface between the cathode
catalyst layer and the membrane for the full model; and corresponding predictions of the
decoupled model in lines.
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Figure 8.7: Local current density and temperature distributions for the fourth cell in the stack
(  10, iapp = 1:25  104 A m 2) along the x-axis at the interface between the cathode
catalyst layer and the membrane for the full model; and corresponding predictions of the
decoupled model in lines.
obtained. The local behavior inside cells is also captured as can be inferred from the
local current density distributions and temperature proles at the cathode/membrane
interfaces of the fourth cell (nearest to the fth cell containing current-free spot) in the
stack at an operating current density of 1:25  104 A m 2 in Fig. 8.6. The other cells
and dependent variables show the same agreement, but are not shown here. The current
density is chosen in the concentration polarization region: the most nonlinear operating
regime that corresponds to high current densities with often large spatial variations in
the dependent variables. As expected for  3, the cells are decoupled and there is no
e¤ect of the current free spot in the fth cell to the adjacent fourth cell. We conrm our
ndings with another criterion (Eq. 8.4) deduced from Eq. 8.2 derived by Kulikovsky
[37], which gives N < 1, i.e., disturbances in a cell are limited to the cell itself and dont
spread to the neighbouring cells. Further, we nd that the maximum rise in temperature
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is below 7 K as compared to the inlet gas and coolant temperature of 333 K; still, the
decoupled stack model is able to capture such small variations.
Let us proceed to another case, i.e.,   10, where the bipolar plates are made out of
graphite. Although there is a good agreement in the polarization curve predicted by the
two models (not shown here), the local current density and temperature distributions
for the fourth cell from the two models di¤er (see Fig. 8.7). The full model captures
the phenomena of disturbance propagation from fth cell to its adjacent fourth cell (as
  10) as reected in the form of a dip in current density and temperature distribution
centered at x = 0:4; whereas the decoupled model predicts that the adjacent cells are
not inuenced by the faulty fth cell which is not the case. A similar disagreement
between two models is found for another adjacent cell, i.e., the sixth cell (not shown
here). We again check with another criterion for local current density decoupling (Eq.
8.4), which gives 1 < N < 2, i.e., disturbances in an individual cell propagates to its
rst adjacent cell atleast (here fourth and sixth cell).
8.5 Computational cost and e¢ ciency
We have already hinted at a lowered computational cost for the decoupled stack model
as compared to simply solving the entire stack model both in terms of memory and
convergence time. This is indeed the case, as can be seen in Table 8.1 for a workstation
with a hexacore processor of 12 threads at 3.2 GHz and a total of 64 gigabytes (GB)
random access memory. The peak memory usage and wall-clock time were determined
from Comsols graphical user interface. Noteworthy is the constant degrees of freedom
(DoFs) for the decoupled stack model as it solves for only the RU to complete the stack
model. This leads to near-to-constant memory requirements independent of the number
of cells in the stack (except for the memory required to store the solutions for each
RU). In contrast, DoFs and memory requirements increase with the number of cells for
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Full model Decoupled model
DoF 7:8 105 7:8 104
10-cell stack Time (s) for (3; 8; 13) 103 A m 2 450; 590; 590 80; 95; 95
Memory (GB) 9 1
DoF 1:5 106 7:8 104
20-cell stack Time (s) for (3; 8; 13) 103 A m 2 910; 1340; 1530 110; 125; 140
Memory (GB) 20 1
DoF 3:1 106 7:8 104
40-cell stack Time (s) for (3; 8; 13) 103 A m 2 2040; 2710; 3370 165; 170; 190
Memory (GB) 38 1
Table 8.1: Computational cost estimates for the full and decoupled stack models.
the full stack model in which all cells are solved simultaneously without decoupling.
Furthermore, signicantly less execution time is needed for the decoupled stack model:
e.g., around 3 min is required to solve the decoupled model for a 40-cell stack at an
applied current density of 8  103 A m 2, as opposed to around 1 hour for the full
counterpart. We also note that the convergence time for both the models becomes
longer on increasing the current density, which can be explained by the increasingly
nonlinear behavior of the mathematical equations at higher current densities.
As regard memory when increasing the number of cells, we nd that the computa-
tional cost for the full model becomes prohibitive on our workstation for stacks with 50
or more cells with the direct solvers we have employed. One would need to switch to
iterative solvers to address this issue; however, iterative solvers are generally less robust
and need more ne-tuning than direct solvers. In contrast, there is no limit on the size
of stack that can be simulated by the decoupled model; instead, the computational limit
for the decoupled stack model is governed by the size of the RU comprising a single
cell or group of cells. Overall, the computational cost measured in terms of convergence
time increases roughly linearly with the number of cells (see Fig. 8.8) and the memory
usage remain near-to constant as expected (1 GB; not shown in the gure).
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Figure 8.8: Computational cost in terms of the convergence time for decoupled stack model
for an increasing number of the cells in the stack.
8.6 Conclusions
We have explored the concepts of electrical and thermal decoupling of cells in a stack
and presented an alternate computationally-e¢ cient strategy for simulation of detailed
mechanistic models for fuel cell stacks. The proposed strategy captures the essential
physics and geometrical resolution, and most importantly it does so at a signicantly
reduced computational cost as compared to the full stack model.
In essence, the cells are coupled to each other via two transport modes: heat and
charge transport. However, it is found that the cells do not a¤ect each other for certain
quantiable conditions: i) they are electrically decoupled when the current redistribution
number is much less than 3; and ii) they are thermally decoupled when there is a liquid
coolant plate in between or when the heat exchange between cells or groups of cells in
the stack is negligible. For such stacks, it is possible to simulate each cell or group of
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cells in a stand-alone fashion and predict the behavior of the complete stack.
We performed two demonstration studies, i.e.,   0:1 and   10, and note that the
strategy does not apply to all stack designs; indeed the two aforementioned conditions
have to be satised; still, even in cases where the decoupling does not apply strictly, the
strategy can be exploited to secure approximate solutions for the stack that can in turn
be set as initial solutions for further numerical simulation of the coupled stack.
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Chapter 9
A Finite Element Method for the
Weakly Compressible Parabolized
Steady Three-dimensional Navier Stokes
Equations
9.1 Introduction
A variety of scientic, engineering and technical applications possess three-dimensional
(3D) geometries that are slender and in which it is necessary to solve the Navier-Stokes
equations, usually in tandem with equations for the conservation heat and chemical
species: for example, in biological ows [173175], in liquid rocket engine cooling chan-
nels [176] and in the ow channels of fuel cells [153, 177, 178]. Often, as in the case of
fuel cells, the solution of the Navier Stokes equations for the ow in a pipe or channel
is only a part of the whole problem: it may be coupled to an adjacent porous medium
or to a solid medium with which conjugate heat transfer occurs. For these types of
complex problems, there is often little alternative but to employ commercially available
117
9. A Finite Element Method for the Weakly Compressible Parabolized Steady 3D N-S Equations
computational uid dynamics (CFD) software in order to make progress. In doing so,
however, one is forced into potentially time-consuming 3D simulations, without having
the possibility to exploit the fact that the geometry is slender; this is unfortunate, since
it is by now well-established that the 3D Navier Stokes equations can be parabolized
to yield a formulation that ought to be cheaper to compute than the full equations
[179, 180]. The purpose of this chapter is therefore to develop an algorithm to solve the
parabolized 3D Navier Stokes equations using commercially available software.
Although there is a substantial literature on the numerical solution of the parabolized
3D Navier Stokes equations, e.g. [179182], it is considerably more limited as regards the
solution of these equations in channels or ducts. Jen and co-workers [183185] and Chou
and Hwang [186] used the nite di¤erence method on a velocity-vorticity formulation
of the equations, whereas a nite volume method was recently used on the primitive-
variable formulation by Urbano and Nasuti [176]. Bourgault et al. [187] employed a
nite element method on the primitive-variable formulation, but this appears not to
have been pursued further at all for 3D problems.
The present work arose out of the need to solve the parabolized steady 3D Navier
Stokes equations in the straight rectangular ow channels of a fuel cell; hence, our
development will be slanted in that direction. A schematic of the cross-section of a
proton exchange membrane fuel cell (PEMFC) is shown in Fig. 9.1. As this gure
demonstrates, a PEMFC consists of a grooved metal plate which is adjacent to a porous
medium, termed the gas di¤usion layer, whose role is to permit the transport of reactants
and products to and from two catalytic layers that lie either side of a polymer electrolyte
membrane. Each groove can be considered to form three solid impermeable sides of a
channel, whereas the fourth side is permeable; consequently, one requirement of any
numerical algorithm is that the channel is permeable on one side. Furthermore, we
require to take weak compressibility into account; this is because the density of the
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Figure 9.1: Cross-section of a proton exchange membrane fuel cell
gaseous mixture of air and water vapour that ows through the channels on the cathode
side will vary spatially, as a result of the electrochemical reaction in the cell at the
cathode catalytic layer that consumes air and produces water vapour.
This work builds on earlier work in several ways. First of all, whilst Jen et al.
[185] also address ow in PEMFC, they do not take into account weak compressibility;
neither do any of the earlier papers take into a permeable channel. Also, whilst the nite-
di¤erence method is suitable for a rectangular channel, a nite-element or nite-volume
implementation would allow for the possibility for geometries other than rectangular
channels [188]; here, we focus on a nite-element method employing the velocity-vorticity
formulation - also a novelty.
The layout of the chapter is as follows. In Section 9.2, we re-cap the derivation of
the parabolized steady 3D Navier Stokes equations in velocity-vorticity form, whereas in
Section 9.3 we give details of the numerical implementation. In Section 9.4, we present
results for a straight rectangular ow channel which include a quantitative comparison
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Figure 9.2: Schematic of ow in a slender channel with a permeable wall (shaded)
of the outputs of the full and reduced equations, as well as a comparison of CPU times
and random access memory (RAM) usage. Conclusions are drawn in Section 9.5.
9.2 Equations
9.2.1 Full equations
Consider the steady state continuity and momentum equations in 3D for the geometry





























































































































































































for simplicity, we will henceforth assume the viscosity, ; to be constant. As for the
density, ;in the test problems that we consider later, we take  either to be a constant
(§§9.4.1 and 9.4.3) or a prescribed function of the distance along the channel, z (§§9.4.2
and 9.4.4); we note, for example, that in a PEMFC operating on humidied air and





whereM is the molecular weight of the gaseous mixture, R is the universal gas constant
and T is the temperature, so that additional conservation equations for heat and gaseous
species would be necessary to nd the quantities necessary for (9.5).
As boundary conditions, we take
u = 0; v = 0; w = 0 at x = 0; (9.6)
u = 0; v = 0; w = 0 at x = W; (9.7)
u = 0; v = v0; w = 0 at y = 0; (9.8)
u = 0; v = 0; w = 0 at y = H; (9.9)
u = 0; v = 0; w = win; at z = 0; (9.10)
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= 0 at z = L: (9.14)
In particular, note that equations (9.11)-(9.14) constitute an outlet at which the pres-
sure is constant and the viscous stresses are zero. Furthermore, equation (9.11) would
overspecify the problem if the outow were not normal to the boundary, but since we
are considering long slender channels, the outow will be normal, and the software that




















































































































































































































where Re = []winL= denotes the Reynolds number. The boundary conditions are
u = 0; v = 0; w = 0 at x = 0; (9.19)
u = 0; v = 0; w = 0 at x = "; (9.20)
u = 0; v = v0=win; w = 0 at y = 0; (9.21)
u = 0; v = 0; w = 0 at y = "; (9.22)
u = 0; v = 0; w = 1; at z = 0; (9.23)



























= 0 at z = 1; (9.27)
where " = W=L ( 1) and  = H=W ( 1) :
9.2.2 Parabolized equations













; ~w = w; P = p;
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where fRe(= Re"2) denotes the reduced Reynolds number.
































However, unlike the 2D case, equations (9.28) and (9.33) are not enough to give the
solution to the leading order problem, since u; v; w; P cannot all be determined; we need
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to consider equations (9.29) and (9.30) at the next order in "2. Writing
P (X;Y; Z) = P0 (Z) + "
2P1 (X;Y; Z) ;










































































































subject to the boundary conditions
u = 0; v = 0; w = 0 at X = 0; (9.37)
u = 0; v = 0; w = 0 at X = 1; (9.38)
u = 0; v = V0; w = 0 at Y = 0; (9.39)
where V0 = v0="win;
u = 0; v = 0; w = 0 at Y = ; (9.40)
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u = 0; v = 0; w = 1 at Z = 0; (9.41)
P0 = 0 at Z = 1; (9.42)
should constitute, in principle, a well-posed problem for u; v; w; P0; P1; although not
obvious, the fact that this is the case is conrmed by the fact that this formulation
leads, in §9.2.3, to a more transparently well-posed problem. Observe also that, as is
usual in the parabolization of an elliptic problem, not all of the downstream boundary
conditions at Z = 1 can be carried over to the parabolized problem, which means that
we will not be able to satisfy equations (9.25)-(9.27); this is commented on in more
detail at the end of §9.2.3.
Inconveniences associated with the primitive-variable formulation described above
are that there is no explicit boundary condition for P1; and that only gradients of P1
appear, rather than in the governing equations; this is considered further in Appendix
A, where the nature of P1 is considered when fRe  1. However, a velocity-vorticity
formulation takes care of these di¢ culties, as is explained next.
9.2.3 Velocity-vorticity formulation



















































































































































































































































































One more equation is required in addition to (9.36), (9.44), (9.45) and (9.46). Ap-


















X 0; 0; Z 0

dX 0; (9.47)
since we know the inlet ow rate for the channel, we can also write the above equation
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X 0; 0; Z 0










X 0; Y 0; 0

dX 0dY 0:
Equation (9.48) is solved for P0 and included in the mathematical formulation.
In summary, the transformed system has 5 unknowns - u, v, w, P0 and ! - for
which we have ve equations: (9.36), (9.44), (9.45), (9.46) and (9.48). The boundary
conditions are
u = 0; v = 0; w = 0; ! =   @v
@X
at X = 0; (9.49)
u = 0; v = v0; w = 0; ! =   @v
@X
at X = 1; (9.50)





at Y = 0; (9.51)
u = 0; v = 0; w = 0; ! =
@u
@Y
at Y = ; (9.52)
w = 1; ! = 0 at Z = 0; (9.53)
P0 = 0 at Z = 1: (9.54)
In this formulation, it is marginally clearer that it was correct to drop equations (9.25)-
(9.27), since ! satises a parabolic PDE, equation (9.46), and would therefore not be
able to satisfy downstream boundary conditions. Note here how the boundary conditions
at each Z-station and equation (9.48) pin down P0: Equations (9.36), (9.44), (9.45)
and (9.46) would, in themselves, require 16 boundary conditions, and these are given
by (9.49)-(9.52). An additional equation is required to determine dP0=dZ in equation
(9.36), and this is the role of equation (9.48). Observe also that this is an implicit
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equation for dP0=dZ; and hence P0; in the sense that P0 does not appear explicitly in
it, but implicitly via ; v and w:
9.3 Numerical implementation
Both sets of model equations - the full model equations, given by (9.15)-(9.27), and the
reduced model equations given by (9.36), (9.44), (9.45), (9.46) and (9.48) and (9.49)-
(9.53) - were implemented using the nite element-based PDE software, Comsol Multi-
physics. The implementation of the former is well-known and straightforward - indeed,
it has been available as a pre-programmed module for some time; in summary, this uses
Lagrange Q2Q1 elements for the variables and, for the iterative solver, the biconjugate
gradient stabilized method coupled with geometric multigrid preconditioning. However,
the latter is more novel, and we focus here on that, i.e. the solution of the reduced model
equations, instead. In this section, we describe the implementation in general terms,
whereas in Appendix B we do this using Comsol Multiphysicssyntax and vocabulary
For the reduced model equations, the three-dimensional ow channel is treated as
a two-dimensional geometry in the X- and Y -directions coupled with a transient solver
for space-marching in the Z-direction; consequently, Z is treated as a time-like variable.
Lagrange quadratic elements are implemented for all variables and, because of the form
of the geometry, it is more convenient to use a quadrilateral mapped mesh rather than
a triangular free mesh. The equations are solved using the parallel direct sparse solver
(PARDISO), with the backward di¤erentiation formula (BDF) for the transient solver.
The solution algorithm consists of three distinct parts:
1. Equations (9.44) and (9.45) are implemented as quasi-steady elliptic partial dif-
ferential equations for u and v; respectively; by quasi-steady, we mean that there
are no explicit Z-derivatives of u and v, although both u and v do depend on Z:
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These equations are subject to the rst two equations in (9.49)-(9.52).
2. Equations (9.36) and (9.46) are transient advection-di¤usion equations for w and
!, respectively, albeit with lengthy source terms also. As for boundary conditions,
we have the third and fourth equations in (9.49)-(9.52) and the equations in (9.53)
constitute the initial conditions.
3. Implicit equation (9.48) or, equivalently, ordinary di¤erential equation (9.47), ei-
ther of which can be solved to determine P0 as a function of Z.
The algorithms for both models require some form of convergence criterion. For the










where Nr is the number of degrees of freedom at each time-like step, (Ui) is the solution
vector corresponding to the solution at a certain time step, Ai is the absolute tolerance
for the ith degree of freedom, and R is the relative tolerance; for the computations,
R = 0:01; Ai = 0:001 for i = 1; ::; Nr were used. For the full model, which does not have






1A1=2 < ; (9.56)
where Nf is the number of degrees of freedom, Ei is the estimated error in the latest
approximation to the ith component of the true solution vector and  = 10 6; lower
values of  were also tried, but the results were practically indistinguishable.
Although the benchmark cases we will present are comparatively simple, even these
lead to di¢ culties, both for full and reduced formulations. In general, it was found
that although the pressure drop along the channel was correctly solved for, the axial
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velocity at the centre of the channel was lower for the 3D simulation than that for
the 2D space-marching simulations and the theoretical value for the case when fRe 
1; as we will show in Section 9.4. The reason for this discrepancy was identied to
be the inability of the numerical solver to apply the specied inlet ow rate in the
case of 3D simulations; this is a result of a conict between the w = 0 boundary
conditions, equations (9.37)-(9.40), and the w = 1 boundary condition, equation (9.41).
This problem was found not to occur for the reduced model solver if equation (9.48)
is used, but can be induced if the di¤erential form of (9.48), i.e. equation (9.47), is
implemented instead. Further numerical experimentation indicated that this problem
could be overcome in both formulations by modifying the w = 0 conditions in equations
(9.37)-(9.40) and (9.49)-(9.52) in such a way that conict is avoided. One way to do this
is to use a smooth version, H; of the Heaviside function; thus, equations (9.37)-(9.40)
and (9.49)-(9.52) are implemented as
w = 1 H(Z   Z0; ) (9.57)
where Z0( 1) is the point about which smoothing occurs and  is a measure of the
interval over which smoothing occurs, i.e. -  Z  ; with  = Z0=10: The smoothing
itself can take the form of a higher-order polynomial, e.g. fth- or sixth-order; this
ensures that there is no overshoot in w.
In the course of implementing the di¤erential form of the ow constraint in 2D space-
marching, we observed that numerical convergence became slower: a larger number of
iterations were required near the inlet to deal with the expression (9.57). In this context,
the integral form of the ow constraint is benecial; it sets the inlet ow rate at the main
inlet of the channel and thus eliminates the need for any additional expression such as
equation (9.57). However, it turns out to be inconvenient to implement equation (9.48)
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as it stands; the reason for this is to do with the graphical user interface of Comsol
Multiphysics, which is not able directly to deal with variable inlet velocity at Y = 0:


















I = 0 at Z = 0: (9.59)














X 0; 0; Z

dX 0dZ 0: (9.60)
and hence the integral required in equation (9.48) is given by ZI (Z).
There is an additional point to note. With the algorithm as stated in items 1-3
above, it would not in general be possible to satisfy (9.54). One would therefore need
to guess P0 (0) ; integrate to Z = 1; check P0 (1) and use the discrepancy between P0 (1)
and zero as the basis for a new guess for P0 (0) ; in this way, one would iterate for P0 (0)
to ensure that P0 (1) = 0: However, in the benchmark cases that we will present here,
where we take  =  (Z) ; it is evident that the problem is driven by dP0=dZ; not P0:
Thus, we can set any value for P0 (0) and it will not matter that we obtain P0 (1) 6= 0; the
solutions for u; v; w; ! and dP0=dZ will be correct. However, it is worth contemplating
what happens more generally, when p = p () or, equivalently,  =  (p) ; of which the
ideal gas law, equation (9.5), is a particular example. For the general case, it is evident
that one would need to perform iteration for P0 (0) in the manner suggested above.




=pout  1; as is often
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Fine mesh with smoothing
Figure 9.3: Axial velocity at the centre of the channel for incompressible ow and
impermeable walls
the case for fuel cell simulations, then there are strong asymptotic grounds for replacing
(9.5) at leading order by just  = poutM=RT: Doing so, one would circumvent the need
to iterate for P0 (0) ; which would constitute even further computational saving on top
of that already due to parabolization.
9.4 Results
We consider a square ow channel for which L = 0:1 m, H = W = 1 mm, so that  = 1;
these are typical dimensions of ow channels in a fuel cell. The physical properties of
the uid are taken to be as those of an air/water vapour mixture at around 80oC; i.e.
density of 1 kg m 3 and viscosity of 1 10 5 kg m 1s 1; this is typical for the cathode
of a proton exchange membrane fuel cell. The inlet velocity of uid is specied as 1
ms 1, which gives Re = 104; and then, since " = 0:01; we have fRe = 1:
Here, we give a quantitative comparison of results obtained for the full and reduced
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models; primarily, this is done via the dimensionless axial velocity at the centre of
the channel, w (1=2; 1=2; Z) ; which we shall denote by wmid; and by the dimensionless
pressure drop, P0 (Z)  P0 (1) ; which we denote by P: We also give comparison with
analytical solutions that would prevail for developed ow; this serves to indicate that the
codes are computing correctly for the cases where there is agreement and, when there
is not good agreement, that the results of codes agree well even in situations where the
ow is not developed. The analytical solutions are derived in Appendix C.
In addition, we shall attempt to quantify the di¤erences in computing time and
random access memory (RAM) usage between the two formulations. The fairest com-
parison of the computational cost of the two approaches would be to ensure that the
full and parabolized equations have the same number of elements and degrees of free-
dom. Whilst there is no di¢ culty in ensuring that the two have the same number of
degrees of freedom in each X-Y plane, the fact that the parabolized equations rely on
adaptive stepping in the time-like variable, as controlled by (9.55), means that it will
be di¢ cult, if not impossible, to ensure that the two approaches have exactly the same
number of degrees of freedom. Our strategy was rst to determine how many elements
were needed for the full 3D solver in each X-Y plane to ensure grid independence, and
then to use that same number of elements in each X-Y plane for the parabolized 3D
solver; this number turned out to be around 400 and thereafter 200 elements were used
in the Z-direction for the full 3D solver. Next, we ensured that the parabolized 3D
solver took at least as many as 200 time-like steps; this could be achieved by overriding
(9.55) when necessary, simply be setting the upper limit on the size of time-like step.
Lastly, we note that all computations were performed on a workstation with a six core
processor (3.2 GHz) and 64 GB RAM.
Prior to the results, however, we indicate via Fig. 9.3 the phenomenon mentioned
in Section 9.3 for the full 3D solver; the plot is for the case of incompressible ow and
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impermeable walls. Here, the coarse mesh consisted of 6  6  50 elements, where as
the ne mesh consisted of 20 20 200 elements. As is evident, wmid is severely under-
predicted using the coarse mesh and still slightly underpredicted using the ne mesh if
equation (9.47) is implemented, as compared with the limiting value for developed ow;
with smoothing via equation (9.57), however, the limiting value is correctly obtained.
9.4.1 Case (i): incompressible ow, impermeable walls
First of all, we compare the axial velocity at the centre of the channel and the pressure
drop and, as shown in Figs. 9.4 and 9.5 respectively. In this simplest test case, we see
good agreement between the results of the full and parabolized 3D equations and that,
after an initial entry length, settles to the value for developed ow as given by equation
(9.C9). Note that approximate analytical solution are derived (see Appendix C) and
plotted to check the validity of numerical simulations.
9.4.2 Case (ii): weakly compressible ow, impermeable walls






Once again, there is very good agreement, even with the analytical solution once the
entry length has been passed.
9.4.3 Case (iii): incompressible ow, one permeable wall
Figs. 9.8 and 9.9 show the results for incompressible ow when the normal velocity at
the permeable wall is taken to be
V0 = V0XZ (1 X) ; (9.62)
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Figure 9.4: Axial velocity at the centre of the channel for incompressible ow and
impermeable walls: symbols (full 3D), solid line (parabolized 3D), dashed line (approx.
analytical solution).








Figure 9.5: Pressure drop along the channel for incompressible ow and impermeable walls:
symbols (full 3D), solid line (parabolized 3D), dashed line (approx. analytical solution).
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Figure 9.6: Axial velocity at the centre of the channel for a weakly compressible ow with
impermeable walls: symbols (full 3D), solid line (parabolized 3D), dashed line (approx.
analytical solution).









Figure 9.7: Pressure drop along the channel for a weakly compressible ow with impermeable
walls: symbols (full 3D), solid line (parabolized 3D), dashed line (approx. analytical solution).
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Figure 9.8: Dimensionless axial velocity at the centre of the channel, wmid, for incompressible
ow with a permeable wall ( V0 = 1): symbols (full 3D), solid line (parabolized 3D), dashed
line (approx. analytical solution).
where V0 = 1; we have also included two further plots, Figs. 9.10 and 9.11, which are
for V0 = 10, in order to demonstrate that even if the ow in the channel is far from
developed, the results using the parabolized 3D solver still agree very well with those of
the full 3D solver.
9.4.4 Case (iv): weakly compressible ow, one permeable wall
Figs. 9.12-9.15 show the results for a weakly ow and with a permeable wall, using both
(9.61) and (9.62), once again for V0 = 1 and 10. Once again, there is good agreement
between the numerical solutions, even as the value of V0: The analytical solutions have
been included for completeness, although it is evident that they drift further away from
the correct solution as V0 is increased.
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Figure 9.9: Dimensionless pressure drop, P, along the channel for incompressible ow with a
permeable wall ( V0 = 1): symbols (full 3D), solid line (parabolized 3D), dashed line (approx.
analytical solution).














Figure 9.10: Dimensionless axial velocity at the centre of the channel, wmid, for
incompressible ow with a permeable wall ( V0 = 10): symbols (full 3D), solid line (parabolized
3D), dashed line (approx. analytical solution).
139
9. A Finite Element Method for the Weakly Compressible Parabolized Steady 3D N-S Equations









Figure 9.11: Dimensionless pressure drop, P, along the channel for incompressible ow with
a permeable wall ( V0 = 10): symbols (full 3D), solid line (parabolized 3D), dashed line
(approx. analytical solution).















Figure 9.12: Dimensionless axial velocity at the centre of the channel, wmid, for compressible
ow with a permeable wall ( V0 = 1): symbols (full 3D), solid line (parabolized 3D), dashed
line (approx. analytical solution).
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Figure 9.13: Dimensionless pressure drop, P, along the channel for compressible ow with a
permeable wall ( V0 = 1): symbols (full 3D), solid line (parabolized 3D), dashed line (approx.
analytical solution).













Figure 9.14: Dimensionless axial velocity at the centre of the channel, wmid, for compressible
ow with a permeable wall ( V0 = 10): symbols (full 3D), solid line (parabolized 3D), dashed
line (approx. analytical solution).
141
9. A Finite Element Method for the Weakly Compressible Parabolized Steady 3D N-S Equations










Figure 9.15: Dimensionless pressure drop, P, along the channel for compressible ow with a
permeable wall ( V0 = 10): symbols (full 3D), solid line (parabolized 3D), dashed line (approx.
analytical solution).
9.4.5 Computational cost and e¢ ciency
Table 9.1 compares the computational cost for the full and reduced sets of governing
equations in terms of degrees of freedom (DoF), number of elements (NoE), CPU time
and random access memory (RAM). The comparison has been carried out within the
constraints given towards the start of section 9.4; hence, the spacing in Z for the parab-
olized 3D simulations has been made small enough to ensure that the NoE values for
both types of simulations are roughly the same; generally speaking, we nd that around
30-40 times less CPU time, and around 60 times less RAM, is needed for parabolized
3D simulations than for full 3D simulations. However, it should be noted that the CPU
times for the parabolized solver are conservative estimates, and that even greater re-
ductions are possible by not restricting the step-size in the streamwise direction in the
space marching algorithm: for example, using the same values for the tolerances R and
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Full set Parabolized set
DoF 2110884 6725
Case (i) NoE 80000 118400
CPU time (s) 2400 60
RAM (GB) 19 0:3
DoF 2110884 6725
Case (ii) NoE 80000 134000
CPU time (s) 3000 85
RAM (GB) 19 0:3
DoF 2110884 6726
Case (iii) NoE 80000 113200
CPU time (s) 2400 80
Memory (GB) 19 0:3
DoF 2110884 6726
Case (iv) NoE 80000 114000
CPU time (s) 3000 95
Memory (GB) 19 0:3
Table 9.1: Computational cost for the full and reduced sets of governing equations in terms of
degrees of freedom (DoF), number of elements (NoE), CPU time and random access memory
(RAM). * denotes the DoF in an X-Y plane.
Ai as given in section 9.3, the CPU time for case (iii) can be reduced from 80 s to 50 s.
9.5 Conclusions
In this chapter, we have successfully implemented a velocity-vorticity formulation in a
commercial nite-element solver, Comsol Multiphysics, to tackle the weakly compressible
parabolized steady 3D Navier Stokes equations in a channel with a permeable wall - a
situation that occurs in, among other contexts, fuel cells. Benchmark comparisons were
made between full and parabolized 3D computations, and indicated that the latter gave
at least a 30-fold saving in CPU time and a 70-fold saving in RAM over the former. Such
a computationally-e¢ cient approach will make the modeling of cells having dozens of
straight channels possible at unprohibitive computational cost; even more signicantly,
it will then be possible to model large stacks containing such cells.
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9.6 Appendix A
To understand the behaviour of P1; we consider equations (9.34) and (9.35). Although
these seem to be rmly coupled to u; v and w; the fact that these three functions can
be determined via the velocity-vorticity formulation, which does not involve P1 at all,
means that we can, without loss of generality assume them to be known for the purposes
of this discussion. Since all the boundary conditions have been satised, there are no
further conditions that P1 should satisfy, which implies that it can only be found up to
an arbitrary function in Z : We can see this most clearly when fRe 1; after rescaling



















































The simplest non-trivial situation which has a solution in closed form is case (ii)
from Appendix C, for which
u = 0; v = 0; w =
  d P=dZ w^ (X;Y ) ; (9.A3)





















  d2 P=dZ2 w^ (X;Y ) + fa (Z) ; (9.A6)
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where fa is an arbitrary function of Z:
Appendix B
Although Comsol Multiphysics does have a dedicated Navier Stokes module, it turns
out to be better to use a combination of PDE General Form modules to construct the
algorithm. For all modules, we have used Lagrange quadratic elements.
1. Equations (9.44) and (9.45) are implemented using two PDE General Form mod-
ules with Steady Analysis, where u and v are dependent variables.
2. Equations (9.36) and (9.46) are implemented using two PDE General Form mod-
ules with Transient Analysis for w and ! as the dependent variables.
3. Equation (9.48) is implemented as a Global ODE for P0.
4. Equation (9.58) is implemented as a Global ODE for I.
Appendix C











where P = fReP; subject to
w = 0 at X = 0; 1 and Y = 0; : (9.C2)
We set w =
  d P=dZ w^; so that
w^XX + w^Y Y =  1; (9.C3)
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 sin (2n  1)X
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However, d P=dZ is di¤erent for each case, and to nd this, we apply equation (9.48);
we take the cases in turn.


















































for  = 1; we obtain
c  28:4542; wmid  2:0963:
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w^dX 0dY 0 =   (0) : (9.C11)
Using (9.61), we arrive at
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Conclusions and Future Work
The overall objective of this research study is to develop computationally-e¢ cient strate-
gies for modeling and simulation of fuel cell stacks comprising hundreds of single cells
which can resolve the essential transport phenomena in multiple scales from a functional
layer to stack. In view of this, underlying mathematical nature of transport equations
is analyzed. The achievements, limitations, as well as recommendation for future work
can be summarized as follows.
10.1 Summary of results
First of all, a hybrid modeling strategy has been proposed for modeling of fuel cell
stacks, in which the steady-state conservation equations are solved iteratively in two
separate groups: the rst comprises asymptotically-reduced governing equations for
momentum, mass, and species, which are solved as a transient-like propagation problem;
the second comprises the full set of equations for energy and charge, which are solved
as an elliptic stationary problem. Physically, the segregation is justied by the nature
of the dependent variables; in essence, the rst group covers local variables on the cell
level and the second involves global variables on the stack level. The methodology has
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been demonstrated for a steady-state detailed mechanistic model of a proton exchange
membrane fuel cell (PEMFC) stack comprising 2 to 350 cells1 subjected to non-uniform
operating conditions across the cells; e.g., a stack comprising 350 cells takes less than
an hour to solve.
Second, steady-state conservation of charge in a two-dimensional electric conductor
representing a bipolar plate in a fuel cell stack has been analyzed in order to quantify
the degree of coupling between adjacent cells and a dimensionless number,  has been
identied. The latter, which provides an aggregate measure comprising the design,
operating conditions and material properties of the bipolar plate, has been correlated
with the current redistribution between cells, and an upper bound has been determined,
i.e.,   3 to ensure current density decoupling of the two cells. The delity of the
dimensionless number and its bounds have been veried with a one-phase non-isothermal
proton exchange membrane fuel cell stack model. The number can easily be employed
prior to the design of a fuel cell stack in order to minimize coupling of the current density
between cells.
Following on, the importance of the boundary conditions for the charge conser-
vation equation in the modeling of fuel cells have been addressed. In this context,
we have analyzed the charge transport in an electric conductor, aiming to determine
whether constant current and constant potential boundary conditions (BCs) can be in-
terchanged without disturbing the local current density distribution in the cell. Their
interchangeability can be described with a dimensionless number, which captures the
relevant operating, geometrical and material parameters; this turns out to be the same
number that governs the local current density decoupling in fuel cell stacks. The e¤ect
of the dimensionless number has been further explored in a model for non-isothermal
one-phase ow in a proton exchange membrane fuel cell, for which it has been veried
1Note that larger stacks can be simulated depending on the available computational power.
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that  3 in order to ensure that the prediction for the local current density distribu-
tion at the catalyst layers remains the same regardless of galvanostatic or potentiostatic
BCs.
Next, the concepts of electrical and thermal decoupling of the cells in a stack have
been introduced and exploited to derive a computationally-e¢ cient strategy for simu-
lation of detailed fuel cell stack models. The conditions that allow for decoupling have
been discussed and veried with a non-isothermal model considering two-dimensional
conservation of mass, momentum, species, energy, charge and electrochemistry for a 10-
cell PEMFC stack. The derived strategy allows for simulation of large stacks comprising
hundreds of cells at a low computational cost and complexity; e.g., for a PEMFC stack
comprising 500 cells and subjected to perturbations in the inlet velocity for each cell, the
decoupled algorithm takes less than 30 min to solve and requires only 1 GB of random
access memory (RAM).
Finally, a velocity-vorticity formulation has been implemented to tackle the weakly
compressible parabolized steady three-dimensional (3D) Navier Stokes equations in a
channel with a permeable wall - a situation that occurs in fuel cells. Benchmarks results,
for which the compressibility is present via a uid density that is a function of channel
length, indicate at least a 30-fold saving in CPU time and a 70-fold saving in RAM
usage, as compared to full 3D computations, without any discernible loss in accuracy.
This is a signicant result on several levels. The fact that such large computational
savings have been obtained without sacricing any signicant accuracy indicates that
it should now be possible to use this approach for the modeling of cells having dozens
of straight channels at an unprohibitive computational cost; even more signicantly, it
will then be possible to model large stacks containing such cells, once again without the
loss of accuracy that, for example, the reduced models usually incur. In addition, the
fact that this has been implemented in commercially-available software, rather than as
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an in-house code, gives this work extra impact far beyond being simply a parabolized
3D Navier Stokes solution for a straight channel, since our implementation can form a
module for multiphysics models where ow channels constitute just one component of a
more complex device.
10.2 Recommendations
Based on the results obtained, some potential areas for further investigation are high-
lighted below.
1. Application to complex fuel cell models and other electrochemical systems We
have proposed and demonstrated the hybrid strategy to tackle the prohibitive
computational costs of solving detailed mechanistic models for fuel cell stacks
equipped with porous ow elds that allows a two-dimensional (2D) model to pre-
dict to capture 3D behavior. The classication of transport phenomena based on
their scales and associated model reductions for the local variables is a fundamen-
tal concept and could thus be extended to 3D models and other electrochemical
systems, such as batteries, ow batteries, and supercapacitors. The analysis of
thermal and electrical decoupling is also generic; and can be exploited for more
complex models accounting for example, 3D geometries, counter-ow, multi-phase
ow, etc. and other electrochemical systems. Similarly, the derived nite ele-
ment method for the weakly compressible parabolized steady 3D Navier Stokes
Equations can be employed for 3D models for fuel cells and other systems.
2. Application to other systems The hybrid strategy and the velocity-vorticity for-
mulation for the weakly compressible parabolized steady 3D Navier Stokes Equa-
tions are not limited to electrochemical stacks, but could also be applied to other
systems that exhibit some degree of slenderness for local variables: e.g., in catalytic
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monolith reactors comprising multiple slender channels where the mass, momen-
tum, and species transport are limited to single channels but the heat transport
occurs throughout the reactor.
3. Detecting spread of Current-free spots The formation of highly resistive current-
free spots in the cells is a frequent problem in stacks. These spots arise due to the
variety of reasons, e.g., local corrosion of bipolar plate material, delamination of
the catalyst layer from the membrane, uneven distribution of clamping pressure,
etc. It has been shown that a spot is mirrored by the bipolar plates in the several
adjacent cells [37]. The analytical solution approach that has been followed to
determine the aggregate measure for the local current density decoupling and
interchangeability of BCs can be employed to determine some measure for the
length of mirroring, i.e., the number of the adjacent cells to which a current-free
spot is mirrored. The means to minimize the negative e¤ects of mirroring can be
investigated from there onwards.
4. Asymptotically-reduced 3D model for fuel cells and other systems  Ly et al.
[46, 165] carried out scale analysis and asymptotic reduction for a 2D model for
PEMFCs equipped with porous ow elds and derived the reduced equations which
comprises parabolic partial di¤erential equations (PDEs) and ordinary di¤erential
equations from the full set of 2D elliptic PDEs. The reduced model was then simu-
lated as a 1D geometry in the normal direction coupled with space marching in the
axial direction. Vynnycky et al. [153] employed a similar analysis for 3D PEMFC
models; however, they could not implement the parabolized Navier Stokes equa-
tions in their simulations owing to the numerical di¢ culties and hence, assumed a
fully developed ow in the channels to simulate the model. The velocity-vorticity
formulation implemented in the thesis for the weakly compressible parabolized
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steady 3D Navier Stokes equations can be exploited in this context to derive as-
ymptotically reduced 3D models for fuel cells and other electrochemical systems.
The 3D elliptic PDE can be reduced to 3D parabolic PDE except for the con-
servation of charge which takes the form of a 2D elliptic PDE in the normal and
spanwise direction. The conservation equations- for energy, species, momentum,
and mass - in the membrane, catalyst layers, and gas di¤usion layers are negligible
at leading order in the streamwise direction [46, 165], which would further reduce
these conservation equations from 3D parabolic PDEs to 2D elliptic PDEs.
5. Applied studies In this thesis, we have derived alternate strategies for modeling
and simulation of fuel cell stacks. The scalability and associated low computa-
tional cost of such strategies should allow for various applied studies on fuel cell
stacks e.g., modeling of statistical and/or random variations and perturbations
in the operating conditions and material properties arising during manufacture
and assembly, establishing quality control guidelines for rejection or acceptance
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