e PID control plays important role in wing vibration control systems. However, how to e ciently optimize the PID parameters for di erent kinds of wing vibration systems is still an open issue for control designers. e problem of PID control optimization is rst converted into internal mode control based PID (IMC-PID) parameters optimization problem for complex wing vibration systems. To solve this problem, a novel optimization technique, called GNPSO is proposed based on the hybridization of improved grey particle swarm optimization (GPSO) and new Luus-Jaakola algorithm (NLJ). e original GPSO is modi ed by using small population size/iteration number, employing new grey analysis rule and designing new updating formula of acceleration coe cients. e hybrid GNPSO bene ts improved global exploration of GPSO and strong local search of new Luus-Jaakola (NLJ), so as to avoid arbitrary and ine cient search of global optimum and prevent the trap in local optimum. Diverse wing vibration systems, including linear system, nonlinear system and multiple-input-multiple-output system are considered to verify the e ectiveness of proposed method. Simulation results show that GNPSO optimized method obtains improved vibration control performance, stronger robustness and wide applicability on all system cases, compared to existing evolutionary algorithm based tuning methods. Enhanced optimization convergence and computation e ciency obtained by GNPSO tuning technique are also veri ed by statistical analysis.
Introduction
Control of wing vibration systems is a demanding task. Small damped vibrations, causing over fatigue load and threaten the safe operation of the wing, require vibration suppression in multiple degrees of freedoms (DOF) by the control surface installed on the wing [1, 2] . Besides, the system nonlinearity existing in aerodynamic and structural forces brings additional challenge in e ective control of wing vibration systems [3, 4] . Moreover, the complex nonlinear wing vibration system [5] , involving multiple control surfaces needs the accurate controller design to properly manipulate all surfaces, overcome the e ect of system nonlinearity and achieve the vibration control in all DOFs.
In the wing vibration control system, the proportionalintegral-derivative (PID) controller [6, 8] has been developed and most widely used to suppress the vibrations for linear wing vibration system. For nonlinear wing vibration systems, sliding mode control [9, 10] , robust control [11, 12] and H ∞ control [13] have been studied to control aeroelastic vibrations under unsteady ow and nonlinear spring. To deal with multipleinput-multiple-output (MIMO) wing vibration system, a state estimation based adaptive output feedback controller [14] was designed for vibration suppression on a nonlinear wing section. Also, a continuous robust controller [15] was proposed for control of a nonlinear wing section with a leading-and trailing control surface.
Although those advanced controllers have improved control performance for complex nonlinear wing vibration systems, they have quite limitations of implementation due to the high order and complicated control structure. Nevertheless, the PID controller has the strength in implementation due to its simple structure and promising application for a wide range of di erent wing vibration systems. However, it is always time-consuming and di cult to obtain the proper coe cients of PID, especially for complex wing vibration control system, which could involve system nonlinearity or large number of control parameters for MIMO case.
To solve the problem of control parameter design, evolutionary optimization techniques are considered. Based on the defined objection function, the problem of control parameter design can be converted into a problem of the parameter optimization. Besides, in order to efficiently determine the parameters of PID controller, internal mode control (IMC) based PID structure has been applied to obtain PID parameters for diverse industrial systems [16] [17] [18] [19] . Several evolutionary algorithms have been applied for IMC-PID parameters optimization. Multiple objective based genetic algorithm (GA) [20] was adopted for tuning the parameter of IMC-PID controller for linear system. Particle swarm intelligence (PSO) [21] based technique was applied to obtain better IMC-PID control parameter than conventional Ziegler Nichols (Z-N) tuning method for first order plus delay temperature process. Beside, hybrid of differential evolution and new Luus-Jaakola algorithm (DE-NLJ) [22] was proposed as a new IMC-PID tuning method and achieved improved control parameters than classic PID tuning methods. An NPSO hybrid algorithm [23] based method obtained improved control performance than other PID tuning methods for a MIMO low-order system. However, those algorithm based tuning methods are mainly targeted to linear system, low-order systems and first-order plus delay process. It could be much difficult to search for global optimum when it comes to complex high-order nonlinear wing vibration systems. On this condition, the global search could be arbitrary and inefficient, and the optimization search could easily be trapped into local optimum under the complexity of wing vibration systems. e vibration control performance can be degraded with unsatisfied optimized results. Besides, long optimization time due to large population size P and large iterations G are not preferred by practical control systems. us, the effective and low-cost optimization algorithm, which can handle control optimization problem for complex wing vibration systems, needs to be further investigated.
In recent years, a highly efficient grey-based PSO (GPSO) algorithm [24] was designed to optimize the PID parameters for a linear second-order system. Improved control performance, reduced population size and smaller iteration number were achieved, compared to GA and PSO algorithm. However, it is indicated that the performance of the evolutionary algorithm is problem-dependent [25, 26] . Since nonlinear high-order wing vibration system has quite different dynamic characteristics than the linear low-order system in reference [24] , more suitable optimization algorithm should be studied to solve the control optimization problem in this paper, so as to obtain ensure the control performance. Moreover, all previous studies focused on the application for a specific type of system. An applicable optimization technique for a wide range of PID control systems, including linear system, nonlinear system, and MIMO system, has rarely been studied.
Based on the above discussion, there is a motivation of developing a new hybrid evolutionary algorithm, call GNPSO to tune PID parameters for expanded applications in diverse wing vibration systems, from simple linear case to nonlinear MIMO case. In this paper, the problem of PID control optimization design for different wing vibration system is first converted into the IMC-PID parameter optimization problem under control constraints. A hybrid algorithm of improved GPSO and NLJ (GNPSO) with small population size/iteration number is proposed based on new grey analysis rule and new updating formula of algorithm parameters. en, the GNPSO algorithm is applied to optimize the IMC-PID parameter in closed-loop wing vibration control system. e fitness function is defined as a linear function regarding vibration control performance in the time domain. e effectiveness of the proposed method is examined on a wide range of different wing vibration systems. e superiority of proposed GNPSO algorithm to classic algorithms and other hybrid algorithms in previous studies is studied by optimization performance, statistical results, vibration control performance and computation cost. e contributions of this paper are presented as follows:
(1) e task of PID control design for different type of wing vibration system is converted into the IMC-PID parameter optimization problem, and the GNPSO algorithm is presented to automatically optimize the control parameters according to different system case.
(2) In proposed hybrid GNPSO, the improved GPSO (IGPSO) is designed by introducing new grey analysis rule to avoid arbitrary and inefficient global search, and new updating formula of acceleration coefficients to fasten convergence. e local search is enhanced by NLJ algorithm to reach the global optimum. Small population size and small iteration number are obtained for low-cost and efficient tuning of PID controller. (3) Proposed method expands the application of PID control to a wide range of wing vibration systems, including linear system, nonlinear system and MIMO systems, while feasible PID control was mostly limited to linear wing vibration system. (4) e superiority of GNPSO algorithm to existing tuning algorithms (i.e., classic algorithms [20, 21] , hybrid algorithms [22] [23] [24] ) and recent grey-based algorithm [27] is comprehensively verified based on convergence performance, different statistical tests, vibration control performance and robustness tests for parameters optimization. (5) Reduced computation cost of GNPSO based tuning method is also confirmed by less computation time on all system cases, compared to the existing evolutionary algorithm based tuning methods. e rest of the paper is arranged as follows. Section 2 presents the IMC-PID controller for generalized wing vibration system and the formulation of control optimization problem. Section of GNPSO is also discussed in all cases. Section 5 gives the conclusion of the paper.
Wing Vibration Control

System Description and Control Speci cations.
e wing vibration system is normally a rigid airfoil with pitch and plunge motions, which are manipulated by the ap control surface. e pitch and plunge motions are de ned by pitch angle and plunge displacement ℎ separately. Assuming the variable vector = [ ℎ ] and the control signal of ap angle , general dynamic equations of the wing vibration system can be presented as:
where the le side of the equation represents the structural dynamics of the wing vibration system with the mass matrix , the damping matrix and the spring matrix . e right side of the equation describes the aerodynamics with respect to the vibration motions and the control command. As indicated in references [8, 12, 15] , there are mainly three di erent types of the wing vibration system based on Equation (1). e rst is linear wing vibration system with linear spring/damping characteristics and single control surface. e second is nonlinear wing vibration system with nonlinear spring/damping/aerodynamics and single control surface. e last is nonlinear MIMO wing vibration system, which has two control surfaces of both leading edge ap and trailing edge ap. e system nonlinearity and multiple control surfaces could further increase the di culty in design of control parameters for the wing vibration system. e control speci cations for wing vibration systems are:
(1) e wing vibration in pitch motion should be well suppressed. (2) e wing vibration in plunge motion should be well suppressed. (3) e satisfactory control performance should be obtained under control constraints. (4) e vibration control performance must be ensured under system nonlinearity. (5) e tear-and-wear of actuators should be minimized. (6) A su cient closed-loop stability should be shown.
In order to meet all the speci c control requirements, the objective functions are usually given based on the vibration control performance, indicated by Integral of Absolute Error (IAE), Integral of Squared Error (ISE), Integral of Time multiplied Absolute Error (ITAE) and Integral of Time multiplied Square Error (ITSE). In this paper, IAE based objective function is taken as it emphasizes the instant response and the damping behavior, which are appropriate for the evaluation of the control performance for wing vibration systems. 
Controller
used to suppress the vibrations in plunge and pitch motions. However, the shortcomings of using the conventional PID controller include slow closed-loop responses, unsatis ed robustness to system change, ine cient utilization of the control surface and great control design e ort. e reason is the di culty in design of proper PID parameters, especially when complex system is involved, such as the nonlinear system and the MIMO system. An internal model control (IMC) based PID controller improves the settling time, overshoot in the transient response and the robustness of the classic PID controller, since the IMC can handle the model mismatch due to the nonlinearity or system change by the lter design and the process model [29, 30] . e lter in IMC-PID is designed to ensure the dynamic performance and improve the robustness of the PID controller under varied system parameters [31] . Meanwhile, three PID parameters can be automatically computed and updated by adjusting the lter parameter in the IMC-PID structure.
To design the IMC controller for wing vibration systems, the process model ( ) of the system should rst be obtained. In general, the process model of wing vibration systems can be approximated by the reduced order model ( ) as:
where 0 is the system gain, , 1 , 0 are system parameters of the reduced order model. 1 > 0, 0 > 0. In this paper, the leastsquare method is adopted to identify the reduced order model of wing vibration systems. e control schematic of the IMC is shown in Figure 1 (a), where the feedback IMC controller is composed of the process model ( ) and the controller ( ). e controller ( ) is designed based on the lter ( ) as [32] :
where − ( ) = 0 / 1 2 + 0 + 1 is the minimum phase part and + ( ) = − + 1 is the nonminimum phase part of the process model. e low-order lter ( ) has the lter parameter , which can be adjusted to improve the dynamic control performance under system nonlinearity or system changes. In this paper, second-order lter is used as ( ) = 1/( + 1) 2 .
As indicated in Figure 1 , the feedback IMC controller ( ) is presented as:
Substituting Equations (2) and (3) into Equation (4), the feedback IMC controller can be rewritten as: e equivalent IMC-PID controller -( ) can be derived from ( ) as:
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For the design of IMC-PID controller for di erent kinds of wing vibration systems, the control parameters of the IMC-PID are obtained as followings.
(1) Linear wing vibration system: the process model of the original fourth order system is taken as a second-order model in Equation (2) by model identi cation. en, the control parameters of the IMC-PID are derived based on Equations (3) (4) (5) (6) . e low-order process model is favored to avoid the high order of the controller.
(2) Nonlinear wing vibration system: the process model of the nonlinear system is approximated by the linear reduced order model at operating points. e process model in Equation (2) is identi ed by the least-square method. en, the IMC-PID control parameters are calculated according to Equations (3)-(6). (3) MIMO wing vibration system: e MIMO system usually has two system outputs and two control inputs.
For MIMO system, two SISO control loops are formed, where one IMC-PID controller is designed independently for each control loop. For the controller design in each SISO control loop, the process model of the corresponding SISO system is identi ed as the reduced order model in Equation (2) . en, the parameters of the identi ed process model are used
to calculate the parameters of the IMC-PID controller using Equations (3)- (6) .
It should be noted that the identi ed process model could vary according to di erent wing vibration systems. On this condition, the parameters of the corresponding IMC-PID controller could vary from case to case. As mentioned above, the implemented structure of IMC-PID based wing vibration control system is shown in Figure  1 (b). e vibration de ection, such as pitch angle is chosen as the system output . e control input is de ned as the ap angle. e identi ed process model ( ) and the designed lter ( ) are used to formulate the feedback IMC vibration controller ( ), which is further implemented in the form of PID controller. e control constraints, such as the saturation and rate limit are also considered in the control system. e lter is optimally designed by proposed GNPSO algorithm according to de ned objective function . e optimal design problem of the lter is presented in next section. e design of proposed GNPSO algorithm is detailed in Section 3.
Formulation of the Control Optimization Problem.
e performance of the IMC-PID controller heavily depends on the design of the lter, especially for nonlinear system and MIMO system. e suitable lter parameter could have a fast response, less overshoot in the response and good robustness [33, 34] . e lter in the IMC-PID controller has the form as follows:
where ( ) is the low-pass lter with the lter parameter and the order . e choice of order should ensure the realization of the ( ) as well as avoiding high order controller structure for the implementation. Since wing vibration systems can be approximated by second-order model [26] , the order is taken as 2 in this paper, as indicated in Section 2.2.1. More importantly, the lter parameter needs to be optimally designed, so as to obtain the satis ed dynamic performance for complex wing vibration control systems, including system nonlinearity, control constraints or multiple control surfaces. With the optimum of the lter parameter, the suitable PID parameters can be determined correspondingly.
e optimal design problem of the lter parameter in IMC-PID is formulated as a constrained optimization problem by minimizing the vibration motions and the control e ort of the control surface. e overall control performance of IMC-PID controller for wing vibration systems is evaluated by the objective function , which is de ned as the sum of normalized IAE based vibration responses and IAE based control signal response. IAE is chosen over the time multiplied integral criteria, such as ITAE and ITSE because they emphasize on the transient response in the later phase instead of the large error in the beginning. en, the formulation of control optimization problem is presented as follows:
where |ℎ| , | | are the maximum of the absolute of plunge displacement and pitch angle separately, | | is the maximum of the control signal, is the simulation time, is the saturation of the control surface, is the rate limit of the control surface, , are upper and lower limit of the lter parameter, respectively. e constraints for the optimization problem are handled as the death penalty [35] , where the search is with feasible solutions.
Proposed Improved Grey-PSO and NLJ Hybrid Optimization Technique
In this section, a hybrid algorithm of improved Grey-PSO and NLJ, called GNPS is proposed to solve the IMC-PID control optimization problem in Equation (8) . e initiatives of proposed hybrid algorithm are to search for satisfying optimal IMC-PID parameters at low computation cost and to have wide applications in diverse wing vibration systems, from simple linear systems to complex nonlinear systems. e preliminaries and the main GNPSO algorithm are presented in the following subsections.
Classic Grey-PSO Algorithm. Particle swarm optimization (PSO) proposed by Eberhart and Kennedy is a population
cooperation based stochastic searching algorithm [36] . It is inspired by the behavior of bird ocking to guide the particles to search for the global optimum by evolving velocity. e trajectory of each particle is directed by dynamically adjusting the velocity of the particle, with respect to its own ying experience ( ) and the y experience of the swarm ( ).
e merits of the PSO include strong global exploration ability and simple evolutionary process without the crossover operation and the mutation operation [37] . e PSO has successful and wide applications in di erent areas, such as system identi cation [38] [39] [40] , automotive system [41, 42] and robot systems [43] [44] [45] .
For the past decade, several works about modi ed PSO have been investigated for a di erent optimization problem. In the study of optimized PID control, a novel modi ed PSO algorithm based on grey relational analysis theory (called GPSO) has recently been proposed by Professor Yeh [24] . Compared to conventional algorithms, such as GA and PSO, the GPSO optimization technique can obtain better optimal parameters of PID controller and have low computation burden with reduced population size. For the implementation of the GPSO, the "similarity" (the relationship) between the particle and the ttest particle is rst analyzed. Based on the closeness of the relationship, algorithm parameters, such as acceleration coe cients are properly adjusted to improve the guidance of particles' movement.
In classic GPSO algorithm, the relationship between th particle and the ttest particle is indicated by grey relational grade g according to classic grey relational analysis theory:
and is the scalar between 0 and 1, is the dimension of the solution space. Based on grey relational grade g , the updating law of acceleration coe cients for each particle is presented as:
where g = 1.5(1 + )g + 1.5(1 − ), and the sum of 1 and 2 is xed for each particle in every iteration during the evolutionary process. e updating rule for the velocity of the particle is given as:
where is the inertia weight, and 1 , 2 are the random numbers.
Hybrid GNPSO Algorithm
Improved Grey-PSO (IGPSO) Optimization Algorithm.
For complex nonlinear wing vibration systems, the control optimization could cost much more computation time than that for simple linear low-order system using GPSO in [24] . On this condition, compared to original GPSO algorithm, further reduced population size and iteration number are preferred to
, ,
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avoid large computation time. Moreover, the modi cations in grey analysis and updating formula of acceleration coe cients are also considered for the control optimization problem in this paper. erefore, three improvements are added in the original GPSO to enhance its e ectiveness, e ciency, and applicability for optimal IMC-PID control issue of wing vibration systems.
ose improvements are detailed as follows.
(1) Small population size and small iteration number: In a classic heuristic optimization algorithm, such as GA, PSO and other hybrid PSO algorithms, there are usually large population size and large iteration number to ensure the optimization performance. Large computation time is inevitable on those conditions, especially for complex wing vibration control systems. However, fast tuning of control parameters is favored by most control systems since the uncontrolled system could be damaged. e large time delay of the control signal could greatly degrade the control performance and even fail the stabilization of the system in practice. In this paper, compared to those for GPSO optimized PID control of simple linear system, smaller population size and smaller iteration number are given to avoid large computation time for the IMC-PID tuning for complex wing vibration systems.
(2) New grey analysis rule: In the original GPSO, the "similarity" (the relationship) between the particle and the ttest particle is actually analyzed based on the space distance between them using classic grey relational analysis theory [46] . However, the parameters of PID controller have to be in a suitable proportional relationship, so as to obtain satis ed control performance. e closeness in the space cannot guarantee the proper relationship between PID parameters. In the proposed improved GPSO, the geometric similarity instead of space distance is chosen as the criterion for the analysis of particles' relationship.
en, the accuracy of grey analysis for IMC-PID control optimization can be improved. e new grey analysis rule based on the absolute grey relational analysis (AGRA), is proposed to nd the geometric similarity between the particle and the ttest particle . e result of the AGRA for th particle is indicated by the grey relational grade g :
where ,0 and 0 are normalized and with zero start point.
(3) New updating formula of acceleration coe cients: In the original GPSO algorithm, the acceleration coe cient
2 changes directly by 1 based on the xed sum, which gives the limited space to adjust the coe cients. Besides, the updating formula of 1 moves in a sinusoid way. In proposed algorithm, the updating law of acceleration coe cients is improved by e cient computation of linear functions and exible adjusting space for enhanced diversity of the coefcients. Speci cally, 1 and 2 are updated independently with un-xed sum, which could expand the range of the coe cients to t di erent applications. e new updating formula of acceleration coe cients are given as: where 1 , 1 , 2 , 2 are scalars to determine the range of 1 , 2 and their sum. e altering of 2 is not limited by the choice of 1 . ey are updated based on the closeness (geometric similarity) of the particle and the ttest particle using AGRA: the small g means the evolution process of the particle in the phase of the exploration, when increased 1 and decreased 2 are given to enhance the search of local optimum and maintain the swarm diversity. Otherwise, large g indicates the particle is much close to the global best position. Smaller 1 and larger 2 are assigned to enhance the local search and exploit the global optimum. Based on Equations (14-16), the sum of acceleration coe cients is exible with varied range. In this way, to search for the global optimum for di erent types of wing vibration control systems, the suitable coe cients could be adjusted in di erent zones.
NLJ Algorithm.
e new Luus-Jaakola (NLJ) algorithm an improved Luus-Jaakola algorithm, proposed by Pan [47] . It has fast convergence capability for the local search [48] . e advantage of the NLJ lies in the adaptation of the convergence coe cient, which leads to the rapid reduction of the search horizon and signi cantly saves the search time.
e NLJ algorithm begins with an initial vector 0 and initial search radius 0 . e search range at the generation is determined by the optimization result at previous generation as
en, the th vector of the population at current generation is updated based on the improved search radius as = −1 + . Based on the evaluation of performance index, the optimal result at current generation is obtained as | | . Keep changing the search range a er taking current optimum as the initial value of the next generation until the maximum generation number is reached. e coe cients of the NLJ algorithm are detailed in Refs. [22, 23] .
Hybridization of IGPSO and NLJ Algorithm.
In the proposed GNPSO hybrid algorithm, the improved
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Grey-PSO (IGPSO) algorithm is rst applied to optimize the parameters of IMC-PID controller. en, the NLJ is further used to enhance the exploitation and ensure the convergence to global optimum. e Grey-PSO algorithm has the strength of global search while NLJ is a local search approach. en, a hybrid optimization method based on those techniques could be promising and have bene ts from their merits. e hybrid GNPSO technique is implemented with small population size and small maximum generation number, compared to other algorithms for PID optimization in references [20] [21] [22] [23] [24] .
In this way, proposed hybrid GNPSO algorithm could obtain: (1) improved global search by IGPSO to avoid arbitrary and ine cient search under the complexity of nonlinear wing vibration systems; (2) enhanced local search by NLJ to fasten convergence and avoid sub-optimum; (3) good adaptation to di erent wing vibration control systems by improving dynamic balance between the exploration and the exploitation; and (4) small computation cost due to small population size and small iteration number. Figure 2 shows control optimization procedures by proposed GNPSO hybrid algorithm. e GNPSO optimization process includes the following steps:
Procedures of Hybrid GNPSO Based Control Optimization.
Step (1) Initialization of IGPSO: Set the algorithm parameters, such as population size and iteration number of IGPSO and Initialize the population of particles.
Step (2) Evaluation of objective function: Evaluate the tness of the particle in the population and nd the ttest particle in the current generation. e evaluation is made by assigning the value of particle to control parameters, running the control system and calculating the objective function in Equation (8) . e ttest particle is obtained with minimized .
Step (3) Calculate the distance between particle and ttest one: Calculate the grey relational grade g , which indicates the distance between the particle and the ttest particle. Based on the analysis of geometric similarity between the particle and ttest particle, g is obtained by new grey analysis rule using Equations (12) and (13) .
Step (4) Update acceleration coe cients: Set scalars in Equation (16) to de ne the range and the sum of acceleration coe cients 1 , 2 . en, those acceleration coefcients are adjusted by the new updating formula using Equations (14) and (15) .
Step (5) Update velocity and position of particle: Based on the adjusted acceleration coe cients in step (4), update the velocity and the position of the particle.
Step (6) Output optimum of IGPSO search: If the maximum iteration number is not reached, go back to (2) . Otherwise, output the best result obtained by IGPSO search in step (1)-step (5) .
Step (7) Initialization of NLJ: De ne the optimum of IGPSO search in step (6) as initial points of the NLJ optimization. e population of NLJ is initialized with initial search space.
Step (8) NLJ search: e search space is narrowed to improve the local search of the GNPSO. e new population is generated with narrowed search space. en, the ttest one among the population is found with minimized objective function.
Step (9) Output global optimum: if the condition, such as iteration number is not reached, go back to Otherwise, output global optimum by NLJ search in GNPSO algorithm. e global optimum is the nal optimized control parameter of IMC-PID controller for the wing vibration system.
Simulation Results
To demonstrate the e ectiveness and the applicability of proposed GNPSO optimized IMC-PID method, simulation results for three benchmarks of di erent wing vibration systems, including linear system, nonlinear system and multiple-input-multiple-output (MIMO) system. For comparison, we choose the competitive algorithms, including recent Grey-PSO algorithm (GPSO) for PID design [24] , recently published grey enhanced algorithm (i.e., grey adaptive DE algorithm (GADE) [27, 28] ), reported NLJ hybrid algorithms for the IMC-PID design (i.e. NLJ-PSO hybrid algorithm (NPSO) [23] , DE and NLJ hybrid algorithm (DE-NLJ) [22] ) and classic evolutionary algorithm of GA [20] and PSO [21] for PID design. All simulations are implemented in Matlab 2014 environment using Intel Core i7-7500U CPU, 2.9 GHz, 8G RAM memory.
Based on the consideration of the algorithm parameters in [20, 24, 27, 28] and fair comparison, the control parameters setting of GA, PSO, NPSO, GPSO, DE-NLJ, GADE and GNPSO for optimal IMC-PID control of wing vibration systems from Case 1 to Case 3 are given in Table 1 . Further reduced population size and iteration number are given, according to the settings in GPSO optimized PID control [24] . e 25 independent runs are implemented for all algorithms.
Case 1: Linear Wing Vibration
System. For the linear wing vibration system with a single control surface, the dynamic equation in is speci ed based on Equation (1) as [2, 8] :
where w , are mass coe cients, is the distance between the mass centre and the elastic axis, is the mass moment of inertia, ℎ , are linear damping coe cients, ℎ , are linear structural sti ness, is the air density, is the wind velocity, is the semi-chord of the wing section, , , , , , , , are aerodynamic coe cients. e linear wing vibration system is controlled by trailing edge ap control surface. e system outputs are pitch angle and plunge displacement ℎ. e input of the controlled system is ap angle . e pitch angle is chosen as the sensor signal for the feedback control.
Here, the search space of the lter parameter of the IMC-PID controller is in the range of (0, 10). en, the corresponding PID parameters can be obtained using the Equation (6). e control goal is to regulate the plunge displacement and the pitch angle by single ap control surface. Table 2 reveals the statistical performance of all algorithms, such as the minimum ( ), the maximum ( ), average ( v . ), median ( . ) and standard deviation ( ) values of the IAE based control performance for 25 independent runs. Apparently, the GNPSO performs better than other algorithms with the best statistical results. Also, several di erent statistical tests are used to further analyze the performance of NPSO, GPSO, DE-NLJ, GADE and proposed GNPSO for the linear wing vibration system with single trailing edge ap. First, analysis of the variance (ANOVA) test of the control performance for di erent algorithms are shown in Figure 3 . en, the results of Friedman, Friedman aligned and Quade tests are presented New updating formula in Eqs. (14) and (15) Output c 1i , c 2i Table 3 to show the ranks, the statistic value and associated probability -value, where the GNPSO algorithm is best among all algorithms. Besides, in order to compare GNPSO with other six algorithms, Table 4 reveals the results of Wilcoxon signed ranks test for the control performance according to di erent algorithms. In Table 4 , + represents the sum of ranks for the problems where the rst algorithm is better than the second one, and − is the sum of ranks for the opposite. GNPSO shows a signi cant improvement over GA, PSO and GPSO, with a level of signi cance = 0.01, over DE-NLJ and NPSO with = 0.05, and over GADE with > 0.2. It is found that GA, DE-NLJ, and GADE have larger abnormal points and much worse worst than PSO based algorithms, although there are several good runs by GADE algorithm during all independent runs. In practice, it is important to avoid the bad control optimization results since the large vibration responses could be disaster to the wing vibration system. e PSO hybrid algorithms, such as NPSO, GPSO, and GNPSO can e ciently explore the optimal result with relatively stable performance, which ensures the nal IMC-PID control performance of the linear wing vibration system. Figure 4 illustrates the convergence behavior of the best run in Table 2 , obtained by all algorithms for linear wing vibration system with single control surface. It reveals that GNPSO reaches a better tness than GA, PSO a er 10 iterations. GNPSO has faster convergence speed than NPSO, GPSO, DE-NLJ and GADE.
us, GNPSO has the best convergence characteristics among all algorithms. To demonstrate the e ectiveness of those algorithms during all runs, Table 5 gives the optimal IMC-PID control parameters obtained by di erent algorithms according to the worst run w . Table 6 compares control performance indices for each algorithm, involving the overall control performance, the ITAE index of system outputs and control e ort de ned as ℎ , and , the overshoot of system outputs de ned as (ℎ) and ( ), the settling time of system outputs and control signal de ned as _ℎ , _ and _ . e system responses of the plunging, the pitching and the control surface associated with the w are given in Figure 5 . e GNPSO performs best in terms of most indices. Although GA and NPSO have minimum value in certain index, GA has the largest settling time of 
Algorithm
Parameters setting GA [20] = 10, = 20, the crossover probability = 0.6, the mutation probability = 0.1 − 0.01 * / , where = 1, 2, . . . ,
PSO [21]
= 10, = 20, the upper limit and the lower limit of inertia weight w = 0.9, w = 0.1, the upper limit and the lower limit of the velocity = 1, = −1, acceleration coe cients 1 = 1, 2 = 1
DE-NLJ [22]
= 10, = 20, the scaling factor = 1.2, the crossover rate = 0.3, the permit change rate = 1.2
NPSO [23]
= 10, = 20, w = 0.9, w = 0.1, = 1, = −1, acceleration coe cients 1 = 1, 2 = 1, the permit change rate = 1.2
GPSO [24]
= 10, = 20, w = 0.9, w = 0.1, = 1, = −1, grey relational grade g by Equation (6), the adjustable acceleration coe cients by Equation (7) GADE [27] = 10, = 20, the scaling factor = 2g 0 − + 2 0 − , the crossover rate = 2g CR − CR 0 + 2CR 0 − CR , grey relational grade g by Equation (6) GNPSO = 10, = 20, w = 0.9, w = 0.1, = 1, = −1, grey relational grade g by Equation (9), the adjustable acceleration coe cients by Equations (11) where the nonlinear function of the torsional sti ness has coe cients of 1 , 2 , 3 , 4 . e nonlinearity in the system brings more di culty in the design of the IMC-PID parameters. e system outputs are pitch angle and plunge displacement ℎ. e input of the controlled system is ap angle . e pitch angle is chosen as the sensor signal for the feedback control. e lower and upper limit of the lter parameter is taken as 0 and 10. e reference for system outputs are set as zero. Table 7 shows the statistical results of all algorithms for 25 independent runs. For Case 2, GNPSO performs best on all performance indices of , , v . , . and . In addition, several statistical tests are carried out to compare the control performance obtained by GA, PSO, NPSO, GPSO, DE-NLJ, GADE and GNPSO for nonlinear wing vibration system with single control surface. e ANOVA test results in Figure 6 demonstrate the best control performance of GNPSO. Table 8 reveals the ranks, the statistic value, and associated probability -value, obtained by Friedman, Friedman aligned and Quade tests. Besides, Wilcoxon signed ranks test results are shown in Table 9 , to compare the GNPSO with other six algorithms. Clearly, the GNPSO shows the improvement over GA, PSO, DE-NLJ, and GPSO, with = 0.01, and over GADE and NPSO with = 0.05 for optimal IMC-PID control of nonlinear wing vibration system with a single control surface. Figure 7 shows the convergence behavior of the best run obtained by each algorithm for nonlinear wing vibration system with single control surface. It is clear that GNPSO obtains a better tness than GA, PSO, GPSO and DE-NLJ a er 10 iterations and it also has faster convergence than NPSO and GADE, which indicates the better convergence characteristics of GNPSO than other algorithms. Table 10 presents the optimal control parameters obtained by each algorithm with respect to the worst for nonlinear wing vibration system with single control surface. e corresponding control performance indices are summarized in Table 11 , involving the IAE control performance of system and ( ) and the settling time of system outputs and control signal, denoted as _ℎ , _ and _ . It is obvious that more than half of control performance indices obtained by GNPSO are better than those by other six algorithms. It is struggling for GA, PSO, NPSO and DE-NLJ to handle the good control performance in di erent vibration motion as well as the reduction of control e ort, although they have best result in terms of one performance index. Seven out of nine performance indices obtained by GPSO are worse than those by GNPSO. Besides, GA and GADE lead to relatively large IAE values and settling time among all algorithms. e results reveal that it is very difcult to obtain the optimum of control parameters on Case 2 since there is only one control surface to manipulate the di erent vibration motions and deal with system nonlinearity.
e system responses and control e ort are shown in Figure  8 . e steady-state error of the control system and the control e ort obtained by GA and GADE are the worst. Compared to PSO, NPSO, GPSO, and DE-NLJ, GNPSO obtains improved overshoot of the pitching response, smaller settling time of system outputs and smoother control signal. With the di culty of the control problem and multiple control requirements in Section 2.1, the control optimization could be easily trapped in local optimum and the search could be guided to meet certain control task rather than all tasks. ose reasons explain the sub-optimum convergence of GA, PSO, GPSO and DE-NLJ in Figure 7 and the one best performance index of GA, PSO, NPSO, and DE-NLJ in Table 11 . Overall, GNPSO obtains the best control performance for IMC-PID control of nonlinear wing vibration system with single control surface.
Case 3: MIMO Nonlinear Wing Vibration System.
In order to further demonstrate the e ectiveness of GNPSO based method on the multiple input, multiple output (MIMO) system, this subsection represents the optimal IMC-PID control of nonlinear wing vibration system with two control surfaces using GA, PSO, NPSO, GPSO, DE-NLJ, GADE and GNPSO. e nonlinear MIMO wing vibration system is a four degree of freedom system with two control surfaces as indicated in reference [11, 15, 49] . e dynamic equation of the nonlinear MIMO system based on Equation (1) is presented as:
where the vibration motions are controlled by both leading edge flap angle and trailing edge flap angle . The effective aerodynamic coefficients are taken as , − = (0.5 + ) , +2 , , , − = (0.5 + ) , + 2 , , , − = (0.5 + ) , + 2 , .
The system outputs are denoted as the plunge displacement ℎ and the pitch angle . The control signals are taken as and .
For this MIMO system, two feedback SISO control loops are designed with one IMC-PID controller for each loop. One control loop is from to and the other control loop is from to ℎ. For each SISO control loop, a di erent process model is identi ed to design the corresponding IMC-PID controller. e search space of the lter parameter is in the range of (0, 10). e reference for system outputs are zero. To emphasize on the vibration suppression on Case 3, the objective function is modi ed as = ∫ final 0 |ℎ|/|ℎ| + | |/| | . Here, the control e ort is not considered for the control optimization. Table 12 reveals the statistical results of each algorithms in terms of performance indices , worst , v . , . and sd for 25 independent runs. ose statistical indices obtained by GNPSO are better than other algorithms in Table 12 . Also, statistical tests are implemented to compare the control performance obtained by GA, PSO, NPSO, GPSO, DE-NLJ, GADE and GNPSO for nonlinear wing vibration system with two control surface. Figure 9 shows the ANOVA test results, which indicates the best performance of GNPSO. Table 13 presents the ranks, the statistic value and associated probability -value, obtained by Friedman, Friedman aligned, and Quade tests. Table 14 shows Wilcoxon signed ranks test results by comparing the GNPSO with other six algorithms. It is obvious that GNPSO shows the improvement over GA, PSO and GPSO with = 0.01, over GADE with = 0.05, over NPSO with = 0.2 and over DE-NLJ with > 0.2 for optimal IMC-PID control of nonlinear MIMO wing vibration system. DE-NLJ, NPSO and GADE, which indicates the best convergence characteristics of GNPSO. Table 15 shows optimized control parameters by all algorithms with respect to the for nonlinear MIMO wing vibration system. Table 16 gives Figure 10 illustrates the convergence characteristics of the best run obtained by each algorithm for nonlinear MIMO wing vibration system. Clearly, GNPSO reaches a better tness with faster convergence than GA, PSO, GPSO, Hence, GNPSO obtains stronger robustness than other six algorithms due to the smaller variations in performance indices under varied system parameters.
Computational E ciency.
In order to further analyze the computational e ciency of GNPSO, the statistical results of the computation time obtained by GA, PSO, NPSO, GPSO, DE-NLJ, GADE and GNPSO on 25 independent runs are summarized in Table 18 , Table 19 and Table 20 for Case 1, Case 2, and Case 3 respectively. e statistical analysis of computation time for each case is implemented based on performance indices, including the minimum ( ), the maximum ( ), average ( v . ), median ( . ) and standard deviation ( sd ). In practice, the fast tuning of the IMC-PID controller is favored to avoid the large time delay of the control signal and the uncontrolled system in possible damage. For the previous study of GPSO based PID control issue [24] , the computation complexity is nearly O(PGn) with the population size of , max. iteration number of and the number of control parameters , while those settings could cost large computation time of more than 200 seconds for complex wing vibration control systems. In this paper, to ensure the fast tuning of the IMC-PID controller, the computational cost is approximated as (0.3 0.4 0.3 ) with reduced population size/iteration number and less control parameter. Tables 18-20 the control performance indices, including ITAE values of (ℎ), ( ), the overshoot of (ℎ) and ( ) and settling time of _ℎ , _ . Obviously, seven out of nine control performance indices obtained by GNPSO are best among those obtained by all algorithms. GA, PSO and GPSO have undamped oscillations. DE-NLJ and GADE have large settling time over 10 seconds. Beside, eight out of nine control performance indices obtained by NPSO are worse than those by GNPSO. Figure 11 shows the system responses. Clearly, only GNPSO and NPSO have totally suppressed vibration responses in 10 seconds while other algorithms have limit cycle oscillations or even unstable oscillation in system responses. Compared to NPSO, GNPSO improves the oscillations in both plunging and pitching responses. erefore, GNPSO obtains the better control performance than other six algorithms for nonlinear MIMO wing vibration system with two control surface.
Robustness Test.
In order to further demonstrate the robustness of GNPSO, the comparison of system responses under varied system parameters obtained by GA, PSO, GPSO, NPSO, DE-NLJ GADE and GNPSO for nonlinear MIMO wing vibration system are presented in this subsection. e variations of system parameters are given in Table 17 . e robust performance of all algorithms is evaluated by the indices of (ℎ) and ( ). 
Conclusions
In this paper, a hybrid algorithm of modi ed Grey-PSO and NLJ, called GNPSO is proposed to search for optimal parameters of IMC-PID controller for di erent types of wing vibration systems. e key features of proposed GNPSO involve e cient global search by designing new grey analysis rule, improved balance between exploration and exploitation by employing new updating formula of acceleration coe cients, enhanced local search by involving NLJ, and reduced computation cost by using small population/iteration number. e superiority of proposed GNPSO to classic algorithms (GA, PSO), other hybrid algorithms (DE-NLJ, NPSO) and recently published grey-based algorithms (GPSO, GADE) is demonstrated by simulation tests on a wide range of wing vibration control systems, including linear system, nonlinear system and MIMO system.
Simulation and statistical results reveal that GNPSO optimized method outperforms other six algorithms based methods on better convergence behavior, improved vibration control performance, and good applicability to a wide range of wing vibration systems. Especially, for nonlinear wing vibration system, GNPSO could meet most of control aims while existing algorithms, such as GA, PSO, NPSO and DE-NLJ tend to meet one control objective by sacri cing others. For MIMO nonlinear wing vibration system, proposed technique ensures good vibration control performance while the unsatis ed control performance is obtained by GA, PSO, GADE, GPSO and DE-NLJ. Besides, reduced computation time of parameters optimization is obtained by GNPSO on all system cases, compared to other existing optimization algorithms. In future work, it is worth to further develop the GNPSO based tuning method for under-actuated wing vibration control systems, regarding cost function, algorithm design and operation selections. 
