We investigate the problem of finding a minimum-area container for the disjoint packing of a set of convex polygons by translations. In particular, we consider axis-parallel rectangles or arbitrary convex sets as containers. For both optimization problems which are NP-hard we develop efficient constant factor approximation algorithms.
Introduction
Algorithms for efficiently packing objects into containers have important applications: In two dimensions, the problem occurs, e.g., in the context of cutting out a given set of patterns from a given large piece of material minimizing waste, typically in apparel fabrication or sheet metal processing. In three dimensions the problem occurs naturally in minimizing storage space or container space for transportation.
The problem has numerous variants. The most basic one is the decision problem whether a set of given objects can be packed into a given container. In sheet metal and apparel processing, mostly the problem of strip packing [12, 13, 5] occurs, i.e., a given set of objects needs to be packed inside a strip of a given fixed width using as short a piece of the strip as possible. Here, we will consider the problem of minimizing the area of the container.
Moreover, the shape of objects to be packed is significant, e.g., in two dimensions arbitrary rectangles, axis-parallel rectangles, convex polygons, or simple polygons. Furthermore, the allowable transformations for placing the objects play an important role: Is it allowed to rotate them, i.e., apply rigid motions, or are only translations allowed? We will consider packing by translations, which is an important variant in practice. For example, in apparel production there are usually patterns of weaving or texture on the material so that the position where a piece should be cut out cannot be rotated arbitrarily.
Already the most simple versions of the problem are NP-hard, e.g., packing a given set of axis-parallel rectangles into a given axis-parallel container by translation, as can easily be seen by reduction from PARTITION (see, e.g., [4] ). So, only for a constant number of objects polynomial-time algorithms are known, see [1, 2, 14, 3, 8, 9, 10, 7] . Therefore, numerous approximation algorithms and heuristics have been investigated, mostly in the operations research and combinatorial optimization communities and mostly on axis-parallel rectangles under translation for a given container or strip. For a survey see [11] .
Not much work has been done so far on approximation algorithms for the problem of finding minimum area containers, either convex ones or axis-parallel boxes. For objects that are axis-parallel, rectangles under translation, and arbitrary rectangles or convex polygons under rigid motion, approximation algorithms can be developed from the known ones for strip packing [13] . In fact, in [15] it is shown that packing axis-parallel rectangles under translation with an approximation factor of 2, and packing convex polygons under rigid motions with an approximation factor of 4 is possible efficiently.
Thus the status of the packing problem in the translational case can be summarized as follows: all known algorithms that produce optimal results or have provable approximation ratios fall into one of two categories: they either pack only a very special kind of objects like line-segments or axis-parallel boxes, or they pack a constant number of polygons. Since the problem for a non-constant number of objects is NP-hard, this leaves the following question: can the packing problem for n objects that are not axis-parallel be efficiently approximated? We answer this question affirmatively for packing a set P of convex polygons into a minimum-area rectangular container. Using this result, we also show how to approximate the minimum-area convex container for P . Our algorithms run in O(n log n) time.
We remark that the restriction to translational packing makes the problem harder. Indeed, if we allow rotations then we can compute a minimum-area oriented bounding box for each input polygon, rotate those boxes so that they become axis-parallel, and then pack the boxes using a known algorithm for axisparallel boxes. Since the minimum-area oriented bounding box has area at most twice the area of the polygon itself, this can give a good approximation ratio. When we are not allowed to rotate the polygons this approach fails, since the area of the axis-parallel bounding box of a polygon can be arbitrarily much larger than the area of the polygon itself. Our result shows that we can still get a constant-factor approximation in the translational case. The approximation factors we obtain are fairly large, but to the best of our knowledge this is the first proof that these NP-hard optimization problems can be approximated at all.
The Algorithm
Let P := {p 1 , . . . , p k } be a set of convex polygons with n vertices in total. We call an axis-aligned box into which we can pack all polygons (without rotating them) a container for P . Our goal is to find a container for P of minimum area. Let b opt be a minimum-area container for P , and let opt be its area. Below we present an algorithm that finds a container of area at most 17.45 · opt.
Define the height of a polygon p, denoted height(p), to be the difference between its maximum and minimum y-coordinates, and let h max := max p∈P height(p). Furthermore, define the width of a polygon p, denoted width(p), to be the difference between its maximum and minimum x-coordinates, and let w max := max p∈P width(p). We partition P into height classes using a parameter α, with 0 < α < 1 which is determined later to give the optimal approximation factor. More precisely, P is partitioned into subsets P 0 , P 1 , . . . according to the height: Polygons with height between h max and αh max go into P 0 , polygons with height between αh max and α 2 h max go into P 1 , and so on. More precisely,
Our general strategy is now as follows:
1. Pack each height class P i separately into a container B i of height h i .
Replace each nonempty container B i by a collection of axis-aligned mini-
containers that are not too wide. Pack all mini-containers into a single container B.
Next we explain each of these steps in more detail.
Step 1 We sort the polygons in P i according to the slopes of their spines and then we place them one by one into σ, where each polygon is pushed as far to the left as possible-that is, until it hits a previously placed polygon or the left edge of σ-while keeping its lowest vertex on the bottom edge of σ. Fig. 1 illustrates the process. After we have placed all polygons, we close the container B i ; the right edge of B i is defined by the vertical line through the rightmost vertex of any of the placed polygons.
Lemma 1. The area of the container
Proof. Recall that we push each polygon (in order of the slope of the spines) to the left until either it hits the left edge of σ or until it hits a previously placed polygon. We define a polygon p to be relevant if We conclude that in our analysis we can safely restrict our attention to the relevant polygons. Now let P * i be the set of relevant polygons in P i . We will prove that until they hit the boundary of B i . Let Q 0 , Q 1 , . . . , Q t be these regions ordered from left to right. Thus Q j lies between spines s(p j ) and s(p j+1 ), except for the first and last region which lie before the first spine and after the last spine, respectively. We claim (and will prove below) that
where p l and p r are the right and left hand side, respectively, into which a polygon p is split by its spine, and, with a slight abuse of notation (since p 0 and p t+1 do not exist) we define area(p 0 ) = area(p t+1 ) = 0. From the claim we derive
which, using (2), proves the lemma.
It remains to prove claim (3). To simplify the presentation we assume 0 < j < t; it is easily verified that a similar argument applies when j = 0 and when j = t. To get a bound on the area of Q j , let s p be the segment parallel to s(p j ) that splits Q j and passes through the point p where p j touches p j+1 . Let q be the lower endpoint of s p . There are two cases, as illustrated in Fig. 3 . 
A similar argument shows that the area of Q (3) for Case B and, hence, finishes the proof of the lemma.
Step 2: Generating and Packing Mini-Containers.
Step 1 results in a collection of containers B i of various lengths l i , each containing all polygons from the height class P i . We replace each B i by mini-containers of equal lengths as follows. Recall that w max is the maximum width of any polygon in P . First, partition B i into boxes of width cw max -we will determine a suitable value for c later-and height h i , except for the last box which may have width smaller than w max . Now assign each polygon p ∈ P i to the box b containing its leftmost point. (If the leftmost point lies on the boundary between two boxes we assign it to the righthand box.) We now generate a mini-container from each box b by extending b to the right until its width is exactly (c + 1)w max . Note that (the extended) b contains all polygons assigned to b. This results in a collection R i of at most l i /(cw max ) + 1 mini-containers each having width exactly (c + 1)w max . Since the height of B i and of each mini-container is h i , we have
Let R := R i be the collection of all mini-containers obtained in this manner. Packing these mini-containers can trivially be done without any loss of area: since all mini-containers in R have the same width we can simply stack them on top of each other to obtain our final container B.
We can now state our result about packing polygons. 
The term before opt simplifies to
In order to minimize the approximation factor, we determine the optimal values for c and α by setting the partial dervatives to zero: In order to get the desired runtime, we first observe that partitioning the polygons in P into height classes takes linear time and sorting the ones in each class by the slopes of their spines takes a total time of O(n log n).
In order to pack each polygon p efficiently in Step 1, we maintain a balanced binary search tree. It contains, ordered by y-coordinate, those vertices of the set P of polygons already packed which are visible from the right, see the dashed lines in Figure 4 . Thus, in order to find the point where p hits first a polygon of P when moved to the left, we search for the y-coordinates of the vertices of p visible from the left finding the corresponding candidate edges in P in O(log n) time (dotted arrows). Vice versa, for all vertices of P in the y-range of p we find the corresponding edges of p (dashed arrows) in time O(log n) assuming that the vertices of p are available sorted clockwise in an array. Observe that this operation is done altogether at most once per vertex, since afterwards it is not visible from the right any more and removed from the data structure. Instead, the vertices of p visible from the right must be inserted. Consequently, each vertex is inserted into and deleted from the data structure at most once, taking O(n log n) time in total. 
Convex Containers
Next, we consider the problem of finding an arbitrary convex container of minimal area for a set of convex polygons . In other words, we want to pack the input polygons by translation such that the area of the convex hull of their union is minimized. We will give an approximation algorithm based on the one for minimum enclosing boxes from before.
The idea is to find a suitable orientation φ * ∈ S 1 , determine the approximately optimal bounding box B with that orientation using the algorithm from Section 2 and then return B as the approximate solution.
Given a set P of polygons, we choose φ * to be that orientation minimizing h max (φ)w max (φ), where h max (φ) is the maximal extent of any polygon in direction perpendicular to φ and w max (φ) the extent in direction φ. The orientation φ * can be determined in O(n log n) time by using rotating calipers simultaneously around all the polygons from P .
To see this, observe that the functions h max (φ) and w max (φ) are composed piecewise of functions of the form a sin(φ + b) for some constants a, b ∈ R. The number of these functions equals the number of pairs of antipodal vertices in all polygons, so it is O(n). Two of these functions can intersect at most once, so by an algorithm of Hershberger [6] their upper envelope can be constructed in O(n log n) time and consists of O(nα(n)) pieces of the functions above. The upper envelope of h max (φ)w max (φ) is a piecewise trigonometric function as well where the pieces result from merging the pieces of the upper envelopes of h max (φ) and w max (φ). Therefore, it also consists of O(nα(n)) pieces and it can be constructed and its minimum determined in O(n log n) time.
To get an estimate on the quality of the solution, let us consider the optimal solution which is some convex polygon C opt . Consider a bounding box B opt of C opt that has a side parallel to a longest line segment pq contained in C opt . We claim that area(B opt ) ≤ 2 · area(C opt ).
To see this, observe that B opt is partitioned into two rectangles B 1 and B 2 (one of which can be empty) by pq. The triangle in B 1 formed by pq and the opposite tangent point has half the area of B 1 . The same holds for the corresponding triangle in B 2 . Since the union of both triangles is contained in C opt , claim (9) follows. Now, let h opt and w opt be the height and width of B opt , respectively. Then by the choice of φ * , h max (φ * )w max (φ * ) h opt w opt = area(B opt ) 2 · opt.
Observe that now opt denotes the area of the smallest enclosing convex container rather than bounding box. Therefore, using (10) the derivation in (7) As easily can be verified, both expressions evaluate to zero for c = 2 and α = 1/3, so we obtain the optimal approximation factor f (2, 1/3) = 27, if we choose these values in our algorithm. We obtain: Theorem 2. Let P be a set of convex polygons in the plane with n vertices in total. We can pack P in O(n log n) time into a convex polygon B such that area (B) 27 · opt, where opt is the minimum area of any convex container for P .
