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Abstract. In the context of a model due to Robinson, Solow and Srinivasan (the
RSS model), we report results on the existence and characterization of locally optimal
programs, a concept taken from theoretical physics. In particular, we propose a
(new) transversality condition under which all locally optimal programs are good.
An extended introduction places our theorems in the context of previous work on the
existence question, including that on agreeable programs.
It appears that there is no completely rational way to attack [the] problem without
considering development programmes over an in¯nite horizon (Gale 1967).
The analysis of simple models is essential if we are to understand the correspond-
ing situation for more complex models of the economy (Mirrlees-Stern 1972).
The technical convenience, for clear and quantitative results, of using an in¯nite
time horizon is rather great (Hammond-Mirrlees 1973).
1. Introduction
Ten years subsequent to the analyses of Hammond, Mirrlees and Stern, and
¯fteen years subsequent to Gale's and his own, Lionel McKenzie introduces his
1983 paper with the following summary evaluation of the undiscounted theory of
the optimal allocation of intertemporal resources.
Asymptotic theory for optimal paths of capital accumulation is more di±cult
when the utility function for a single period is concave, but not strictly
concave. However, in the case of stationary models where future utility
is not discounted, the theory is rather fully developed [McKenzie (1968,
1976)]. There is convergence to a subset of processes which span a °at on
the epigraph of the utility function. This °at is often referred to as the von
Neumann facet. Then if the optimal paths that lie on the von Neumann
facet converge to a stationary optimal path, the same property is shown to
hold for other optimal paths.
In the concluding chapter of his 2002 text, these remarks are given further ampli¯-
cation: Section 3 in McKenzie (2002; Chapter 7) develops the ¯rst result under the
concavity hypothesis on the utility functions, and Theorem 4 in Section 4 presents
1991 Mathematics Subject Classi¯cation. 49J99, 54E52.
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a result on the asymptotic convergence of optimal programs under the hypothesis
of strict concavity.
McKenzie's concern is with the asymptotic theory, and his 1983 statement is
necessarily silent on the question of the existence of an optimal program. Two
complementary sets of considerations are involved in this question. The ¯rst is that
the concept needs additional re¯nement in light of the fact that optimal programs
may simply not exist.1 Indeed, the existence theorem presented in McKenzie's 1986
Handbook chapter is premised on the existence of a unique maximally sustainable
stationary program, and on the requirement that the utility function be strictly
concave in its neighborhood. After a statement of the relevant theorem,2 he writes:
Without the assumption of strict concavity at the stationary path that max-
imizes stationary utility, we cannot show that expansible stocks give rise to
optimal paths. However, on the weaker assumption that this path is unique,
the analogous result can be proved for maximal paths. This assumption is
only slightly weaker than requiring u [the utility function] to be strictly con-
cave at (k;k) [the stationary path] in the directions that lie in the diagonal.
And so a weakening of the optimality notion to that of maximality3 is necessitated
into the subject, and it too hinges on the issue of concavity versus strict concavity
of the utility function.
The theorem on the existence of maximal programs under the uniqueness hy-
pothesis, and in a setting of concave utilities, is due to Brock (1970), and as is
well-known, he also furnished an example of a so-called von-Neumann economy for
which optimal programs do not exist even when the uniqueness hypothesis holds.
In its intertwining of existence and characterization of equilibrium, Brock's work
has proved rather in°uential, and its full implications are still in the process of
being worked out in di®erent contexts.4 However, what is perhaps more to the
point is that in these settings, even strictly concave felicity or bene¯t functions
(in terms of °ows) do not yield strictly concave reduced-form utility functions (in
terms of stocks) as is required by the theory.5 Thus, there has been little option
other than to work with the maximality notion. Indeed, one can note an interesting
1Gale (1967; p. 1) writes \The main result of the paper, given in Section 10, proves the
existence of optimal development programmes, in a sense to be described in the next section, for
the class of models considered." His theorem includes an assertion of uniqueness of strongly optimal
programmes under global, rather than neighborhood, strict concavity of the utility function.
2See the discussion after a statement of Theorem 6.1 and prior to that of Theorem 6.2 in
McKenzie (1986; pp. 1290-1291.) Also see Gale (1967; Theorem 9).
3There is an issue of rather unfortunate terminology here that needs clari¯cation. Gale refers to
optimal and maximal programs in the sense of McKenzie as strongly optimal and optimal programs
respectively. Brock (1970) introduces the terminology of weakly maximal and optimal programs
for the corresponding notions. Khan-Mitra refer to maximal programs as optimal programs, and
what Mitra (2005) calls maximal programs, we term ¯nitely maximal. In broad outline, we take
our terminology from McKenzie (2002; p. 256) and Zaslavski (2005). But note that that optimal
programs are referred to as overtakingly optimal in Zaslavski (2007).
4Two such contexts are the choice of technique in development planning and the economics of
forestry. For the ¯rst, see Khan-Mitra (2005, 2006, 2007); and for the second, Mitra-Wan (1986),
Mitra (2005, 2006) and Khan-Piazza (2008, 2009).
5Throughout this paper, we shall use utility function to refer to the period-wise function de¯ned
on the stocks, as in the quotations from McKenzie, and felicity or bene¯t function to that de¯ned
on the consumption levels obtained from the stocks. The utility function is is also referred to as
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slippage in that in some of this work, the word optimal has been appropriated to
refer to maximal programs, and the optimality concept itself has been pushed to
an unconsidered background.6
The second consideration pertaining to the existence issue revolves on Gale's
1967 notion of good programs, a concept whose pedigree can be traced directly to
Ramsey's (1926) assumptions on \bliss points" of felicity functions or on points of
\capital saturation" in production.7 Rather than these postulated points to ensure
the convergence of the sum (integral) representing the planner's objectives, the
relevant benchmark is seen as the maximally sustainable stationary utility level,
and the focus is rather on the sum of the series of discrepancies of the utility
values of a program from this stationary level. As in Ramsey, the focus then is
on a subset of programs, designated by Gale as good programs, for which this
in¯nite sum is guaranteed to be bounded from below, and it is within this set that
an optimal program is to be looked for and found. To be sure, McKenzie also
searches for an optimum among a set of feasible programs that is bounded, but
he works with a value function of dynamic programming, and the concept of good
programs is not singled out, and utilized to partition explicitly the space of feasible
programs.8 In particular, the adjective good is not used either in McKenzie's 1986
Handbook article or in his 2002 text. As we shall see below, this is a point of
some methodological importance and not simply a cosmetic issue of exposition. It
is precisely in the context of good programs, and more speci¯cally in terms of their
asymptotic convergence properties, that the existence and asymptotic aspects of
the theory come together.
However, the existence issue can be approached from another angle. Already
in the early seventies, di±culties relating to the existence of optimal programs in
an undiscounted setting9 had inspired work on alternative optimality criteria by
Mirrlees and his followers,10 and it is fair to say that a veritable research program
based on a notion of agreeable programs had been announced in Hammond-Mirrlees
(1973; p. 290).
We suggest that it is ... important to establish the extent to which the notion
of agreeability may help to resolve the non-existence of optimal policies. ...
It must be shown that when an optimal path exists, it is (usually) agreeable;
and that agreeable paths are usually unique. It must also be shown that
agreeable paths exist in many cases where optimum paths do not exist. In
addition, we have to seek ways of characterising the agreeable path in cases
where the known methods of characterising the optimum paths cannot apply.
6See, for example, the last paragraph in Mitra-Wan (1986; page 233), Khan-Mitra (2006,
2007), and several other papers. This is perhaps the substantive reason behind the terminological
confusion referred to in Footnote 3.
7Also see Samuelson-Solow (1956) for a multi-sectoral extension, and Samuelson (1965) in the
context of turnpike theory.
8See Lemma 8 in McKenzie (2002, Chapter 7); and also the proof of Theorem 6.2 in McKenzie
(1986; p. 1301). In the latter work, he refers to the existence of a program that \realizes minimum
value loss" and sends the reader to his earlier proof of Theorem 5.2.
9See, for example, Section 1 titled \The non-existence of optimum growth" in Mirrlees-Stern
(1973), and particularly their Footnote 1 on antecedent references. Also, Gale (1967) as is referred
to in Footnote 1.
10In addition to Hammond-Mirrlees (1973) and Mirrlees-Stern (1972), see the further explo-
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Whereas the precise details of the ideas underlying the concept of agreeability have
not been pursued, and the Mirrlees program still awaits consummation, especially
in the context of a general theory that goes beyond the single-consumption good
case, the general message has been incorporated in the literature. McKenzie's
proof on the existence of optimal programs, already referred to above, incorporates
some of the ideas underlying the notion of agreeability. Using the closely a±liated
notion of potential maximality, he o®ers conditions under which potentially maximal
programs can be price-supported, are unique, and with further assumptions on
value-losses and transversality, shown to be optimal.11 It is this chain of ideas that
are then used to show the existence of optimal programs in the stationary model
with strictly concave utility functions.
With McKenzie's 1986 Handbook chapter and his 2002 text in hand, it is clear
that a rich and elaborate general theory is in place, but nevertheless one cannot
escape the feeling that all has not yet been said on the existence question. Perhaps,
what is now called for is the next epistemological step: a analysis of special cases
and their particularities that make them resistant to a universal application of the
theory. In this context, recent investigations of the RSS model and the Mitra-Wan
forestry model are of particular interest.12 In the context of the RSS model, it is now
well-understood that maximal, optimal and minimum-value loss programs are all
identical for the RSS model when the felicity function is strictly concave, and when
only concave, for all but a single (obviously non-generic) point in a parameter space
speci¯ed by an unbounded interval.13 Such a uni¯cation has an even greater reach
for the forestry model. Motivated by problems of intergenerational equity, Mitra
(2005) proposed an axiomatic basis for a criterion that we call here ¯nitely maximal,
and shows that ¯nitely maximal programs are identical to maximal programs.14
Mitra's result has been generalized in Khan-Piazza (2009) from strictly concave,
continuously di®erentiable utilities to those that are merely concave on the basis of
a suitable non-interiority condition. Indeed, this non-interiority condition proves to
be necessary and su±cient for the asymptotic convergence of good programs, and
the generalized theorem that it thereby a®ords, can then be taken as a spearhead
to derive a result showing that ¯nitely maximal, maximal, minimal-value loss and
optimal programs are all identical.15 Partly as a result of this work, there is not
only an ongoing rehabilitation of the optimality criterion, but also an increasing
awareness of the central position occupied by good programs in the intertwining
of the asymptotic and existence theory. To repeat and re-emphasize, in both the
RSS and the forestry work, it is the asymptotic convergence of good programs,
11In Mckenzie (1986), Theorem 4.1 gives the conditions for price-support, and Theorem 4.2
that for uniqueness, a result ascribed to a suggestion of Hammond's. The additional conditions
undergirding the existence Theorems 5.1 and 5.2 are given as W1;W2 and W:3 in Section 5.
12See the references listed in Footnote 4. This is not to imply that these models do not have
substantive interest on their own and are simply templates for the testing of the theorems of
the general theory; see the references to recent work on vintage-capital theory in Khan-Zaslavski
(2007), in the context of the RSS model, and to Mitra (2005) for the forestry model.
13See Khan-Mitra (2006b, 2007) and Zaslavski (2005). The relevant parameter space is the
interval (¡1;1) of the marginal rate of transformation » of machines from one period to the next
when full-employment of labor and capital is maintained. The non-generic value is » = 1:
14See the introduction of Mitra (2005; pp. 137-139) for a general discussion, and one that
de-emphasizes the importance of the continuity assumption of earlier work.
15See Theorem 8.1 in Khan-Piazza (2009).LOCALLY OPTIMAL PROGRAMS 5
rather than their C¶ esaro convergence (as in Brock (1970)),16 that leads to a uni¯ed
theory. Furthermore, in reducing the chaos of criteria to manageable proportions,
it certainly reduces resistance to the Ramseyian undiscounted setting, and is bound
to facilitate the investigation of the discounted one.
With this background and motivation, the point of departure for this paper is the
natural question as to whether the consolidation of the criteria, and the resulting
uni¯cation of the theory achieved for the Mitra-Wan forestry model, carries over,
if not to the general setting, at least to the RSS model. It seems a rather straight-
forward and easy-to-answer question, one that requires simple ¯nishing touches to
the substantial consolidation and uni¯cation already achieved for the RSS model.
What is perhaps somewhat surprising is that this is not so. Mitra's criterion of
¯nite optimality, however well it fares for the forestry model, simply does not get
o® the ground in the context of the RSS model. Unlike Faustman programs for
the Mitra-Wan forestry model, ¯nitely optimal programs, as Stiglitz policies, can
be bad programs in settings that are generically non-negligible.17 The second,
rather more substantive follow-up point established in this paper is that a \slight"
modi¯cation of the criterion works surprisingly well. Rather than comparing the
aggregate utility levels of an in¯nite program with another that di®ers from it only
in an initial ¯nite segment, the trick is to compare these levels with those of with
any ¯nite program that begins from the same initial stock, and does not yield less
than the terminal stock of the given program. Such a program is termed here (and
elsewhere) a locally optimal program, and it is a re¯nement of ¯nitely optimal pro-
grams. The basic contribution of this paper then is to explore the viability, and
broaden the study, of the notion of a locally optimal program in the register of
economic growth theory.
It is worth emphasizing that this re¯nement of the optimality criterion that
we study here is an interdisciplinary importation from theoretical physics: from
the theory of crystallography and from that of thermodynamical equilibrium for
materials.18 From the viewpoint of the notion of ¯nite maximality, it involves
a substitution of (an in¯nite number) of equalities to one inequality,19 and it is
perhaps a little surprising that this simple modi¯cation is enough to show that
maximal programs, minimum value-loss programs and agreeable programs are all
locally optimal programs under conditions that do not even require the uniqueness
of the stationary maximal sustainable program as in Brock and in the literature
that followed his lead. And then in a replay from the statements quoted above,
and using a transversality condition under which all locally optimal programs are
16C¶ esaro convergence is the convergence of the means, and subsequent to Brock, this has
no come to be known as the \average turnpike property," a not altogether fortunate choice of
terminology; see Khan-Zaslavski (2008) for discussion behind this unease.
17See Example 6 in Section 4 below. For Faustman policies, see Mitra-Wan (1976) and their
references, and for Stiglitz policies, see Khan-Mitra (2005).
18In the context of crystallography, Aubrey-le-Daeron (1983) proposed a similar notion; see
the text of Braun-Kivshar (2004), and the investigation of the ¯nite-dimensional Equation (13)
as an approximation to the in¯nite-dimensional discrete system in Aubrey-le-Daeron (1983). In
the context of the theory of thermodynamical equilibrium for materials, see Zaslavski (1987),
Coleman-Marcus-Mizel (1992), Zaslavski (1996) and Marcus-Zaslavski (1999). To the extent that
this literature emphasizes periodicity, it comes closest to Samuelson (1976); we leave a detailed
investigation of this interesting parallelism to future work.
19This statement is inevitably loose, and the reader is invited to look at at it again after
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good, we show that under conditions guaranteeing the asymptotic convergence of
good programs, all locally optimal programs are minimum value-loss programs, and
therefore maximal, and equivalently, optimal. The transversality condition that we
work with was ¯rst proposed in Zaslavski (2006a), and it appears to be new to the
capital-theory literature.20 We also o®er an example under which our result fails
without it.21 Su±cient conditions for the asymptotic convergence of good programs
for the RSS model are by now well-understood. These set of results then apply,
a fortiori to agreeable programs, and thereby go towards answering some of the
imperatives from Hammond-Mirrlees that we quote above.
The remainder of the paper proceeds as follows. In the next section, by way
of introducing the reader to the notation and the terminology, we present the ba-
sic analytics and the geometry of the RSS model. This material is by now well-
understood, but one point deserves emphasis. Since since Khan-Mitra's (2005)
revisitation, virtually all of the literature on the RSS model has proceeded under
the analogue of Brock's assumption of the uniqueness of the stationary maximal
sustainable program, the so-called golden-rule program. Here we proceed as much
as we can without it.22 This is a routine observation, but as we shall see in the
sequel, one of some consequence.23 Section 3 presents six optimality criteria, and
Section 4 complements them with simple, but important examples. We take advan-
tage of the geometric framework to recast Gale's four examples in the vernacular
of what has subsequently came to be known as the Gale-Mckenzie reduced form
model. Section 5 presents the results, and Section 6 their proofs. This last sec-
tion is inevitably technical, and written in a more formal style than the rest of the
paper. It draws heavily on a result in the authors' 2007 paper, and begins with a
discussion that attempts to motivate it. For a general overview of the work, the
reader can begin with Figure 1; it is the collapse of the locally optimal program
box containing the box of agreeable programs, to the box of optimal programs that
constitutes the principal result of this work.
2. The RSS Model: The Analytics and the Geometry
We begin with some preliminary notation. Let R (R+) be the set of real (non-
negative) numbers and let Rn be a ¯nite-dimensional Euclidean space with non-
negative orthant Rn
+ = fx 2 Rn : xi ¸ 0; i = 1;:::;ng. For any x;y 2 Rn, let
x >> y, x > y, x ¸ y have their usual meaning, and xy denote the inner product Pn
i=1 xiyi. Let e(i), i = 1;:::;n, be the ith unit vector in Rn, and e be an element
of Rn
+ all of whose coordinates are unity. For any x 2 Rn, let jjxjj denote the
Euclidean norm of x.
20In particular, its implication as to the decentralization of optimal programs as competitive
programs certainly deserve further study and elucidation. For a masterful introduction to this
time-honored topic in economic theory, see Majumdar (1988, 1991) and his references. It is also
worth stating that Theorem 1.4 in Zaslavski (2006a) constitutes the principal technical result that
we use to prove our results, and it bears emphasis that it holds under conditions even more general
than the ones we proceed with here.
21See Example 7 in Section 4 below.
22Stiglitz (1968) is a notable exception in the earlier literature, and Zaslavski (2006, 2007)
in the more recent one. Khan-Mitra (2006a) is an attempt to rework Stiglitz's analysis in the
undiscounted setting with the uniqueness assumption.
23Indeed, it is only for Theorem 5.5 that we have recourse to this assumption; otherwise the
rest of the paper proceeds without even a de¯nition of the golden-rule stock. Also see Gale (1967;
Section 6) and Mckenzie (2002; p. 252).LOCALLY OPTIMAL PROGRAMS 7
A description of the RSS model is now available in several of the publications
referred to in the introduction, and we can be correspondingly brief. For details
and antecedent references, the reader is referred to Khan-Mitra (2005).
In keeping with the general theory of intertemporal allocation, the RSS model is
described through a technology and a preference function. A formal description of
the technological structure is given by (a;b;d) 2 R
2n+1
+ where a = (a1;:::;an) >>
0, b = (b1;:::;bn) >> 0, d 2 (0;1): Let ci = bi=(1 + dai), i = 1;:::;n; and clearly,
there exists ¾ 2 f1;:::;ng such that
(2.1) c¾ ¸ ci for all i = 1;:::;n:
We may assume without loss of generality that for each i 2 f1;:::;ng
(2.2) c¾ = ci if and only if i ¸ ¾:
The planner's preferences are formalized by a continuous, strictly increasing, con-
cave and di®erentiable function w : [0;1) ! R: In summary, the basic data of the
problem is given by the tuple (a;b;d;w(¢)) as speci¯ed above.
The model as presented above is essentially as presented by Stiglitz (1968) in the
setting of continuous time.24 Khan-Mitra (2005) recast the model in the vernacular
of the Gale-McKenzie reduced form as the pair (­;u(¢;¢)); ­ µ Rn
+ £ Rn
+; and
u : ­ ¡! R; where
(2.3) ­ = f(x;x0) 2 Rn
+ £ Rn
+ : x0 ¡ (1 ¡ d)x ¸ 0 and a(x0 ¡ (1 ¡ d)x) · 1g
and the function u in the case n = 1 is de¯ned by
(2.4) u(x;x0) = minfx;1 ¡ a(x0 ¡ (1 ¡ d)x)g:
Following the geometric analysis in Khan-Mitra (2007), we brie°y recapitulate the
geometry of the 2-sector version of the RSS model furnished in Figure 2; we shall
be returning to it throughout the paper. The open-ended rectangle LV OD is the
transition set ­ in the space of today's and tomorrow's stocks, (x(t);x(t + 1));
also more generally abbreviated as (x;x0): The indi®erence curves of the reduced
form utility function in ­ are given by the truncated lines SiSi; (i = 0;1;2;3):
Even though we do not show it in the diagram, in keeping with the observation
in the last paragraph of the introduction, the golden-rule stock ^ x is given by the
intersection of the 45o-degree line and the line V M: Thus, in this 2-sector version
of the model, Brock's uniqueness assumption is automatically ful¯lled. Finally, the
line V M is the zero-value loss line, also referred to as the von-Neumann facet.
It is a peculiarity of the RSS model that, rather than the pair (­;u(¢;¢)); the
analysis is facilitated by viewing it as the triple25 (­;u(¢;¢);¤(¢;¢)); where ¤ : ­ ¡!
Rn
+; and u : ­ ¡! R; where the correspondence ¤ : ­ ! Rn
+ is given by
(2.5) ¤(x;x0) = fy 2 Rn
+ : 0 · y · x and ey · 1 ¡ a(x0 ¡ (1 ¡ d)x)g:
24Also see Khan-Mitra (2006a) and Zaslavski (2006b) for a reworking of the Stiglitz setting in
the undiscounted case.
25Initially, this was thought to be of somewhat cosmetic signi¯cance, but as we shall see in the
sequel, the analysis that we present relies rather importantly on developing the analytics of the
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For any (x;x0) 2 ­; de¯ne
(2.6) u(x;x0) = maxfw(by) : y 2 ¤(x;x0)g:
In terms of Figure 2, for any (x;x0) 2 ­; which is to say, for any point in LV OD;
the set ¤(x;x0) is given by the vertical from the point to the line V L: The highest
value of w(¢) attained on this interval is given by the value of the indi®erence curve
SS (not shown) passing through it
It is this variant that leads us to develop the fundamental notion of a program
as a more convenient sequence of a pair of stocks, and also to carry the original
felicity function in the analysis. We can now present the ¯rst two basic concepts
on which everything rests.
De¯nition 2.1. A sequence fx(t);y(t)g1
t=0 is called a program if for each integer
t ¸ 0
(2.7) (x(t);y(t)) 2 Rn
+ £ Rn
+; x(t + 1) ¸ (1 ¡ d)x(t);
0 · y(t) · x(t); a(x(t + 1) ¡ (1 ¡ d)x(t)) + ey(t) · 1:





t=T1 ) is called a program if x(T2) 2 Rn
+ and for each integer t
satisfying T1 · t < T2 relations (2.7) hold.26
Figure 2 pictures two programs starting from the initial stocks xd and xo; and
we leave it to the reader to picture other programs including programs in the sense
of De¯nition 2.2.
For i = 1;:::;n set27
(2.8) b qi = aibi=(1 + dai); b pi = w0(c¾)b qi:
We have the following important auxiliary result.28
Lemma 2.1. w(c¾) ¸ w(by)+b px0¡b px for any (x;x0) 2 ­ and for any y 2 ¤(x;x0).
For the proof of this result, see the proof of Lemma 1 in Khan-Mitra (2005),
and note that their proof remains valid without the assumption that c¾ > ci for all
i 2 f1;:::;ng n f¾g:
For any (x;x0) 2 ­ and any y 2 ¤(x;x0) set
(2.9) ±(x;y;x0) = b p(x ¡ x0) ¡ (w(by) ¡ w(c¾)):
By Lemma 2.1,
(2.10) ±(x;y;x0) ¸ 0 for each (x;x0) 2 ­ and each y 2 ¤(x;x0):
It is easy to see that the following lemma holds.
26The sequence fy(t)gT
t=0 for some natural number is also termed a T-overture in Hammond-
Mirrlees (1973) and their followers.
27There is little doubt that in the ensuing analysis, everything works by replacing the derivative
by any arbitrary element of the subdi®erential; see Khan-Piazza (2009) in the a±liated setting
already discussed in the introduction.
28Such a result for the general theory is available in Gale (1967; Lemma 3), and for the RSS
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Lemma 2.2. Let T > 0 be an integer and (fx(t)gT
t=0;fy(t)g
T¡1









We now present the fundamental notion of a good program, and a partitioning
of the set of programs into good and bad programs.
De¯nition 2.3. A program fx(t);y(t)g1




(w(by(t)) ¡ w(c¾)) ¸ M for all T ¸ 0:
A program is called bad if limT!1
PT
t=0(w(by(t)) ¡ w(c¾)) = ¡1:
We now have29
Proposition 2.1. There exists a good program fx(t);y(t)g1
t=0 such that x(0) = x0
for any initial stock x0 2 Rn
+.
Proposition 2.2. Let m0 > 0. Then there is m1 > 0 such that for each natural
number T and each program (fx(t)gT
t=0;fy(t)g
T¡1
t=0 ) which satis¯es x(0) · m0e the
inequality x(t) · m1e holds for all integers t 2 [0;T].
Proposition 2.2 and Lemma 2.2 and (2.10) imply the following
Proposition 2.3. A program fx(t);y(t)g1
t=0 is good if and only if P1
t=0 ±(x(t);y(t);x(t + 1)) < 1: A program fx(t);y(t)g1
t=0 is bad if and only if P1
t=0 ±(x(t);y(t);x(t + 1)) = 1:
Corollary 2.1. Any program that is not good is bad.
Let x0 2 Rn
+; and de¯ne




where the in¯mum is taken over all programs fx(t);y(t)g1
t=0 with x(0) = x0:
By Propositions 2.1 and 2.3, ¢(x0) < 1:
We now conclude this section by a general result on the existence of a minimum
value-loss program from any given initial stock30
Proposition 2.4. Let x0 2 Rn





±(x(t);y(t);x(t + 1)) = ¢(x0):
29For a proof of Proposition 2.1, see Proposition 2 of Khan-Mitra (2005); and for that of
Proposition 2.2, see Proposition 1 of Khan-Mitra (2005).
30For a proof, see Proposition 8 of Khan-Mitra (2005).10 M. ALI KHAN AND ALEXANDER J. ZASLAVSKI
3. Six Additional Optimality Criteria
We now turn to the optimality criterion and to ¯ve of its re¯nements.31
De¯nition 3.1. A program fx¤(t);y¤(t)g1
t=0 is called ¯nitely optimal if for each
integer T > 0 and each program fx(t);y(t)g1
t=0 satisfying x(0) = x¤(0) and x(t) =
x¤(t) for all t ¸ T the following inequality holds:
T¡1 X
t=0
[w(by(t)) ¡ w(by¤(t))] · 0:
De¯nition 3.2 A program fx¤(t);y¤(t)g1
t=0 is called maximal if for each program
fx(t);y(t)g1





[w(by(t)) ¡ w(by¤(t))] · 0:
De¯nition 3.3. A program fx¤(t);y¤(t)g1
t=0 is called optimal if for each program
fx(t);y(t)g1





[w(by(t)) ¡ w(by¤(t))] · 0:
De¯nition 3.4. A program fx¤(t);y¤(t)g1
t=0 is called locally optimal if for each inte-
ger T > 0 and each program (fx(t)gT
t=0;fy(t)g
T¡1
t=0 ) satisfying x(0) = x¤(0); x(T) ¸
x¤(T); the following inequality holds:
T¡1 X
t=0
[w(by0(t)) ¡ w(by¤(t))] · 0:
De¯nition 3.5. A program fx¤(t);y¤(t)g1
t=0 is called agreeable if for all integers
t ¸ 0; u(x¤(t);x¤(t + 1)) = w(by¤(t)) and if for any natural number T0 and any
















The next de¯nition is introduced for the sake of completion as far as the an-
tecedent literature is concerned. We shall need some additional notation.32 For








t=0 ) is a program from x0
)
:
31Also see Footnote 3 in this connection.
32See Hammond (1975) and Osumi (1986; p. 10).LOCALLY OPTIMAL PROGRAMS 11
For any program (fx(t)gT
t=0;fy(t)g
T¡1
t=0 ); let x[T] = (x(0);x(1);¢¢¢x(T)); and for








t=0 ) is a program with x[T0] = x0[T0]
)
:
We follow the convention that the supremum of an empty set is negative in¯nity.
De¯nition 3.6. A program fx¤(t);y¤(t)g1
t=0 is called H-agreeable if for all integers
t ¸ 0; u(x¤(t);x¤(t + 1)) = w(by¤(t)); and if for any natural number T0
lim
T!1
jj¾(x¤(0);T) ¡ ¾(x¤[T0];T)jj = 0:
4. Examples: Gale's and Others'
In this section we present seven examples that complement and illuminate the
rather stark description of the solution concepts (optimality criteria) presented in
the preceding section. The ¯rst four of these examples are original to Gale (1967)
and the ¯fth is well-known, though the authors could not ¯nd a reference.
Gale's examples are useful in gauging the power of a result that was subsequently
proved: Brock's existence of a weakly maximal program under the assumption of
concave felicities. It is precisely from this viewpoint that we present them here.33
The fact that three of them do not have a maximal program can be adduced to the
assumptions of Brock's theorem not being ful¯lled, and the existence of a maximal
program that Gale proved for his last (remaining) example follows as a straight-
forward consequence of Brock's theorem. We recall for the reader the procedural
dynamics behind the proof of Brock's theorem: the existence of a unique maximal
balanced stock, the golden-rule prices associated with this golden-rule stock, the
aggregate value-loss function, a program attaining the minimal (in¯mal) value of
this function, and ¯nally, the demonstration that this program is a maximal pro-
gram. In terms of the geometry presented in Section 2 above, the crucial geometric
construct that one uses to implement all this is the value-loss line (the line V M in
Figure 2).
We now turn to the examples.
Example 1. This is the `autonomous growth' example whereby a particular com-
modity can be consumed or invested, and a unit of it invested today yields ½ units
of it tomorrow. In terms of the reduced-form parameters, (­;u); we obtain the con-
structions illustrated in Figure 3, with ­ given by the (open) triangle with vertex
O and sides given by OL and the x-axis, and the indi®erence curves given by the
parallel dotted lines. As can be directly seen, there is no golden-rule stock in this
model since the set fx;x0) 2 ­ : x0 ¸ xg is not compact. And thus Brock's theorem
does not get o® the ground in terms of application. For a direct proof that there is
no maximal program, see Example 1 in Gale (1967; pp. 3-4).
Example 2. This is the celebrated `cake-eating' example whereby a particular
commodity can be consumed or invested, but does not grow when invested. Thus,
33This section then is in keeping with recent emphases on geometry to obtain the optimal policy
functions; see Nishimura-Yano (1995, 1996) and Fujio (2008) for the Leontief-Shinkai model, and
Khan-Mitra (2007) for the 2-sector RSS model.12 M. ALI KHAN AND ALEXANDER J. ZASLAVSKI
this is the case when ½ = 1 in Example 1 above, and the extended line OL coincides
with the 45o-degree line in Figure 3. As in Example 1, there is no golden-rule stock
and hence no maximal balanced growth program. Here again, see Example 2 in
Gale (1967; p. 4) for a direct proof that there is no maximal program.
Example 3. Gale's Example 3 is exhibited in Figure 4. Note that all of the su±cient
conditions required by Brock's theorem are satis¯ed, and so there exists a maximal
program. We leave it to the reader to show that the golden-rule price (not unique)
is given by ½ and that the zer0 value-loss line (the von Neumann facet) is LV . Thus
the optimal policy function for this model is given by the function OLV:
Example 4. Gale's Example 4 is exhibited in Figure 5. The technology set ­ is
given by the x-axis, part of the x0-axis, and the upper boundary 1MV; and the
indi®erence curves are vertical lines moving outward. The golden-rule capital stock
is given by M: Again, all of the su±cient conditions required by Brock's theorem
are satis¯ed, and so there exists a maximal program. We leave it to the reader to
show that the golden-rule price (not unique) is given by 2 and that the zero value-
loss line (the von Neumann facet) over the interval [0;2] is 1M. Thus the optimal
policy function over the interval [0;2] for this model is given by 1M: Recall that
Gale presents this example as one where the maximal program does not converge
to the golden-rule capital stock (given by M) in ¯nite time. It is also an example
with thick indi®erence curves: all plans (x;x0) with x ¸ 2; and 0 · x0 · 2 yield
unit consumption levels.
Example 5. Figure 5 is also used to present an example of the non-existence
of a maximal program when the golden-rule stock is not unique. It is as well-
known as Gale's cake-eating example, but we could not ¯nd a ready reference. The
technology is given by the area between the x-axis and the function OKLMW;
which also serves as the c = 0 indi®erence curves, with other indi®erence curves
represented by outward parallel shifts. The golden-rule capital stock is given by the
interval KL; and is therefore not unique. It is clear that any stationary program
with capital stock greater than K is dominated by a program that takes a \splurge"
in consumption in the ¯rst period, and then decumulates to the stationary program
with capital stock equal to K: The stationary program with capital stock equal to
K is dominated by a program that takes an initial consumption \splurge" and then
accumulates to K by a program shown in Figure 5.
Example 6. We present an example that shows that a ¯nitely optimal program is
a bad program, and that it is not a locally optimal program. Towards this end,
consider the 2-sector RSS model, i.e., the model with n = 1; exhibited in Figure
2. Now consider a program that starts from xo and asymptotically depletes all
of its capital stock. Such a program makes in¯nite value-losses and hence is a
bad program. It is easy to check that it is a ¯nitely optimal program. It is also
easy to see that it is not a locally optimal program. The allowance of the inequality
concerning the terminal capital stock allows the consideration of a ¯nite T-program
that attains the golden-rule stock (and golden-rule levels of consumption) in all
periods beyond T: (We leave it to the reader to provide a symbolic description of
this program.)LOCALLY OPTIMAL PROGRAMS 13
Example 7. We present an example that shows that a locally optimal program is
a bad program. Towards this end, consider the 2-sector RSS model, i.e., the model
with n = 1; exhibited in Figure 2. Now consider a program that starts from xo and
asymptotically builds up to the sustainable capital stock (1=ad): Such a program
does not satisfy the transversality condition limsupt!1 jjy(t)jj > 0: It is also a
program that makes in¯nite value-losses and hence is a bad program. (We leave it
to the reader to provide a symbolic description of this program.)
5. Principal Results
We now present the main results of this work. For an overview, we again refer
the reader to Figure 1. We relegate all the proofs to the next section.
We begin with a result that establishes that every minimum value-loss program
is a locally optimal program. Since the conditions for the existence of a minimum
value-loss program in the general model are well-understood,34 Theorem 5.1 is an
existence result for a locally optimal program.
Theorem 5.1. Assume that fx(t);y(t)g1




±(x(t);y(t);x(t + 1)) = ¢(x(0)):
Then fx(t);y(t)g1
t=0 is a locally optimal program.
We have already seen that locally optimal programs can be bad in that they may
build too much capital stock and keep on postponing consumption to the in¯nitely-
far future that is never realized. We show that this possibility can be avoided with
a transversality condition. As emphasized in the introduction, such a condition is
new to the literature.35
Theorem 5.2. Assume that fx(t);y(t)g1
t=0 is a locally optimal program and that
limsupt!1 jjy(t)jj > 0: Then fx(t);y(t)g1
t=0 is a good program.
Remark It is shown in Zaslavski (2006; Theorem 1.4) that Theorem 5.2 is valid
without the assumption of concave felicity functions.
The next two results respectively show that every maximal program and that
every agreeable program is locally optimal.
Theorem 5.3. Let fx(t);y(t)g1
t=0 be maximal. Then it is locally optimal.
Theorem 5.4. Any agreeable program is locally optimal.
The question then is to ¯nd conditions under which locally optimal programs
are maximal, optimal and minimum value-loss programs. It is here that we appeal
for the ¯rst time to the Brock-Khan-Mitra assumption that there the maximally
sustainable consumption is attained by a single type of machine. In such a setting,
the transversality condition is su±cient. The following result then is the principal
result of the work.
34See Brock (1970), and Khan-Mitra (2005) and Zaslavski (2005) in the RSS model.
35For the more conventional transversality condition that emphasizes boundedness of the value
of the capital stock, see Majumdar (1988, 1991).14 M. ALI KHAN AND ALEXANDER J. ZASLAVSKI
Theorem 5.5. Assume that c¾ > ci for all i 2 f1;:::;ng n f¾g and that every
good program fx(t);y(t)g1
t=0 converges asymptotically to the golden-rule stock, i.e.
limt!1(x(t);y(t)) = (b x; b x); where b x = (1=(1 + da¾))e¾. Then for every locally
optimal program fx(t);y(t)g1




±(x(t);y(t);x(t + 1)) = ¢(x(0)):
Remark It is now well-understood that for a setting with strictly concave felicities,
or for linear felicities with the requirement
»¾ ´ (1=a¾) ¡ (1 ¡ d) 6= 1;
every good program converges asymptotically to the golden-rule stock; see Khan-
Mitra (2006b) and Zaslavski (2005).
6. Proofs
We now turn to the proofs which rely on two basic results from previous work:
Proposition 1.1 of Zaslavski (2006a) and Proposition 5.5 in Khan-Zaslavski (2007).
Both are reproduced here for the reader's convenience. The ¯rst is a standard
existence result that follows from the continuity of the felicity function w:
Proposition A. For each x0 2 Rn




t=0 ) such that x(0) = x0 and
PT¡1
t=0 w(by(t)) = U(x0;T).
The second result is a basic continuity result and is somewhat more subtle. The
question is whether for any ² > 0; there exists a ±-neighborhood of the golden-rule
stock in the transition set such that for all production plans in that neighborhood,
there exists another production plan with the same capital stock today and not
any less of a capital stock tomorrow that allows a consumption level within an
²-neighborhood of the golden-rule consumption level.
Proposition B. Let ² > 0. Then there exists ± > 0 such that for each x;x0 2 Rn
+
satisfying jjx ¡ b xjj;jjx0 ¡ b xjj · ±; there exist ¹ x ¸ x0, y 2 Rn
+ such that
(x; ¹ x) 2 ­; y 2 ¤(x; ¹ x) and jjy ¡ b xjj · ²; jj¹ x ¡ b xjj · ²:
It is clear from Figure 5 that even for the 2-sector RSS case with n = 1; such a
±-neighborhood has to be non-trivially constructed: in particular, the consumption
level y² does not lie within an ²-neighborhood, even though it is obtained from
capital stocks that lie in the ²-neighborhood of the golden-rule stock. As such it is
a result on the continuity of the correspondence ¤:
We now turn to the proofs.
6.1 Proof of Theorem 5.1. Assume that fx(t);y(t)g1
t=0 is not a locally optimal














(6.3) z = ¹ x(¿) ¡ x(¿):
De¯ne
(6.4) ¹ y(t) = y(t) for all integers t ¸ ¿;
(6.5) ¹ x(t) = x(t) + (1 ¡ d)t¡¿z for all integers t > ¿:
It is not di±cult to see that f¹ x(t); ¹ y(t)g1
t=0 is a program. By (6.3) and (6.5),
(6.6) lim
t!1(¹ x(t) ¡ x(t)) = 0:
It follows from Lemma 2.2, (6.4) and (6.1) that for each integer T > ¿
T X
t=0











[w(by(t)) ¡ w(b¹ y(t))] + b p(x(T + 1) ¡ ¹ x(T + 1)):













[w(by(t)) ¡ w(b¹ y(t))] < 0:
In view of this equation and (6.1)
1 X
t=0
±(¹ x(t); ¹ y(t); ¹ x(t + 1)) <
1 X
t=0
±(x(t);y(t);x(t + 1)) = ¢(x(0)):
This contradicts (6.1). The contradiction we have reached proves the theorem.16 M. ALI KHAN AND ALEXANDER J. ZASLAVSKI
6.2 Proof of Theorem 5.3. Assume that the program fx(t);y(t)g1
t=0 is not lo-













De¯ne for all integers t ¸ ¿
(6.8) ¹ y(t) = y(t); ¹ x(t + 1) = (1 ¡ d)¹ x(t) + [x(t + 1) ¡ (1 ¡ d)x(t)]:
It is not di±cult to see that f¹ x(t); ¹ y(t)g1
t=0 is a program. By (6.8) for all natural





























Thus the program fx(t);y(t)g1
t=0 is not maximal. The contradiction we have
reached proves the theorem.
6.3 Proof of Theorem 5.4. Assume the contrary. Then there is an agreeable
program fx¤(t);y¤(t)g1
t=0 which is not locally maximal. Then there exist a natural




t=0 ) such that



















Let a natural number T² > T0 be as guaranteed by the de¯nition of an agreeable






(6.12) x(0) = x¤(0);
T²¡1 X
t=0
w(by(t)) = U(x¤(0);T²):LOCALLY OPTIMAL PROGRAMS 17
By the choice of T², (6.12) and the agreeability of fx¤(t);y¤(t)g1





t=0 ) such that








For all integers t satisfying T0 · t < T² set
(6.15) ¹ y(t) = y0(t); ¹ x(t + 1) = (1 ¡ d)¹ x(t) + x0(t + 1) ¡ (1 ¡ d)x0(t):
By (6.15), (6.9) and (6.13),





t=0 ) is a program.



































w(by(t)) + 3² = U(x¤(0);T²) + 3²;
a contradiction. The contradiction have reached proves the theorem.
6.4 Proof of Theorem 5.5. Let fx(t);(t)g1





We will show that
1 X
t=0
±(x(t);y(t);x(t + 1)) = ¢(x(0)):18 M. ALI KHAN AND ALEXANDER J. ZASLAVSKI




±(x(t);y(t);x(t + 1)) > ¢(x(0)):
By (6.17) and Theorem 5.2 the program fx(t);y(t)g1
t=0 is good. Therefore
(6.19) lim
t!1(x(t);y(t)) = (b x; b x):
In view of Proposition 2.4 there is a good program f¹ x(t); ¹ y(t)g1
t=0 such that
(6.20) ¹ x(0) = x(0);
1 X
t=0
±(¹ x(t); ¹ y(t); ¹ x(t + 1)) = ¢(x(0)):




±(x(t);y(t);x(t + 1)) ¡ ¢(x(0)):
By Proposition B and the continuity of the function ±(¢;¢;¢); there exists
± 2 (0;(1 + jjb pj)¡1²8¡1)
such that the following property holds:
(P1) For each x;x0 2 Rn
+ satisfying
jjx ¡ b xjj; jjx0 ¡ b xjj · ±
there exist ¹ x ¸ x0, y 2 Rn
+ such that
(x; ¹ x) 2 ­; y 2 ¤(x; ¹ x);
jjy ¡ b xjj · (4(1 + jjb pjj))¡1²; jj¹ x ¡ b xjj · (4(1 + jjb pjj))¡1²; ±(x;y; ¹ x) · ²=8:
Since f¹ x(t); ¹ y(t)g1
t=0 is a good program
(6.22) lim
t!1
(¹ x(t); ¹ y(t)) = (b x; b x):
It follows from (6.22) and (6.19) that there is an integer T0 > 2 such that
(6.23) jj¹ x(t) ¡ b xjj; jjx(t) ¡ b xjj < ± for all integers t ¸ T0:
By (6.20) and (6.21) there exists an integer ¿ > T0 such that
¿¡1 X
t=0
±(x(t);y(t);x(t + 1)) ¡
¿¡1 X
t=0




±(x(t);y(t);x(t + 1)) ¡ ¢(x(0))] > 4²:LOCALLY OPTIMAL PROGRAMS 19
In view of (6.23) and (P1) there exist
(6.25) ¹ y 2 Rn
+; ¹ x ¸ x(¿ + 1)
such that
(¹ x(¿); ¹ x) 2 ­; ¹ y 2 ¤(¹ x(¿); ¹ x);
±(¹ x(¿); ¹ y; ¹ x) · ²=8;
(6.26) jj¹ x ¡ b xjj · ²(4(1 + jjb pjj))¡1:
De¯ne
~ x(t) = ¹ x(t); t = 0;:::;¿; ~ x(¿ + 1) = ¹ x;
(6.27) ~ y(t) = ¹ y(t); t = 0;:::;¿ ¡ 1; ~ y(¿) = ¹ y:





is a program. By (6.17) and (6.20)
(6.28) ~ x(0) = ¹ x(0) = x(0):
Relations (6.17) and (6.25) imply that
(6.29) ~ x(¿ + 1) ¸ x(¿ + 1):
It follows from (6.27), (6.24), (6.28) and (6.21) that
¿ X
t=0
±(x(t);y(t);x(t + 1)) ¡
¿ X
t=0




±(x(t);y(t);x(t + 1)) ¡
¿¡1 X
t=0












±(x(t);y(t);x(t + 1)) ¡ ¢(x(0))]:
By Lemma 2.2. (6.28), (6.27), (6.23), the choice of °; and (6.21),
¿ X
t=0
[w(by(t)) ¡ w(b~ y(t))]20 M. ALI KHAN AND ALEXANDER J. ZASLAVSKI




¡[b p(~ x(0) ¡ ~ x(¿ + 1)) ¡
¿ X
t=0












±(x(t);y(t);x(t + 1)) ¡ ¢(x(0))] + ²=8 + ²=4 · ¡2² + ² < 0:
By the relation above, (6.28) and (6.29), fx(t);y(t)g1
t=0 is not locally optimal. The
contradiction we have reached proves the theorem.
Acknowledgments. This work was completed when Khan held the position of
Visiting Professor at the University of Queensland, and he thanks Flavio Menezes
and the Department of Economics for their hospitality. He is also grateful to Adri-
ana Piazza for discussion and for catching an embarrassing error in Figure 1, to her
and Tapan Mitra for ongoing collaboration, and to Peter Hammond for reference to
the work of Osumi. He has also bene¯tted from discussion with Luciano de Castro
and Alex Himonas on the intertwining of characterization and existence issues.
References
H. Atsumi, Neoclassical growth and the e±cient program of capital accumulation, Review of
Economic Studies 32 (1965), 127-136.
S. Aubry and P.Y. Le Daeron, The discrete Frenkel-Kontorova model and its extensions I, Physica
D 8 (1983), 381-422.
O. M. Braun and Y. S. Kivshar, The Frenkel-Kontorova Model: Concepts, Methods and Applica-
tions, Springer, Berlin, 2004..
W. A. Brock, On existence of weakly maximal programmes in a multi-sector economy, Review of
Economic Studies 37 (1970), 275-280.
B. D. Coleman, M. Marcus and V.J. Mizel, On the thermodynamics of periodic phases, Arch.
Rational Mech. Anal. 117 (1992), 321-347.
M. Fujio, Undiscounted optimal growth in the Leontief two-sector model with circulating capital
and a labor-intensive consumption goods sector, Journal of Economic Behavior and Organi-
zation 66 (2008), 420-436.
D. Gale, On optimal development in a multi-sector economy, Review of Economic Studies 34
(1967), 1-18.
P. J. Hammond, Agreeable plans with many capital goods, Review of Economic Studies 42, 1-14.
P. J. Hammond and John Kennan, Uniformly optimal in¯nite horizon plans, International Eco-
nomic Review 20, 283-296.
P. J. Hammond and J. A. Mirrlees, Agreeable plans, Models of Economic Growth (J. Mirrlees and
N. H. Stern eds.) (1973), John-Wiley and Sons, New York, 283-299.
M. Ali Khan and T. Mitra, On choice of technique in the Robinson-Solow-Srinivasan model,
International Journal of Economic Theory 1 (2005), 83-110.
M. Ali Khan and T. Mitra, Optimal growth in the two-sector RSS model: a continuous time
analysis, Proceedings of the Seventh Portugese Conference on Automatic Control (2006a),
Electronic publication.LOCALLY OPTIMAL PROGRAMS 21
M. Ali Khan and T. Mitra, Undiscounted optimal growth under irreversible investment: a syn-
thesis of the value-loss approach and dynamic programming, Economic Theory 29 (2006b),
341-362.
M. Ali Khan and T. Mitra, Optimal growth in a two-sector model without discounting: a geometric
investigation, Japanese Economic Review 58 (2007), 191-225.
M. Ali Khan and A. Piazza, On uniform convergence of undiscounted optimal programs in the
Mitra-Wan forestry model: the strictly concave case, Publicaci¶ on T¶ ecnica CMM. No. 222
(2009), 1-15.
M. Ali Khan and A. Piazza, On the Mitra-Wan Forestry Model: A Uni¯ed Analysis, Johns
Hopkins University, mimeo (2009), 1-22.
M. Ali Khan and A. J. Zaslavski, On a uniform turnpike of the third kind in the Robinson-Solow-
Srinivasan model, Journal of Economics 92 (2007), 137-166.
M. Ali Khan and A. J. Zaslavski, On two classical turnpike results for the Robinson-Solow-
Srinivasan (RSS) model., Johns Hopkins University, mimeo (2008), 1-50.
M. Ali Khan and A. J. Zaslavski, On existence of optimal programs: The RSS model without
concavity assumptions on felicities, Journal of Mathematical Economics 46 (2009 (Available
online 13 May 2008)), 1-14.
A. Leizarowitz and V.J. Mizel, One dimensional in¯nite horizon variational problems arising in
continuum mechanics, Arch. Rational Mech. Anal. 106 (1989), 161-194.
M. Marcus and A.J. Zaslavski, The structure of extremals of a class of second order variational
problems, Ann. Inst. H. Poincare, Anal. non lineare 16 (1999), 593-629.
L. W. McKenzie, Accumulation programs of maximum utulity and the von Neumann facet, Value,
Capital and Growth (J.N. Wolfe, ed.) (1968), Edinburgh University Press, Edinburgh, 353-
383.
L. W. McKenzie, Optimal economic growth, turnpike theorems and comparative dynamics, Hand-
book of Mathematical Economics (K. J. Arrow and M. Intrilligator, eds.) 3 (1986), North-
Holland Publishing Company, New York, 1281-1355.
M. Majumdar, Decentralization in in¯nite horizon economies: an introduction, Journal of Eco-
nomic Theory 45 (1988), 217-227.
M. Majumdar, On attaining Ramsey-WeizsÄ acker optimality in a decentralized economy: an im-
possibility theorem, Economic Analysis and Policy (D. Banerjee, ed.) (1991), Oxford University
Press, Delhi, 69-87.
J. A. Mirrlees and N. Stern, Fairly good plans, Journal of Economic Theory 4 (1972), 268-288.
T. Mitra, Introduction to dynamic optimization theory, Optimization and Chaos (M. Majumdar,
T. Mitra and K. Nishimura, eds.) (2000), Springer-Verlag, Berlin, 31-108.
T. Mitra, Intergenerational Equity and the forest management problem., Economics, Sustainabil-
ity, and Natural Resources: Economics of Sustainable Forest Management (S. Kant and R.
A. Berry, eds.) (2005), Springer-Verlag, Berlin, 137-173.
T. Mitra and H. W. Wan Jr., On the Faustmann solution to the forest management problem,
Journal of Economic Theory 40 (1986), 229-249.
K. Nishimura and M. Yano, Nonlinear dynamics and chaos in optimal growth: an example,
Econometrica 63 (1995), 981-1001.
K. Nishimura and M. Yano, Chaotic solutions in dynamic linear programming, Chaos, Solitons
and Fractals 7 (1996), 1941-1953.
K. Osumi, Economic Planning and Agreeability, Kyushu University Press, Tokyo, 1986.
F. Ramsey, A mathematical theory of savings, Economic Journal 38 (1928), 543-559.
P. A. Samuelson, A catenary turnpike theorem involving consumption and the golden rule, Amer-
ican Economic Review 55 (1965), 486-496.
P. A. Samuelson, The periodic turnpike theorem, Nonlinear Analysis: Theory, Methods and Ap-
plications 1 (1976), 3-13.
P. A. Samuelson and R. M. Solow, A complete capital model involving heterogeneous capital goods,
Quarterly Journal of Economics LXX (1956), 537-562.
J. E. Stiglitz, A note on technical choice under full employment in a socialist Economy, Economic
Journal 78 (1968), 603-609.
C. C. von WeizsÄ acker, Existence of optimal programs of accumulation for an in¯nite horizon,
Rev. Econ. Studies 32 (1965), 85-104.
A. J. Zaslavski, Ground states in Frenkel-Kontorova model, Math. USSR Izvestiya 29 (1987),
323-354.22 M. ALI KHAN AND ALEXANDER J. ZASLAVSKI
A. J. Zaslavski, Structure of extremals for one-dimensional variational problems arising in con-
tinuum mechanics, Journal of Mathematical Analysis and Applications 198 (1996), 893-921.
A. J. Zaslavski, Good programs in the RSS model with a nonconcave utility function, J. of Indus-
trial and Management Optimization 2 (2006a), 399-423.
A.J. Zaslavski, Optimal programs in the continuous time RSS model, Proceedings of the Seventh
Portugese Conference on Automatic Control (2006b), Electronic publication.
A. J. Zaslavski, Turnpike results for discrete-time optimal control systems arising in economic
dynamics, Nonlinear Analysis 67 (2007), 2024-2049.
Department of Economics, The Johns Hopkins University, Baltimore, MD 21218,
USA; Department of Economics, University of Queensland, Brisbane, Queensland
4072, Australia
Department of Mathematics, The Technion-Israel Institute of Technology, 32000
Haifa, Israel
E-mail address: ajzasl@tx.technion.ac.ilLocally Optimal Programs 
Agreeable Programs
Figure 1: An Overview







Figure 2.  Specification of the 2-Sector RSS Model and Two Programs  
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Figure 6.  An Illustration of Proposition 5.1   
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