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Abstract
Efficiently computable stability and performance analysis of nonlinear systems becomes increasingly more important in practical
applications. An important notion connecting stability and performance is dissipativity. However, this property is usually only
valid around an equilibrium point of the nonlinear system and usually involves cumbersome computations to find a valid storage
function. Analyzing stability using the trajectories of the nonlinear system, i.e. incremental stability analysis, has shown to solve
the first issue. However, how stability and performance characterizations of nonlinear systems in the incremental framework
are linked to dissipativity, and how general performance characterization beyond the L2-gain concept can be understood in
the incremental framework is largely unknown. By systematically establishing the missing links, this paper presents a matrix
inequality based convex dissipativity analysis with the use of quadratic storage and supply functions, for a rather general
class of systems with smooth nonlinearities. The proposed dissipativity analysis links the notions of differential, incremental
and general dissipativity by a chain of implications. We show that through differential dissipativity, we give guarantees on
incremental and general dissipativity of the nonlinear system. Using the results from the aforementioned chain of implications,
incremental extensions for the analysis of L2-gain, the generalized H2-norm, L∞-gain and passivity of a nonlinear system are
presented. Moreover, we give a convex computation method to solve the obtained conditions. The effectiveness of the analysis
tools are demonstrated by means of an academic example.
Key words: Dissipativity; Incremental dissipativity; Nonlinear Performance; Application of Nonlinear Analysis and Design;
Linear Parameterically Varying (LPV) Methodologies.
1 Introduction
The Linear Time-Invariant (LTI) framework has been a
systematic and easy-to-use framework for the modeling,
identification and control of physical systems for many
years. The LTI framework consists of extensive and sys-
tematic theory on stability (e.g. Lyapunov theory), per-
formance (e.g. dissipativity theory [34]) and shaping (see
e.g. [26] for an overview) give a good foundation for con-
vex analysis, synthesis and evaluation, which makes it
attractive to use in practice. So far, the implementation
of LTI tools on the physical systems have been able to
meet the required performance specifications in indus-
trial applications. However, the growing performance de-
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mands in terms of accuracy, response speed and energy
efficiency, together with increasing complexity of these
systems to accommodate such expectations are progress-
ing beyond the modeling and control limitations of the
LTI framework. Especially when the system is operated
continuously in a transient mode, or with rapid transi-
tions between operating points. Therefore, stability and
performance analysis of nonlinear systems becomes in-
creasingly more important.
Over the years, many modeling frameworks and analy-
sis tools have been developed that describe and quantify
the behavior of physical systems with their inherent non-
linearities. A large variety of stability analysis tools are
available for nonlinear systems, such as Lyapunov’s sta-
bility theory (see e.g. [12]), dissipativity theory [34] and
contraction theory [17], to name a few. Moreover, tech-
niques such as backstepping, input-output or feedback
linearization [12] have been developed to stabilize the
behavior and to achieve reference tracking for nonlinear
systems. However, these techniques often require cum-
bersome computations and require restrictive assump-
tions. Furthermore, there are no performance shaping
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methods related to these techniques, as there are in the
LTI case. Hence, there is no unified theory for general
nonlinear systems, and a systematic performance analy-
sis and shaping framework is largely missing. The main
problem with performance analysis for nonlinear sys-
tems using dissipativity theory is that dissipativity with
the use of quadratic storage and supply functions, which
are computationally attractive, is in general a local prop-
erty of a nonlinear system. Therefore, conclusions on
stability and performance of the nonlinear system are
only valid around the point of natural storage (usually
the origin), which is not desirable in the case of a dis-
turbance rejection or reference tracking scenario. Hence,
there is need for a (preferably convex) analysis tool that
can give conclusions on the dissipativity of a nonlinear
system on a more global level, substantiated by a unified
theory for general nonlinear systems.
With this in mind, several frameworks have been de-
veloped to extend the LTI tools for nonlinear systems.
For example, partitioning the nonlinear state space such
that every part is described by an LTI system yields a
piece-wise affine model that can be analyzed using hy-
brid system theory [9]. The Linear Time-Varying (LTV)
framework focusses on linear models that vary accord-
ing to time-varying signal, which can represent a non-
linear model as well. The concept of gain scheduling, the
Linear Parameter-Varying (LPV) framework and frame-
work of Fuzzy systems aimed on providing convex tools
to analyze nonlinear systems as a predefined convex set
of LTI systems. However, the stability and performance
guarantees, which are based on L2-gain, are still only
valid around the considered equilibrium point [8, 13],
endangering the general applicability of these methods.
In [6–8] the notion of incrementalL2-gain stability is pro-
posed to have global stability and performance guaran-
tees. Incremental L2-gain stability requires a system to
be stable w.r.t. an arbitrary reference trajectory instead
of w.r.t. the origin, similar to the ideas of contraction
theory. The use of incremental L2-gain stability within
the LPV framework is introduced in [15, 16, 24], which
showed significant improvements regarding the stabil-
ity and performance of the closed-loop nonlinear system
and the computational efforts, however the link with dis-
sipativity is not established. Extensions of dissipativity
theory in literature are differential dissipativity [4,5,29],
incremental dissipativity [19] and equilibrium indepen-
dent dissipativity [25]. Differential dissipativity is dissi-
pativity of the so-called differential form of a system 1 ,
representing infinitesimal variations of a system trajec-
tory. However, works discussing differential dissipativity
only focus on passivity based notions, as with the works
on incremental dissipativity. The results on equilibrium
independent dissipativity [25] seemed to be promising to
establish the missing link for incremental dissipativity
analysis. However, this novel system property requires a
system to be dissipative w.r.t. a predefined set of (forced)
1 Often also referred to as variational systems [2].
equilibrium configurations. The result is that dissipativ-
ity is still a system property w.r.t. an (arbitrary) equilib-
rium point instead of an (arbitrary) reference trajectory.
Hence, this result could not be used for linking the clas-
sical dissipativity theory to the incremental framework
for nonlinear systems.
Even if the results on using the incremental framework
are promising, the focus in the current works remains
on stability (e.g. [7]) and hence performance character-
ization for nonlinear systems in the incremental frame-
work remains to be an open question. Moreover, a clear
understanding how incremental performance connects
to the general dissipativity theory remains largely un-
known. Hence there is need for a link between the gen-
eral dissipativity theory and the incremental framework
for general nonlinear systems.
The two main contributions of this paper are (i) es-
tablishing the link between general dissipation theory
and incremental analysis for nonlinear systems, and (ii)
give convex tools to analyze stability and performance
of nonlinear systems in the incremental framework. This
is achieved by developing a general incremental dissi-
pativity framework that connects differential dissipativ-
ity, incremental dissipativity and general dissipativity.
As a consequence of the developed theory, incremental
notions of L2-gain, the generalized H2-norm, L∞-gain
and passivity are systematically introduced, and recover
the existing results on the aforementioned concepts. Fur-
thermore, convex analysis tools to compute the resulting
conditions for differential and incremental dissipativity
are introduced using a parameter-varying (PV) inclu-
sion of the differential form of the nonlinear system.
The paper is structured as follows. In Section 2, a formal
definition of the problem is given, as well as the system
representations and dissipativity notions considered in
this paper. Section 3 gives the main results on incremen-
tal dissipativity and differential dissipativity and their
connection. In Section 4, the incremental extensions of
L2-gain, the generalized H2-norm, L∞-gain and pas-
sivity are derived and the PV inclusions are discussed,
which yield convex computation methods. The results
on the incremental norm definitions are shown using an
academic example in Section 5. Finally, Section 6 sum-
marizes the conclusions on the presented results and sug-
gests future research directions.
Notation
R is the set of real numbers, while R+ ⊂ R is the set of
non-negative real numbers. The zero-matrix and the identity
matrix of appropriate dimensions are denoted as 0 and I,
respectively, if the matrix dimension is not clear from the
context, it will be noted explicitly. If a mapping f : Rp → Rq
is in Cn, it is n-times continuously differentiable. We use
(∗) to denote a symmetric term, e.g. (∗)>Qa = a>Qa. The
notation A  0 (A < 0) indicates that A is positive (semi-)
definite, while A ≺ 0 (A 4 0) indicates that A is negative
(semi-)definite. L n2 denotes the signal space containing all
2
real-valued square integrable functions f : R+ → Rn, with
the associated signal norm ‖f‖2 :=
√∫∞
0
‖f(t)‖2dt, where
‖ · ‖ is the Euclidean (vector) norm. L n∞ denotes the signal
space of functions f : R+ → Rn with finite amplitude, i.e.
bounded ‖f‖∞:= supt≥0 ‖f(t)‖. Furthermore, the notation
col(x1, . . . , xn), denotes the column vector [x
>
1 · · ·x>n ]>. The
convex hull of a set S is denoted co{S}.
2 Problem definition
In this paper, we consider nonlinear time-invariant sys-
tems of the form
Σ :
{
x˙(t) = f(x(t), u(t));
y(t) = h(x(t), u(t));
(1)
where x(t) ∈ X ⊆ Rnx is the state vector, u(t) ∈ U ⊆
Rnu is the input vector and y(t) ∈ Y ⊆ Rny is the output
vector of the system. The sets X , U and Y are open sets
containing the origin and the mappings f : X × U → X
and h : X × U → Y are in C1. Moreover, we only con-
sider solutions of (1) that are forward complete, unique
and satisfy (1) in the ordinary sense. The trajectories
of (1) are also restricted to have left compact support,
i.e. ∃ t0 ∈ R such that the solution of the system is zero
outside the left-compact set [t0,∞). We define the set of
solutions as
B :=
{
(x, u, y) ∈ (X × U × Y)R
∣∣∣ x ∈ C1 and
(x˙, u, y) satisfies (1) with left-compact support
}
. (2)
The solutions in B take values from a value set F =
X × U × Y. C = co{F} is the convex hull of F ⊆ C. In
this paper, the form presented in (1) will be referred to
as the primal form of the nonlinear system and B will
be referred to as the bundle of solutions.
For nonlinear systems in primal form, an extensive dis-
sipativity theory has been developed over the years with
its roots in [34]. As aforementioned, from the notion of
dissipativity, many system properties can be derived,
such as performance characteristics, stability and the
link back to physical interpretation. Therefore, dissipa-
tivity is an important fundament in nonlinear system
theory and hence will be reviewed briefly. From [34] we
have the following definition of dissipativity.
Definition 1 (Dissipative systems [34]) A system
of the form (1) is dissipative with respect to a supply
function S : U×Y → R, if there exists a storage function
V : X → R+, with V(0) = 0, such that
V(x(t1))− V(x(t0)) ≤
∫ t1
t0
S(u(t), y(t))dt, (3)
for all t0, t1 ∈ R, with t0 ≤ t1. The latter inequality will
be referred to as the dissipation inequality.
The storage function V(·) can be interpreted as a repre-
sentation of the stored energy in the system, while the
supply function S(·) can be seen as the total energy flow-
ing in and out of the system. If V(x(t)) is differentiable,
(3) can be rewritten as the so-called differentiated dissi-
pation inequality,
d
dt
(
V (x(t))
) ≤ S(u(t), y(t)). (4)
In this paper, dissipativity of the primal form of a system
will be referred to as general dissipativity of a nonlinear
system.
An extension to this concept is the dissipativity between
two arbitrary trajectories of a forced system, i.e. the
energy flow between two trajectories. This form of dis-
sipativity will be referred to as incremental dissipativ-
ity. If both the system trajectories have the same input
trajectory, and the system is incrementally dissipative,
the energy difference between two trajectories is always
less than the difference of the supplied energy for the
two trajectories. Hence, the trajectories will eventually
lose the transient behaviour and converge towards each
other. Incremental dissipativity is defined as follows, as
an extension of the definition of incremental passivity
in [30, Def. 4.7.1].
Definition 2 (Incremental Dissipativity) Let the
pairs (x, u, y) ∈ B and (x˜, u˜, y˜) ∈ B both be arbitrary
trajectories of (1). The system is said to be incre-
mentally dissipative with respect to the supply function
S : U ×U ×Y ×Y → R if there exists a storage function
V : X × X → R+, with V(x, x) = 0, such that for any
two trajectories in B
V
(
x(t1), x˜(t1)
)− V(x(t0), x˜(t0))
≤
∫ t1
t0
S
(
u(t), u˜(t), y(t), y˜(t)
)
dt, (5)
for all t0, t1 ∈ R, with t0 ≤ t1. The latter inequality will
be referred to as the incremental dissipation inequality.
Besides analyzing the difference between two trajecto-
ries, it is also possible to analyze the variations of an ar-
bitrary trajectory. By taking the derivative of the state,
input or output trajectory with respect to the state, in-
put or output at a fixed time, respectively, the infinites-
imal variation tangent to an arbitrary trajectory can be
analyzed. This concept has been introduced in [2, 5, 21]
as variational dynamics. The so-called variational sys-
tem of the nonlinear system (1) is defined as,
Σδ :
{
δx˙(t) = A(t)δx(t) +B(t)δu(t);
δy(t) = C(t)δx(t) +D(t)δu(t);
(6)
with A(t) = ∂f∂x (x¯(t), u¯(t)), B(t) =
∂f
∂u (x¯(t), u¯(t)),
C(t) = ∂h∂x (x¯(t), u¯(t)) and D(t) =
∂h
∂u (x¯(t), u¯(t)),
where (x¯, u¯) ∈ pix,uB, with pix,u denoting the pro-
jection (x, u) = pix,u(x, u, y). Moreover, we have that
δx(t) ∈ Rnx , δu(t) ∈ Rnu and δy(t) ∈ Rny . Analogous to
the primal form, solutions of the variational system (6)
are considered in the ordinary sense and are restricted to
have left-compact support. In this paper we will refer to
(6) as the differential form of the nonlinear system (1).
With the differential form of a system defined, we can
3
define the notion of diffential dissipativity from [4]:
Definition 3 (Diffential dissipativity [4]) Consider
a system Σ of the form (1) and its differential form (6),
Σδ. Σ is differentially dissipative w.r.t. a supply function
S : Rnu × Rny → R, if there exists a storage function
V : X × Rnx → R+, with V(x¯, 0) = 0, such that
V
(
x¯(t1), δx(t1)
)− V(x¯(t0), δx(t0))
≤
∫ t1
t0
S
(
δu(t), δy(t)
)
dt, (7)
for all trajectories (x¯, u¯) ∈ pix,uB and for all t0, t1 ∈ R,
with t0 ≤ t1.
Definitions for differential passivity can be found in [5,
29]. The aforementioned differential form of the system
represents infinitesimal variations tangent to an arbi-
trary trajectory of the system. Thus, differential dissi-
pativity can be interpreted as the energy dissipation of
variations of the system trajectory that are not forced
by the input. If the energy of these variations in the sys-
tem trajectories decrease over time, the trajectory vari-
ation will eventually only be determined by the input
of the system. And hence the primal form of the system
will converge to an arbitrary forced equilibrium point or
reference trajectory.
Remark 4 Note that when the storage function V is dif-
ferentiable, we can define the differentiated form of (5)
and (7), similar to the case of general dissipativity, where
(4) is the differentiated form of (3).
As a first objective, we connect the notions of general
dissipativity, incremental dissipativity and differential
dissipativity for quadratic storage and supply functions.
With this connection, we establish a fundament for the
quadratic performance characterization of nonlinear sys-
tems in the incremental framework and thus give guar-
antees for the considered set of solutions. The next sec-
tion presents the results on incremental and differential
dissipativity and links the two notions.
3 Main results
3.1 Incremental dissipativity of a nonlinear system
For examining incremental dissipativity we consider two
arbitrary trajectories (x, u, y) ∈ B and (x˜, u˜, y˜) ∈ B
of the system (1). Next, consider a quadratic storage
function of the form,
V(x, x˜) = (x− x˜)>M(x, x˜)(x− x˜), (8)
where time dependence is omitted for brevity. We as-
sume that:
A1 The matrix function M(x, x˜) is real, differentiable,
bounded, symmetric and positive definite for all
x(t), x˜(t) ∈ X .
Furthermore, the supply function is considered in the
quadratic form:
S(u− u˜, y − y˜) =
(
u− u˜
y − y˜
)>(
Q S
S> R
)(
u− u˜
y − y˜
)
, (9)
with Q = Q>, R = R> and S real, constant, bounded
matrices. As V is differentiable, the differentiated form
of (5) is considered, similar to (4):
d
dt
(
(x− x˜)>M(x, x˜)(x− x˜)
)
≤(
u− u˜
y − y˜
)>(
Q S
S>R
)(
u− u˜
y − y˜
)
. (10)
Note that checking (10) for all trajectories inB is equiv-
alent to checking (10) for all values in F [34]. Working
out (10) gives,
2(x− x˜)>M(x, x˜)(f(x, u)− f(x˜, u˜)) +
(∗)>M˙(x, x˜)(x− x˜) ≤ (∗)>R(h(x, u)− h(x˜, u˜))+
(∗)>Q(u− u˜) + 2(u− u˜)>S(h(x, u)− h(x˜, u˜)), (11)
with M˙(x, x˜) = ∂M(x,x˜)∂t . Next, define ξ := col(x, u) and
ξ˜ := col(x˜, u˜), and write (11) as
2(x− x˜)>M(x, x˜)
(
f(ξ)− f(ξ˜)
)
+ (∗)>M˙(x, x˜)(x− x˜)
− 2(u− u˜)>S
(
h(ξ)− h(ξ˜)
)
− (∗)>Q(u− u˜)
− (∗)>R
(
h(ξ)− h(ξ˜)
)
≤ 0. (12)
Let us now consider x(t), x˜(t), u(t) and x˜(t) at a fixed
time-instance. Inspired by [20], we can now define a func-
tion Φ?(λ) as
Φ?(λ) := 2(x− x˜)>M(x, x˜)
(
f
(
ξ˜ + λ(ξ − ξ˜)))
− 2(u− u˜)>S
(
h
(
ξ˜ + λ(ξ − ξ˜)))
−
(
h(ξ)− h(ξ˜)
)>
R
(
h
(
ξ˜ + λ(ξ − ξ˜))) . (13)
This allows us to rewrite (12) as(
Φ?(1)−Φ?(0)
1−0
)
+(∗)>M˙(x, x˜)(x− x˜)− (∗)>Q(u− u˜) ≤ 0.
(14)
By using the Mean-Value Theorem (MVT), which states
that ∃λ∗ ∈ (0, 1) s.t. Φ(1)−Φ(0) = ∂Φ∂λ (λ∗)(1− 0), (14)
can be rewritten to
2(x−x˜)>M(x, x˜)
(
∂f
∂ξ
(ξ¯)
)
(ξ−ξ˜)+(∗)>M˙(x, x˜)(x−x˜)
− (∗)>Q(u− u˜)−
(
h(ξ)− h(ξ˜)
)>
R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜)
− 2(u− u˜)>S
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜) ≤ 0, (15)
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with ξ¯ = ξ˜ + λ∗(ξ − ξ˜) =: col(x¯, u¯) and λ∗ the value for
which the MVT holds. By the MVT we know that there
exist a λ∗ for a col(x, u) , col(x˜, u˜) ∈ pixF×piuF such that
the left-hand sides of (14) and (15) are equivalent for
every time-instance. Hence, there exists a (non-unique)
mapping ζ : X × X → (0, 1) such that ζ(x(t), x˜(t)) =
λ∗(t) for every time-instance. Here we assume that:
A2 ζ ∈ C1.
Therefore, we can apply ζ on trajectories as well. Hence,
we can define an M(x¯) such that
M(x¯) = M(x˜+ λ∗(x− x˜)) =
M
(
x˜+ ζ(x, x˜)(x− x˜)) =: M(x, x˜), (16)
and substitute M(x, x˜) with it in (15). To obtain a
quadratic form, we use the following transformation.
Consider the following,
(f(x)− f(x˜))>Λ
(
∂f
∂x
(x¯)
)
(x− x˜), (17)
where Λ is a real, definite matrix. Note that this is anal-
ogous to the output supply term in (15). By defining
a = (f(x)− f(x˜)) and b =
(
∂f
∂x (x¯)
)
(x−x˜), we can write
(17) as a>Λb. Furthermore, by the MVT (see e.g. (15))
we have that ∃ x¯ s.t. a>Λa = b>Λa. Based on [28], we
claim that, using the definiteness of Λ, a>Λa Q b>Λb, as
b>Λb− a>Λa = b>Λb− a>Λa+ 2 (a>Λa− b>Λa) ,
= b>Λb+ a>Λa− b>Λa− a>Λb,
= (a− b)>Λ(a− b) Q 0.
(18)
Based on (18), if Λ < 0, (17) yields an upperbound for
(f(x)− f(x˜))>Λ (f(x)− f(x˜)), and vice versa ifΛ 4 0 .
With the above obtained results, we can formulate a the-
orem that guarantees incremental dissipativity with the
quadratic storage function (8) and the quadratic supply
function (9).
Theorem 5 Consider the system in primal form (1)
and assume A1 and A2. The system is incrementally
dissipative w.r.t. the quadratic supply function (9), with
R = R>4 0, and the quadratic storage function (8), if
(∗)>
(
0 M(x¯)
M(x¯) 0
)(
I 0
A(x¯, u¯) B (x¯, u¯)
)
+
(
M˙(x¯) 0
0 0
)
−(∗)>
(
Q S
S> R
)(
0 I
C (x¯, u¯) D (x¯, u¯)
)
4 0, (19)
for all (x¯(t), u¯(t)) ∈ pix,uC, with A (x¯, u¯) = ∂f∂x (x¯, u¯),
B (x¯, u¯) = ∂f∂u (x¯, u¯), C (x¯, u¯) =
∂h
∂x (x¯, u¯) and D (x¯, u¯) =
∂h
∂u (x¯, u¯).
PROOF. Since a large part of the proof has been al-
ready shown in this paper, we will continue at (15), with
(16) substituted. We want to point out here that by us-
ing the MVT, the analysis must be done in the convex
hull C, since it is not guaranteed that (x¯, u¯, y¯) ∈ B when
(x, u, y), (x˜, u˜, y˜) ∈ B (this is only true when B is con-
vex). Consider the output supply term in (15), i.e.(
h(ξ)− h(ξ˜)
)>
R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜).
With a =
(
h(ξ)− h(ξ˜)
)
and b =
(
∂h
∂ξ (ξ¯)
)
(ξ − ξ˜) and
Λ = R, we can use (18) to define a lowerbound of the
output supply term when R 4 0:(
h(ξ)− h(ξ˜)
)>
R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜) ≥
(ξ − ξ˜)>
(
∂h
∂ξ
(ξ¯)
)>
R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜),
which is equivalent to
(∗)>R
(
h(ξ)− h(ξ˜)
)
≥ (∗)>(∗)>R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜).
Consequently, there exists a ε ≥ 0 such that the latter
holds as equality, i.e.(
h(ξ)− h(ξ˜)
)>
R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜) =
(ξ − ξ˜)>
(
∂h
∂ξ
(ξ¯)
)>
R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜) + ε. (20)
Substituting (20) in (15) gives
2(x− x˜)>M(x¯)
(
∂f
∂ξ
(ξ¯)
)
(ξ − ξ˜) + (∗)>M˙(x¯)(x− x˜)
− 2(u− u˜)>S
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜)− (∗)>Q(u− u˜)
− (∗)>(∗)>R
(
∂h
∂ξ
(ξ¯)
)
(ξ − ξ˜) ≤ ε, (21)
with ε ≥ 0. Now by guaranteeing that the left-hand side
of (21) is non-positive, which is trivially implied by (19)
we conclude our proof. 
Remark 6 When R  0, we cannot say anything about
validity of the incremental dissipation inequality, hence
the restriction R 4 0 is a technical necessity in the anal-
ysis.
Remark 7 Note that by this result, if the matrix in-
equality (19) holds for all (x¯, u¯) ∈ pix,uC, then for every
x, x˜ ∈ pixC we know that there exist a valid storage func-
tion of the form V(x, x˜) = (x − x˜)>M(x¯)(x − x˜), with
x¯ = x˜+ ζ(x, x˜)(x− x˜), because C is convex. The connec-
tion with the original storage function (8) is as in (16).
Remark 8 Note that this theorem gives a sufficient con-
dition for incremental dissipativity of a nonlinear system
(with respect to the considered storage and supply func-
tion), due to the use of a lowerbound for the output sup-
ply term. It remains an open question what the amount
of conservatism is, induced by the lowerbounding. When
R = 0 (with e.g. passivity, see Section 4.3), the condition
(19) becomes necessary and sufficient.
5
Remark 9 Refs. [31, 32] also give results on incremen-
tal dissipativity. However, these works only focus on a
specific and restrictive form of a supply function. More-
over, the technical result of [31] refers to a proof in a
paper that has never appeared to the authors’ knowledge.
3.2 Differential dissipativity of a system
Reconsider the differential form of a nonlinear system,
i.e. (6), which describes the variation of the system over
a trajectory (x¯, u¯, y¯) ∈ B. Note that this system always
exists if the mappings f and h are in C1. To formu-
late a notion for differential dissipativity, we consider a
quadratic storage function of the form
V(x¯, δx) = δx>M(x¯)δx, (22)
where we assume:
A3 The matrix function M(x¯) ∈ C1 is real, symmetric,
bounded and positive definite for all x¯(t) ∈ X .
This function represents the energy in the differential
system, dependent on the state trajectory x¯. Further-
more, we can define a quadratic supply function of the
form
S(δu, δy) =
(
δu
δy
)>(
Q S
S> R
)(
δu
δy
)
, (23)
with real, constant, bounded matrices R = R>, Q = Q>
and S. Following Definition 3, the system (1) is differ-
entially dissipative with respect to the supply function
(23) if there exists a storage function (22) such that (7)
holds. Substituting the storage and supply function in
the differential form of (7) gives
d
dt
(
δx>M(x¯)δx
)
≤
(
δu
δy
)>(
Q S
S> R
)(
δu
δy
)
. (24)
Working this expression out results in a condition for
when a system is differentially dissipative. We can for-
mulate the result as a theorem.
Theorem 10 Consider the system in primal form (1)
and assume A3. This system is differentially dissipa-
tive w.r.t. the quadratic supply function (23), and the
quadratic storage function (22) if and only if
(∗)>
(
0 M(x¯)
M(x¯) 0
)(
I 0
A (x¯, u¯) B (x¯, u¯)
)
+
(
M˙(x¯) 0
0 0
)
− (∗)>
(
Q S
S>R
)(
0 I
C (x¯, u¯) D (x¯, u¯)
)
4 0, (25)
with M˙(x¯) = ∂M(x¯)∂t , A (x¯, u¯) =
∂f
∂x (x¯, u¯), B (x¯, u¯) =
∂f
∂u (x¯, u¯), C (x¯, u¯) =
∂h
∂x (x¯, u¯) and D (x¯, u¯) =
∂h
∂u (x¯, u¯),
holds for all (x¯, u¯) ∈ pix,uB and t ∈ R.
PROOF. First, note that by definition, the system in
primal form (1) is differentially dissipative if the differ-
ential form of the system (6) is dissipative. Hence, it suf-
fices to show that if (25) holds, the differential form of
the system is dissipative with respect to the storage func-
tion (22) and the supply function (23). Continuing the
proof, consider the storage function (22) and the sup-
ply function (23). First, note that (22) is differentiable.
Therefore, (24) can be used to examine dissipativity of
the differential form of the system. Substituting the con-
sidered storage and supply function into (24) yields
d
dt
(
δx>M(x¯)δx
)
≤
(
δu
δy
)>(
Q S
S> R
)(
δu
δy
)
.
By [34] we again have that checking the latter for all
values δx(t) ∈ Rnx , δu(t) ∈ Rnu , δy(t) ∈ Rny and x¯(t) ∈
pixF is equivalent to checking the latter for all possible
trajectories of (6). Working out the latter inequality gives
2δx>M(x¯)
(
A (x¯, u¯) δx+B (x¯, u¯) δu
)
+ δx>M˙(x¯)δx ≤
δu>Qδu+ 2δu>S
(
C (x¯, u¯) δx+D (x¯, u¯) δu
)
+
(∗)>R(C (x¯, u¯) δx+D (x¯, u¯) δu),
with A (x¯, u¯) = ∂f∂x (x¯, u¯), B (x¯, u¯) =
∂f
∂u (x¯, u¯), C (x¯, u¯) =
∂h
∂x (x¯, u¯) and D (x¯, u¯) =
∂h
∂u (x¯, u¯). By defining ξ¯ :=
col(x¯, u¯), this can easily be rewritten to the form(
δx
δu
)>[
(∗)>
(
0 M(x¯)
M(x¯) 0
)(
I 0
A(ξ¯) B(ξ¯)
)
+
(
M˙(x¯) 0
0 0
)
− (∗)>
(
Q S
S> R
)(
0 I
C(ξ¯) D(ξ¯)
)](
δx
δu
)
≤ 0.
The latter must hold for all (x¯, u¯) ∈ pix,uB and t ∈ R.
This is equivalent to saying that the state and input de-
pendent matrix between
(
δx> δu>
)
and
(
δx> δu>
)>
must
be positive semi-definite for all (x¯, u¯) ∈ pix,uB and t ∈ R,
which is equivalent to the condition in (25), which proves
the statement. 
Remark 11 When we cannot find a positive definite
M(x¯) in Theorem 5 or Theorem 10 to show existence of a
quadratic storage function, we don’t know if the system
is incrementally or differentially dissipative. This does
not necessarily mean that the system is not incrementally
or differentially dissipative. The inequalities (19) or (25)
might hold for a non-quadratic V (or a more complexM).
Remark 12 In [11] and [29], results on passivity were
given with a specific form of storage function using a pro-
longed system formulation 2 , resulting in equality con-
strains. These serve as a decoupling condition between
the differential storage and the primal storage, while in
this paper the differential storage and the primal storage
have the same structure (quadratic form with the same
M).
2 The combination of the primal form and the differential
form of the nonlinear system [2].
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3.3 Linking incremental and differential dissipativity
The obvious link between incremental dissipativity and
differential dissipativity can be made by the following
theorem.
Theorem 13 Consider a nonlinear system in its primal
form (1), with its differential form (6) and assume A1–
A3. If for all (x¯, u¯, y¯) ∈ CR, the differential form of the
system is dissipative w.r.t. the storage function (22) and
the supply function (23), with R 4 0, then the primal
form of the nonlinear system is incrementally dissipative
w.r.t. the storage function (8) and the supply function
(9), equally parametrized.
PROOF. If (25) holds ∀(x¯(t), u¯(t), y¯(t)) ∈ C with R 4
0, then (1) is differentially dissipative, as F ⊆ C ∀ t ∈ R.
Hence, the differential form of (1) is dissipative with re-
spect to the supply function (23) and the storage function
(22) for all (x¯, u¯, y¯) ∈ CR. By equivalence, (19) also holds
∀(x¯(t), u¯(t), y¯(t)) ∈ C with R 4 0, which implies incre-
mental dissipativity w.r.t. the storage function (8) and
the supply function (9), equally parametrized. 
Now that the link between incremental dissipativity of
a system in primal form and ‘general’ dissipativity of a
system in differential form is made, we can likewise make
a link between incremental dissipativity of a system and
general dissipativity of a system. This can be shown by
the following theorem.
Theorem 14 Consider a nonlinear system in its pri-
mal form (1) and suppose (x˘, u˘, y˘) ∈ B is a (forced)
equilibrium point of the system, i.e. (x˘(t), u˘(t), y˘(t)) =
(c1, c2, c3) for all t, with (c1, c2, c3) ∈ (X ×U ×Y). Sup-
pose the system is incrementally dissipative w.r.t. the
storage function (8) and the supply function (9). Then
for every (forced) equilibrium point, the system is dissi-
pative w.r.t. the same, equally parametrized storage and
supply function.
PROOF. If the system is incrementally dissipative
w.r.t. the storage function (8) and the supply function
(9), it holds that
d
dt
(
(x− x˜)>M(x, x˜)(x− x˜)
)
≤ (∗)>
(
Q S
S>R
)(
u− u˜
y − y˜
)
,
which results in,
2(x− x˜)>M(x, x˜) (x˙− ˙˜x)+
(∗)>
[
nx∑
i=1
∂M(x, x˜)
∂xi
x˙i +
nx∑
i=1
∂M(x, x˜)
∂x˜i
˙˜xi
]
(x− x˜)
≤
(
u− u˜
y − y˜
)>(
Q S
S>R
)(
u− u˜
y − y˜
)
.
Let the trajectory (x˜, u˜, y˜) be equal to the equilibrium tra-
jectory (x˘, u˘, y˘), i.e. the equilibrium point. This gives that
˙˜x = 0, which results in
2(x− x˘)>M(x, x˘) x˙+ (∗)>
[
nx∑
i=1
∂M(x, x˘)
∂xi
x˙i
]
(x− x˘)
≤
(
u− u˘
y − y˘
)>(
Q S
S> R
)(
u− u˘
y − y˘
)
,
holds. Next, we can introduce coordinate shift
q = x− x˘, w = u− u˘, z = y − y˘, q˙ = x˙.
Substituting this in the inequality gives that
2 q>M(x, x˘)q˙ + q>M˙(x, x˘)q ≤
(
w
z
)>(
Q S
S> R
)(
w
z
)
,
holds, i.e. the dissipation inequality holds w.r.t. an arbi-
trary forced equilibrium point if the system is incremen-
tally dissipative. 
Remark 15 Based on these results, it is also possible to
formulate strict notions of differential, incremental and
general dissipativity such that, for example, the stability
based conclusions are on asymptotic stability instead of
Lyapunov stability.
4 Performance analysis via convex tests
As the second contribution in this paper, we show in this
section how to formulate performance analysis of non-
linear systems with the developed tools in terms of con-
vex tests. First, we derive incremental notions concepts
closely related to dissipativity, such asL2-gain,L∞-gain,
passivity and the generalized H2-norm. The incremen-
tal notions are derived using a storage function whereM
is constant. An extension with a matrix function M(x¯)
is assumed to be trivial and will not be discussed. Sec-
ondly, we introduce a computational form that allows
for convex analysis.
4.1 Incremental L2-gain
A system has finite L2-gain γ < ∞ if the system is
dissipative w.r.t. to the supply rate S(u, y) = γ2 ‖u‖22 −
‖y‖22 [23], i.e. u must be in L nu2 . Let B2 be defined as
B2 := {(x, u, y) ∈ B |u ∈ L nu2 } , (26)
and let C2 be the convex hull of the value set of B2.
There are several definitions in the literature that extend
the classical L2-gain definition towards the incremental
framework, see e.g. [8,15,30]. The following gives a def-
inition that fits within the incremental framework that
is discussed in this paper.
Definition 16 (Incremental L2-gain) Consider two
arbitrary trajectories (x, u, y) ∈ B2 and (x˜, u˜, y˜) ∈ B2
of the system Σ of the form (1), with x(t0)− x˜(t0) = 0.
The incremental L2-gain of Σ is defined as
‖Σ‖Li2:= sup
0<‖u−u˜‖2<∞
‖y − y˜‖2
‖u− u˜‖2
. (27)
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Remark 17 As shown in [14], in case of an LTI system,
the L2-gain and the Li2-gain are equivalent, hence the
L2-gain of an LTI system in differential form is equal to
the L2-gain of an LTI system in primal form. This also
means that the H∞-norm of proper and stable transfer
functions corresponding to the I/O maps of the system
in its primal form and differential form are equivalent.
The results in [8, 15, 30], together with Theorem 5 lead
to the following result, which summarizes some relevant
properties of the Li2-gain of a system.
Lemma 18 Consider the system (1), and let (x, u, y),
(x˜, u˜, y˜) ∈ B2, with x(t0)− x˜(t0) = 0. Furthermore, let γ
be a finite positive number. Then the following statements
are equivalent:
(1) If for all the considered trajectories, the system (1) is
incrementally dissipative with respect to the supply
function 3
S(u− u˜, y − y˜) = γ2 ‖u− u˜‖2 − ‖y − y˜‖2 , (28)
with a positive definite storage function (8), then
‖Σ‖Li2≤ γ.
(2) If there exists an M = M>  0 such that for all
(x¯(t), u¯(t)) ∈ pix,uC2 ,
A(ξ¯)>M +MA(ξ¯) MB(ξ¯) C(ξ¯)>
B(ξ¯)>M −γ2I D(ξ¯)>
C(ξ¯) D(ξ¯) −I
 4 0, (29)
where ξ¯ = col(x¯, u¯), then ‖Σ‖Li2≤ γ.
PROOF. First, we prove statement 1 (based on [30]);
If the system (1) is incrementally dissipative with respect
to the supply function (28), then there exists a V¯(t) :=
V(x(t)− x˜(t)) ≥ 0 such that for all t ≥ t0 ≥ 0, (x(t0)−
x˜(t0)) and u(·)− u˜(·)
− V¯(t0) ≤ V¯(t)− V¯(t0) ≤∫ t
t0
(
γ2 ‖u(τ)− u˜(τ)‖2 − ‖y(τ)− y˜(τ)‖2
)
dτ, (30)
which is equivalent to∫ t
t0
‖y(τ)− y˜(τ)‖2 dτ ≤ γ2
∫ t
t0
‖u(τ)− u˜(τ)‖2 dτ + V¯(t0).
(31)
Note that by definition of Li2-gain and the choice of the
storage function, the term V¯(t0) = 0. By t → ∞, (31)
reads as,
‖y − y˜‖22 ≤ γ2 ‖u− u˜‖22 . (32)
Taking the square root on both sides, and taking the supre-
mum over all 0 < ‖u− u˜‖2 <∞, gives that ‖Σ‖Li2≤ γ.
The equivalence of the two conditions is shown by prov-
ing that incremental dissipativity w.r.t. the supply func-
tion (28) and storage function (8)⇐⇒ (29) holds. First,
3 Omitting time dependence for brevity.
rewrite the supply function (28) as
S(u− u˜, y − y˜) =
(
u− u˜
y − y˜
)>(
γ2I 0
0 −I
)(
u− u˜
y − y˜
)
. (33)
Since R = −I ≺ 0, we can use Theorem 5 to evaluate in-
cremental dissipativity. Substituting (8) and (33) in (19)
gives that for a system to be incrementally dissipative,
the following must hold,
(
∗
)>( 0 M
M 0
)(
I 0
A(x¯, u¯) B(x¯, u¯)
)
+
(
∗
)>(−γ2I 0
0 I
)(
0 I
C(x¯, u¯)D(x¯, u¯)
)
4 0, (34)
for all (x¯(t), u¯(t)) ∈ pix,uC ⊇ pix,uC2. The equivalence
of the conditions is proven by applying the Schur-
complement on (34), which yields (29). Since this proof
also works the other way around, equivalence of the
statements holds. 
Remark 19 We want to highlight that it is proven in [7]
that ‖Σδ‖L2 < γ if and only if ‖Σ‖Li2 < γ. It is an open
question if we can prove this as well using our analysis.
4.2 Incremental L∞-gain
The well-known L1-norm is defined for stable LTI sys-
tems that map inputs with bounded amplitude to out-
puts with bounded amplitude, and where the initial state
condition of the system is x(0) = 0. For LTI systems,
the L1-norm is equivalent with the induced L∞-norm
that indicates the peak-to-peak gain of a system. In this
paper we extend the notion of L∞-gain for incremental
nonlinear systems, i.e. the peak-to-peak gain between
two arbitrary trajectories of a system. Let B∞ be de-
fined as B∞ := {(x, u, y) ∈ B |u ∈ L nu∞ }, and let C∞
be the convex hull of the value set of B∞.
Definition 20 (Incremental L∞-gain) Consider a
system Σ of the form (1) and let x(t0)− x˜(t0) = 0. The
incremental L∞-gain is defined as:
‖Σ‖Li∞ := sup
0<‖u−u˜‖∞<∞
‖y − y˜‖∞
‖u− u˜‖∞
, (35)
where (x, u, y) ∈ B∞ and (x˜, u˜, y˜) ∈ B∞ are trajectories
of the system (1).
As an extension of [22, Section 10.3] and [23, Sec-
tion 3.3.5], the following result gives a sufficient condi-
tion for an upperbound γ of the incremental L∞-gain
of a nonlinear system.
Corollary 21 Suppose Σ is a system of the form (1)
with x(t0)− x˜(t0) = 0. Then ‖Σ‖Li∞< γ, if there exists
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a solution M>= M  0, λ > 0 and µ > 0 such that(
A (x¯, u¯)
>
M +MA (x¯, u¯) + λM MB (x¯, u¯)
B (x¯, u¯)
>
M −µI
)
≺ 0;
(36)
λM 0 C (x¯, u¯)
>
0 (γ − µ)I D (x¯, u¯)>
C (x¯, u¯) D (x¯, u¯) γI
  0, (37)
for all (x¯, u¯) ∈ pix,uC∞ and γ > 0.
PROOF. The concept of this proof is based on [22,
Section 10.3] and [23, Section 3.3.5]. Pre- and post-
multiplying (36) with (ξ − ξ˜)> and (ξ − ξ˜) respectively,
yields an expression which implies that
d
dt
(
V(x(t)− x˜(t))
)
+ λV(x(t)− x˜(t))
− µ(u(t)− u˜(t))>(u(t)− u˜(t)) ≤ 0,
where V(x(t)− x˜(t)) = (x(t)− x˜(t))>M(x(t)− x˜(t)). By
Gro¨nwall’s Lemma [12, Lemma A.1], this implies that
V(x(t)− x˜(t)) ≤ µ
∫ t
t0
e−λ(t−τ) ‖u(τ)− u˜(τ)‖2 dτ,
because V(x(t0)−x˜(t0)) = 0. Furthermore, we can define
an upperbound for the integral in the latter expression
µ
∫ t
t0
e−λ(t−τ) ‖u(τ)− u˜(τ)‖2 dτ,
≤µ
∫ t
t0
e−λ(t−τ) ‖u− u˜‖2∞ dτ, ∀t ≥ t0,
≤µ ‖u− u˜‖2∞
∫ t
t0
e−λ(t−τ)dτ,
≤ µ
λ
‖u− u˜‖2∞ ,
and therefore ∀t ≥ t0, λV(x(t)− x˜(t)) ≤ µ ‖u− u˜‖2∞.
The second inequality (37) can be rewritten using the
Schur complement as
1
γ
(
∗
)>(
C (x¯, u¯) D (x¯, u¯)
)
︸ ︷︷ ︸
( ∂h∂ξ (ξ¯))
>
( ∂h∂ξ (ξ¯))
≺
(
λM 0
0 (γ − µ)I
)
.
Pre- and post-multiplying the latter with (ξ − ξ˜)> and
(ξ − ξ˜), respectively, gives
1
γ (∗)>(∗)>
(
∂h
∂ξ
(ξ¯)
)
(ξ−ξ˜) ≤ λV(x−x˜)+(γ−µ) ‖u− u˜‖2,
omitting the time dependence for brevity. Using the
derivation in (18), we know that the left-hand side of the
latter is bounded from below by
1
γ (∗)>(h(ξ(t))− h(ξ˜(t))) = 1γ ‖y(t)− y˜(t)‖2.
By substituting λV(x(t)− x˜(t)) ≤ µ ‖u− u˜‖2∞ in the in-
equality, we obtain
1
γ ‖y(t)− y˜(t)‖2 ≤ µ ‖u− u˜‖2∞+ (γ−µ) ‖u(t)− u˜(t)‖2 .
By taking the supremum over all t ≥ t0, we infer
‖y − y˜‖2∞ ≤ γ2 ‖u− u˜‖2∞ .
Taking the square root on both sides and dividing both
sides by ‖u− u˜‖∞ yields
‖y − y˜‖∞
‖u− u˜‖∞
≤ γ.
Taking the supremum over ‖u− u˜‖∞ yields the definition
of the incremental L∞-gain, proving the claim. 
Remark 22 Note that even for a fixed (x¯, u¯), the matrix
inequalities (36) and (37) are not linear because of the
multiplication of λ and M . The optimal value for γ can
be approached by performing a line-search over λ.
4.3 Incremental passivity
Passivity is a widely studied system property and is
recently extended towards the incremental framework
[19,30] and the differential framework [4,5,29]. The au-
thors recently noted that in [11], the connection between
differential and incremental passivity has been estab-
lished using the notion of Krasovskii’s passivity. This
work can might serve as a parallel proof for Theorem 13,
when focussing only on passivity.
A system is said to be passive if it is dissipative w.r.t. to
the supply rate S(u, y) = u>y + y>u. From [30] we have
the extension towards incremental passivity as follows;
Definition 23 ( [30]) A system of the form (1) is in-
crementally passive w.r.t. the supply function
S(u− u˜, y− y˜) = (u− u˜)>(y− y˜)+(y− y˜)>(u− u˜), (38)
if there exist a storage function V : X × X → R+ such
that
V
(
x(t1)− x˜(t1)
)− V(x(t0)− x˜(t0)) ≤
2
∫ t1
t0
(u(t)− u˜(t))>(y(t)− y˜(t))dt, (39)
where the pairs (x, u, y) ∈ B and (x˜, u˜, y˜) ∈ B are tra-
jectories of the system (1).
Incremental passivity can be ensured by the following
result:
Corollary 24 Suppose Σ is a system of the form (1),
with ny = nu. Σ is incrementally passive with respect to
the storage function V(x− x˜) = (x− x˜)>M(x− x˜) and
supply function (38) if and only if there exists an M < 0
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such that(
∗
)>( 0 M
M 0
)(
I 0
A(x¯, u¯) B (x¯, u¯)
)
+
(
∗
)>( 0 −I
−I 0
)(
0 I
C (x¯, u¯) D (x¯, u¯)
)
4 0, (40)
holds for all (x¯(t), u¯(t)) ∈ pix,uC.
PROOF. By writing (38) in quadratic form, we obtain
by Theorem 5 the sufficient condition for incremental
passivity. The necessary condition comes from the fact
that R = 0, hence the incremental dissipation inequality
does not need to be upperbounded by the quadratic output
supply term. 
4.4 Generalized incremental H2-norm
There are several extensions of the H2-norm for
nonlinear systems embedded as LPV systems using
parameter-dependent Lyapunov functions [1, 3, 35]. In
this paper, we consider parameter independent Lya-
punov functions and extend the notion of the gener-
alized H2-norm towards the generalized incremental
H2-norm. First, the generalized H2-norm is defined in
the incremental framework, which will be denoted as
the Hgi2-norm.
Definition 25 (Hgi2-norm) Consider the system Σ
of the form (1), where ∂h∂u (x(t), u(t)) = 0 for all
(x(t), u(t)) ∈ (X ×U). Moreover, let (x, u, y), (x˜, u˜, y˜) ∈
B2 be two arbitrary trajectories of the system Σ with
x(t0)− x˜(t0) = 0. The generalized incremental H2-norm
is defined by:∥∥Σ∥∥Hg
i2
:= sup
0<‖u−u˜‖2<∞
‖y − y˜‖∞
‖u− u˜‖2
. (41)
As an extension of [23, Section 3.3.4], the following re-
sult characterizes an upperbound γ on the generalized
incremental H2-norm, i.e. the Hgi2-norm.
Corollary 26 Suppose Σ is a system of the form (1),
where ∂h∂u (x(t), u(t)) = 0 for all (x(t), u(t)) ∈ (X × U).
Then ‖Σ‖Hg
i2
< γ, if there exists a solution M>= M  0
to the matrix inequalities(
A (x¯, u¯)
>
M +MA (x¯, u¯) MB (x¯, u¯)
B (x¯, u¯)
>
M −γI
)
≺ 0; (42)
(
M C (x¯, u¯)
>
C (x¯, u¯) γI
)
 0, (43)
for all (x¯(t), u¯(t)) ∈ pix,uC2 and with γ > 0.
PROOF. The concept of this proof is based on [23, Sec-
tion 3.3.4]. The first matrix inequality (42) is equivalent
to the condition for incremental dissipativity of a system
w.r.t. the supply function
S(u(t)−u˜(t), y(t)−y˜(t)) = γ ‖u(t)− u˜(t)‖2 ,
as derived in Theorem 5. By Definition 25, it holds for
all t ≥ t0 that
(x(t)− x˜(t))>M(x(t)− x˜(t))︸ ︷︷ ︸
=V(x(t)−x˜(t))
≤ γ
∫ t
t0
‖u(τ)− u˜(τ)‖2 dτ.
Rewriting the second matrix inequality (43), us-
ing the Schur complement, gives that for γ > 0,
it holds that M − 1γC(x¯, u¯)>C(x¯, u¯)0. The lat-
ter is equivalent to stating that for some ε > 0,
C (x¯, u¯)
>
C (x¯, u¯) 4 (γ − ε)M , which is equivalent to
(x(t)− x˜(t))>
(
C (x¯, u¯)
>
C (x¯, u¯)
)
(x(t)− x˜(t)) ≤
(γ − ε) (x (t)− x˜ (t))>M (x (t)− x˜ (t)) .
As with the Li∞-norm, by using the derivation in (18),
we know that the left-hand side of the latter inequal-
ity is bounded from below by (∗)>(h (x(t))− h (x˜(t))) =
〈y(t)− y˜(t), y(t)− y˜(t)〉, since ∂h∂u (x(t), u(t)) = 0. With
this lowerbound, the inequality yields for all t ≥ t0
〈y(t)− y˜(t), y(t)− y˜(t)〉 ≤ (γ − ε)V (x(t)− x˜(t))
≤ (γ2 − εγ)
∫ t
t0
‖u(τ)− u˜(τ)‖2 dτ
< γ2
∫ ∞
t0
‖u(τ)− u˜(τ)‖2 dτ.
Taking the supremum over t ≥ t0 gives
‖y − y˜‖2∞ < γ2 ‖u− u˜‖22 .
By taking the square root, and division by ‖u− u˜‖2 of the
latter expression yields
‖y − y˜‖∞
‖u− u˜‖2
< γ.
Taking the supremum over ‖u− u˜‖2 yields the defini-
tion of the generalized incrementalH2-norm, proving the
statement. 
4.5 Convex computation with PV inclusions
So far, the obtained results still yield nonlinear matrix
inequalities resulting in cumbersome computational ef-
fort to verify the conditions for incremental dissipativ-
ity. This section presents a convex computation method
using the embedding of a nonlinear model by a PV
inclusion. With this method, the nonlinear matrix in-
equalities can be recasted into linear matrix inequalities
(LMIs). Inspired by [27, 33] we define PV inclusions for
(6) as follows.
Definition 27 (Differential PV inclusion) The PV
inclusion of (6) is given by
ΣPV :
{
δx˙(t) = A(ρ(t))δx(t) +B(ρ(t))δu(t);
δy(t) = C(ρ(t))δx(t) +D(ρ(t))δu(t).
(44)
where ρ(t) ∈ P ⊂ Rnρ is the scheduling variable, and
(44) is an embedding of the differential form of (1) on the
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compact region P ⊇ ψ(X ,U) ∀(x¯, u¯) ∈ X × U , if there
exists a function ψ : Rnx¯ × Rnu¯ → Rnρ , the so-called
scheduling map, such that:
A(ψ(x¯, u¯)) = ∂f∂x (x¯, u¯), B(ψ(x¯, u¯)) =
∂f
∂u (x¯, u¯),
C(ψ(x¯, u¯)) = ∂h∂x (x¯, u¯), D(ψ(x¯, u¯)) =
∂h
∂u (x¯, u¯),
implying that ρ(t) = ψ(x¯(t), u¯(t)).
The convex set P is usually a superset of values of possi-
ble state and input trajectories, hence the PV embedding
of a nonlinear system introduces conservatism. However,
this is considered to be the trade-off for convex stability
and performance analysis of nonlinear systems. To re-
duce the conservatism of the PV embedding (44) for a
given preferred dependency class ofA, . . . ,D (e.g. affine,
polynomial, rational), we can optimize ψ (with minimal
nρ) such that co{ψ(X ,U)} \ ψ(X ,U) has minimal vol-
ume [27]. Note that the PV embedding serves as an im-
portant tool to convexify the analysis, such that we can
solve the derived matrix inequalities in a convex setting
using LMIs. However, since the convex hull might have
an infinite number of vertices, the LPV framework can
then serve as a computational tool to transform the in-
finite set of LMIs (over the scheduling set) to a finite
set of LMIs which can be solved using a semi-definite
program, e.g. using grid-based, polytopic or multiplier
based methods [10].
5 Examples
In this section, the developed theory on incremental dis-
sipativity will be demonstrated using two example sys-
tems.
Example 28 This example uses a second order Duffing
oscillator model. The dynamics of a Duffing oscillator in
state space form are given by
x˙1(t) = x2(t);
x˙2(t) = −a x2(t)−
(
b+ c x21(t)
)
x1(t) + u(t);
y(t) = x1(t),
(45)
where a and b represent the linear damping and stiffness,
respectively, and c represents the nonlinear stiffness. The
differential form of (45) is given by
δx˙(t) =
(
0 1
−b−3 c x21(t) −a
)
δx(t) +
(
0
1
)
δu(t);
δy(t) =
(
1 0
)
δx(t).
(46)
Moreover, we assume for this system that (x1(t), x2(t)) ∈
X , with X = [−√2,√2]× R and u(t) ∈ U = [−3, 3].
The model is parametrized such that it yields a system
with finite incremental L2-gain, for example when a =
3.3, b = 7.9, c = 1. In this example, we determine by
Lemma 18 the incremental L2-gain of the system. Note
that the nonlinearity x21(t) in (46) can be captured by us-
ing a parameter-varying inclusion ρ = ψ(x21) = x
2
1 ∈
[0, 2]. By this substitution, (29) becomes a semi-definite
Fig. 1. The applied inputs to the system (left) and the result-
ing state trajectories (right). The notation Σ(ui) indicates
that input i is applied to the system Σ, representing (45).
Both trajectories start at
(
x1(t0), x2(t0)
)
= (1, 1).
matrix inequality, linear in ρ, and can be reduced to a fi-
nite number of constraints at the vertices due to convex-
ity of [0, 2]. Solving the resulting LMIs (constrained min-
imization of γ) is a semidefinite program, which yields
γ = 0.155 and
M =
(
0.592 0.0896
0.0896 0.0543
)
 0.
Hence, within less than a second we know that the non-
linear system is differentially dissipative with respect to
the supply function (23) with Q = 0.1552, R = −1 and
S = 0. The system is simulated with two different input
signals (47)
u1(t) = 3e
−0.2t cos(pit) ,
u2(t) = −2e−0.1t sin
(
0.6pit+ pi4
)
.
(47)
The inputs and the state trajectories are plotted in Fig.
1, where it can be observed that the states stay within the
defined state space X .
To verify whether the system is differentially dissipative,
considering these specific trajectories, the signals of (46)
are substituted in the dissipation inequality for the differ-
ential form (7). The left- and right-hand side of the dissi-
pation inequality (7) are plotted in Fig. 2a corresponding
to the system trajectories of Fig. 1. As can observed in the
time plots of Fig. 2a, the stored energy in the system is
always less than the supplied energy plus the initial stored
energy, hence the system is differentially dissipative.
Since the system is differentially dissipative, by Theorem
13 this implies that the system is incrementally dissipa-
tive. Fig. 2b shows the incremental dissipation inequality,
i.e. the stored energy and the supplied energy between the
two trajectories of Fig. 1. As can be observed in the time
plots of Fig. 2b, the stored energy between two trajectories
is always less than the supplied energy between two tra-
jectories, hence, considering these trajectories, the sys-
tem is incrementally dissipative. Therefore, we can state
(based on these two trajectories) that these results corre-
spond to the developed theory. Furthermore, because the
supply function is parametrized such that it represents
the L2-gain of a system, γ = 0.155 is an upperbound for
the incremental L2-gain of the system (45).
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(a) Differential dissipativity of the system trajectories with
u1(t) as input (left) and u2(t) as input (right).
(b) Incremental dissipativity based on the system trajecto-
ries with u1(t) and u2(t) as input.
(c) General dissipativity of the system trajectories with u1(t)
as input (left) and u2(t) as input (right).
Fig. 2. Simulation results for the different notions of dissi-
pativity for a Duffing oscillator with respect to the supply
function S(u, y) = γ2‖u‖22 − ‖y‖22, representing the (incre-
mental) L2-gain.
Moreover, by Theorem 14 incremental dissipativity im-
plies general dissipativity of the original system (45). Fig.
2c shows the the storage and supply function evolution
over time for the two considered trajectories, showing
that the original system is dissipative, since the stored
energy is always less than the supplied energy. Thus, the
results correspond to the theory.
Next, the incremental norms discussed in this paper are
applied to the Duffing oscillator system. Since the defi-
nitions of the incremental gains and norms incorporate
signal norms defined for infinite time, a small modifica-
tion of the norm definitions is required to verify by sim-
ulations the underlying signal relations. Let the 2-norm
Fig. 3. The incremental L2-gain (left), the generalized in-
cremental H2-norm (middle) and the incremental L∞-gain
(right) of the system on a restricted time-interval.
on the time interval [0, t] be defined as
‖f‖(t)2 :=
√∫ t
0
‖f(τ)‖2dτ , (48)
Note that for an f ∈ L2, limt→∞ ‖f‖(t)2 = ‖f‖2. Fur-
thermore, let the ∞-norm on the time interval [0, t] be
defined as
‖f‖(t)∞ := sup
τ∈[0,t]
‖f(τ)‖ . (49)
Now we can formulate the truncated incremental gain and
norm definitions. Let the truncated Li2-gain be defined as
‖Σ‖(t)Li2 =
‖y − y˜‖(t)2
‖u− u˜‖(t)2
, (50)
for some t ≥ 0. The evolution of the truncated Li2-gain
over time is plotted in the left plot in Fig. 3.
Similarly, we can define the truncated Hgi2-norm as
‖Σ‖(t)Hg
i2
=
‖y − y˜‖(t)∞
‖u− u˜‖(t)2
, (51)
for some t ≥ 0. The middle plot in Fig. 3 shows the
evolution of the truncated Hgi2-norm over time.
At last, the truncated incremental L∞-gain is defined as
‖Σ‖(t)Li∞ =
‖y − y˜‖(t)∞
‖u− u˜‖(t)∞
, (52)
for some t ≥ 0. The right plot in Fig. 3 shows the evolu-
tion of the truncated Li∞-gain over time. As the plots in
Fig. 3 show, the obtained γ’s yield upperbounds for the
incremental gains and norms, as proved in Lemma 18,
and Corollaries 21 and 26. J
The next example shows that incremental dissipativity
is a stronger notion than normal dissipativity if the same
type of storage function is considered.
Example 29 This example again uses a Duffing oscil-
lator. The difference with (45) is that the output equation
is given by
y(t) = x2(t). (53)
With this small modification, the Duffing oscillator can
be written as a port-Hamiltonian system. From [18], we
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(a) General dissipativity of the first (left) and second (right)
trajectory, here the y-axis is normalized unitarily.
(b) Incremental dissipativity.
Fig. 4. Simulation results for a Duffing oscillator which is
passive, but not incrementally passive, when the same stor-
age function (the Hamiltonian function) is used, i.e. H(x)
for general passivity and H(x− x˜) for incremental passivity.
take the Hamiltonian function as
H(x) = 12x22 + 12b x21 + 14c x41. (54)
The system can be rewritten in port-Hamiltonian form as
x˙(t) =
[(
0 1
−1 0
)
−
(
0 0
0 a
)]
︸ ︷︷ ︸
[J(x)−R(x)]
 ∂H∂x1
∂H
∂x2

︸ ︷︷ ︸
∇H(x)
+
(
0
1
)
︸︷︷ ︸
B(x)
u(t);
y(t) = B(x)>∇H(x).
(55)
Since a port-Hamiltonian system is always dissipa-
tive with respect to the supply function S(u(t), y(t)) =
u(t)>y(t), we know that the dissipation inequality
holds for all trajectories. Moreover, this supply func-
tion indicates passivity, hence the port-Hamiltonian
system is passive. Parametrizing the model with
a = 1.3, b = 7.9, c = 3 yields a system that is passive,
but not incrementally passive when the same Hamilto-
nian is used, i.e. H(x − x˜). The two plots in Fig. 4a
show the (normalized) dissipation inequality for two
arbitrary inputs, and indeed the energy in the system
is less than the supplied energy to the system. Hence,
the system is passive. However, when incremental dis-
sipativity is examined by subtracting both trajectories,
the plot in Fig. 4b is obtained. For some time-interval,
the energy in the system is more than the energy sup-
plied to the system, hence the system is not incre-
mentally passive with respect to the supply function
S(u(t) − u˜(t), y(t) − y˜(t)) = (u(t)− u˜(t))> (y(t)− y˜(t))
and storage function H(x − x˜). This shows that incre-
mental dissipativity is a stronger notion than general
dissipativity, when the storage function has the same
complexity. Note that the system might be incrementally
dissipative for some other storage function. J
6 Conclusion
In this paper we established the link between general dis-
sipation theory, incremental dissipativity analysis and
differential dissipativity analysis for nonlinear systems.
Moreover, we have given convex computation tools us-
ing a parameter-varying inclusion, to analyze stability
and performance of nonlinear systems in the incremen-
tal framework. The established link gives us a generic
framework to analyze stability and performance of a non-
linear system from a global perspective. Furthermore,
the computation tools extends the results such that we
can have convex stability and performance analysis tools
of the nonlinear system. Moreover, the computational
attractiveness of our results opens up the ability for ex-
tension of existing controller synthesis results, such that
we can synthesize (nonlinear) controllers for nonlinear
systems, yielding incrementally stable and performing
closed-loop systems. For future work we aim to extend
the developed theory for discrete-time and time-varying
nonlinear systems. Furthermore, the introduced conser-
vatism in the incremental dissipativity analysis will be
investigated. Moreover, in this paper we developed tools
to analyze performance of nonlinear systems, the next
step would be to get insight into performance shaping
for nonlinear systems, such that we obtain the desired
closed-loop behavior.
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