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ABSTRACT
Networks have been widely used to represent and analyze a system of connected elements.
Online social media networks, as a result of the expansion of the Internet and increased
need of communication, have become an increasingly important part of people’s lives. This
thesis focuses on the statistical analysis of network data motivated by problems in online
social media. It discusses problems arising from both explicit network data and implicit
network data. Explicit network data are data where network structures are observable,
implicit network data are those that do not have a network structure but occur under the
influence of an underlying network.
For the explicit network data analysis, we develop a novel method of recovering a fun-
damental characteristic – network degree distributions – under sampling. We formulate
the problem of estimating degree distribution as an inverse problem. We show that this
problem is ill-conditioned for many sampling methods in practice, and accordingly pro-
pose a constrained, penalized weighted least-squares approach to solve this problem. We
demonstrate the ability of our method to accurately reconstruct the degree distributions
from simulated network data and real world social network data. We also propose practical
usage of the estimates relevant to marketing and advertising.
For the implicit network data analysis, we look at review data from the popular review
websites. Motivated by articles from the popular press and the research community which
publicized that the average rating for top review sites is above 4 out of 5 stars, we study the
iv
phenomena of review rating trends and convergence using restaurant review data from Tri-
pAdvisor. We analyze the trend on different levels – a rough analysis of the characteristics
of the ratings, and a subtler statistical modeling with ordinal logistic regressions. Taking
into account the implicit network underlying the review data, we suggest the upward trend
observed in restaurant review ratings may be explained by social influence on an individ-
ual’s perception of qualities. We use the intensity of review postings as an indicator of how
popular a restaurant is and to test to what extent the increase in review intensity explains
increases in average rating. After that, we consider a more nuanced approach to the joint
modeling of ratings and review intensity which would allow for interaction between the
two, rather than intensity serving only as an explanatory variable to ratings. Specifically,
a state-space model is used to test the interaction between review intensity and review
ratings.
v
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1Chapter 1
Introduction
1.1 Network data and online social media
A network is used to describe a set of elements and their relationships. Formally, networks
are represented as ‘graph’. Mathematically, we use G = (V,E) to denote a graph, where V
is the set of elements or vertices, and E is the set of edges (relationships between elements).
As we are stepping into the modern era of ‘Big Data’, and facing tremendous data
measurement, storage and management issues, network has become a focus of people’s life
and scientific research. People have a new perspective to look at the world around them
and the connections among entities on a system level.
Networks loosely fall into four classes: technological, social, biological, and informa-
tional [38]. Technological networks include communication networks, transportation net-
works, and energy networks. A telephone network is an example of communication net-
work. Telephone owners are the vertices in this network, the line laid by telephone service
providers are the edges between vertices. Biological networks range from inter-cellular
networks to networks of complete organisms. In a gene regulation network, genes are rep-
resented as vertices, the regulation of one gene by another (activation or repression) is
represented as an edge. The World Wide Web (WWW) is an example of an information
network, which describes links among information. Web pages are the vertices, a link from
one web page to another web page forms a directed edge from one vertex to another vertex.
Social networks consider people’s social interaction. In the example of friendship networks,
humans are the vertices, and an edge exists between two people if they are friends. Other
2examples in social networks include sexual contact networks, corporate alliances among
businesses, etc. For additional examples of networks, please refer to [38].
The social networks mentioned above are traditional social networks. Online social
media networks, as a result of the expansion of internet and increased need of communi-
cation, have become an increasingly important part of people’s lives. Typical online social
networks are Facebook, Twitter, Google+, etc. Users of online social networks share their
daily lives, status, interests, etc., with others. A lot of other online social media also enable
social networking features, examples are review websites such as TripAdvisor, Yelp, and
Amazon, and video/photo sharing websites such as YouTube and Flickr. Networks from
online social media can be viewed as graphs. Users form vertices of a graph, relationships
between users form the edges. Online social media networks resemble real world social
networks, for example, they allow information flow in the network, and users may join
common-interest user groups.
In this thesis, I study several statistics problems arising from online social media net-
works. When studying online social media networks, we found that sometimes the explicit
network structures are available for analysis, sometimes the underlying networks are not
observed. In the latter case, the underlying network structure and the way people commu-
nicate in the network can nevertheless still influence the observed data, e.g., data available
implicitly reflect the influences from the underlying networks. This thesis discusses certain
examples of both explicit and implicit network data from online social media networks.
The following section, 1.2, gives a detailed description of the problems that we study in
this thesis and reviews the relevant work by other researchers.
1.2 Challenges and Existing Strategies
For the part of explicit network data, we study how to recover a fundamental characteristic
– network degree distributions – under sampling. The need for statistical methods of
sampling and inference from samples from large social media networks arises in the context
3of the modern era of ‘Big Data’. Despite the tremendous interest in and propaganda
surrounding ‘Big Data’ in recent years, motivated in no small part by the growth of social
media giants like Google, Yahoo, Facebook, etc., we are facing a lack of tools to process
and analyze such massive amounts of data. As our measurement capabilities outstrip our
analysis capabilities, there is increasing attention being paid to techniques like sampling
and local analyses to analyzing such data. Therefore, what we propose here is a method
of monitoring online social media networks through sampling.
In a network sampling, a set of vertices and a set of edges are sampled. There are often
two stages of a network sampling design, a selection stage and an observation stage [38, Ch
5]. In the selection stage a set of vertices (edges) are selected, this leads to observations
of edges ( vertices, or both vertices and edges) in the observation stage. In some sampling
designs, the selection stage and observation stage are iterated, until some fixed number
of vertices or edges are observed. There are, of course, some other variations of network
sampling designs.
The topic of network sampling goes back at least to the seminal work of Ove Frank
and his colleagues, starting in the late 1960s and extending into the mid-1980s. See [26],
for example, for a relatively recent survey of that literature. With the modern explosion of
interest in complex networks, there was a resurgence of interest in sampling [42, 1, 71, 72].
The focus on sampling of online social networks, as described above, is arguably the most
recent direction in this literature, with a flurry of papers appearing in just the past five
years. One of the first papers to look closely at the implications of sampling in very
large social media networks (among others) was by Leskovec and Faloutsos [44], where
attention was primarily on more classical network sampling designs (e.g., so-called induced
and incident subgraph sampling). This was followed by papers like those by Hubler et
al. [32] and Ribeiro and Towsley [63], wherein samplers based on principles of Monte Carlo
Markov chain, were introduced and explored. In all of these papers, there is a keen interest
in understanding the extent to which characteristics of the sampled network are reflective
of those of the original network.
4Our method is motivated by [24, 25]. We re-cast the problem of estimating network
degree distributions under sampling as a linear inverse problem, in terms of the operator
corresponding to the sampling, the nature of the ‘noise’ induced by the sampling, and the
manner in which the two interact. We propose an estimator of the true degree distribution
by solving a constrained penalized weighted least squares problem. We apply this method
to real data of online social networks to monitor degree distributions. We also use the
estimated degree distributions to characterize epidemic spread on the networks, which is
relevant to the concept of social influence, spread of rumors and viral marketing, etc.
The other part of the thesis focuses on implicit network data. We look at the dynamics
of online review ratings. Online review websites give users the opportunity to share their
experience about products and services. They aggregate people’s opinions toward a certain
product or service, and serve as a collective intelligence. This becomes a major information
source for subsequent users looking to make purchase decisions. This information diffusion
through review websites is a digital version of word of mouth (WOM), as opposed to the
traditional off-line WOM which usually happens through acquaintances [7].
As important as they are, the review ratings, however, are not very well understood.
The average rating could be biased in that it does not reflect the true quality of the product
or service. In [31], this bias is attached to a Brag-and-Moan Model, which assumes that
users only write reviews when their experience with the product is either very good or
very bad. Besides that, a number of earlier works have explored the effect of previously
submitted reviews on the rating submitted by a new reviewer. [73] identify a user’s rating
as a partial reflection of the difference between the item’s true quality and the user’s
prior expectation of quality, as inferred from previous reviews. The bias motivated by
prior evaluations is shown to also be present in other review-based measures, such as
the popular helpfulness measure [16]. Further, randomized experiments on social-news
aggregation websites have shown that positive votes create positive herding effects, while
negative votes are followed by a strong correction effect [58].
In our work, we consider the connection between a potential positive bias and the well-
5documented observation that the average star rating on large review websites is very high.
We test the hypothesis of review ratings converging towards a positive perspective. Based
on our understanding of the implicit social networks behind the reviews, we seek to explain
the phenomenon with a group-think behavior and a social influence on an individual’s
perception of qualities.
In the social science literature, there have been numerous studies of social influence and
its effect on collective intelligence or the wisdom of crowds. Social influence is observed
as people’s behavior trending towards conformity. Jones [36] stressed that the desire to
conform exists. He argues that the explanations for this desire include joint production,
economies of scale, conforming as a heuristic solution to a difficult co-ordination problem,
and conforming as a method of choosing one of many possible equilibria [66]. Confor-
mity could be an informationally cheap and efficient way to learn from more experienced
people. Conformity also enables people to work collectively in the workplace to better
achieve their goals [53]. Conformism can also come from imitation. Bikhchandani, Hirsh-
leifer and Welch [8] model the dynamics of imitative decision processes as informational
cascades. An information cascade occurs when it is optimal for an individual to ignore
his own private signal and follow the behavior of people ahead of him. The consequence
of this information cascade is that his decision does not add any information to others.
Lorenz, Rauhut and Schweitzer [47] show with experiments that there are three ways in
which social influence undermines the wisdom of crowds: the ‘social influence effect’, the
‘range reduction’ effect and the ‘confidence effect’. Under the influence of the three effects,
individuals become increasingly confident about their false beliefs, as they observe the con-
vergence of the collective opinions. Lorenz et al. stresses the importance of diversity in
forming the wisdom of crowds around the truth. Lazer and Friedman [43], looking at the
role of diversity and social influence from the perspective of network structure, found that
contrary to the common idea that the more connected we are, the better, in fact, in parallel
problem solving tasks, well-connected networks quickly drive out diversity and converge to
a local optimum, while moderately-connected networks maintain diversity longer, allowing
6exploration around a number of better strategies.
In our attempt to explain the trend in review ratings as a consequence of social influence,
first the intensity of review postings is used as an indicator of how popular a restaurant
is and to test to what extent the increase in review intensity explains increases in average
rating. Then we consider a more nuanced approach to the joint modeling of ratings and
review intensity which would allow for interaction between the two, rather than intensity
serving only as an explanatory variable to ratings. We assume there is a latent variable
that is driving both observation processes. By treating review ratings as a marked point
process and setting up a state-space model, we test the the interaction between the review
intensity and review ratings.
1.3 Contributions and Organization of the Thesis
This thesis examines several network problems motivated by online social media. We study
both explicit network data and implicit network data. The organization of the remainder
of this thesis is as follows.
In Chapter 2, we study the problem of how to estimate the degree distribution – an
object of fundamental interest – of a true underlying network from its sampled network.
In particular, we show that this problem can be formulated as an inverse problem. Playing
a key role in this formulation is a matrix relating the expectation of our sampled degree
distribution to the true underlying degree distribution. Under many network sampling
designs, this matrix can be defined entirely in terms of the design and is found to be
ill-conditioned. As a result, our inverse problem frequently is ill-posed. Accordingly, we
offer a constrained, penalized weighted least-squares approach to solving this problem. A
Monte Carlo variant of Stein’s unbiased risk estimation (SURE) is used to select the penal-
ization parameter. We explore the behavior of our resulting estimator of network degree
distribution in simulation, using a variety of combinations of network models and sampling
regimes. In addition, we demonstrate the ability of our method to accurately reconstruct
7the degree distributions of various sub-communities within online social networks corre-
sponding to Friendster, Orkut, and LiveJournal. Overall, our results show that the true
degree distributions from both homogeneous and inhomogeneous networks can be recov-
ered with substantially greater accuracy than reflected in the empirical degree distribution
resulting from the original sampling.
In Chapter 3, we study restaurant review data as they come from implicit social net-
works. Motivated by observations that average review ratings on big review websites
are very high, typically above 4 out of 5 stars, our purpose is to answer this ques-
tion: do online ratings converge towards a positive perspective? To answer this ques-
tion, we obtained restaurant review data from the popular review website TripAdvisor
(http://www.tripadvisor.com). We have performed different levels of analysis – a rough
analysis of the characteristics of the ratings, and a further analysis with ordinal logistic
regressions.
We would also like to understand the reviewing behaviors in the context of social
networks, since online review websites enable social networking features by encouraging
people to share opinions about products/services, facilitating the information diffusion
among users. Some review websites such as TripAdvisor even launched direct connections
to other social network websites (for example, Facebook). It is reasonable to suspect that
what people in your social network think matters, in the sense that their options might
have influence on your opinions. Even though we do not observe the underlying social
networks, the observed reviewing behaviors might be influenced by them.
With the understanding of the potential effect of the social networks on the review
data, we would like to explain the phenomenon with a simple mechanism. Intuitively, we
expect that a popular product tends to get more positive reviews. This may be explained
by the bandwagon effect, a group-think behavior, and a social influence on an individual’s
perception of qualities, which has long been studied in economics and social science [8, 74,
34, 47], and recently in online social media [58]. Therefore, we propose to use the intensity
of review postings as an indicator of how popular a restaurant is and to test to what extent
8the increase in review intensity explains increases in average rating.
In Chapter 4, we consider a more nuanced approach to the joint modeling of ratings
and review intensity which would allow for dynamic feedback between the two, rather than
intensity serving only as an explanatory variable to ratings. We assume there is a latent
process that drives both the review intensity and review ratings. Accordingly, we set up a
state-space model, and fit the restaurant review data to the model. We compare the results
from this model with those from the model used in Chapter 3, discuss the similarity and
difference of the results and the implications of the difference.
In Chapter 5, I summarize the main contributions of the thesis, and propose future
research directions.
9Chapter 2
Estimating Network Degree Distributions Under
Sampling: An Inverse Problem
2.1 Introduction
Many networks observed or investigated today are samples of much larger networks [38,
Ch 5]. Let G = (V,E) be a graph representing a network, with vertex set V and edge set
E. Similarly, let G∗ = (V ∗, E∗) denote a subgraph of G, representing a part of the network
obtained through some sort of network sampling. Although practitioners typically speak
of the network when presenting empirical results, frequently it is only a sampled version
G∗ (or some function there of, such as when sampling yields estimates of vertex degrees
directly) of some true underlying network G that is available to them, either by default or
design. A central statistical question in such studies, therefore, is how much the properties
of the sampled network reflect those of the true network.
Sampling is of particular interest in the context of online social networks. One reason
for such interest is that these networks are usually very large. For example, social networks
from Friendster, LiveJournal, Orkut, and Amazon have been studied in [79] having, respec-
tively, 117.7M, 4.0M, 3.0M and 0.33Mvertices and 2586.1M , 34.9M , 117.2M and 0.92M
edges. Similarly in [63], networks from Flickr and Youtube were studied having millions of
vertices and edges as well. The large size of these social networks makes it costly to query
the entire network, particularly if the goal is to monitor these networks regularly over time.
In addition, the decentralized nature of many such networks frequently means that few –
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if any – people or organizations have complete access to the data.
The topic of network sampling goes back at least to the seminal work of Ove Frank
and his colleagues, starting in the late 1960s and extending into the mid-1980s. See [26],
for example, for a relatively recent survey of that literature. With the modern explosion of
interest in complex networks, there was a resurgence of interest in sampling. Initially, the
focus was on the simple awareness, and then understanding, of whether and how sampling
affects the extent to which the shape of the degree distribution of the observed network G∗
reflects that of the true network G. Seminal work during this period includes an important
empirical study by Lakhina et al. [42], in the context of traceroute sampling in the Internet,
with followup theoretical work by Achlioptas et al. [1], and work by Stumpf and colleagues
[71, 72, e.g.], motivated, among other things, by networks arising in computational biology.
The focus on sampling of online social networks, as described above, is arguably the
most recent direction in this literature, with a flurry of papers appearing in just the past
five years. One of the first papers to look closely at the implications of sampling in very
large social media networks (among others) was by Leskovec and Faloutsos [44], where
attention was primarily on more classical network sampling designs (e.g., so-called induced
and incident subgraph sampling). This was followed by papers like those by Hubler et
al. [32] and Ribeiro and Towsley [63], wherein samplers based on principles of Monte Carlo
Markov chain, were introduced and explored. Other examples in this highly active area
include [5], [3], [2], [4], [51], [52], [45], [80], [69], [56], [49], [46], [28], [27], [77], [81], [39],
[41], [67], [57], [35].
In all of these papers, there is a keen interest in understanding the extent to which
characteristics of the network G∗ are reflective of those of G. Typical characteristics of
interest include degree distribution, density, diameter, the distribution of the clustering
coefficient, the distribution of sizes of weakly (strongly) connected components, Hop-plot,
distribution of singular values (vectors) of the network adjacency matrix, the graphlet
distribution, the vertex (edge) label density, and, the assortative mixing coefficient.
Here, in this paper, the network property we focus on is degree distribution. The
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degree distribution of a network G, denoted by {fd}, specifies the proportion fd of vertices
to have exactly d incident edges, for d = 0, 1, · · · . It is arguably the most fundamental
quantity associated with a network and, importantly, one that may be adversely affected by
sampling, sometimes dramatically so [42, 72, e.g.]. Hence the following basic question: how
do we recover the degree distribution of some true underlying network G, given only the
information provided by the sampled network G∗? For simplicity of exposition, hereafter
we use the term true degree distribution and observed degree distribution to represent the
degree distribution of G and G∗ respectively.
Frank [24, 25] shows that, under certain network sampling designs, the expectation
of the observed degree relative frequencies over the possible sampled networks is a linear
combination of the true degree relative frequencies. Let f = (fk) and f
∗ = (f∗k ) be the
vectors of true and observed degree frequencies in G and G∗, respectively. Then
E[f∗] = P˜ f , (2.1)
where P˜ depends fully on the sampling scheme and not on the network itself. Thus, a
natural unbiased estimator of f would seem to be simply P˜−1f∗. However, this estimator
suffers from two issues – P˜ typically is not invertible in practice and, even when it is, P˜−1f∗
may not be non-negative.
From the perspective of nonparametric function and density estimation, what we face is
a linear inverse problem. One which, as we show, may potentially be quite ill-posed, in the
sense that the matrix P˜ can be quite ill-conditioned. As a result, the estimation of f must
be handled with care, since naive inversion of ill-conditioned operators in inverse problems
typically will inflate the ‘noise’ accompanying the process of obtaining measurements, often
with devastating effects on our ability to recover the underlying object (e.g., function or
density). Here, we propose a constrained, penalized weighted least squares estimator,
which, in particular, produces estimates that are non-negative (by constraint) and invert
the matrix P˜ in a stable fashion (by construction), in a manner that encourages smooth
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solutions (through a penalty).
The rest of the chapter is organized as follows. In Section 2.2 we provide a detailed
characterization of our inverse problem, discussing the nature of the operator and the dis-
tribution of noise. In Section 2.3 we describe our proposed approach to solving this inverse
problem, including a method for the automatic selection of the penalization parameter. In
Section 2.4 we provide results of a simulation study, in which we study the impact on the
performance of our estimator of various parameters, including the total number of vertices,
the density of the network, sampling rates and network types. In Section 2.5, we return to
the primary application of interest here, that of monitoring online social networks. There
we demonstrate the ability of our method to simultaneously reconstruct accurately the de-
gree distributions of various sub-communities within online social networks corresponding
to Friendster, Orkut, and LiveJournal. Finally, some additional discussion and conclusions
may be found in Section 2.6 and Chapter 5.
2.2 Characterizing the Inverse Problem
In solving inverse problems generally, it is important to understand the nature of both the
operator and the noise. Here the operator, in the form of the matrix P˜ , will derive entirely
from the network sampling design. At the same time, the ‘noise’ (or, more formally, the
randomness in our measurements) also derives from the sampling design. This linking
of both operator and noise to our sampling lends a certain element of uniqueness to our
particular inverse problem, the nature of which we aim to characterize in this section.
2.2.1 Nature of the problem
To begin with, assume we know the total number of vertices nv in the underlying network.
This is a reasonable assumption in the cases of, for example, sampling a phone call network,
or surveying among a class of students for their interactions. It is also not unreasonable in
the context of many online social networks where, for example, this may either be readily
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available to those who own the network or reported to the community as a basic summary
statistic (e.g., the number of members with active pages on Facebook). Thus we know
the degree distribution f if and only if we know the degree counts N = (N0, N1, · · · , NM ),
where Nk is the number of vertices of degree k, and M is the maximum degree in the true
network G. In principle, the largest possible value for M is nv − 1 in a simple network
where no multiple edges or self-loops exist, although in practice we may have knowledge
that it is smaller.
Under a given network sampling design, let P (i, j) be the probability that a vertex of
degree j in G is sampled and observed to have degree i in G∗. Following [24, 25], we will
assume that the matrix P = [P (i, j)] of such probabilities depends only on the sampling
design and not, in particular, on the network G itself. Then the equation
E[N∗] = PN (2.2)
holds, in analogy to (2.1), where N∗ = (N∗0 , N∗1 , · · · , N∗M ) is the vector of observed degree
counts in G∗ and P = n
∗
v
nv
P˜ replaces P˜ . This expectation is over all possible sampled
networks G∗ for a fixed true network G. Without loss of generality, we will restrict our
attention to this formulation of our problem for the remainder of the paper.
It is useful to proceed with our characterization within the context of the naive estimator
of N obtained simply by inverting P , i.e.,
Nˆnaive = P
−1N∗ , (2.3)
where, again, we note that a formal inverse may or may not be well-defined. The singular
value decomposition (SVD) is a canonical tool for studying the behavior of this estimator.
Let P = UDV T , where D = diag(d0, d1, · · · , dM ) is a diagonal matrix of singular values,
and U = (u0,u1, · · · ,uM ), V = (v0,v1, · · · ,vM ) are orthogonal matrices of the left- and
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right-singular vectors, respectively. Then
Nˆnaive =
M∑
i=0
[
1
di
uTi N
∗
]
vi (2.4)
decomposes the naive estimator (2.3) into a linear combination of the right singular vectors
of P .
The quality of this estimator is determined, in part, by the extent to which the vector
N may be approximated well by such linear combinations. In general, the right singular
vectors vi vary in smoothness, from smoother behavior (i.e., low-frequency) at small values
of i to less smooth behavior (i.e., high-frequency) at larger values of i. Since most degree
distributions encountered in practice, as well those induced through common choices of
random graph models (some examples of which we use in Section 2.4), are relatively smooth,
typically with either exponential or power-law behavior in the tails, intuitively it is the first
handful of right singular vectors upon which a sensible estimator should be based. The
stability of this estimator can be summarized through the condition number of P , i.e., the
ratio of the largest to smallest singular values. Larger condition numbers suggest greater
instability in the estimator. Intuitively, for unstable matrices P , the singular values di at
higher indices i are, comparatively, quite small. As a result, the estimator in (2.4) will
put disproportionately large weight on contributions from the latter (i.e., high-frequency)
singular vectors. The end result is an estimator that can oscillate in a decidedly unappealing
manner, as illustrated in Fig. 2.1.
Since the operator P plays such an important role in both the shape and the stability of
the estimator (and, by extension, more sensible modifications of the estimator, such as we
offer below), and P in turns is determined by the sampling design, we examine a handful
of canonical examples of sampling designs and their operators in the following subsection.
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Figure 2.1: Left: ER graph with 100 vertices and 500 edges. Right: Naive estimate
of degree distribution, according to equation (2.3). Data drawn according to induced
subgraph sampling with sampling rate p = 60%.
2.2.2 Common Network Sampling Designs and the Operator P
Here we look at a few common network sampling designs and their corresponding P matrix.
We consider them ordered from simpler to more complex. We refer readers to [38, Ch 5]
for additional background on network sampling and a more comprehensive list of sampling
designs.
2.2.2.1 Ego-centric and one-wave snowball sampling
Ego-centric sampling (also called unlabeled star sampling) is a simple, non-adaptive (con-
ventional) sampling design. As Handcock and Gile [30] write that “[a] sampling design is
conventional if it does not use information collected during the survey to direct subsequent
sampling of individuals. . . [and] a sampling design [is] adaptive if it uses information
collected during the survey to direct subsequent sampling, but the sampling design depends
only on the observed data.” Under ego-centric sampling, first a set of vertices is selected
according to independent Bernoulli(p) trials at each vertex. Then all edges incident to the
selected vertices are observed. In this case, the operator P is a diagonal matrix with the
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sampling rate p at each diagonal position, i.e.,
Pego(i, j) =

p for i = j = 0, 1, · · · ,M
0 for i, j = 0, · · · ,M ; i 6= j .
(2.5)
A natural extension of this concept is one-wave snowball sampling. Here, after an
initial selection of vertices, there is a subsequent selection of additional vertices, using the
information obtained from the initial selection. Therefore, one-wave snowball sampling is
an adaptive sampling design. The initial selection is again done according to independent
Bernoulli(p) trials. The subsequent selection contains all vertices that have at least one
connection with a vertex in the initial set. Similar to ego-centric sampling, all edges incident
to vertices selected in either of the two sets are then observed, so the operator P is again
a diagonal matrix, with entries
Psnow(i, j) =

1− (1− p)i+1 for i = j = 0, 1, · · · ,M
0 for i, j = 0, · · · ,M ; i 6= j .
(2.6)
These two sampling designs (as well as multi-wave snow ball sampling and other varia-
tions) are common in social network studies, where, for example, a selection of individuals
are interviewed and asked to nominate their connections or partners. Readers can refer
to [64] for more details, in the context of networks of injecting drug users. We note that
the adaptive designs we consider here are the textbook versions and not complicated adap-
tations that might sometimes be used in practice due to resource limitations for following
links. Even so, the standard and simple designs we consider with known and constant
matrix P would be the logical point of departure for research on correcting the sampling
bias of the degree distribution in more complex adaptive designs.
For a diagonal P matrix, the singular values are equal to the diagonal elements. Both
the left and right singular vectors are the canonical set of basis vectors {ei}M+1i=1 , where
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ei contains a 1 at the ith entry and 0 at all the other entries. Since Pego = I × p, where
I is the identity matrix, Pego is not ill-conditioned at all. To estimate the degree count
vector N we need only scale the observed degree count vector N∗ by 1/p. That is, the
naive estimator is Nˆnaive = N
∗/p.
In one-wave snowball sampling, the observed degree counts are biased, because in the
second round of vertex selection, there is more chance to select the vertices that have more
connections. The observed degree count vector therefore can be thought of as moving to
the right of the true degree count vector. Hence, at a minimum, a good estimator should
correct the observations by moving the distribution back to the left. How difficult this task
may be is summarized by the condition number of Psnow, which is equal to
Psnow(M,M)
Psnow(0, 0)
=
1− (1− p)M+1
1− (1− p) =
1− (1− p)M+1
p
, (2.7)
and therefore depends on the relationship between the expected proportion p of vertices
sampled initially and the maximum degree M . In the case where p is fixed, as M increases,
the condition number is upper bounded by 1p . On the other hand, if Mp = o(1), using the
approximation (1− p)M+1 ≈ 1− (M + 1)p, we find that the condition number behaves as
(M + 1).
These observations suggest that, for instance, under low sampling rates the inverse
problem is increasingly ill-posed for estimating degree distributions of heavier tails. Also,
the bounds on the condition numbers suggest that, in contrast to estimation of the mean
from a sample from a finite population, where the accuracy depends on the sample size
rather than the fraction of the population that is sampled, for estimation of complex
properties of networks the accuracy depends strongly on the fraction of the population
that is sampled.
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2.2.2.2 Induced and incident subgraph sampling
These two sampling designs are both non-adaptive and analogous in spirit, differing only in
the order of selection of vertices and edges. In induced subgraph sampling, a set of vertices
is selected as independent Bernoulli(p) trials (other variations are possible – see below).
Then, all edges between selected vertices are observed, i.e., we observe the subgraph induced
by this vertex subset. This sampling scheme has been used in the analysis of technological
and biological networks [71]. Conversely, under incident subgraph sampling we select edges
as independent Bernoulli(p) trials and we then observe all vertices incident to at least one
selected edge.
The P matrix for induced subgraph sampling is
Pind(i, j) =

(
j
i
)
pi+1(1− p)j−i for 0 ≤ i ≤ j ≤M
0 for 0 ≤ j < i ≤M ,
(2.8)
while that for incident subgraph sampling is
Pinc(i, j) =

(
j
i
)
pi(1− p)j−i for 1 ≤ i ≤ j ≤M
0 for 0 ≤ j < i ≤M .
(2.9)
Notice that for incident subgraph sampling the index i starts from 1, because there are
no isolated vertices in the sample.
These two sampling designs and are widely studied in literature, for example, in [71],
[44], [2], and, [40], to name a few. In some cases, simple random sampling (SRS) is
used instead of Bernoulli sampling to select the initial vertices or edges. However, under
appropriate calibration of p, the former can be well approximated by the latter for large
networks and small to moderate p. So, without loss of generality, we ignore this variant
for the purposes of exposition.
Unlike ego-centric and one-wave snowball sampling, the structure of the operator under
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induced/incident subgraph sampling can cause severe problems if we try to invert it naively.
Because the structure of Pinc is very similar to Pind, we only analyze Pind here. The
condition number in this case is equal to p−M and so, as the sampling rate p goes down
or the maximum degree M increases, the operator P becomes more ill-conditioned. In
real-world situations, such as the monitoring of online social networks, sampling rates are
typically low (e.g., 10-20%) and M is typically large (e.g., on the order of 100’s or 1000’s),
and thus P is decidedly ill-conditioned and effectively not invertible. The overall pattern of
decay of the singular values under induced subgraph sampling is illustrated in Figure 2.2.
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Figure 2.2: Singular values decay under Induced Subgraph sampling. M = 20.
Recall that the decomposition in (2.4) shows the naive estimator to be a linear combi-
nation of the right singular vectors vi, with weights determined in part by the inner product
of the observations N∗ with the left singular vectors ui. Examination of these vectors can
provide additional insight into the expected behavior of this estimator. As can be seen
from the illustration in Figure 2.3, the right singular vectors behave like a Fourier basis,
in that they are supported over the full range of degrees k and oscillate increasingly with
higher indices i. On the other hand, the left singular vectors, shown in Figure 2.4, behave
in a more stable fashion with increasing index i, with only the support changing noticeably
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Figure 2.3: The first 12 right singular vectors under Induced Subgraph sampling, ordered
by singular values from big to small: maximum degree M = 20, sampling rate p = 20%.
at the higher indices, moving like a window from low degrees k to high. Combined with our
previous observation of the drastic decay in singular values di, this explains the behavior
of the estimate in Figure 2.1.
While it would be desirable to have an analytical expression for the singular vectors
under induced subgraph sampling, we are unable to produce one. However, it is possible
to produce expressions for the eigenfunctions of Pind, as solutions to the non-symmetric
eigen-decomposition Pind = U˜ΛU˜
−1. These do not appear to be helpful in yielding simi-
larly interpretable expressions for the SVD but, nonetheless, may be of some independent
interest. We therefore include this result in Appendix 6.1.
2.2.2.3 Random walk and other exploration-based methods
Another class of sampling plans that has arisen recently, and has been of particular interest
to the community working with online social networks, is that based on notions of visiting
vertices and edges in a network in the course of a random walk on the graph G. Specifically,
in the basic version of random walk sampling, we first select a vertex u uniformly at random
from V . Then one of u’s neighbor vertices, say v, is chosen uniformly at random from the
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Figure 2.4: The first 12 left singular vectors under Induced Subgraph sampling, ordered
by singular values from big to small: maximum degree M = 20, sampling rate p = 20%.
set of u’s neighbors. In turn, one of v’s neighbor vertices, say w, is chosen uniformly at
random from the set of v’s neighbors. The process is repeated, and the selected vertices
{u, v, w, · · · } along with the edges {(u, v), (v, w), · · · } constitute the sample. For examples
of other members of this family, we refer readers to [44] and [63].
If we consider a random walk sampling over a non-bipartite, connected, undirected
graph, once the steady state is reached, it shares an important property with incident
subgraph sampling with SRS of edges, in that both sample edges uniformly at random
[63]. Thus
PRW(i, j) =

(
j
i
)(
ne−j
n∗e−i
)(
ne
n∗e
)−1
for 1 ≤ i ≤ j ≤M
0 for 0 ≤ j < i ≤M .
(2.10)
where ne is the total number of edges in the true network,n
∗
e is the number of edges
selected in the sample. Therefore, with respect to the nature of the inverse problem that we
study here, we may categorize this sampling plan with the induced and incident subgraph
sampling plans described above.
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2.2.3 Distribution of the noise
The observation N∗ can be viewed as a ‘noisy’ version of N . However, as remarked earlier,
since it is assumed here that there is no measurement error (e.g., if a query of Facebook
indicates person A has ‘friended’ person B, then we accept that they have), the ‘noise’
is rather a reflection of the randomness due to sampling. Because we intend to pursue a
regression-based approach to solving our linear inverse problem, the question of what noise
model to use as an approximation to sampling variability is important. We discuss this
question now.
For ego-centric sampling, a vertex is observed to have degree k if and only if the vertex
is selected through Bernoulli sampling and also has degree k in the true graph. Therefore
N∗k =
∑
{u:du=k}
I{u ∈ V ∗} , (2.11)
where du represents the degree of a vertex u ∈ V in G, and d∗u represents the degree of
a vertex u ∈ V ∗ in G∗. For each k, there are Nk such independent indicator functions,
and each indicator function has the same probability to be one. Thus the distribution of
the N∗k is that of M + 1 independent binomials, i.e. N
∗
k ∼ Bin(p,Nk). For small p and
large Nk, we can expect that these binomials may be well-approximated as Poisson random
variables, with means Nk p.
The case of one-wave snowball sampling and induced subgraph sampling (as well as
the related cases of incident subgraph sampling and random walk sampling) is decidedly
less straightforward to analyze. The expectation of N∗ is, of course, provided by equation
(2.2). The variance (covariance) formula is more complicated.
For one-wave snowball sampling, the representation (2.11) still applies. However, the
indicator functions are not independent. Straightforward arguments yield that the covari-
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ance and variance of N∗k for k = 0, 1, ...,M are
Cov(N∗k , N
∗
l ) =
∑
t
N1klt[1− (1− p)l+1 − (1− p)k+1 + (1− p)k+l−t]
+
∑
t
N0klt[1− (1− p)l+1 − (1− p)k+1 + (1− p)k+l−t+2]
−NkNlPsnow(k, k)Psnow(l, l) (2.12)
and
Var(N∗k ) = NkPsnow(k, k)
+
∑
t
N1kkt[1− 2(1− p)k+1 + (1− p)2k−t]
+
∑
t
N0kkt[1− 2(1− p)k+1 + (1− p)2k−t+2]
− (NkPsnow(k, k))2 , (2.13)
where N0klt (N1klt) is determined by the underlying network G, defined as the number of
ordered pairs of nonadjacent (adjacent) distinct vertices of degrees k and l, respectively,
which have t common adjacent vertices.
For induced-subgraph sampling, we can write
N∗k =
M∑
r=k
nv∑
u=1
I{u ∈ V ∗, d∗u = k, du = r} . (2.14)
Using arguments analogous to those in [24], it is possible to show that, for k = 0, 1, . . . ,M ,
the variance takes the form
Var(N∗k ) =
∑
i
NiPind(k, i)
+
∑
r
∑
s
∑
t
N0rst
∑
m
(
t
m
)(
r − t
k −m
)(
s− t
k −m
)
p2k−m+2q(r+s−t)−(2k−m)
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+
∑
r
∑
s
∑
t
N1rst
∑
m
(
t
m
)(
r − t− 1
k −m− 1
)(
s− t− 1
k −m− 1
)
p2k−mq(r+s−t)−(2k−m)
−
(∑
i
NiPind(k, i)
)2
. (2.15)
Using similar techniques, it is also possible to write out a similar formula for Cov
(
N∗j , N
∗
k
)
,
which we find is, in general, non-zero for j 6= k, as would be expected. We have included
the proofs of (2.12) – (2.15) in Appendix 6.4.
Now consider the marginal distributions of theN∗k under snowball sampling and induced
subgraph sampling. Note that the first term in (2.13) and (2.15) is the k-th entry of the
expectation PN. This observation suggests that, if the remaining terms in the variance
(as well as the off-diagonal terms corresponding to covariances) are sufficiently small, a
Poisson model might again be acceptable.
More precisely, if the sampling rate p is small, then each of the indicators in (2.11)
and (2.14) likely has only very small probability of being equal to one. On the other
hand, if the graph is large (i.e., nv is large) and k is not too far out in the tail of the
distribution (i.e., k is not too close to M), then there should be many such indicators.
So a Poisson approximation would make sense here. Given, however, that these indicator
variables are dependent, the necessary argument is somewhat more involved. We present
a formal justification, using the Chen-Stein method, in Appendix 6.2.
Simulation can be used to assess this approximation. Some representative results,
shown in Figure 2.5, confirm the reasonableness of a Poisson approximation for the marginal
distribution of the N∗k , under induced subgraph sampling, for k within a reasonable distance
from the mean.
In summary, for all of the sampling plans considered in this paper, an approximate
Poisson marginal distribution is arguably reasonable for the observed counts N∗k . Thus,
a Poisson regression model is suggested for solving our inverse problem. However, for
reasons of numerical efficiency and stability, we prefer to approximate this model in turn
by a Gaussian model, with non-constant variance that varies in proportion to the mean,
25
l l
l l
l l
l l
l
l l
l l
l l
l l
l l
l
l l
l l
l
0 4 8 12
0
2
4
6
8
10
12
Poisson
Sam
ple
Degree = 2
l
lll
ll
ll
ll
ll
ll
l
ll
ll
ll
ll
ll
ll
ll
ll
l
0 5 10 15
0
5
10
15
Poisson
Sam
ple
Degree = 3
ll
ll
ll
ll
ll
ll
lll
ll
ll
ll
ll
ll
ll
lll
ll
l
l
5 10 20
5
10
15
20
Poisson
Sam
ple
Degree = 4
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
l
l
5 10 15
5
10
15
Poisson
Sam
ple
Degree = 5
lll
ll
ll
l
ll
ll
ll
l
ll
ll
ll
ll
ll
l
ll
ll
ll
l
l
l
l
l
0 5 10 15
0
5
10
15
20
Poisson
Sam
ple
Degree = 6
lll
ll
l
ll
ll
ll
l
ll
ll
l
ll
ll
ll
ll
ll
ll
l
0 4 8 12
0
5
10
15
Poisson
Sam
ple
Degree = 7
l l
l l
l l
l
l l
l
l l
l l
l
l l
l
l
l
l
l
l
0 2 4 6 8
0
5
10
15
Poisson
Sam
ple
Degree = 8
l l
l
l l
l l
l
l l
l
l l
0 2 4 6
0
1
2
3
4
5
6
7
Poisson
Sam
ple
Degree = 10
Figure 2.5: QQ plot: distribution of N∗i compared to Poisson distribution with mean
(PN)i. The underlying network is ER with nv = |V | = 1000 and ne = |E| = 50000.
Sampling rate p = 5%. The average degree of sample is equal to 5.
leading to a weighted least squares regression. Simulation results (shown in Figure 2.6)
suggest, that this too is a reasonable choice. Accordingly, our model development, as
described starting in the next section, will implicitly assume a Gaussian noise model.
2.2.4 Discussion of assumptions
In some sampling designs, nodes’ inclusion probabilities can depend on unobserved proper-
ties of the node, such as its true degree, or on other unobserved properties of the network.
In this paper we restrict attention to sampling designs (ego-centric, one-wave snowball
sampling, induced/incident subgraph sampling, random walk) where inclusion probabili-
ties are known. This restriction underlies (2.1), and (2.2) to be established without the
need for assumptions about the structure of the network itself. The approach we take is
called “design-based” in the sampling literature, as compared to “model-based”. Handcock
and Gile [30] observe that:
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Figure 2.6: QQ plot: distribution of N∗i compared to Gaussian distribution with mean
(PN)i and sample variance. The underlying network is ER with nv = |V | = 1000 and
ne = |E| = 50000. Sampling rate p = 5%. The average degree of sample is equal to 5.
In the design-based framework [G] represents the fixed popu-
lation and interest focuses on characterizing based on partial
observation. The random variation considered is due to the
sampling design alone. A key advantage of this approach is
that it does not require a model for the data themselves ...
Under the model-based framework, [G] is stochastic and is a
realization from a stochastic process depending on a param-
eter η. Here interest focuses on η which characterizes the
mechanism that produced the complete network [G].
Design-based inferences are generally not feasible (i) for adaptive sampling designs other
than a network census and ego-centric sampling designs [30, 11ff] or (ii) for any designs
for which the inclusion probabilities of sampled nodes (and dyads, triads, etc., depending
on the application) are unknown at least up to a scaling factor. Design-based inference is
the standard mode for analysis of samples obtained by government statistical agencies or
for large-scale random samples funded by government agencies. That is not to say that
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assumptions are not brought in for taking into account non-response or response error,
but the latter two sources of error depend on the properties of the sampled units rather
than the sampling design itself. Although design-based inference is applicable only to a
restricted set of sample designs, it has the advantage of not requiring specific knowledge
about the graph or network being sampled.
We are assuming that the number of nodes is known, consistent with the only other
research on design-based inferences for the degree distribution. The assumption is not
strictly necessary, as the number of nodes is estimable by a Horvitz -Thompson estimator
for the designs under consideration [30, 12-13], but the assumption simplifies the exposition.
We also assume that the sampling probabilities of nodes (or edges) are known, which is
a standard assumption for conventional sampling designs [13, e.g.] and not unrealistic for
the designs we are considering.
We assume as well that the nodes and edges in the sample are observed without error.
In the network literature, the question of effect of such observational error and how to
quantify and adjust for it is still largely unexplored, and hence is beyond the scope of this
paper.
2.3 Estimating the Degree Distribution
Bearing in mind the SVD-based representation of the naive estimator P−1N∗ of N, as
shown in (2.4), the analyses of Section 2.2 together suggest that a better solution to our
inverse problem would be an estimator developed in a manner analogous to ridge regression
and other similar penalized regression strategies. In this section, we offer such an approach.
We adopt a penalized least squares perspective in defining our estimator. Informed by
our analysis of the ‘noise’ in our inverse problem, we specify a generalized least squares cri-
terion. Furthermore, since the vector of degree counts should be everywhere non-negative,
and additionally, the total degree counts should equal the total number of vertices, nv, we
include these two properties as constraints. Our estimator Nˆ for N is then the solution to
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the following optimization problem:
minimize
N
(PN−N∗)T C−1 (PN−N∗) + λ · pen(N)
subject to Ni ≥ 0, i = 0, 1, . . .M
M∑
i=0
Ni = nv ,
(2.16)
where C denotes the covariance matrix of N∗, i.e. C = Cov(N∗), pen(N) is a penalty on
the complexity of N, and λ is a smoothing parameter.
Under a convex penalty, (2.16) has the canonical form of a convex optimization [10] and,
in principle, standard software can be used. For example, CVX, a package for specifying
and solving convex programs [14], can be used to solve (2.16). In our case, because we use
a penalty based on an `2 norm, as discussed below, (2.16) can be written as a quadratic
programming problem. Accordingly, we use quadprog, the quadratic programming function
in MATLAB optimization toolbox to solve (2.16).
Note that the solution spaces of the original problem (2.2) and (2.16) are not the same.
The solution (2.3) of the original problem (2.2) is a point in a space generated by the right
singular vectors {vi}. The constraint and penalized solution of (3.1) is a point in a space
generated by {B−1vi}, where
B =
P TC−1P + λΩ 121
1T 0
 , (2.17)
ignoring the non-negativity constraint as is shown in (C.6). Through this we obtain smooth-
ing.
In the following subsections we discuss choice of the penalty, selection of the smoothing
parameter, and various practical considerations.
29
2.3.1 Penalty
There are a variety of penalties common in the literature on nonparametric function es-
timation, usually consisting of a norm (e.g., `1, `2, total-variation, etc.) applied to some
functional of the proposed estimator. The choice of penalty should reflect the assumption
of smoothness, that is, fk ≈ fl if k and l are close. Examples of networks with smooth de-
gree distributions include Erdo¨s-Re´nyi (ER), mixture of ER, power-law networks, networks
having exponential or power law tails, as well as those having the body of the exponential
or power-law networks. We want to force our estimates toward distributions with such
smoothness, where the naive estimates have obvious flaws(e.g. Figure 2.1).
In our framework, the assumption of a smooth true degree distribution is accounted for
by choosing a penalization of the form ‖DN‖22, where the matrix D represents a second-
order differencing operator. Specifically, the formula for D is
D =

1 −2 1 0 . . . 0 0 0 0
0 1 −2 1 . . . 0 0 0 0
0 0 1 −2 . . . 0 0 0 0
...
...
...
...
...
...
...
...
0 0 0 0 . . . −2 1 0 0
0 0 0 0 . . . 1 −2 1 0
0 0 0 0 . . . 0 1 −2 1

. (2.18)
This choice, in the discrete setting, is analogous to the use of a Sobolev norm with
nonparametric function estimation in the continuous setting. It assumes mean-square
curvature of the degree distribution is small. This is one commonly used smoothing regu-
larization, and we have found it to work well with the types of degree distributions explored
here. Other penalties may work less well. For example, L1 norm can be used as a heuristic
for finding a sparse solution, thus the solutions Nˆ can be truncated. We refer readers to
Chapter 6.6.6 of [10] for how different penalty functions perform generally on denoising
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problems.
2.3.2 Selection of the penalization parameter λ
Denote the solution to the optimization problem in (2.16) as Nˆ = fλ(N
∗), a function of
N∗, indexed by λ. For a given observation vector N∗, a bigger λ produces a smoother
estimator. The problem of selecting an optimal λ falls into the category of model selection.
However, commonly used cross-validation methods which assume independent and identi-
cally distributed observations do not apply to our network sampling situation because, as
already discussed, the N∗i for i = 0, . . . ,M are not identically distributed and there are
non-zero correlations between N∗i and N
∗
j for i 6= j. Instead, we offer a strategy based on
the method of generalized Stein’s unbiased risk estimation (SURE), proposed in [21].
We define a weighted mean square error (WMSE) in the observation space as
WMSE(Nˆ,N) = E
[
(PN− P Nˆ)TC−1(PN− P Nˆ)
]
. (2.19)
Under the conditions that fλ(N
∗) is weakly differentiable and that E |fλ(N∗)| is bounded
(which we verify following the arguments in Appendix 6.3), a generalized SURE estimate
for the WMSE can be obtained as
̂WMSE(Nˆ,N) = (PN)TC−1PN + (P Nˆ)TC−1P Nˆ
+ 2
{
Trace
(
P
∂Nˆ
∂N∗
)}
− 2(P Nˆ)TC−1N∗ . (2.20)
The first term in (2.20) involves the unknown N. However, we may drop this term
because it does not involve λ. The last three terms have Nˆ in them, which is a function of
λ. Given P,N∗, and C as well, the second and fourth terms are straightforward to compute.
The third term, called the divergence term in [21], can be simulated using the Monte Carlo
technique proposed in [62]. Specifically, let b be a vector with zero mean, covariance matrix
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I (that is independent of N∗) and bounded higher order moments. Then
div ≡ Trace
(
P
∂Nˆ
∂N∗
)
= lim
→0
Eb
{
bTP
(
fλ (N
∗ + b)− fλ (N∗)

)}
. (2.21)
Let bi be the realization of b at each simulation. The algorithm for estimating div=
Trace
(
P ∂Nˆ∂N∗
)
and computing of ̂WMSE for a given λ = λ0 and fixed  is as follows:
1. y = N∗
2. For λ = λ0, evaluate fλ(y); i = 1; div = 0
3. Build z = y + bi; Evaluate fλ(z) for λ = λ0
4. div=div+1bi
TP (fλ(z)− fλ(y)); i = i+ 1
5. If (i ≤ K) go to Step 3; otherwise evaluate sample mean: div = div/K and computêWMSE(λ0) using 2.20.
We offer recommendations for the practical selection of  and K, as well as the distribution
of b, in Section 2.4.
For a fixed N∗, by minimizing ̂WMSE with respect to λ, we find the optimal λ that
minimizes ̂WMSE.
2.3.3 Approximation of the covariance matrix C
For the ego-centric sampling design, recall that the N∗k are independent random variables,
distributed according to a binomial with parameters p and Nk. As a result, the covariance
matrix C is simply p(1 − p) × diag(N). In contrast, for the one-wave snowball sampling
and the induced subgraph sampling (as well as the related incident subgraph and random
walk sampling), C will have non-zero off-diagonal elements. Recall, however, that these off-
diagonal elements involved higher-order properties of the graph, in the sense of summarizing
even more structure than the degree distribution we seek to estimate. Accordingly, it is
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unrealistic to think to incorporate this information into our estimation strategy. We instead
focus on the diagonal elements of C.
We approximate the covariance matrix C with a diagonal matrix of the form
Cˆ = diag(N∗smooth) + δI . (2.22)
The first term is a diagonal matrix with the diagonal entries equal to a smoothed version
of the observed degree vector. The arguments in Section 2.2.3 suggest the merit of an
approximate Poisson variance for the diagonal elements of C, which in principle means
using E[N∗] = PN. Necessarily lacking this, it is tempting to plug in the observed degree
counts N∗, but we have found smoothing to offer noticeable improvement, as the noise
in the observations can be substantial. The discrete nature of N∗ requires our using a
smoothing method different from the nonparametric methods used with continuous data.
Here we employ the kernel-smoothing method of [19], which extends the ideas in [29],
using an Epanechnikov kernel with boundary correction, and least square cross validation
for choosing an effective integer bandwidth.
To perform the weighted optimization in (2.16), our proxy for the covariance matrix C
must be positive definite. However, some of the diagonal entires in the matrix diag(Nsmooth)
typically are zero or close to zero. We adopt a standard strategy to remedy this, by adding
a small value δ to the diagonal elements. We offer guidance on the choice of δ in the context
simulation and application in Sections 2.4 and 2.5.
2.4 Simulation Study
In this section, we present a simulation study conducted to assess the performance of the
method we proposed in Section 2.3, on networks simulated from various random graph
models. We also will look at the effect of several factors (i.e., total number of vertices,
density, and sampling rate) on the accuracy of the estimators.
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2.4.1 Design
There are several parameters that need to be chosen with some care. Here we list them
and discuss the conventions we applied.
• b: The random vector b must have zero mean, covariance matrix I, and bounded
higher order moments; here we use a multivariate normal, i.e. b ∼ N(0, I).
• : In principle, the value  should be small enough to approximate the notion of
tending to zero, but not so small as to induced floating point errors of an undesirable
magnitude in computing fλ(y+b). In practice, similar to the experience of Ramani,
Blu and Unser [62], we have witnessed the method to be robust to choice of this
parameter, even over several orders of magnitude. In the following simulations, we
use  = 0.1.
• K: Small K gives a noisy WMSE curve. As K increases, we get a clearer shape
for WMSE curve, and the resulting estimate is more accurate. However, a larger K
has bigger computation cost. We have had good results using K = 100.
• M : The maximum degree M is set to be 1.1 times the true maximum degree of the
true graph in our simulations, to relax the restriction of a known maximum degree.
• δ: The parameter δ must be big enough to make the optimization stable, but not
so big as to swamp the contribution of diag(Nsmooth) in (2.22). In these simulations,
in order to make the results comparable across different settings, we choose δ to make
the condition number of the approximate covariance matrix Cˆ the same, equal to 20.
• λ: the range of λ being considered in finding the optimal λ include, the true optimal
λ, values of three magnitudes above and below the true λ.
To compare the estimated with the true degree distribution, we use the Kolmogorov-
Smirnov D-Statistic, which has been used widely in the literature on sampling of social
media networks to illustrate the accuracy of various sampling methods (e.g., [44, 32, 2]).
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The statistic corresponds to the maximum difference between the two cumulative distri-
bution functions F1 and F2, i.e., D = maxx{|F1(x) − F2(x)|}, and ranges from zero to
one.
2.4.2 Results
Results of our simulation study are shown in Figures 2.7 – 2.9, for ego-centric, induced
subgraph, and one-wave snowball sampling, respectively. Each box plot represents the D-
statistics computed from 100 trials, i.e., based on 100 samples drawn from the underlying
networks. Two types of networks are studied: those from the Erdo¨s-Re´nyi model and
those from a block model with two blocks. These are two basic models commonly used in
network studies (e.g., [38, Ch 6]). In the Erdo¨s-Re´nyi model, edges are randomly assigned
to each pair of vertices with a given probability, i.e. the expected density of the network.
For the block model, each of the two blocks itself is an Erdo¨s-Re´nyi model. In addition,
vertices from different blocks are connected with some probability too. In the simulation,
edge probabilities for within the two blocks and between blocks satisfy a ratio of 6:2:1. For
each of the two models, we let the density and nv change but fix the average degree to be
approximately equal. In ego-centric and induced subgraph sampling, nv × density = 100.
In one-wave snowball sampling, we make nv × density = 10. We have to use lower average
degree in one-wave snowball sampling to avoid including all vertices of the true network into
the sample. In addition, the sampling rates of 10%, 20% and 30% for one-wave snowball
sampling indicate the percentage of the total vertices of the two sequential selections.
Notice that the scale of Figure 2.7 is from 0 to 0.2, much smaller than that of Figure 2.8
which is form 0 to 0.6, and Figure 2.9 which is from 0 to 1. The scales of the K-S D-Statistics
match the difficulty of the inverse problems they come from, with ego-centric sampling
yielding an easier problem than one-wave snowball and induced subgraph sampling, as was
discussed in Section 2.2. We compare the estimated degree distributions from our method
with the sample degree distributions and the estimates from a standard kernel-smoothing
method [19] described in Section 3.3. Only in the case of ego-centric sampling, the sample
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degree distribution and the kernel-smoothing method are competitive with our method.
For one-wave snowball and induced subgraph sampling, our method yields much better
results than the sample and kernel-smoothing method. This is to be expected, of course,
since the kernel-smoothing method does not account for the underlying inverse problem.
In Figure 2.7–2.9, the performance in the second row is better than the performance
in the first row in general. That is, performance improves with larger networks of lower
density, given fixed average degree. There are three reasons for this phenomenon. First,
in the standard Erdo¨s-Re´nyi model, as nv grows to infinity and the density shrinks to
zero, while the average degree is fixed, the degree distribution becomes smoother and
reaches a Poisson distribution in the limit. Second, as density shrinks, and nv grows, the
normal/Poisson approximation of N∗k , for k = 0, 1, · · · ,M , is better. And in turn, the
approximation of covariance matrix C is more accurate.
Comparing Erdo¨s-Re´nyi and the block model under the induced subgraph sampling
(Figure 2.9), the block model has a broader range of degrees than the Erdo¨s-Re´nyi model
at any given choice of our other simulation parameters. In (2.14), for each k, the indicator
function involving u ∈ V with higher du has lower probability of being equal to 1. Thus a
better Poisson approximation of N∗k and a more accurate approximation of C occur under
the block model. A power-law network has an even broader degree distribution. For the
same reasons, therefore, we expect the estimators for the power-law like networks in the
applications of Section 5 to perform similarly well. However, the results for Erdo¨s-Re´nyi
and the block model are quite close in Figure 2.7 and Figure 2.8. This is because only
the vertex with degree k in the true network can possibly contribute to degree k under
ego-centric and one-wave snowball sampling.
Three sampling rates are studied: 10%, 20%, and 30%. Our results show that there
is less accuracy for smaller sampling rate, as is to be expected. In the literature on In-
ternet community monitoring, 30% sampling rates have been suggested as reasonable for
preserving network properties to a reasonable accuracy [44]. In our results, we see that our
estimators of degree distribution perform fairly well based on as low as a 10% sampling
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rate.
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Figure 2.7: Simulation results for ego-centric sampling. Error measured by K-S D-Statistic.
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Figure 2.8: Simulation results for one-wave snowball sampling. Error measured by K-S
D-Statistic.
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Figure 2.9: Simulation results for induced subgraph sampling. Error measured by K-S D-
Statistic. (Note: Only the performance of the proposed estimator Nˆ avoids the extremes
of 1.0 in most cases.)
2.5 Applications
The cost of any sampling strategy varies with the structure of the network and the protocol.
As we have remarked, sampling is of particular interest in the context of online social
networks. In online social networks where each user is assigned an unique user id, it is
a common practice to select a set of users by querying a set of randomly generated user
id’s [63]. Thus our induced subgraph sampling can be applied there. In this section, we
use our degree distribution estimation method on data from three online social networks:
Friendster, Orkut, and LiveJournal. These data are available on the SNAP (Stanford
Network Analysis Project) website. In the following we present our estimates of various
degree distributions from these online social networks. In addition, we show how these
degree distributions help us to gain insight about the epidemic thresholds of these networks,
which is relevant to the concept of social influence, spread of rumors and viral marketing.
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2.5.1 Estimating degree distributions from online social networks
It is now well-understood that large-scale, real-world networks frequently have heavy-tailed
degree distributions. Stumpf and Wiuf [71] proved analytically that for a network with
an exact power-law degree distribution, although its sampled network under our sampling
method (induced Subgraph sampling with Bernoulli (p) for selecting vertices) is not an
exact a power-law network, the degree distribution for large enough degrees is power-law
and has the same exponent with the true network. In reality, however, most networks with
heavy-tailed degree distribution will not have an exact power-law. Many, for example,
exhibit exponential-like deviation from a power-law after some cut-off. As a result, the
result of [71] does not hold in such situations and estimation is therefore still of fundamental
interest.
In addition, the full Friendster, Orkut, and LiveJournal networks arguably are of less
interest here, being a rather coarse-grained aggregation of much finer-scale social inter-
actions. Accordingly, we focus instead on the estimation of degree distributions for sub-
networks corresponding to certain communities within these networks. In these online
social networks, users create functional groups that others can join, based on, for exam-
ple, topics, shared interests and hobbies, or geographical regions. In our application, we
use ground-truth communities established by Yang and Leskovec [79]. For example, these
authors found that LiveJournal categorizes social groups into the categories of “culture,
entertainment, expression, fandom, gaming, life/style, life/support, sports, student life and
technology” [79]. It is the degree distributions for subnetworks corresponding to collections
of ground-truth communities such as these that we estimate here.
Figure 2.10 gives an example of the estimators. The first row is for three sub-networks
from Friendster. Communities are ordered according to the number of users in them. In
the top-left subplot, vertices from the top 5 communities form an induced sub-network for
which the degree distribution is to be estimated. Then Bernoulli sampling of vertices with
30% sampling rate is performed on this sub-network, and our estimation method is applied.
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Similarly, the true network in the top-middle plot is induced by top 6-15 communities, and
in the top-right plot the true network is induced by the top 16-30 communities. The second
row and the third row show estimates of Orkut and LiveJournal respectively. Examination
of these plots shows that, while the sampled degree distribution can be quite off from the
truth, particularly in the case of the Friendster and Orkut networks, correction for sampling
using our proposed methodology results in estimates that are nearly indistinguishable by
eye from the true degree distributions.
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Figure 2.10: Estimating degree distributions of communities from Friendster, Orkut and
Livejournal. Blue dots represent the true degree distributions, black dots represent the
sample degree distributions, red dots represent the estimated degree distributions. Sam-
pling rate=30%. Dots which correspond to a density < 10−4 are eliminated from the
plot.
In Table 2.1, the median and inter-quartile range are computed based on the application
of our estimator to 20 samples. The estimated degree distribution greatly improves over the
degree distribution of the sample, as measured by K-S D-statistic. In fact, the improvement
in accuracy is by an order of magnitude, with the values of the D-statistic produced by
our estimator being on the same order of magnitude as the best results in our simulation
study.
In summary, our method of estimating the degree distribution from sampled networks
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# of # of Sample D-statistic Estimator D-statistic
Net cmty vertices edges dmax Median IQR Median IQR
1-5 5748 163888 494 0.4242 0.0196 0.0221 0.0080
Friendster 6-15 6385 131875 383 0.4521 0.0164 0.0187 0.0107
16-30 7097 162616 357 0.4813 0.0211 0.0143 0.0161
1-5 22059 689659 895 0.4092 0.0145 0.0134 0.0073
Orkut 6-15 29681 591448 578 0.4322 0.0129 0.0099 0.0059
16-30 31018 619909 1779 0.4324 0.0068 0.0175 0.0076
1-5 5131 85419 801 0.3018 0.0285 0.0430 0.0258
LiveJournal 6-15 3757 219193 547 0.2678 0.0153 0.0558 0.0105
16-30 4591 228633 512 0.2941 0.0137 0.0643 0.0404
Table 2.1: Network communities summary. Each median and inter-quartile range is
computed based on the application of our estimator to 20 samples.
clearly can offer substantial advantages over raw measured networks in monitoring the
degree distribution of the communities in online social networks. This provides a powerful
additional motivation for using sampling in these contexts.
2.5.2 Characterizing epidemic spread
In this subsection, we are going to show how recovery of the degree distribution – as a
fundamental object – helps for monitoring other socially pertinent questions, for example,
characterizing epidemic spread on networks.
As has been shown by various authors [6, 15, 37, 60, e.g.], an epidemic threshold τc
exists in virus spread in networks. Under a standard Susceptible-Infected-Susceptible (SIS)
model, let the infection rate be β, and the curing rate be δ. If the effective spreading rate
τ = (β/δ) > τc, the virus persists and a nonzero fraction of the nodes are infected, whereas
for τ ≤ τc the epidemic dies out. This threshold is shown to equal the inverse of the largest
eigenvalue λ1 of the network’s adjacency matrix in [76].
The degree distribution of a network can be used to get bounds for the largest eigenvalue
λ1 of the adjacency matrix, and thus bounds for 1/λ1. Let M1 be the first raw moment
of the degree distribution, i.e. the average degree, M2 be the second raw moment of the
degree distribution, ne = |E| be the number of total edges, and U = (2∗ne(nv−1)/nv)1/2.
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Then we have the following relationship,
M1 ≤
√
M2 ≤ λ1 ≤ U . (2.23)
The proof of the first two inequalities can be found in [75], and the third (upper bound)
can be found in [48]. Thus we have the bounds for the epidemic threshold τc,
1/U ≤ τc ≤ 1√
M2
≤ 1
M1
. (2.24)
Figure 2.11 – 2.13 show the bounds obtained from the estimated degree distribution
and those obtained from the original sample degree distribution. The networks used are
the online social network described in Section 2.5.1. It can be seen from Figure 2.11 – 2.13
that, our method estimates the bounds with high accuracy, whereas the bounds using the
sampled data is way off.
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Figure 2.11: Bounds for the epidemic spreads of Friendster networks, each box is estimated
based on 20 samples, four horizontal lines are the true values for 1M1 ,
1√
M2
, 1λ1 and
1
U from
top to bottom.
Since our estimator successfully recovers the degree distribution of the online social
networks, the epidemic threshold (the inverse of the spectral radius) of the network can
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Figure 2.12: Bounds for the epidemic spreads of Orkut networks, each box is estimated
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Figure 2.13: Bounds for the epidemic spreads of LiveJournal networks, each box is esti-
mated based on 20 samples, four horizontal lines are the true values for 1M1 ,
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be successfully bounded by functions of our estimates. This has important implications in
practical applications. For example, in viral marketing, the epidemic threshold relates to
how hard a company’s marketing force needs to work, i.e. it is necessary for them to make
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the effective spreading rate τ as large as 1/U , and sufficient to make τ as large as 1√
M2
, in
order to make a product’s advertisement remembered by people in the network.
2.6 Discussion
The problem of estimating the degree distribution of a network from a sampled subnetwork
was first posed by Ove Frank in his 1971 PhD dissertation [23]. In the ensuing years,
the problem appears to have received very little attention, likely in no small part to its
apparent difficulty. Here we re-cast the original problem as a linear inverse problem. We
have demonstrated that, in so doing, it is possible to obtain substantial insight into the
inherent difficulty of the problem – in terms of the operator corresponding to the sampling,
the nature of the ‘noise’ induced by the sampling, and the manner in which the two interact.
Leveraging this insight, we have proposed a penalized, generalized least squares estimator,
with positivity constraints, that solves our linear inverse problem. The choice of smoothing
parameter is non-trivial in this context and we offer a Monte Carlo approach to optimizing a
generalized SURE criterion as an effective option. Finally, our simulations and application
to online social media networks shows that the methodology can perform quite well under
a variety of choices of network topology – even under sampling rates as low as 10%.
There are a number of directions upon which to build from the work we present here.
The assumptions discussed in Section 2.4 could be relaxed, for example, to include obser-
vation errors, to incorporate estimates of possible unknown parameters in the matrix P , or
to focus on matrices P which depend on the network G itself. In this case, a model-based
framework is likely necessary, and for that it would be natural to try to integrate our
framework with the work of Handcock and Gile [30]. Finally, another interesting direction
would be developing methods for correcting the sampling bias of the degree distribution
under more complex adaptive designs.
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Chapter 3
Online Ratings: Convergence Towards A Positive
Perspective?
3.1 Introduction
Lots of review websites enable users to submit reviews to comment on the various aspects
of a product. These reviews along with their ratings (e.g. usually scaled 1 to 5 ) become
a major information source for subsequent users looking to make purchase decisions. In
addition, brands that offer their products and services online have recognized the effect
of reviews on their sales and reputation. Finally, third-party websites that host reviews
on various products are continuously improving their review management platforms, in
order to provide better service to both customer and brands. This effect of information
diffusion through review websites is a digital version of word of mouth (WOM), as opposed
to traditional off-line WOM which usually happens through acquaintances [7].
The average review rating of an item is the main piece of metadata provided by review
websites. As important as they are, however, review ratings are not very well understood.
Intuitively, the average rating is assumed to reflect the product or service’s true quality.
However, Hu, Pavlou and Zhang [31] examined the underlying distributions of the ratings
of books, DVDs and videos from Amazon (http://amazon.com), and showed that the
distributions are in fact bimodal. The bimodal distribution positions the average rating
as a compromise of two groups of extreme opposite opinions, rather than an accurate
representation of the true quality of an item. A relevant line of work tries to interpret the
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observed bimodal distribution via studying the intentions and mindset of review writers.
The distribution is attached to a Brag-and-Moan Model, which assumes that users only
write reviews when their experience with the product is either very good or very bad [31].
A number of earlier works have explored the effect of previously submitted reviews
on the rating submitted by a new reviewer. Talwar, Jurca and Faltings [73] identify a
user’s rating as a partial reflection of the difference between the item’s true quality and the
user’s prior expectation of quality, as inferred from previous reviews. The bias motivated
by prior evaluations is shown to also be present in other review-based measures, such as
the popular helpfulness measure [16]. Further, randomized experiments on social-news
aggregation websites have shown that positive votes create positive herding effects, while
negative votes are followed by a strong correction effect [58].
These findings motivate us to consider the connection between a potential positive bias
and the well-documented observation that the average star rating on large review websites
is very high, typically above four stars [12, 22]. In our work, we test the hypothesis
that review ratings tend to converge towards an overall positive perspective, using data
from the popular review website TripAdvisor (http://www.tripadvisor.com). Contrary to
previous works that consider the distribution of the review ratings of all available reviews,
we monitor this distribution over time, and test whether it tends to converge to a positive-
dominated state. We also study the effect that the arrival rate of new reviews has on the
average rating for an item. Our findings verify the upward trend of the average rating,
as well as, in a nontrivial subset of the data, the connection between this trend and the
arrival rate of new ratings.
The rest of this chapter is organized as follows. In Section 3.2, we provide an initial,
rudimentary analysis of the characteristics of review ratings in our data, aimed at estab-
lishing proof-of-concept. We find that while this analysis already is sufficient to show that
the data roughly confirms our hypothesis, it also leaves us further questions. In Section 3.3,
we therefore present a more refined treatment of the problem, modeling the review rat-
ings with an ordinal multinomial logistic regression. With this model we are again able
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to confirm the upward trend of ratings as time increases, now both in aggregate and, for
a nontrivial subset of the data, at the level of individual restaurants. In Section 3.4, we
next test to what extent the review arrival intensity – a natural and convenient proxy for
the effects of WOM – contributes to the dynamics of the upward trend of ratings over
time. Finally, some additional discussion and conclusions may be found in Section 3.5 and
Chapter 5.
3.2 Data and a preliminary analysis
The context within which we explore the dynamics of online ratings is that of restaurant
reviews. Specifically, we obtained restaurant reviews from the popular review website
TripAdvisor (http://www.tripadvisor.com). Our data set has 1553 restaurants, consisting
of 1467 restaurants in NYC (New York) and 86 restaurants in Cambridge (Massachusetts)
that were found to have at least 20 reviews. Reviews that did not contain opinions (review
texts) were ignored and did not count toward the 20. The time frame associated with the
NYC dataset is Oct. 2003 to Dec. 2012, and that with the Cambridge dataset is Sep. 2003
to Dec. 2012. For each restaurant, the information we use are the dates when the reviews
were posted and the ratings, scaled as integers 1 to 5, that accompanied the reviews.
The question of whether there is a convergence towards a positive perspective in a
collection of ratings can be usefully interpreted, from a statistical perspective, as asking
whether the ratings have an increasing mean and decreasing standard deviation over time.
In this section, we present an initial, rudimentary analysis of the restaurant review data,
to see if the data confirms our hypothesis. Motivated by further questions raised by the
results of this analysis, we then perform several more sophisticated analyses in subsequent
sections.
Because it can be expected that the extent to which convergence in ratings is manifested
will be influenced by the length of time over which reviews were posted, we divided the
1467 NYC restaurants into six groups and the 86 Cambridge restaurant into 4 groups,
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corresponding to increasingly longer review periods. We defined the total length of a
review period as Tlast − Tfirst (days), where Tfirst is the time of the first review in our
dataset for a given restaurant, and Tlast is the time of the last review. Group 1 corresponds
to restaurants reviewed over the shortest period of time, the last group (Group 6 of the
NYC dataset and group 4 of the Cambridge dataset), the longest period of time. The
distribution of the restaurants and the reviews over these groups is summarized in Table 3.1
and Table 3.2 below. In the NYC dataset, Groups 3-5 have over 300 restaurants, whereas
Groups 1, 2, and 6 have fewer (i.e., on the order of 50 − 150). In the Cambridge dataset,
the total number of restaurants are much smaller, the largest two Groups 3-4 have over 30
restaurants whereas Group 1, 2 have only a few (less than 10).
Group Name Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 All
Tlast − Tfirst (days) (0,600] (600,1200] (1200,1800] (1800,2400] (2400,3000] (3000,3600] (0,3600]
Restaurant Count 107 168 371 366 398 66 1476
Review Count 4072 9395 18561 25201 36758 18039 112026
Table 3.1: NYC review data (TripAdvisor)
Group Name Group 1 Group 2 Group 3 Group 4 All
Tlast − Tfirst (days) (0,850] (850,1700] (1700,2550] (2550,3400] (0,3400]
Restaurant Count 9 9 38 30 86
Review Count 295 349 1564 2173 4381
Table 3.2: Cambridge review data (TripAdvisor)
Within each group of restaurants, we calculated the mean and standard deviation
of reviews over a sequence of non-overlapping windows, each of 84 days in length. More
specifically, within each group, all reviews that arrived in the first 84 days (starting from the
time of each restaurant’s first review) were pooled together, and the average and standard
deviation of all rating in that window were calculated. Similarly, the same statistics were
calculated for the next 84 days, and so on and so forth.
The results of this analysis are shown in Figure 3.1 and Figure 3.2 and appear to
strongly suggest, particularly for groups with longer review periods, that there is indeed
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an increasing mean and a corresponding decreasing standard deviation. We take these
observed patterns as a rough confirmation of our hypothesis of the convergence of ratings
toward a positive perspective in these data. However, a more refined treatment is clearly
necessary, given the amount of oscillation still evident in these curves. Additionally, we
wish to examine the robustness of our conclusions to the granularity of aggregation used
here, i.e., over time and over restaurants. We pursue these issues in the following two
sections.
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Figure 3.1: NYC Data: Mean and standard deviation of restaurant review ratings, in a
moving window of time (84 days). Lines are smoothed using moving average. Restaurants
grouped according to total time being reviewed (see Table 3.1).
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Figure 3.2: Cambridge Data: Mean and standard deviation of restaurant review ratings, in
a moving window of time (84 days). Lines are smoothed using moving average. Restaurants
grouped according to total time being reviewed (see Table 3.2).
3.3 Modeling review ratings
Since the ratings have discrete integer values 1 to 5, it is natural to model them with
multinomial logistic regression. Instead of modeling the probability mass function for each
category (1 to 5), we model cumulative probabilities. Let Yi be the rating at time ti, where
ti indexes the i-th time window of some fixed length. Consider a model based on the
cumulative response probabilities γij = P(Yi ≤ j),
log
γij
1− γi1 = θj − αti, for j = 1, 2, 3, 4 , (3.1)
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and γi5 = 1 , (3.2)
where α here is constant across response categories j. This model is called an ordinal
logistic regression model [54, 50, 59]. It is also known as a proportional-odds model,
because the ratio of the odds of the event Yi ≤ j at t1 and t2 is independent of the choice
of the category j. To fit these models we used the polr function in the R package MASS.
This model has a very nice latent variable interpretation [50], which is directly relevant
to answering our question regarding rating convergence. Assume consumer opinion about
a restaurant is actually a continuous variable Z, that  = Z − αt has the standard logistic
distribution, and that there are thresholds θ1, θ2, θ3, θ4. If Z lies below θ1 then a rating of
1 is given; if Z lies above θ4 then a rating of 5 is given; and if Z is between θj−1 and θj
then a rating of j is given, for j = 2, 3, 4. This leads to a re-expression of our model as
P (Yi ≤ j) = P (Zi ≤ θj) = P (Zi − αti ≤ θj − αti) (3.3)
=
exp(θj − αti)
1 + exp(θj − αti) . (3.4)
Thus when α is positive, the latent variable Z has an increasing mean as t increases. This
effect is illustrated in Figure 3.3.
With the understanding of this interpretation, we propose to evaluate and compare the
following two models:
m0 : log
γij
1− γi1 = θj , for j = 1, 2, 3, 4 , (3.5)
m1 : log
γij
1− γi1 = θj − αti, for j = 1, 2, 3, 4 . (3.6)
We fitted the linear model m1 to the aggregated group data defined in the previous
section. For the NYC dataset, the fitted values of α were positive for all six groups, and
statistically significant (comparing to the reduced model m0) using a log-likelihood ratio
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Figure 3.3: The distribution of the latent variable Z. When α is positive, the latent variable
Z has an increasing mean as t increases.
test with a 5% significant level for all but groups 1 and 2 (these two consisting of restaurants
having the shortest total review periods). For the Cambridge dataset, the fitted values of
α were negative and significant in Group 1, but positive and significant for the rest of the
groups. The fitted mean and standard deviations are shown in Figure 3.4 and Figure 3.5.
They closely follow the trends we observed in Figure 3.1 and Figure 3.2, which again
confirms our hypothesis of convergence towards positivity in ratings. Moreover, the rate
of change in the mean and standard deviation curves looks fairly consistent across groups
in the NYC dataset, and across the last two groups in the Cambridge dataset.
We repeated the same analysis at the level of individual restaurants, to assess the extent
to which the same increasing trend persisted at this level. Table 3.3(a) and Table 3.4(a)
summarizes the results, again broken down by group. The first row is the total number of
restaurants that have data in three or more categories of ratings. If a restaurant received
only two (or fewer) rating values, it was not used for this particular analysis, as there was
insufficient information to assess trend (i.e., manifesting in numerical instabilities during
model fitting). Note that relatively few restaurants were excluded. The second row shows
the proportion of restaurants found to have a statistically significant trend in their mean
52
0 10 20 30 40
3.
6
3.
8
4.
0
4.
2
4.
4
84-day window
m
od
el
 e
xp
ec
te
d 
ra
tin
g
Group1
Group2
Group3
Group4
Group5
Group6
0 10 20 30 40
0.
8
0.
9
1.
0
1.
1
1.
2
1.
3
84-day window
m
od
el
 s
ta
nd
ar
d 
de
via
tio
n 
of
 ra
tin
g
Group1
Group2
Group3
Group4
Group5
Group6
Figure 3.4: NYC Dada: Fitted Mean and standard deviation for the m1. Data are grouped
according to Tlast − Tfirst.
rating (i.e., model m1 chosen over m0 using a log-likelihood ratio test with a 5% significance
level). For the NYC dataset, this number varies from about 10% to about 36% as the time
exposure increases from Group 1 to Group 6. For the Cambridge dataset, since the first
two groups only have less than 10 restaurants, we pay attention to the last two groups.
The number in both of the last two groups are between 20% to 30%. The third row shows,
among those that have a linear trend, the proportion of restaurants having an upward
trend. In this step, we use a one-sided z-test with 5% significance level. The standard
deviation of the estimated α is corrected for over-dispersion and under-dispersion. We see,
therefore, that although only a third or fewer of the restaurants show a strong enough
trend individually for us to detect, among those that did, it was overwhelmingly upward
in nature.
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Figure 3.5: Cambridge Data: Fitted Mean and standard deviation for the m1. Data are
grouped according to Tlast − Tfirst.
We examined the robustness of these conclusions to our choice of time resolution. As
an extreme, we re-ran the analysis using windows of one day in length, rather than 84 days.
The results are summarized in Table 3.3 (b) and Table 3.4 (b), where it can be seen that
the numbers are very similar to those in Table 3.3 (a) and Table 3.4 (a).
Figure 3.6 – Figure 3.11 display a further analysis of the p-values in the tests related to
m0 and m1 and the estimated α in m1. As can be seen from Figure 3.6, from Group 1 to
Group 6, the density moves towards the left of the red vertical line at 5%. This means the
proportion of restaurants prefer model m1 than m0 increases from Group 1 to Group 6. In
Figure 3.7, among restaurants that prefer m1 than m0, majority of them have α > 0. There
is some density above and next to the 5% vertical line, this is because some restaurants
are corrected for over-dispersion and under-dispersion in the t tests. Figure 3.8 shows the
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Group # Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Ngroup 102 165 363 365 397 66
Nm1
Ngroup
10.78% 12.12% 12.12% 16.99% 22.67% 36.36%
Nm1,increase
Nm1
45.45% 35.00% 72.73% 95.16% 85.56% 91.67%
(a) With 84-day windows
Group # Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Ngroup 105 165 363 365 397 66
Nm1
Ngroup
10.48% 13.33% 12.40% 17.26% 23.17% 34.85%
Nm1,increase
Nm1
54.55% 36.36% 75.56% 95.24% 83.70% 91.30%
(b) With daily windows
Table 3.3: NYC Data: Comparison of models m0 and m1. Here Ngroup is the number of
restaurants with ratings in three or more categories; Nm1 is the number of those restaurants
for which m1 is judged better than m0, based on an analysis of deviance; and Nm1,increase
is the number of the latter for which the mean is increasing (i.e., the estimated α is both
significant and positive). In (a), three restaurants which have reviews in less than three
windows are excluded from Group 1.
Group # Group 1 Group 2 Group 3 Group 4
Ngroup 8 9 37 30
Nm1
Ngroup
25.00% 0% 27.03% 23.33%
Nm1,increase
Nm1
50.00% NA% 80.00% 100.00%
(a) With 84-day windows
Group # Group 1 Group 2 Group 3 Group 4
Ngroup 8 9 37 30
Nm1
Ngroup
25.00% 0% 24.32% 23.33%
Nm1,increase
Nm1
50.00% NA% 66.67% 85.71%
(b) With daily windows
Table 3.4: Cambridge Data: Comparison of models m0 and m1 on individual restaurant
data. Here Ngroup is the number of restaurants with ratings in three or more categories;
Nm1 is the number of those restaurants for which m1 is judged better than m0, based on
an analysis of deviance; and Nm1,increase is the number of the latter for which the mean is
increasing (i.e., the estimated α is both significant and positive). In (a), three restaurants
which have reviews in less than three windows are excluded from Group 1.
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distribution of the estimated α in model m1. The density above zero increases from Group
1 to Group 6. Similar results for the Cambridge data are shown in Figure 3.9 – Figure 3.11.
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Figure 3.6: NYC Data: Distribution of p-values for the log-likelihood ratio tests comparing
m0 and m1. The red vertical line indicates the location of 5% value. Restaurants on the
left side of the red line reject m0.
We also considered a quadratic model in addition to the basic model of m0 and the
linear model of m1. The results are summarized in Appendix 6.5. On a group basis, the
quadratic model confirms what we observed in Figure 3.4 and Figure 3.5. On an individual
basis, for the NYC dataset, the proportion that prefer a quadratic model is not very large
among those detected to have a linear trend. However, this number generally increases
with group number. In addition, for Group 5 and 6, majority of the preferred quadratic
model ultimately have an upward trend. On the other side, a quadratic model is not
successful with the Cambridge dataset. For details, please refer to the figures and tables
of Appendix 6.5.
The test results in this chapter and in Appendix 6.5 are without multiple testing cor-
rections. One of our goals here is classification. And if we do a severe correction for control
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Figure 3.7: NYC Data: Distribution of p-values in the z-tests for α < 0 among the
restaurants that reject m0 in the log-likelihood ratio test. The red vertical line indicates
the location of 5% value. Restaurants on the left side of the red line reject α < 0.
of Type I error, we’re going to pay a price in Type II errors. But since each type of classi-
fication of restaurant (i.e., no trend, linear trend, quadratic trend) are equally important
to us especially in Table 6.1 and Table 6.2, we do not want to control Type I error at the
expense of Type II error.
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Figure 3.8: NYC Data: Distribution of estimated α in m1. The red vertical line indicates
the location of 0. Restaurants on the right side of the red line have the estimates αˆ > 0.
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Figure 3.9: Cambridge Data: Distribution of p-values for the log-likelihood ratio tests
comparing m0 and m1. The red vertical line indicates the location of 5% value. Restaurants
on the left side of the red line reject m0.
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Figure 3.10: Cambridge Data: Distribution of p-values in the z-tests for α < 0. The red
vertical line indicates the location of 5% value. Restaurants on the left side of the red line
reject α < 0.
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Figure 3.11: Cambridge Data: Distribution of estimated α in m1. The red vertical line
indicates the location of 0. Restaurants on the right side of the red line have the estimates
αˆ > 0.
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3.4 Accounting for popularity
In previous sections we have seen the upward trend of the review ratings as time increases.
This motivates us to consider a simple mechanism that might be argued to push the average
rating higher over time, with an eye towards assessing the extent to which this mechanism
explains some or all of the observed upward trend in our data.
Intuitively, we expect that a popular restaurant tends to get more positive reviews. This
may be explained by the bandwagon effect, a group-think behavior, and a social influence
on an individual’s perception of qualities, which has long been studied in economics and
social science [8, 74, 34, 47], and recently in online social media [58]. Therefore, we propose
to use the intensity of review postings as an indicator of how popular a restaurant is and
to test, using an appropriately modified version of our models m0 and m1, to what extent
the increase in review intensity explains increases in average rating.
We employ a two-stage procedure in our modeling. In the first stage we use a non-
parametric kernel-smoothing method for point process data [17] to estimate the review
intensity. This estimator is basically a kernel estimator of a probability density estimation
with boundary correction. We use a Gaussian kernel and a plug-in bandwidth selector
proposed by Sheather and Jones [68]. In the second stage, we use ordinal multinomial
logistic regression to model ratings. Specifically, letting λ(t) be the review intensity at
time t, and λˆ(t), the intensity estimated from the data, we compare the following two
models:
n0 : log
γtj
1− γt1 = θj − α1 log(λˆ(t)) , (3.7)
n1 : log
γtj
1− γt1 = θj − α1 log(λˆ(t))− α2t , (3.8)
for j = 1, 2, 3, 4. We note that the exact time of posting of reviews is not available to us,
beyond the day of posting. Ties among the ‘arrival time’ of reviews can be broken through
randomization, although this does not appear to affect our results.
60
Group # Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Ngroup 105 165 363 365 397 66
Nm1,increase
Ngroup
5.71% 4.85% 9.37% 16.44% 19.40% 31.82%
Nn1,increase
Ngroup
4.76% 3.63% 8.82% 13.70% 7.56% 16.67%
Nn1,increase
Nm1,increase
83.33% 75.00% 94.12% 83.33% 38.96% 52.38%
Table 3.5: NYC Data:
Nn1,increase
Ngroup
is the proportion of restaurant where n1 beats n0 and
still have a positive trend in time.
Group # Group 1 Group 2 Group 3 Group 4
Ngroup 9 9 38 30
Nm1,increase
Ngroup
12.25% 0% 16.22% 20.00%
Nn1,increase
Ngroup
0% 0% 10.81% 6.67%
Nn1,increase
Nm1,increase
0% NA% 66.67% 33.33%
Table 3.6: Cambridge Data:
Nn1,increase
Ngroup
is the proportion of restaurant where n1 beats n0
and still have a positive trend in time.
The results of our analysis, and the comparison of those results to our previous analysis,
are summarized in Table 3.5 and Table 3.6. The second row of Table 3.5 is the proportion
of restaurants originally found to have an upward trend in time (calculated by multiplying
the second row of Table 3.3(b) by the third row of Table 3.3 (b)). The third row of Table 3.5
is the proportion of restaurants that have an upward trend in time even after accounting
for the effect of the rating intensity λ. Finally, the fourth row of this table is the third row
of Table 3.5 divided by the second row of Table 3.5. Table 3.6 is based on the Cambridge
dataset. Rating intensity has higher explanatory power of the upward trend when the
number in the fourth row is lower. We see that this number is much lower for Group 5 and
Group 6 than for Groups 1-4 in the NYC dataset. In the Cambridge dataset, the number
in Group 4 is 33%, much lower than 66% of Group 3. This means intensity has explained
a lot of the upward trend in these three groups. These findings support our hypothesis
that a popular restaurant is more likely to attract better ratings, hinting at latent group
think/social influence factor. However, at the same time, our results indicate that there
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is still a substantial fraction of the upward trend in ratings that is not explained by our
proxy for popularity.
Figure 3.12 – Figure 3.17 display a further analysis of the p-values in the tests related to
n0 and n1 and the estimated α2 in n1. Comparing Figure 3.6 with Figure 3.12 the density
on the left of the red vertical line at 5% is smaller in Figure 3.12 than in Figure 3.6. This
means after adding the estimated intensity in the regression function, the proportion of
restaurants with a residual trend in time has decreased. Figure 3.7 shows that among
restaurants with a residual trend in time, still, majority of them have an upward trend.
Comparing Figure 3.8 and Figure 3.14, the most obvious difference is in Group 6, that is,
the density above zero is smaller in Figure 3.14 than in Figure 3.8. Similar results for the
Cambridge data are shown in Figure 3.15 – Figure 3.17.
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Figure 3.12: NYC Data: Distribution of p-values for the log-likelihood ratio tests comparing
n0 and n1. The red vertical line indicates the location of 5% value. Restaurants on the left
side of the red line reject n0.
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Figure 3.13: NYC Data: Distribution of p-values in the z-tests for α2 < 0 among the
restaurants that reject n0 in the log-likelihood ratio test. The red vertical line indicates
the location of 5% value. Restaurants on the left side of the red line reject α2 < 0.
3.5 Discussion
The quality of the review ratings as well as the psychological/sociological reasons behind
reviewer behaviors have become an interesting topic as the internet dramatically facilitates
the effect of WOM among users. It is observed by practitioners and also mentioned in
a few research articles that many large review websites have very high average ratings.
We thus hypothesized that the distribution of the review ratings converges to a positive
perspective as time increases. In this chapter, we quantify this phenomenon first by plotting
the rough characteristics of the ratings, then by subtler statistical modeling with ordinal
logistic regressions. We found evidence that the ratings have an upward trend in time. This
discovery is potentially a confounding effect between popularity and longevity, however,
from the average ratings in Figure 3.1 and Figure 3.2 we see no obvious selection bias
toward grouping the worst(best)-quality restaurants into the first (last) group in each
dataset. Finally we tried to explain the trend using the popularity of the restaurants with
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Figure 3.14: NYC Data: Distribution of estimated α2 in n1. The red vertical line indicates
the location of 0. Restaurants on the right side of the red line have the estimates αˆ2 > 0.
the review intensity as a proxy for the popularity. We found interesting results that could
support the group think/social influence hypothesis.
The latter was motivated by our assertion that the high influx of reviews that char-
acterizes a popular restaurant is very likely to introduce numerous positive ratings, and
lead to a converged positive state for the observed average. Looking forward, however,
ideally a more nuanced approach is joint modeling of ratings and review intensity, rather
than intensity serving only as an explanatory variable to ratings, as in our analysis. For
example, the connection between the arrival rate of new reviews and the increased average
rating can also be explained if one considers the true quality of the reviewed items and
the nature of ranking mechanisms on review websites: a high-quality item will eventually
be discovered by users and receive the praise (and high ratings) that it deserves. A higher
influx of reviews will give more visibility to the item, since it will be ranked higher by the
website, and users also tend to gravitate toward frequently-reviewed items. As a result,
the product’s high quality will emerge faster, and become reflected on the high average
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Figure 3.15: Cambridge Data: Distribution of p-values for the log-likelihood ratio tests
comparing n0 and 01. The red vertical line indicates the location of 5% value. Restaurants
on the left side of the red line reject m0.
rating. In other words, the increased arrival rate leads users (and thus new reviewers) to
popular items of well-tested quality, that end up receiving even more positive reviews and
increasing their average rating. We will discuss such a model in Chapter 4
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Figure 3.16: Cambridge Data: Distribution of p-values in the z-tests for α2 < 0. The red
vertical line indicates the location of 5% value. Restaurants on the left side of the red line
reject α2 < 0.
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Figure 3.17: Cambridge Data: Distribution of estimated α2 in n1. The red vertical line
indicates the location of 0. Restaurants on the right side of the red line have the estimates
αˆ2 > 0.
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Chapter 4
State-Space Modeling Of Review Ratings As A
Marked Point Process
4.1 Introduction
Review websites allow users to contribute comments and ratings to help other people make
purchase decisions. They aggregate people’s opinions towards a certain product or service,
and serve as a collective intelligence. Researchers in psychology have shown the existence
of collective intelligence. Similar to individual’s general intelligence which is measured by
correlations among individual’s performance on a wide variety of cognitive tasks, Woolley
et al. [78] define group’s collective intelligence as the general ability of a group to perform
a wide variety of tasks. Their research also found evidence through experiments that,
collective intelligence, although only moderately correlated with the average, is signifi-
cantly correlated with social sensitivity and the way group members interact when they
are assembled.
Since collective intelligence is correlated with the way people interact, a natural ques-
tion arising when using online review ratings is whether ratings are influenced by others.
Recent research has studied how social influence affects the wisdom of crowds or collective
intelligence. Social influence is observed as people’s behavior trending towards conformity.
Jones stressed the desire to conform exists [36]. He argues that explanations for this desire
include joint production, economies of scale, conforming as a heuristic solution to a diffi-
cult co-ordination problem, and conforming as a method of choosing one of many possible
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equilibria [66]. Conformity could be an informationally cheap and efficient way to learn
from more experienced people. Conformity also enables people to work collectively in the
workplace to better achieve their goals [53].
Conformity can also come from imitation, which is an important social phenomenon
that has been documented by numerous studies in zoology, sociology, and social psychology.
Bikhchandani, Hirshleifer and Welch model the dynamics of imitative decision processes as
informational cascades [8]. In this process, people make decisions sequentially. Individuals
observe the decisions made by people ahead of them, and decide whether ‘adopt’ or ’reject’.
An information cascade occurs when it is optimal for individual to ignore his own private
signal and follow the behavior of people ahead of him. The consequence of this information
cascade is that his decision does not add any information to others. Then the next person’s
decision is drawn from the same distribution as the previous individual’s, so it is also
optimal for him to ignore his private information as well. Without any external information
added to this process, all later individuals take the same action. Cascades can be fragile
when individuals contribute different distributions, if new public information is revealed
or if underlying values change. This model brings thoughts to the online review rating
process, because review process is also sequential decision making. If information cascade
occurs in review process, without external information change such as public information
or underlying value change, a converging review rating process could be observed.
Another piece of evidence that social influence can undermine the wisdom of crowds
is documented in [47] where estimation experiments are conducted. In the experiments,
subjects are asked to answer factual questions after having received average or full infor-
mation from the response of other subjects. The experiment shows that there are three
ways in which social influence undermine the wisdom of crowds: The ‘social influence ef-
fect’ diminishes the diversity of the group without improving the accuracy. The ‘range
reduction’ effect makes the location of the truth far away from the central area of the es-
timation region. The ‘confidence effect’ means the subjects become more confident about
their revised estimates after observing the estimates from other subjects. Under the influ-
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ence of the three effects, individuals become increasingly confident about their false beliefs,
as they observe the convergence of the collective opinions. In addition, this paper stresses
the importance of diversity in forming the wisdom of crowds around the truth.
Looking at the role of diversity and social influence from the perspective of network
structure, Lazer and Friedman [43] found that contrary to the common idea that the
more connected we are, the better, in fact, both poorly-connected and well-connected
networks perform badly in parallel problem solving tasks. They examined several net-
work structures including linear networks, totally connected networks, random networks
(Erdo¨s-Re´nyi) , and small world networks (Watts and Strogatz). Isolated, small pop-
ulated networks perform bad because they start from a smaller set of possible solutions.
While well-connected networks quickly drive out diversity and converge to a local optimum,
moderately-connected networks maintain diversity longer, allowing exploration around a
number of better strategies.
Parallel problem solving is a different task from the estimation experiments. In a
parallel problem solving, a set of equivalent agents work on the same problem, they can
learn from each other’s action, but each one’s success or failure is not affected by the
performance of other agents. An example is, a group of researchers work on the same
research topic, they can look at what some of the other researchers are doing and how
they are performing, and decide whether they want to learn from other researchers. In
parallel problem solving, individuals solve problems collectively and simultaneously. In
the estimation experiments of [47], the subjects make estimations separately. They may
receive information from other subjects’ response. But their estimations do not affect other
subjects. In both tasks, social influence play a role in the performance.
Research has shown that social influence on collective intelligence exists in finance,
policy making, television advertisement, conformity to social norms ... It is possible that
the effect of social influence exists in people’s behavior of online reviews. The diversity of
people’s opinions diminishes with time as they observe previous reviews and ratings. Thus
comes the convergence of review ratings. In Chapter 3, we tested the hypothesis that the
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high influx of reviews that characterizes a popular restaurant is very likely to introduce
numerous positive ratings. We sought to explain this phenomena by social influence on an
individual’s perception of qualities. However, ideally a more nuanced approach is to jointly
model ratings and review intensity, rather than intensity serving only as an explanatory
variable to ratings. For example, a higher influx of reviews will give more visibility to the
restaurant, since it will be ranked higher by the website, and users also tend to gravitate
toward frequently-reviewed restaurants. As a result, the group think/social influence be-
havior will be reflected on the high average rating. On the other hand, high ratings will
attract more users to the restaurant and leave more reviews. In this section, we build a
state-space model for the review arrivals and review ratings jointly. The underlying state
space captures the popularity of a restaurant, which is a driving force for both the review
intensity and the review ratings. We also consider effects of extrinsic factors (economic
circle, website’s popularity, for example) on review intensity.
4.2 Marked point process and state-space model
In our data, each review is associated with a rating, so the review process is a marked
point process defined on the product space of points (each review is a point) and marks
(each rating is a mark). Put it another way, there are two observation processes, of which
one is the dynamic of review arrivals, the other is the dynamic of review ratings. With the
state-space model, we additionally assume to have one latent process. In order to model
both ratings and review intensity jointly, we let both observation processes be driven by
the same underlying latent process. In this section, we describe the state-space model in
detail, specifically, how the two observation processes are represented in terms of the latent
process. In Section 4.3, we interpret the meaning of the latent process.
Assume restaurant reviews are observed on an interval (0, T ], and reviews arrive at
times {ui}Ji=1, with 0 < u1 < u2, · · · , uJ < T , we define for t ∈ (0, T ] the conditional
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intensity function
λ(t|xt, Ht) = lim
∆→0
Pr(N(t+ ∆)−N(t) = 1|xt, Ht)
∆
, (4.1)
where N(t) is the number of reviews submitted in (0, t], Ht is the observation history
up to and including time t, and xt defines the unobserved latent state at time t. Then
λ(t|xt, Ht)∆ defines approximately the probability of the reviews happening in interval
(t, t+ ∆].
Next, for each review, we observe a rating with five possible values, integers 1 to
5. Let yt,j be the count of reviews having a rating of j at time t, for j = 1, · · · 5, and
yt = (yt,1, yt,2, yt,3, yt,4, yt,5). In continuous time, yt,j and
∑5
j=1 yt,j are at most 1. The
probability mass function p(yt|xt, Ht) is also conditioned on the latent state at time t.
Because the algorithm in Section 4.4 is in discrete time, from now on we describe the
model in discrete time. The time interval (0, T ] is discretized We have defined the the
two observation processes in continuous time, however, to simplify the notation for our
Particle Filtering algorithms, from now on we assume that the processes including the
latent process are defined on a discrete set of evenly spaced lattice points. To define the
lattice, we choose K large, and divide the time interval (0, T ] into K intervals of width
∆ = TK−1: {tk : 0 = t0 < t1 < · · · < tK = T}. Let λk represent λ(tk|xk, Hk). Then we
use a doubly stochastic Poisson model, and assume the conditional intensity at time tk in
terms of the latent process follows a simple log linear model:
λk = λ(tk|xk) = exp(zk + xk) . (4.2)
In the formula above, zk represents the effect from both the review website’s increasing
popularity and the economic cycle. It is considered as an extrinsic variable that drives
the dynamic of the the review arrivals for every restaurant. Again xk is the value of the
latent process in the time interval (tk−1, tk], and it is a restaurant specific pattern. The
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meaning of this representation will be explained in Section 4.3. When ∆ is small enough,
the approximate probability mass function for dN(k∆), the number of a reviews in the
interval (tk−1, tk], is defined as
p(dN(k∆)|xk) = exp(dN(k∆) log(λk∆)− λk∆)/dN(k∆)! . (4.3)
On the side of the rating process, yk,j is the count of reviews having a rating of j
at time interval (tk−1, tk], for j = 1, · · · 5, and yt = (yt,1, yt,2, yt,3, yt,4, yt,5). Note that
dN(k∆) =
∑5
j=1 yk,j . The probability mass function of yk is
p(yk|xk) = (dN(k∆)!/yk,1! yk,2! yk,3! yk,4! yk,5!) (pk,1)yk,1(pk,2)yk,2(pk,3)yk,3(pk,4)yk,4(pk,5)yk,5 ,
(4.4)
given there is at least one review at time interval (tk−1, tk]. Hence pk,j is the probability
of a rating equal to j at time interval (tk−1, tk]. The pk,j ’s are functions of the cumulative
probabilities γk,j =
∑
i≤j pk,i, for j=1,2,...,5, which we assume is driven by the latent state
xk too, i.e.,
log
γk,j
1− γk,j = θj − αxk, for j = 1, 2, 3, 4 . (4.5)
As for the latent process, it is assumed to follow the following dynamic,
xk = F0 + F1xk−1 + βk + k , (4.6)
where k ∼ N(0, σ2). This process has a constant term F0, a linear term βk and a auto-
regressive(AR) term F1xk−1. The AR term gives this process some continuity. The linear
term gives the process a linear trend. When |F1| < 1, this process is linear stationary. If
the state is stationary, the slope and intercept of this process are
β∗ = β/(1− F1) (4.7)
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and
F ∗0 = F0/(1− F1)− F1β/(1− F1)2 (4.8)
[65].
The complete log likelihood incorporating all three processes is
l =
K∑
k=1
(zk + xk + log ∆)× dN(k∆)
−
K∑
k=1
exp(zk + xk)×∆
+ yk,1 log pk,1 + yk,2 log pk,2 + yk,3 log pk,3 + yk,4 log pk,4 + yk,5 log pk,5
+
K∑
k=1
−1
2
(xk − F0 − F1xk−1 − βk)2
σ2
− K
2
log 2pi − K
2
log σ2 + log f0
− log(yk,1!)− log(yk,2!)− log(yk,3!)− log(yk,4!)− log(yk,5!) (4.9)
where f0 is the distribution of the initial state.
From Equation 4.2 and Equation 4.6, we can see that if we estimate the coefficient of
xk in Equation 4.2 and the set of parameters{F0, F1, β, σ2} at the same time, then there
are infinite solutions. This state-space model is identifiable with a fixed coefficient of xk in
Equation 4.2, we set this coefficient to 1.
4.3 Interpretation of the extrisic variable and latent process
4.3.1 Extrinsic variable as global trend
In Section 4.3 (and only in this section), we give each restaurant an index R, R =
1, 2, · · · , C, where C is the total number of restaurants. As stated in Section 4.2, zk rep-
resents the effect from both the review website’s increasing popularity and the economic
cycle. Every restaurant is affected the same, so zk does not depend on R. This is intended
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as a global trend, which can be estimated by averaging log λRk though all the restaurants.
Another reason we want to do this is because we do not have access to other data, for
example, the website’s user growth, in order to evaluate this variable truly ‘extrinsically’.
Below we describe the computation of zk in detail.
Let Sk be the set of restaurants whose review period (T
R
first, T
R
last) includes time tk, from
the previous section, we have
log λRk = zk + x
R
k for R ∈ Sk . (4.10)
Define,
zˆk =
1
|Sk|
∑
R∈Sk
log λRk . (4.11)
Because zk and zˆk have the same value for every restaurant, they do not have index R.
Again, λRk in Equation 4.11 needs to be estimated. As in Chapter 3, we use a non-
parametric kernel-smoothing method for point process data [17] to estimate the review
intensity, and plug in the estimated intensity into Equation 4.11. The estimated extrinsic
variable is
zˆk =
1
|Sk|
∑
R∈Sk
log λˆRk . (4.12)
The value of the extrinsic variable for the two datasets separately are plotted in Fig-
ure 4.1. We can see that the two lines are very similar, following the same trend. We find
two characteristics: first, the global trend increases with time in general, which coincides
with the website’s general growth; second, comparing the extrinsic variable in Figure 4.1
with the S&P 500 index (an American stock market index based on the market capitaliza-
tions of 500 large companies having common stock listed on the NYSE or NASDAQ) in
Figure 4.2, we can see that the economic condition is one important factor that affects the
extrinsic variable. S&P 500 index is considered as an leading economic indicator, which
usually change before the whole economy change as a whole. The peaks of the extrinsic
variables of the two datasets are close to the end of 2007 and the beginning of 2008. The
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peak in the S&P 500 index is right before that. The valley of the extrinsic variable is
around 2009 for the NYC data, and around 2010 for the Cambridge data. The valley of
the S&P 500 index is in 2009. The extrinsic variable is a global trend that can be affected
by many factors, but comparing Figure 4.1 and Figure 4.2, we can see that the economic
condition is one important factor that affects the extrinsic variable.
2006 2008 2010 2012
-7
-6
-5
-4
-3
-2
-1
year
z t
Extrinsic Variable
NYC
Cambridge
Figure 4.1: Estimated extrinsic variable from NYC restaurant data and Cambridge restau-
rant data separately.
We can see from Equation 4.10 that latent states xRk are the deviations of log intensity
from global trend. It represents the restaurant specific popularity adjusted for the global
trend. A restaurant that has increasing intensity with time, after getting rid of the global
trend, could have increasing or decreasing ‘marginal popularity’ depending on its own
characteristics. This part of restaurant specific pattern is driven by the latent states. We
thus interpret the latent process as relative restaurant specific popularity. We want to
stress that this residual popularity is what we care about as opposed to the global trend,
because it is arguably more reflective of why one restaurant is different from another.
Comparing Equation 4.2 and Equation 4.5, we know that only the review arrival process
is directly affected by the global trend but both that and the rating process are driven by
the restaurant specific popularity. Therefore in this state-space model, what is different
75
Figure 4.2: S&P 500 Index (Google Finance).
from the model in Chapter 3, where popularity is an explanatory variable for ratings, is
that we allow interaction between review arrivals and review ratings in the sense that the
maximum log likelihood (in Equation 4.9) is determined by the two observation processes
simultaneously. The assumption that the extrinsic variable does not affect the review
ratings directly means that, during economic downturns, many people might not be able
to afford to eat at a restaurant, but for people who can actually afford to do so, their
opinions about the quality of the restaurant are not affected by the economic condition.
4.3.2 Extrinsic variable as exposure
Another way of interpreting the extrinsic variable zk lies in the context of exposure of a
rate variable, which is dealt with using offset in Poisson regression. Arrival intensity is a
rate variable, rate is calculated as the number of events per unit of time, area, etc. Holding
a constant rate, as time/area increases, the total number of events increases proportionally.
The units of time/area is called exposure. In our case, we have exposure to the popularity
of the website (e.g. TripAdvisor) and/or the change of economic conditions. Holding arrival
rate constant, increasing the popularity of the website (and/or prosperity of the economy),
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the number of review arrivals should increase proportionally.
The exposure is dealt with in Poisson regression as ‘offset ’, which has a parameter
constrained to 1, as follows
log(λRk ) = log(exposurek) + parameters× other covariatesR , (4.13)
for R = 1, 2, · · · , C. In our case, we have
log(λRk ) = zk + x
R
k , (4.14)
for R = 1, 2, · · · , C, where xRt has coefficient of 1 for the identifiability of the model.
Comparing Equation 4.13 and Equation 4.14, zt can be explained as log of exposure, i.e.
zk = log(exposurek) . (4.15)
If we make λ˜Rk = exp(x
R
k ) the restaurant specific intensity, we have
λRk = exp(zk)× λ˜Rk (4.16)
= exposurek × λ˜Rk (4.17)
for R = 1, 2, · · · , C.
4.4 Estimating parameters and the latent process
From now on we drop the index R in all formulas for simplicity. As stated in Section 4.1,
our purpose in this project is to detect the interaction between review arrivals and review
ratings. In order to do so, as a first step we need to define the type of interaction we
detect with this state-space model – association. Intuitively, a positive association means
that review intensity and review ratings move in the same direction as time passes by. We
have said that the intensity we really care about is the relative restaurant specific intensity
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getting rid of the global trend. Since the coefficient of the latent state in Equation 4.14
is 1 (for the purpose of identifiability), the relative restaurant specific intensity increases
with xk, thus the two processes move in the same direction if and only if α in Equation 4.5
is positive. Another way to see this is by simplifying the state-space model:
log
γk,j
1− γk,j = θj − α(log λk − zk) (4.18)
= θj − α× log λ˜k, for j = 1, 2, 3, 4 , (4.19)
where log λ˜k = log λk − zk is the relative restaurant specific intensity. When α is positive,
the relative restaurant specific intensity and the review ratings move in the same direction.
What we are also interested in is how much this association could be used to explain the
upward trend observed in restaurant review ratings. Thus we also need to define ‘upward
trend’ in this model. From Equation 4.19, we can see that the trend of ratings is decided
by two things together: α and the trend of log λ˜k. The trend of log λ˜k is in turn decided
by the direction of β∗. If and only if α and β∗ have the same sign, ratings have an upward
trend.
In order to estimate the parameters, we use Sequential Monte Carlo (SMC, also called
particle filtering) to generate posterior distributions p(xk,Θ|Hk) for the states and the
parameters Θ = {F0, F1, β, α, σ2, θ1, θ2, θ3, θ4}. Consider the augmented state space U ik =
{xik,Θik} containing both the state variables and parameters of the ith particle at time
(tk−1, tk]. The k subscript on the parameter Θ here indicates that the samples (particles)
are from the posterior on the (tk−1, tk] time interval; Θ is not time-varying. What we
are going to use is a method that combines parameter and state estimation [55, 20]. The
algorithm is as follows
1. Initialization: Set k = 0 and for i = 1, · · · , n particles, draw the initial states and
parameters from a initial probability distribution p(U0) and set weights w
i
0 =
1
n for all
i, set k=1. We use n = 10000, which is a compromise between computation burden
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and accuracy.
The initial distributions are served as a prior of the states and parameters. We choose
to use uniform distributions over a very likely range. Within the very likely range,
each value is equally important. The “very likely range” is determined through a
preliminary analysis. We first use Poisson GLM and ordinal logistic regression to
get initial estimates of F0, β, α, θ1, θ2, θ3, θ4 and their standard deviations (assuming
F1 = 0 and using Equation 4.7 and 4.8), then the initial distributions of F0, β, α
are uniform distributions with upper (lower) limit equal to the initial estimate plus
(minus) two standard deviations. θ1, · · · , θ4 are obtained by generating four ordered
values from Unif(θˆ1−2× sd(θˆ1), θˆ4 + 2× sd(θˆ4)). The reason we choose two standard
deviations is because the initial estimates are Gaussian distributed, and two standard
variations cover more than 95% of the mass for a Gaussian distribution. In addition,
we set F1 ∼ Unif(−0.3, 0.3), values are around zero, but the absolute value is less
than 1, this means the state process is linear stationary. The σ2 cannot be negative.
Because we use the transition probability as the proposal density, the value of σ2
decides the range of the proposed particles, if σ2 is too small, the range is too small,
if σ2 is too large, there are a lot of noise. Through our experiments, we found the
initial distribution σ2 ∼ Unif(0.01, 0.2) work well for the restaurant review data.
Although x0 is not included in Θ, it is generated here with x0 ∼ Unif(−3,−1). The
initial distributions have less and less influence over the final estimates when we
observe more and more data.
2. Sample parameters: For i = 1 · · ·n, draw a new parameter vector Θik from the ith
normal component of the kernel density, namely
Θik ∼ N(·|mik−1, h2Ĉov({Θik−1})) , (4.20)
where mik−1 = ρΘ
i
k−1 + (1− ρ)Θ¯k−1 and h2 = 1− ρ2. ρ is a constant, called discount
factor, and Θ¯k−1 denotes the weighted average of all the parameters over particles.
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The ρ is the smoothing parameter, often selected to be between 0.960 and 0.999 based
on standard practice. [20]. We use ρ = 0.96. Sampling the parameter values in this
manner ensures that the variance of the estimate cannot increase as we observe more
data. Thus it will increase the convergence rate in the sense of the second moment.
The Θik must satisfy that σ
2 > 0 and θ1 ≤ θ2 ≤ θ3 ≤ θ4, otherwise reject this particle
Θik and sample again.
This approach is equivalent to specifying an artificial parameter evolutions [20]
p(Θk+1|Θk) ∼ N(ρΘk + (1− ρ)Θ¯k, h2Ĉov({Θik−1})) . (4.21)
3. Importance Sampling: Using a proposal distribution, for example, pi(xik|xi0:k−1, Hk,Θik)
to update all of the states. Evaluate the importance weight of the ith particle
wik = w
i
k−1
p(dN(k∆),yk|xik,Θik)p(xik|xik−1,Θik)
pi(xik|xi0:k−1, Hk,Θik)
, (4.22)
where p(xik|xik−1,Θik) is computed based on Equation (4.6):
p(xik|xik−1,Θik)
= exp{−1
2
(xik − (F0)ik − (F1)ikxik−1 − βikk)2
(σ2)ik
− K
2
log 2pi − K
2
log(σ2)ik} , (4.23)
and p(dN(k∆),yk|xik,Θik) is computed based on Equation (4.2) and (4.4):
p(dN(k∆),yk|xik,Θik)
= exp{(zk + xik + log ∆)× dN(k∆)
− exp(zk + xik)×∆
+ yk,1 log p
i
k,1 + yk,2 log p
i
k,2 + yk,3 log p
i
k,3 + y
i
k,4 log pk,4 + y
i
k,5 log p
i
k,5
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− log(yk,1!)− log(yk,2!)− log(yk,3!)− log(yk,4!)− log(yk,5!)} . (4.24)
The (F0)
i
k, (F1)
i
k, β
i
k and (σ
2)ik in Equation 4.23 are components of Θ
i
k form the
previous step.
4. Resampling: Resampling is used to reduce the effect of a common problem with
particle filters, the degeneracy phenomenon, where after a few iterations, all but one
particle will have negligible weight.
Resampling can be performed at any fixed interval. In this case, we resample at each
index k. Draw n particles {U˜ ik = (x˜ik, Θ˜ik) : i = 1, · · · , n} from {U ik = (xik,Θik) : i =
1, · · · , n} using residual resampling, a resampling scheme where particles with large
weights are replicated based on their weight and particles with small weights have
some probability of surviving and some probability of being eliminated. Specifically,
let n be the number of particles used. We retain Mi=bnwikc copies of U ik, where b·c
indicates rounding down to the nearest integer, and then obtain n−∑iM i.i.d. draws
from {U ik} with probabilities proportional to nwik −Mi. After residual resampling,
reset the weights to w˜ik = n
−1 to obtain the Monte Carlo estimate of the probability
density
p(U˜k|Hk) ≈ n−1
n∑
i=1
δ(U˜k − U˜ ik) . (4.25)
5. Compute any statistic, gk(U˜k), of the interest based on approximated posterior dis-
tribution and repeat steps 2-5:
E(gk(U˜k)) ≈
n∑
i=1
w˜ikgk(U˜
i
k) . (4.26)
Steps 2 − 5 are the general steps for particle filtering on an augmented state space.
In Step 3, we have used pi(xik|xi0:k−1, Hk,Θik) as the proposal distribution. This proposal
density is optimal in the sense that it is based on all the observations available up through
time tk and all the estimated states up through time tk−1. Because the optimal proposal
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density is often difficult to compute, a frequent choice is to approximate the proposal
density using the state transition density p(xik|xik−1,Θik), which is called the Bootstrap
filter. Besides that, in our problem, we do not need gk(U˜k) in Step 5. What we are
interested is the posterior distribution p(U˜k|Hk) in step 4. As a final step, we use the
posterior distribution of Θ at time K to infer β∗ and α.
4.5 Posterior distributions of the parameters
We have stated in Section 4.4 that, we are interested in the parameters α and β∗ =
β/(1−F1). We also obtained through the Sequential Monte Carlo algorithm the posterior
distribution p(UK |HK) or (p(U˜K |HK)) of the augmented state space which contains the
parameter space. We would like to first understand what the posterior distributions look
like.
A reasonable guess is that the posterior distribution of the augmented state space is
close to Gaussian. This is because the state transition density and the distribution from
which the parameters are sampled (Equation 4.20) are both Gaussian. The only step the
Gaussian distribution is adjusted is through p(dN(k∆),yk|xik,Θik) of Equation 4.22 in the
importance sampling step of SMC. In fact, in literature, Gaussian approximations in similar
cases are well accepted. Smith and Brown [70] approximated by Gaussian distribution
the posterior distribution of the states estimated using a state-space model with point
process observations. Prerau, Smith, Eden et.al. [61] also used Gaussian approximation in
estimating the posterior distribution of the states when there are two observation processes,
of which one is continuous, the other is a binary measure. In stead of being a binary
measure, one of our observation processes is actually a multinomial measure. Based on
the above reasons, we would like to compare the posterior distribution we obtained from
Section 4.4 with Gaussian distributions. The QQ plots in Figure 4.3 to 4.5 show that
the posterior distribution of α, β, and β∗ are in fact very well approximated by Gaussian
distributions.
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Figure 4.3: QQ plots comparing p(α|HK) (standardized) estimated from NYC Restaurant
#1-5 and #1001-1005 with standard normal distribution.
Then we utilize the posterior distribution to set up the rules for us to say something
about the parameters. The rule is, we say Θ ∈ Θ0 if
∫
Θ0
p(Θ|HK) dΘ > 95%. For example,
we say α > 0 if
∫ +∞
0 p(α|HK) dα > 95%. Similarly, if
∫ +∞
0
∫ +∞
0 p(α, β
∗|HK) dα dβ∗ > 95%,
we say that α > 0 and β∗ > 0. Since we have a sample of size n with equal weights to
describe the posterior distribution of the parameters, the integrals are approximated by
the number of samples in the target area.
4.6 Results
In Section 3.4, we used intensity as an explanatory variable in predicting review ratings.
Here, in Chapter 4, we describe a state-space model where review arrivals and review ratings
are modeled together. In addition, we consider the popularity coming from the growth
of the website and the economy separately from the popularity coming from individual
restaurants. In this section, we list the results of the state-space model fitted to the
restaurant review data, and compare the results to those obtained from the model in
Chapter 3. Our purpose here is to detect the positive association between review arrivals
and review ratings, and to see how much this association could be used to explain the
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Figure 4.4: NYC Data: QQ plots comparing p(β|HK) (standardized) estimated from NYC
Restaurant #1-5 and #1001-1005 with standard normal distribution.
upward trend observed in restaurant review ratings.
Table 4.1 summarizes the results of fitting the state-space model to the NYC restaurant
dataset, as before, the first row lists the total number of restaurants in the corresponding
group. The second row is the proportion of restaurant in the group having a trend (either
upward or downward). The third row is the proportion of restaurant having an upward
trend among those with either an upward or downward trend. The last row is the proportion
having positive association among those having an upward trend. Table 4.2 rewrites results
of the NYC dataset from Chapter 3. Before we go ahead to compare these two tables, we
need to know how to compare the model from Section 3.4 and the state-space model in
this Chapter.
It is not obvious how to compare these two models directly, because one is a simple
linear regression and the other is a complex state-space model fitted with particle filtering.
Fortunately, our state-space model can be simplified into Equation 4.19. Then we only
need to compare
log
γkj
1− γk1 = θj − α× log(λˆk) (4.27)
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Figure 4.5: NYC Data: QQ plots comparing p(β∗|HK) (standardized) estimated from NYC
Restaurant #1-5 and #1001-1005 with standard normal distribution.
with
log
γk,j
1− γk,j = θj − α× log(λ˜k) , (4.28)
for j = 1, 2, 3, 4. The λˆk is the estimated intensity with the kernel smoothing method, using
only the review arrival data, while λ˜k is obtained by jointly modeling of review arrivals
and review ratings.
In Section 3.4, we added a term of time to Equation 4.28 in order to see how much
residual upward trend is left after taking account of the estimated intensity. Among the
Nm1,increase restaurants that originally have an upward trend, some no longer display the
trend, some still do display a residual trend. There is a portion of restaurants that originally
do not appear to have an upward trend that start to display an upward trend after the
estimated intensity is added into the regression formula. The portion with a residual
upward trend and the portion with the new upward trend together compose Nn1,increase.
Then 1− Nn1,increaseNm1,increase is the proportion of residuals with and upward trend reduced by adding
the intensity as an explanatory variable, treating the original pool as the baseline. This
number is shown in the last row of Table 4.2.
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To see how much upward trend is explained by positive association, first note that, in
the state-space model, since xk = log(λ˜k) has a linear term inside of it, it is not proper
to add a linear term to Equation 4.27. Ratings should not have any residual linear trend
if both α and β∗ are different from 0. Additionally, the ratings will only have an upward
trend if α and β∗ have the same sign and are significant. Among those having upward
trend, a restaurant has positive association if and only if α and β∗ both are positive. The
last row of Table 4.1 is calculated accordingly through
%of Upward trend explained by positive association
=
#{restaurants|α, β∗ both are positive}
#{restaurants|α, β∗ have same sign} . (4.29)
Now we are ready to look at Table 4.1 and Table 4.2. We can see that, in each group,
the proportion of restaurants being detected to have a trend in the state-space model are
higher than that in the model of Chapter 3. The two models are the same in that among
the restaurants having a trend, most restaurants in Group 3 to Group 6 have an upward
trend. This confirms our findings in Chapter 3. Numbers in the last row of Table 4.1 are
higher than numbers in the last row of Table 4.2, except that Group 5 is a little lower. This
means, in all but Group 5, the proportion of restaurants with an upward trend explained
by positive association is higher than the proportion of restaurants with an upward trend
reduced by adding an estimated intensity in the regression model of Section 3.4. Put it
another way, the positive association between review ratings and review intensity explains
more about the upward trend than treating estimated intensity as an explanatory variable
for review ratings.
Results from the Cambridge dataset are summarized in Table 4.3 and Table 4.4 in the
same way as those from the NYC dataset. Numbers in the last row from Table 4.3 are
lower than those in Table 4.4 for Group 3 and Group 4. This means the positive association
does not explain as much upward trend as treating estimated intensity as an explanatory
variable for review ratings in the Cambridge dataset.
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Group # Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Ngroup 105 165 363 365 397 66
Ntrend/Ngroup 23.81% 29.10% 32.23% 41.10% 43.83% 66.67%
Nupward Trend/Ntrend 40.00 43.75% 68.37% 83.33% 82.19% 90.90%
% of Upward trend explained
by positive association 40.00% 52.38% 42.50% 40.00% 47.55% 67.50%
Table 4.1: NYC Data and State-space Model: Proportion of restaurant having positive
association (between review arrivals and ratings), the proportion of restaurants having an
upward trend, and the proportion of restaurants with a upward trend explained by the
positive feedback.
Group # Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Ngroup 105 165 363 365 397 66
Ntrend/Ngroup 10.48% 13.33% 12.40% 17.26% 23.17% 34.85%
Nupward Trend/Ntrend 54.55% 36.36% 75.56% 95.24% 83.70% 91.30%
% of upward trend reduced by λ(t) 16.67% 25% 5.88% 16.67% 61.04% 47.62%
Table 4.2: NYC Data (results of Chapter 3 rewritten): Proportion of restaurants having
positive feedback (between review arrivals and ratings), the proportion of restaurants hav-
ing an upward trend among those having a trend, and the propotion of restaurants with
an upward trend reduced by review intensity, which is equal to 1− Nn1,increaseNm1,increase .
4.7 Model diagnostics
We investigate how this state-space model fit into the review arrival data using the Time-
Rescaling Theorem [11]. The time-rescaling theorem says Let 0 < u1 < u2, · · · , < uJ
be a realization from a point process with a conditional intensity function λ(t|Ht) for all
t ∈ (0, T ]. Define the transformation
Λ(uk) =
∫ uk
0
λ(u|Hu)du , (4.30)
for k = 1, · · · , J and assume Λ(t) < ∞ with probability one for all t ∈ (0, T ]. Then the
Λ(uk)’s are a Poisson process with unit rate.
We can compute from the estimated conditional intensity the rescaled times
τk = Λˆ(uk)− Λˆ(uk−1) . (4.31)
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Group # Group 1 Group 2 Group 3 Group 4
Ngroup 8 9 37 30
Ntrend/Ngroup 37.50% 22.22% 43.24% 53.33
Nupward Trend/Ntrend 66.67% 100% 87.50% 75.00%
% of Upward trend explained
by positive association 100.00% 0 28.57% 50.00%
Table 4.3: Cambridge Data and State-space Model): Proportion of restaurants having
positive association (between review arrivals and ratings), the proportion of restaurants
having an upward trend among those having a trend, and the propotion of restaurants
with an upward trend explained by positive feedback.
Group # Group 1 Group 2 Group 3 Group 4
Ngroup 9 9 38 30
Ntrend/Ngroup 25% 0% 24.32% 23.33%
Nupward Trend/Ntrend 50.00% NA% 66.67% 85.71%
% of upward trend reduced by λ(t) 100% NA% 34.33% 66.67%
Table 4.4: Cambridge Data (results of Chapter 3 rewritten): Proportion of restaurant hav-
ing positive feedback (between review arrivals and ratings), the proportion having upward
trends among those having a trend, and the propotion of upward trend reduced by review
intensity, which is equal to 1− Nn1,increaseNm1,increase .
If the model is correct, then τks are independent exponential random variables with mean
1. With the the further transformation
ek = 1− exp(−τk) , (4.32)
ek are independent uniform random variables on the interval (0,1).
To compare eks with uniform distribution, we use Kolmogorov-Smirnov (K-S) test.
Suppose we want to test the agreement between two cumulative distribution functions, G1
and G2, the test statistic is
D = sup
x
|(G1(x)−G2(x))| (4.33)
The p-values from the K-S tests are plotted in Figure 4.6 and Figure 4.11. The null
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hypothesis is that the eks follow a uniform distribution. The review arrival processes from
restaurants on the right hand side of the red vertical line at 5% p-value are fitted well with
this state-space model. Based on these two figures, over 90% of the review arrival processes
in this two datasets are fitted well with this state-space model.
Figure 4.7 show the K-S plot for several restaurants in the New York dataset. The solid
45-degree line represents exact agreement between the model and the review arrivals data.
The dashed 45-degree lines are the 95% confidence bounds for exact agreement between the
model and the review arrivals data based on the distribution of the Kolmogorov-Smirnov
statistic. For Restaurant 1, 3, 1001, 1002 and 1003, the model fit the review arrivals within
the 95% bounds. For Restaurant 2, the Kolmogorov-Smirnov statistic is outside the 95%
confidence bound, which means the model does not fit the data well. Example K-S plots
for the Cambridge dataset can be found in Figure 4.12.
Then we look at how much variations in the data our model has explained. We compare
three models. Model 0 is the null model where the mean is modeled as a constant,
log λi = θ0 (4.34)
log
γij
1− γij = θj for j = 1, 2, 3, 4 .
In Model 1, the λˆk is estimated with the kernel smoothing method, and
log
γij
1− γij = θj − α× log(λˆk) for j = 1, 2, 3, 4 . (4.35)
Model 2 is the state-space model for the jointly modeling of the review intensity and
review ratings. We consider a measure that is similar to R square in linear regressions. For
example, when comparing how much variations in the point process is explained by Model
1 compared to the null model Model 0, the following measure is used:
RP1,0 = 1− logLP1 / logLP0 , (4.36)
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where LP1 is the likelihood of the point process in Model 1, L
P
0 is the likelihood of the point
process in Model 0. Similarly, comparing the rating process, we use
RR1,0 = 1− logLR1 / logLR0 , (4.37)
where LR1 is the likelihood of the rating process in Model 1, L
R
0 is the likelihood of the
rating process in Model 0. Let logLm = logL
R
m + logL
P
m, for m = 0, 1, 2, then R1,0 =
1− logL1/ logL0 compares the variation in both observation processes explained by Model
1 and Model 0 using the complete likelihoods. Since that the rating model in Model 0 and
Model 1 are nested, RR1,0 is non-negative. However, R
P
1,0, R1,0, R
P
2,0, R
R
2,0, R2,0, R
P
2,1, R
R
2,1
and R2,1 are not necessarily non-negative.
The distributions of these measures for the NYC dataset are shown in Figure 4.8 –
Figure 4.10. Figure 4.8 shows that most restaurants in the NYC dataset are fitted better
with the state-space model than with Model 1 where the estimated intensity is treated as
an explanatory variable for the ratings. However, the plot in the middle of Figure 4.10
tells us that there are some restaurants with RR2,0 < 0, which means, the rating process of
these restaurants are fitted very bad with the state-space model, because the likelihood for
the rating process in the state-space model is even worse than in the null model. Overall,
when the complete likelihood is considered, majority of the restaurants are fitted better
with the state-space model than with either the null model or Model 1, as can been seen
from the right plots of Figure 4.10 and Figure 4.8. Similar conclusions can be found in
Figure 4.13 – Figure 4.15.
Next, we look into the estimated state process. In Figure 4.16 shows the estimates from
one restaurant in the NYC data. The top plot shows the estimated state process: the black
line is the posterior mean, the green line and the red line are the one standard deviation
above and below the mean. The second plot shows the extrinsic variable through time.
The third plot shows the estimated intensity. The bottom plot shows the review arrivals.
This restaurant has review starting in 2008 till the end of 2012 when we collected the data.
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Figure 4.6: NYC Data: Distribution of p-values for the Kolmogorov-Smirnov tests. The
red vertical line indicates the location of 5% p-value. Restaurants on the right side of the
red line cannot reject that the state-space model agree with the review arrival data.
The extrinsic variable increases through this time. The state process make adjustments to
the extrinsic variable based on the review data, in order to make the estimated intensity
follow the right trend. Notice that there are many spikes in the estimated state process.
The time of the spikes corresponds to the time of the review arrivals.
The upper plot in Figure 4.17 shows an average review rating process at the time of
review arrivals for the same restaurant, each point is smoothed using ratings in the past
year. The lower plot shows an estimated average review rating at the time of review
arrivals. Since the estimated α for this restaurant is positive, the estimated state process
and the estimated average rating move in the same direction.
Figure 4.18 and Figure 4.19 shows the estimated state process and estimated average
review rating for another restaurant in the NYC dataset. For this restaurant, the estimated
α is negative, so the state process and the rating process move in opposite directions. It is
obvious that the estimated average review ratings have more oscillations than is observed.
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Figure 4.7: NYC Data: Examples of Kolmogorov-Smirnov plots from several restaurants.
The solid 45-degree line represents exact agreement between the model and the review
arrivals data. The danshed 45-degree lines are the 95% confidence bounds for exact agree-
ment between the model and the review arrivals data based on the distribution of the
Kolmogorov-Smirnov statistic. For Restaurant 1, 3, 1001, 1002 and 1003, the model fit
the review arrivals within the 95% bounds. For Restaurant 2, the Kolmogorov-Smirnov
statistic is outside the 95% confidence bound, which means the model does not fit the data
well.
The oscillations are from the spikes in the estimated state process. This is a main reason
some restaurants’ review ratings are badly fitted in the state-space model.
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Figure 4.8: NYC Data: Distribution of RP2,1 = 1− logLP2 / logLP1 , RR2,1 = 1− logLR2 / logLR1
and R2,1 = 1− logL2/ logL1.
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Figure 4.9: NYC Data: Distribution of RP1,0 = 1− logLP1 / logLP0 , RR1,0 = 1− logLR1 / logLR0
and R1,0 = 1− logL1/ logL0 .
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Figure 4.10: NYC Data: Distribution of RP2,0 = 1−logLP2 / logLP0 , RR2,0 = 1−logLR2 / logLR0
and R2,0 = 1− logL2/ logL0.
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Figure 4.11: Cambridge Data: Distribution of p-values for the Kolmogorov-Smirnov tests.
The red vertical line indicates the location of 5% p-value. Restaurants on the right side of
the red line cannot reject that the state-space model agree with the review arrival data.
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Figure 4.12: Cambridge Data: Examples of Kolmogorov-Smirnov plots from several restau-
rants. The solid 45-degree line represents exact agreement between the model and the
review arrivals data. The danshed 45-degree lines are the 95% confidence bounds for exact
agreement between the model and the review arrivals data based on the distribution of the
Kolmogorov-Smirnov statistic. For Restaurant 1 – 3, 84 and 86, the model fit the review
arrivals within the 95% bounds. For Restaurant 85, the Kolmogorov-Smirnov statistic is
outside the 95% confidence bound, which means the model does not fit the data well.
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Figure 4.13: Cambridge Data: Distribution of RP2,1 = 1 − logLP2 / logLP1 , RR2,1 = 1 −
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R
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Figure 4.14: Cambridge Data: Distribution of Distribution of RP1,0 = 1 − logLP1 / logLP0 ,
RR1,0 = 1− logLR1 / logLR0 and R1,0 = 1− logL1/ logL0.
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Figure 4.15: Cambridge Data: RP2,0 = 1 − logLP2 / logLP0 , RR2,0 = 1 − logLR2 / logLR0 and
R2,0 = 1− logL2/ logL0.
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Figure 4.16: Restaurant 398 in the NYC data: The top plot shows the estimated state
process: the black line is the posterior mean, the green line and the red line is the one
standard deviation above and below the mean. The second plot shows the extrinsic variable
through time. The third plot shows the estimated intensity. The bottom plot shows the
review arrivals.
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Figure 4.17: Restaurant 398 in the NYC data: The upper plot shows an average review
rating process at the time of review arrivals for the same restaurant, each point is smoothed
using ratings in the past year. The lower plot shows an estimated average review rating at
the time of review arrivals.
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Figure 4.18: Restaurant 389 in the NYC data: The top plot shows the estimated state
process: the black line is the posterior mean, the green line and the red line is the one
standard deviation above and below the mean. The second plot shows the extrinsic variable
through time. The third plot shows the estimated intensity. The bottom plot shows the
review arrivals.
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Figure 4.19: Restaurant 398 in the NYC data: The upper plot shows an average review
rating process at the time of review arrivals for the same restaurant, each point is smoothed
using ratings in the past year. The lower plot shows an estimated average review rating at
the time of review arrivals.
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4.8 Model comparison
In Section 4.6, we listed the difference of results from two models. A natural question is
‘Which model is better?’. To answer this question, we need to look at not only how well
the model fits the observed data but how well it will predict new data. What we need is a
strategy to compare
log
γkj
1− γk1 = θj − α× log(λˆk) (4.38)
with
log
γk,j
1− γk,j = θj − α× log(λ˜k) , (4.39)
for j = 1, 2, 3, 4. The λˆk is the estimated intensity with the kernel smoothing method,
using only the review arrival data, while λ˜k is obtained by jointly modeling the review
arrivals and review ratings.
Cross-validation is usually a useful tool in model comparison. However, there are only
limited discussions on cross-validation for point process data. In time series, there is a
common way to perform cross-validation, where data at the beginning of the time period
are used as a training set, and the data from the subsequent period is used as a testing
data. In this way, we always predict the future. This method may work for the state-space
model, but it does not work on the model of 4.38, because for the kernel smoothing method
we need to use the whole domain instead of part of the domain. Diggle and Marron [18]
and Bowman [9] adapted leave-one-out cross-validation for bandwidth selection for kernel
smoothing in intensity estimation. However, leave-one-out requires an extra computation
burden. It is not practical for the state-space model when the sample size for Sequential
Monte Carlo is large. After careful consideration, we decided on using the p-thinning
method described in Illian et al. [33]. A proper training and testing data set can be
obtained from p-thininng for a coherent analysis.
Thinning is a fundamental operation that may be used to generate new point processes
from given processes. Let p be the retention rate. Each point in the point process is deleted
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with probability (1− p). The deletion of one point is independent of the deletion of other
points, and is independent of the location of the point. The remaining points form the
training set, it has roughly p × 100% of the points from the original data. The deleted
points form the testing set, similarly it has roughly (1− p)× 100% of the points from the
original data. Importantly, this two processes from the training set and the testing set
separately are stochastically independent.
Note that the total number of points in the point process has been changed after p-
thinning. Unlike leave-one-out cross validation where the bias is negligible as n gets large,
we need to account for the bias caused by p-thinning with the following relationships
λtraink = pλk , (4.40)
and
λtestk = (1− p)λk . (4.41)
Therefore, when predicting the intensity of the testing set, one uses the equation
λˆtestk =
(
1− p
p
)
λˆtraink . (4.42)
For the rating process, predicted category probabilities of the testing set are equal to the
fitted category probabilities from the training set, i.e. pˆtestk,j = pˆ
train
k,j , for k = 1, 2, · · · ,K
and j = 1, 2, · · · , 5. Then we define the predicted log likelihood on the testing data as
lˆtest =
K∑
k=1
log λˆtestk × dN(k∆)
−
K∑
k=1
λˆtestk ×∆− log dN(k∆)!
+ yk,1 log pˆ
test
k,1 + yk,2 log pˆ
test
k,2 + yk,3 log pˆ
test
k,3 + yk,4 log pˆ
test
k,4 + yk,5 log pˆ
test
k,5 . (4.43)
The effective degree of freedom may change after the thinning. For a parametric model,
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the degree of freedom is equal to the total number of observations minus the total number
of parameters. In a state-space model, the effective degree of freedom depends on the shape
of the state process. If the state process is smooth, then the effective degree of freedom is
high. If the state process is very oscillated, then the effective degree of freedom is low.
We use p = 0.8, and sample five training sets and five testing sets, resembling five
fold cross validation in general sense. Then one predicted log likelihood is calculated from
each testing set. Our purpose is to find which model gives higher average predicted log
likelihood on five testing sets, i.e.,
max
M1,M2
5∑
i=1
lˆtesti /5 , (4.44)
where M1 is the model in Equation 4.38 and M2 is the model in Equation 4.39.
In Figure 4.20, the left column shows the review arrivals and the training/testing review
arrivals after the thinning. The right column shows the estimated state process before
thinning and that after thinning from the training set. The two estimated state processes
are very close to each other, which means the effective degree of freedom change very little
before and after thinning. They are close for two reasons. First, the intensity has two
parts, the global trend and the individual restaurant specific intensity. The global trend
does not change when the training set is fitted. Second, the training set take the majority
(80%) of the data, only a few reviews are excluded in this restaurant example. Note that
whenever there is an review arrival in the testing set, that corresponding spike disappears
from the estimated state process from the training set.
Results show that comparing the average log likelihood of Equation 4.44, the state-
space model is better for only 49.00% of restaurants in NYC, however, the state-space
mode is better for 75.61% of the restaurants in Cambridge. This number is fairly stable
across groups. In the NYC dataset, it ranges from the lowest 40.61% to the highest 54.91%.
In the Cambridge dataset, it ranges from the lowest 62.50% to the highest 89.66%.
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Figure 4.20: Restaurant 398 in the NYC data: The left column shows the review arrivals
and the training/testing review arrivals after the thinning. The right column shows the
estimated state process before thinning and that after thinning from the training set.
4.9 Discussion
Following the previous chapter, this chapter continues studying online review ratings from
the perspective of implicit network data, and proposed a model to incorporate the inter-
action between the review arrivals and the review ratings.
We reopened the topic of social influence in online review ratings by first looking at
the role of online review ratings as collective intelligence, then review the literature of the
ways in which social influences undermine collective intelligence. Social influence could be
a reason of the observed convergence of online review ratings. If a later reviewer’s opinion
is influenced by the previous ones, then his review adds little external information. The
diversity of peoples opinions diminishes with time as they observe previous reviews and
ratings. TripAdvisor enables social networking features by allowing uses to connect with
their friends on Facebook – view the restaurants their friends have visited and their reviews.
Communications with friends in their social networks could drive out diversity quickly as
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people learn from each other, and this speeds up the convergence. In large networks, the
overall performance of collective intelligence is worse when people are better connected.
With the understanding of how social influence works, in this chapter, we found that
the model in the previous chapter may not be a good representation of reality, because
one variable is treated as explanatory variable to the other. We suspected there is a subtle
interaction between review ratings and review intensity, therefore built a state-space model
to jointly model review intensity and review ratings as a marked point process. In this
model, the external source of popularity is treated as an extrinsic variable and estimated
from data at the beginning. Then we focus our attention on the restaurant specific popu-
larity and its interaction with review ratings. A Sequential Monte Carlo algorithm is used
to estimate the augmented state space. With this model, a bigger proportion of restaurants
were detected to have a trend. At the same time, it confirms our findings in Chapter 3, that
is, among those restaurant being detected to have a trend, the majority of them have an
upward trend. In the NYC dataset, the positive association between review the intensity
and the review ratings explains a larger proportion of restaurants with an upward trend
than the previous model where an estimated review intensity is treated as an explanatory
variable for the ratings, however, this is not true for the Cambridge dataset.
Model diagnostics show that some restaurants’ ratings are fitted very bad using the
state-space model. Our analysis has shown that the review arrivals cause spikes in the
estimated state process, which in turn causes the estimated average ratings to oscillate.
This is a drawback of this model. But when the complete likelihood is considered, the
majority of the restaurants in the two datasets are fitted better with the state-space model
than with either the null model or the model treating estimated intensity as an explanatory
variable for the ratings.
The degree of freedom of a state-space model is difficult to compute. When the balance
between the model fit and their accordingly ability to predict are considered, a cross-
validation method with p-thinning is used in this chapter. The cross-validation shows the
state-space model is better than the model considered in Chapter 3 for about half of the
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NYC restaurants and 75.61% of the Cambridge restaurants . This means, for the NYC
dataset, the state-space model does not really improve upon the model of Section 3.4, but
for the Cambridge dataset, it does improve.
This chapter discusses the interaction between the review ratings and the review ar-
rivals, we seek to explain the trend in ratings from the perspective of social influence
effect. However, there are other possible explanations. We will discuss that in more detail
in Chapter 5.
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Chapter 5
Conclusions
5.1 Contributions of the thesis
This thesis has successfully addressed several network problems motivated by online social
media. It focuses on two type of network data, implicit network data and explicit network
data.
In Chapter 2 we proposed a method of estimating network degree distribution under
sampling. We formulated this problem as an ill-conditioned inverse problem. By analyz-
ing the operator matrix and the noise of the inverse problem, we offered a constrained,
penalized weighted least-squares approach to solving this problem. A Monte Carlo variant
of Steins unbiased risk estimation (SURE) was used to select the penalization parameter.
Simulation and application on real social media network data has shown our method can
perform quite well under a variety of choices of network topology – even under sampling
rates as low as 10%. One application of the proposed method is monitoring large social
media networks, e.g. computing various quantities of interest and seeing how they change
over time/across groups (communities). It can be expected to be a standard part of what
companies like Google, Yahoo, Facebook, etc. want to do with the massive troves of data
they collect. We also proposed a more ambitious use of our estimates, which is to monitor
for potential usage in marketing and advertising. Our method can be used to bound the
epidemic spread threshold, which is a threshold condition that a marketing team can use
in seeking to predict how likely their product advertisements are to go viral in a social
network.
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In Chapter 3 and Chapter 4, we studied the trend of online review ratings using restau-
rant review data from the popular review website TripAdvisor. We found evidence that
online review ratings converge towards a positive perspective. This confirms a phenomenon
that has long been observed but has not been proved until now. Another contribution of
these two chapters is that we provided two novel approaches to study a possible mecha-
nism for such a trend in online review ratings – the effect of social influence on people’s
perception of qualities. In the first approach, we proposed the arrival rate of reviews as an
indicator of how popular a restaurant is and used it as an explanatory variable to the trend
of review ratings. With this approach we explained some of the upward trend in the data,
especially for restaurants with a longer review period. In the second approach, we consid-
ered the interaction between review arrival rate and review ratings, and we separated the
effect of global trends from the effect of restaurant specific popularity. Overall, both mod-
els confirm that the phenomenon of converging online ratings exists. Besides that, in the
NYC data, the positive association between review intensity and review ratings explains
a larger proportion of restaurants with an upward trend than the proportion reduced by
treating intensity as an explanatory variable to review ratings, however, this is not true for
the Cambridge dataset.
5.2 Future directions
As we stated in Chapter 2.6, there are a number of directions upon which to build from
our method of estimating network degree distributions under sampling. The assumptions
discussed in Section 2.2.4 could be relaxed, for example, to include observation errors, to
incorporate estimates of possible unknown parameters in the matrix P , or to focus on
matrices P that depend on the network G itself. In this case, a model-based framework
is likely necessary, and for that it would be natural to try to integrate our framework
with the work of [30]. Finally, another interesting direction would be developing methods
for correcting the sampling bias of the degree distribution under more complex adaptive
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designs.
One direction for the future work of analyzing review ratings based on what we have
done in Chapter 4 is to simulate data from the state space model, then fit the model
and see how close the parameters to the ones used in simulation. Another direction for
studying online review ratings is to go beyond the observational data. Experimental data
could be used to study whether social influence affect the trend of review ratings. Poten-
tial experiments could be similar to what Muchnik, Aral and Taylor have done in their
work [58].
In Chapter 3 and Chapter 4, we sought to explain the trend of review ratings with
group think/social influence effect. However, we also notice that there are other possible
explanations. A “ceiling effect” might exist due to the reason that no rating higher than 5
is measured. The actual variation of the users’ opinion about a restaurant’s quality above
5 is not reflected in the 1 to 5 rating system. If a user gave a restaurant a 5 star, later he
found a better restaurant, he can only gave that restaurant a 5 star rating. Therefore, the
observed variation in ratings decreases as the average gets higher and close to 5. Another
potential explanation is the “self-selection effect”. People have different preferences about
the selection of foods, decor, etc. Potentially any restaurant has its “right” costumers. By
browsing not only review ratings, but also review texts, a user could match himself to the
“right” restaurants. Thus as time goes by, the composition of reviewers for a particular
restaurant might be altered by the self-selection process in the way that the heterogeneity
of the reviewers decreases. However, in order to evaluate or analyze this effect, we would
require additional data on the characteristics of the users, for example, age, sex, income,
review history, etc. Characteristics of the restaurants could be helpful too, for example,
cuisine type, price, service, etc.
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Chapter 6
Appendices
6.1 Eigenvalue decomposition
Theorem 6.1.1. Let P = Pind = U˜ΛU˜
−1, where Λ = diag(λ1, · · · , λM+1) is a diagonal
matrix, and U˜ = (u˜1, u˜2, · · · , u˜M+1) is a nonsingular matrix. Then the kth eigenvalue λk
and eigenvector u˜k of P are
λk = p
k, (6.1)
u˜k(j) =

(−1)k−j(k−1j−1) for 1 ≤ j ≤ k
0 fork < j ≤M + 1
(6.2)
Proof of Theorem 6.1.1 We will prove this theorem by induction. In the case that P
is a 2 by 2 matrix,
P =
p pq
0 p2
 . (6.3)
It’s easy to show that,
U˜ =
 1 0
−1 0
 . (6.4)
The theorem is true if P is a 2 by 2 matrix. Suppose it is true when P is a k − 1 by
k − 1 matrix, then in the case that P is k by k,
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P =

. . .
pk−3
(
k−3
1
)
pk−3q
(
k−2
2
)
pk−3q2
(
k−1
3
)
pk−3q3
0 pk−2
(
k−2
1
)
pk−2q
(
k−1
2
)
pk−2q2
0 0 pk−1
(
k−1
1
)
pk−1q
0 0 0 pk

. (6.5)
Because the upper-triangular nature of the matrix, the first k− 1 entries in each of the
first k − 1 eigenvectors are the same as in the case that P is k − 1 by k − 1, and the kth
entry is filled with zero.
For eigenvalue λk = pk, let x = (x1, x2, · · · , xk)T and xk = 1 be the solution of the
eigenvalue equation
(P − λkI)x =

. . .
pk−3(1− p3) (k−31 )pk−3q (k−22 )pk−3q2 (k−13 )pk−3q3
0 pk−2(1− p2) (k−21 )pk−2q (k−12 )pk−2q2
0 0 pk−1(1− p) (k−11 )pk−1q
0 0 0 0

x = 0 .
(6.6)
The equation at the (k − 1)th row is
pk−1(1− p)xk +
(
k − 1
1
)
pk−1qxk = 0 (6.7)
We solve for xk−1,
xk−1 =
(
k−1
1
)
pk−1q
pk−1(1− p) = −
(
k − 1
1
)
(6.8)
Assume xk−i = (−1)i
(
k−1
i
)
, for i = 0, 1, ..., n − 1, we solve for xk−n from the equation
at the k − nth row.
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−pk−n(1− pn)xk−n =
(
k − n
1
)
pk−nqxk−(n−1)
+
(
k − (n− 1)
2
)
pk−nq2xk−(n−1) + · · ·
+
(
k − 2
n− 1
)
pk−nqn−1xk−1 +
(
k − 1
n
)
pk−nqnxk. (6.9)
Simplifying the above equation, we have
−(1− pn)xk−n =
(
k − n
1
)(
k − 1
n− 1
)
(−1)n−1q
+
(
k − (n− 1)
2
)(
k − 1
n− 2
)
(−1)n−2q2 + · · ·
+
(
k − 2
n− 1
)(
k − 1
1
)
(−1)1qn−1 +
(
k − 1
n
)
(−1)0qn
= (−1)n
(
k − 1
n
)[(
n
1
)
(−q) +
(
n
2
)
(−q)2...+
(
n
1
)
(−q)n−1 +
(
n
0
)
(−q)n
]
= (−1)n
(
k − 1
n
)
[(1− q)n − 1]
= (−1)n
(
k − 1
n
)
(pn − 1). (6.10)
Finally,
xk−n = (−1)n
(
k − 1
n
)
(6.11)
Therefore, the entries in the kth eigenvector are
u˜k(j) =

(−1)k−j(k−1j−1) for 1 ≤ j ≤ k
0 fork < j ≤M + 1
(6.12)
The theorem is true for k by k matrix P .
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6.2 Poisson approximation
Here we give a proof of the Poisson approximation of the cumulative degree vectors, under
one-wave snowball sampling and induced subgraph sampling with Bernoulli(p) for select-
ing edges. The arguments for both designs are nearly identical, and so we present them
together.
Theorem 6.2.1. Assume G∗ is produced by induced subgraph sampling with Bernoulli
sampling to select S. Let
N˜∗k =
M∑
r=k
N∗r =
∑
v
I{v ∈ S, d∗v ≥ k} (6.13)
be the number of vertices of degree k or larger in G∗. Let
λk = E(N˜
∗
k ) =
∑
v:dv≥k
pik,v , (6.14)
where
pik,v = P (v ∈ S, d∗v ≥ k) . (6.15)
Then
distTV
(
L(N˜∗k ), Po(λk)
)
≤ 1− e
−λk
λk
Var(N˜∗k )− λk + 2 ∑
v:dv≥k
pi2k,v
 , (6.16)
where distTV indicates the total-variation distance between its arguments, L means ‘law
of’, and Po(λk) is a Poisson random variable with intensity λk.
Proof of Theorem 6.2.1 We sketch the proof briefly here. Without loss of gener-
ality, (partially) order the vertices {v1, . . . , vnv} by (non)decreasing degree. Associate a
binary random vector (X1, . . . , Xnv) with the vertices, where the elements are independent
Bernoulli random variables with parameter p. So X represents the selection of vertices for
inclusion in S in the case of induced subgraph sampling and the initial selection of vertices
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in the case of snowball sampling. Now let Iv,k be an indicator random variable, which is
one if v ∈ S and d∗v ≥ k. Then the variables Iv,k are so-called ‘increasing functions’ of
realizations of X. So Corollary 2.E.1, page 28, of Poisson Approximation, by Barbour and
colleagues, yields our result.
In more detail, there are two key observations to be made. First, we need the Iv,k to be
increasing functions. This induces positive correlation among these indicator variables and
it makes a general Chen-Stein bound become much cleaner, as in our theorem, in that it
can be expressed explicitly in terms of means and variances. Partial ordering means that
if we let x and y be two possible realizations of X, then x ≤ y if and only if xi ≤ yi for
all i. And a function f is increasing if f(x) ≤ f(y) whenever x ≤ y. For x to be less than
or equal to y, it suffices to think of what happens simply when a new vertex enters the
sample S. One element of x will change from a zero to a one, so x ≤ y. What happens to
Iv,k ? If v is a vertex that was already in S, under x, then adding a vertex to the sample
under y can either not change or increase its degree. So Iv,k(x) ≤ Iv,k(y). On the other
hand, if v itself was the new vertex to enter S under y, the same statement can be made.
Second is the observation that elements of X are independent in our setting, which is
guaranteed by our assumption of Bernoulli sampling. Taken together, these two things
mean that Theorem 2.E holds in Barbour et al, i.e., positive dependence. And so Corollary
2.E.1 holds and we have our result.
6.3 Conditions to use generalized SURE
6.3.1 Weak differentiability of fλ(N
∗)
Let’s first ignore the non-negativity constraints. Then 2.16 becomes is
minimize
N
(PN−N∗)T C−1 (PN−N∗) + λ · penalty(N∗)
subject to
M∑
i=0
Ni = nv.
(6.17)
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The Lagrange function is
L = (N∗ − PN)T (N∗ − PN) + λNTΩN + α(1TN− nv) (6.18)
KKT conditions:
dL
dN
= −2N∗TC−1P + 2NTP TC−1P + 2λNTΩ + α1T = 0 (6.19)
1TN = nv (6.20)
Then Nˆ is the solution of the following system
P TC−1P + λΩ 121
1T 0

N
α
 =
2P TC−1N∗
nv
 (6.21)
Let A = P TC−1P + λΩ and B =
A 121
1T 0
. Since both A and 1TA−11 are invertible
for sufficiently large λ, B is invertible.
Nˆ = B−1P TC−1N∗ =
M∑
i=0
di(u
T
i C
−1N∗)B−1vi (6.22)
Thus Nˆ is a linear function of the observed N∗. In this case, fλ(N∗) is differentiable
w.r.t. N∗.
Adding non-negativity constraints only gives non-differentiable points at the boundary,
so the set of non-differentiable points has measure zero. fλ(N
∗) has a derivative almost
everywhere. fλ(N
∗) is weakly differentiable.
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6.3.2 E{|fλ(N∗)|} is bounded
Assume N∗ is Gaussian, since fλ(N∗) is a linear function of N∗ within the feasible set of
Nˆ, fλ(N
∗) is also Gaussian, thus E{|fλ(N∗)|} is bounded.
6.4 Variance and covariance of N∗k ’s
Under induced subgraph sampling,
Cov(N∗k , N
∗
l ) = E[N
∗
kN
∗
l ]− E[N∗k ]E[N∗l ]
= E
[∑
r
∑
s
∑
u
∑
v
1{u ∈ S, v ∈ S, d∗u = k, d∗v = l, du = r, dv = s}
]
−
(∑
i
NiPind(k, i)
)(∑
i
NiPind(l, i)
)
=
∑
r
∑
s
∑
u
∑
v
P{u ∈ S, v ∈ S, d∗u = k, d∗v = l, du = r, dv = s}
−
(∑
i
NiPind(k, i)
)(∑
i
NiPind(l, i)
)
(6.23)
Consider the probability in (6.23) with u = v and u 6= v, and, for u 6= v, consider two
cases: u and v are adjacent, u and v are nonadjacent, we have
Cov(N∗k , N
∗
l ) =
∑
r
∑
s
∑
t
N0rst
∑
m
(
t
m
)(
r − t
k −m
)(
s− t
l −m
)
pk+l−m+2q(r+s−t)−(k+l−m)
+
∑
r
∑
s
∑
t
N1rst
∑
m
(
t
m
)(
r − t− 1
k −m− 1
)(
s− t− 1
l −m− 1
)
pk+l−mq(r+s−t)−(k+l−m)
−
(∑
i
NiPind(k, i)
)(∑
i
NiPind(l, i)
)
. (6.24)
Var(N∗k ) =
∑
i
NiPind(k, i)
+
∑
r
∑
s
∑
t
N0rst
∑
m
(
t
m
)(
r − t
k −m
)(
s− t
k −m
)
p2k−m+2q(r+s−t)−(2k−m)
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+
∑
r
∑
s
∑
t
N1rst
∑
m
(
t
m
)(
r − t− 1
k −m− 1
)(
s− t− 1
k −m− 1
)
p2k−mq(r+s−t)−(2k−m)
−
(∑
i
NiPind(k, i)
)2
. (6.25)
Under one-wave snowball sampling
Cov(N∗k , N
∗
l ) = E[N
∗
kN
∗
l ]− E[N∗k ]E[N∗l ]
= E
[∑
r
∑
s
∑
u
∑
v
1{u ∈ S, v ∈ S, du = r, dv = s}
]
−NkPsnow(k, k)NlPsnow(l, l)
=
∑
r
∑
s
∑
u
∑
v
P{u ∈ S, v ∈ S, du = r, dv = s}
−NkPsnow(k, k)NlPsnow(l, l) (6.26)
Consider P{u ∈ S, v ∈ S, du = r, dv = s}, when u 6= v, and, u and v are nonadjacent.
If at least one of their common adjacent vertices are selected in the initial set, then both u
and v are observed in the sample. If none of their common adjacent vertices are selected
in the initial set, then whether u or v are observed in the sample are independent.
P{u ∈ S, v ∈ S, du = r, dv = s}
= [1− (1− p)t] + (1− p)t[1− (1− p)k−t+1][1− (1− p)l−t+1]
= 1− (1− p)l+1 − (1− p)k+1 + (1− p)k+l−t+2 (6.27)
Consider P{u ∈ S, v ∈ S, du = r, dv = s}, when u 6= v, and, u and v are adjacent.
There are three cases: at least one common adjacent vertices are selected in the initial set;
none of the common adjacent vertices are selected in the initial set but u or v is selected in
the initial set; none of the common adjacent vertices nor u or v are selected in the initial
set. In the last case, at least one of the non-common vertices of u and at least one of the
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non-common vertices of v are observed.
P{u ∈ S, v ∈ S, du = r, dv = s}
= [1− (1− p)t] + (1− p)t[1− (1− p)2]
+ (1− p)t(1− p)2[1− (1− p)k−t−1][1− (1− p)l−t−1]
= 1− (1− p)l+1 − (1− p)k+1 + (1− p)k+l−t (6.28)
Therefore, under one-wave snowball sampling, we have the covariance
Cov(N∗k , N
∗
l ) = E[N
∗
kN
∗
l ]− E[N∗k ]E[N∗l ]
=
∑
t
N0klt[1− (1− p)l+1 − (1− p)k+1 + (1− p)k+l−t+2]
+
∑
t
N1klt[1− (1− p)l+1 − (1− p)k+1 + (1− p)k+l−t]
−NkPsnow(k, k)NlPsnow(l, l) (6.29)
Var(N∗k ) = E[N
2
k ]− (E[N∗k ])2
= NkPsnow(k, k)
+
∑
t
N0klt[1− 2(1− p)k+1 + (1− p)2k−t+2]
+
∑
t
N1klt[1− 2(1− p)k+1 + (1− p)2k−t]
− (NkPsnow(k, k))2 (6.30)
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6.5 Results for the quadratic model
In this section, we compare three models, the basic model m0, a linear model m1 and a
quadratic model m2.
m0 : log
γij
1− γi1 = θj , for j = 1, 2, 3, 4 , (6.31)
m1 : log
γij
1− γi1 = θj − α1ti, for j = 1, 2, 3, 4 . (6.32)
m2 : log
γij
1− γi1 = θj − α1ti + α2t
2
i , for j = 1, 2, 3, 4 . (6.33)
We fitted the quadratic model to each group of data. In Figure 6.1, the last four groups
of the NYC data ultimately have an upward trend in the mean and a downward trend in the
standard deviation. In Figure 6.2, Group 2 and Group 4 of the Cambridge data ultimately
have an upward trend in the mean and a downward trend in the standard deviation. This
reinforces the observations from Figure 3.4 and Figure 3.5.
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Figure 6.1: NYC Data: Results for the quadratic model (m2). Red color rep- resents
the mean. Blue color represents standard deviation. Three lines are the fitted value, one
standard deviation up and down. The dots are the grouped data.
Table 6.1 and Table 6.1 are two extended tables from Table 3.3 and Table 3.3 with
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Figure 6.2: Cambridge Data: Results for the quadratic model (m2). Red color rep- resents
the mean. Blue color represents standard deviation. Three lines are the fitted value, one
standard deviation up and down. The dots are the grouped data.
additional information for the quadratic model. The fourth row shows the proportion
where quadratic trend is better fitted than linear trend among those restaurants that have
a linear trend. And among those, the proportion that ultimately have an increasing mean
is shown in the fifth row. It can be seen that for the NYC dataset, the proportion that
prefer a quadratic model is not very large, varies from 0% to about 35% among those
having a linear trend. However, this number generally increases with group number. In
addition, for Group 5 and 6, majority of the preferred quadratic model ultimately have an
upward trend. On the other side, quadratic model is not successful with the Cambridge
dataset.
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Group # Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Ngroup 102 165 363 365 397 66
Nm1
Ngroup
10.78% 12.12% 12.12% 16.99% 22.67% 36.36%
Nm1,increase
Nm1
45.45% 35.00% 72.73% 95.16% 85.56% 91.67%
Nm2
Nm1
0% 5% 13.64% 22.58% 20% 33.33%
Nm2,increase
Nm2
NA 0% 50% 14.28% 50% 75%
(a) With 84-day windows
Group # Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Ngroup 105 165 363 365 397 66
Nm1
Ngroup
10.48% 13.33% 12.40% 17.26% 23.17% 34.85%
Nm1,increase
Nm1
54.55% 36.36% 75.56% 95.24% 83.70% 91.30%
Nm2
Nm1
18.18% 9.10% 8.89% 17.46% 20.65% 34.78%
Nm2,increase
Nm2
0% 50% 50% 18.18% 68.42% 87.50%
(b) With daily windows
Table 6.1: NYC Data: Comparison of models m0 and m2 on individual restaurant data.
Nm2 is the number of those restaurants for which m2 is judged better than m1, based on
an analysis of deviance; and Nm2,increase is the number of the latter for which the quadratic
trend is increasing at the end (i.e., α1 is significantly positive and Tlast is greater than
−α2
2α1
,
or, the estimated α1 is significantly negative and Tlast is less than
−α2
2α1
).
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Group # Group 1 Group 2 Group 3 Group 4
Ngroup 8 9 37 30
Nm1
Ngroup
25.00% 0% 27.03% 23.33%
Nm1,increase
Nm1
50.00% NA 80.00% 100.00%
Nm2
Nm1
50% NA 0% 0%
Nm2,increase
Nm2
0% NA NA NA%
(a) With 84-day windows
Group # Group 1 Group 2 Group 3 Group 4
Ngroup 8 9 37 30
Nm1
Ngroup
25.00% 0% 24.32% 23.33%
Nm1,increase
Nm1
50.00% NA% 66.67% 85.71%
Nm2
Nm1
0 NA% 0% 14.29%
Nm2,increase
Nm2
NA NA% NA 0%
(b) With daily windows
Table 6.2: Cambridge Data: Comparison of models m0 and m2 on individual restaurant
data. Nm2 is the number of those restaurants for which m2 is judged better than m1,
based on an analysis of deviance; and Nm2,increase is the number of the latter for which the
quadratic trend is increasing at the end (i.e., α1 is significantly positive and Tlast is greater
than −α22α1 , or, the estimated α1 is significantly negative and Tlast is less than
−α2
2α1
).
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