Abstract. In this paper we investigate some connections between Hausdorff measures, Hölder functions and analytic sets in terms of images of zero-derivative sets and level sets.
Introduction
Several authors have studied level sets of continuous functions and smooth functions and, critical sets. For example, Bruckner and Garg [3] and Darji and Morayne [7] have proved results concerning how big is the set of points where the level sets of a "typical" continuous function (in the category sense) and of a typical C n (n ≥ 1) function, respectively, are large. The present author and Darji [5, 6] , in terms of Hausdorff measures and descriptive complexity, have characterized subsets M ⊆ R which are 1) the image under some C n function f of the set of points where the derivatives of first n orders are zero 2) the set of points where the level sets of some C n function are perfect, and 3) the set of points where the level sets of some C n function are uncountable.
In this paper we consider the case of Hölder functions. In Section 2 we "parametrize" the Hausdorff dimension of certain closed subsets of [0, 1] with Hölder functions. In 692 E. D'Aniello Section 3 we characterize the set of points where the level sets of a C n,α function (1 ≤ n < ∞, 0 < α ≤ 1) are perfect.
It is a very old result of Mazurkiewicz and Sierpinski [12] that a set M ⊆ [0, 1] is analytic if and only if it is equal to the set {y : f −1 ({y}) is uncountable} for some continuous function f . In Section 4 we characterize such sets M for C n,α functions. At last, in Section 5 we characterize the set of points where the level sets of a Lipschitz function are perfect.
Images of zero-derivative sets
In this section we characterize images of zero-derivative sets of Hölder functions. We first need few definitions and some terminology. (1 ≤ i ≤ n) the i−th derivative of f and Z (f,n) = x ∈ I : f (i) (x) = 0 for all 1 ≤ i ≤ n the so-called zero-derivative set. We use f n to denote the n-norm of f , i.e. f n = n i=0 f (i) where · denotes the supremum norm. 
Proof. The proof of this easy lemma is left to the reader Throughout we use λ to denote the Lebesgue measure on R.
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In particular, if
We shall prove that also
Indeed, for every x, y ∈ I,
Arguing in this way we obtain that, for every x, y ∈ I and every 0 ≤ k ≤ n,
and the result follows Our goal in this section is to characterize the following class A n,α .
We provide a characterization of A n,α in terms of Hausdorff measures and a condition β defined below.
Definition 2.7. Suppose I ⊂ R is a closed interval and P ⊂ R is a closed set. Then
where S i are components of I \ P .
We first have the following
P is a closed set with H
Proof. Let us first show that Condition 1 holds. For this, let S 1 , S 2 , . . . be the components of [0, 1] \ P . Without loss of generality we may assume that {0, 
(a i ) = 0 and Lemma 2.3 we obtain
is a sequence of non-overlapping intervals contained in [0, 1], we get For the convenience of the reader, throughout the paper we recall some definitions and necessary terminology from [6] . Afterwards, the rest of this section is devoted to proving the converse of the above result.
We now recall the definition of chain and introduce new notions. Throughout, π 1 and π 2 denote coordinate projections. 
For the remainder of this section we shall use φ to denote some fixed basic building block function. 
The intervals I and J are the domain and the range of G and we denote them by dom (G) and ran (G), respectively. To say that G is a chain means that G is a chain in some box.
Definition 2.13 [6: Definition 2.14]. Suppose G 1 and G 2 are chains. We say that
Definition 2.14. Suppose B 1 and B 2 are boxes with
If G 1 and G 2 are chains with G 2 G 1 , then we define
For sake of symmetry, we let
From now on we shall consider only chains contained
Proof. By [6: Proposition 2.16] there exists a constant K n such that
We shall prove that there exists a constant T n,α such that
Let us now consider the case
What we have just shown is that, whenever x and y belong to the first projection of the same box in G 2 , then the inequality
holds. Now let us consider the case when x ∈ π 1 (B 
Without loss of generality we can assume x < y. Then, let be
Without loss of generality we can assume x < y. Then let be p 
Hence we can conclude that, for each x, y ∈ dom (G 1 ),
and so
Since f
2 (a) = 0 for all 1 ≤ k ≤ n and f 1 (a) = f 2 (a) where a = inf dom (G 1 ), by Lemma 2.4 it follows that
where T n,α = 2
functions to be a (n, α)-Cauchy sequence means that it is a Cauchy sequence in the norm · n,α . Definition 2.17. Suppose 1 ≤ n < ∞ and 0 < α ≤ 1. For sake of notational convenience, the triple ( 
are the sets of all y and x, respectively, such that there are an increasing sequence of integers {k i } and two sequences of boxes {B i } and {B i } such that, for all i,
Definition 2.21 [6: Definition 2.22]. Let {G k } be a sequence of chains with
Proof. This follows from the fact that the convergence in C 1. 
. , J t is a finite collection of non-overlapping intervals contained in J and covering P ∩ J with
Proof. We construct the sequence {G k } using induction and Lemma 2.24. Without loss of generality we can assume {0, 1} ⊆ P . We first construct G 0 . Let L > 0 be such that L 1. P ∈ A n,α . 
P is a closed set with H
Proof. Assertion (1) ⇒ (2) is simply Lemma 2.8. Assertion (2) ⇒ (1): By Lemma 2.25 we may choose a sequence of chains
and, by Proposition 2.22, f is a non-decreasing function and λ(Z (f,n) . Clearly, if γ > 1 − ,n+1) ). 
1 n+1 (P ) = 0 and β n,1 (P, [0, 1]) < ∞. 3. There is a C n+1 function f : [0, 1] → [0, 1] such that P = f (Z (f
Perfect level sets
In this section we characterize the set of points where level sets of a given C n,α function are perfect. We first recall some basic definitions and results. 
where the supremum is taken over points x i ∈ T f such that x 1 < x 2 < . . . < x k+1 . Theorem 3.3 [10, 11] . Suppose 1 ≤ n < ∞ and 0 < α ≤ 1, and let f : [0, 1] → R be a continuous function of bounded variation with
Definition 3.4 [6: Definition 3.13]. Suppose P and Q are closed sets. We say that P is strongly contained in Q, denoted by P Q, if P ⊆ Q, Q \ P is countable and every point of P is a bilateral limit point of Q.
Lemma 3.5. Suppose 1 ≤ n < ∞ and P ∈ A n,α . Then there is Q ∈ A n,α such that P Q.
Proof. The proof is the same as that of [6: Lemma 3.14]
We now proceed towards the goal of this section. 
Assertion (1) ⇒ (2): Let M and P be as described in Assertion 1. By Lemma 3.5 there exists a set P ∈ A n,α such that P P . By Theorem 2.26, there is a C n,α increasing homeomorphism h such that h(Z (h,n) ) = P and λ(Z (h,n) ) = 0. ({y}) clearly is perfect for all y ∈ M and finite otherwise. Next we want to observe that h • g satisfies the hypotheses of Theorem 3.3. As h is Lipschitz and g is a continous function of bounded variation, h•g is also a continuous function of bounded variation. Now we want to show that
Then, by Lemma 2.3,
As g is a function of bounded variation, 
Uncountable level sets
In this section we characterize the set of points where level sets of a given C n,α function are uncountable. ,n) ). The proof of assertion (1) ⇒ (2) is analogous to that Theorem 3.6 and can be carried out by applying [6: Proposition 4.2]
It is easy to verify that f k+1 satisfies all other induction hypotheses of stage k +1. By assertion (vii), the sequence {f k } converges uniformly to some continuous function f . By assertion (iv),
Hence f is of bounded variation. By assertion (viii), f Proof. By [7: Lemma 3.7] , P f is the union of a G δ and a countable set. Without loss of generality, since countable sets obviously have Lebesgue measure zero, we may assume that P f is a G δ set. Let
Since f is Lipschitz it follows that λ(P f \ P f 1 ) = 0. It is clear that x y ∈Z (f,1) for every y ∈ P f 1 . By a standard result (e.g. [2: Lemma 7.10]) the set f (Z (f,1) ) has Lebesgue measure zero. So, since P f 1 is a subset of f (Z (f,1) ), it also has Lebesgue measure zero. Therefore λ(P f ) = 0
The following theorem is the goal of this section. 
