Elsevier Defez Candel, E.; Sastre, J.; Ibáñez González, JJ.; Ruíz Martínez, PA. (2009). Computing matrix functions solving coupled differential models. Mathematical and Computer Modelling. 50(5):831-839. )>IJH=?J In this paper a modication of the method proposed in [1] for computing matrix sine and cosine based on Hermite matrix polynomial expansions is presented. An algorithm and illustrative examples demonstrate the performance of the new proposed method.
1
Introduction.
It is well known that the wave equation
plays an important role in many areas of engineering and applied sciences. The matrix dierential problem
where A is a matrix and Y 0 and Y 1 are vectors, arises from spatially semi-discretization of the wave equation (1.1), see [2] . Matrix problem (1.2) has the exact solution
where √ A denotes any square root of a non-singular matrix A (see e.g. equation 1.2 of [3] ). More general problems of type (1.2), with a forcing term F (t) on the right-hand side arise from mechanical systems without damping, and their solutions can be expressed in terms of integrals involving the matrix sine and cosine [4] . Thus, trigonometric matrix functions play an important role in second order dierential systems, similar to matrix exponentials in rst order dierential problems.
A general algorithm for computing the matrix cosine which uses rational approximations and the double-angle formula cos (2A) = 2 cos 2 (A) − I was proposed by Serbin and Blalock [2] . Higham * Acknowledgments. This work has been partially supported by the Generalitat Valenciana GV/2007/009. 1 in [3, 5, 6] developed a particular version of this algorithm based on the Padé approximation including truncation and rounding error analysis.
In this paper, that may be regarded as a continuation of [1] , we use Hermite matrix polynomial expansions of the matrix cosine and sine in order to perform a very accurate and competitive method for computing them compared to the results given by the function funm of MATLAB. The implementations have been tested on an Intel Core 2 Duo T5600 with 2 GB main memory, using 7.5 (R2007b) MATLAB version. This paper is organized as follows. Section 2 summarizes previous results of Hermite matrix polynomials and includes a new Hermite series expansion of the matrix sine and cosine. Section 3 deals with the Hermite matrix polynomial series expansion of cos (At) and sin (At) for an arbitrary matrix as well as with its nite series truncation with a prexed accuracy in a bounded domain, and an algorithm of the method is given. Section 4 deals with a selection of examples in order to investigate the accuracy of the new method proposed here. Finally, conclusions are presented in section 5.
Throughout this paper, [x] denotes the integer part of x. The matrices I r and θ r×r in C r×r denote the matrix identity and the null matrix of order r, respectively. Following [7] , for a matrix A in C r×r , its innite-norm will be denoted by ∥A∥ ∞ and its 2-norm will be denoted by ∥ A ∥ 2 . Finally, if A(k, n) are matrices in C r×r for n ≥ 0, k ≥ 0, from [1] it follows that
Hermite matrix polynomials series expansions of matrix sine and matrix cosine.
For the sake of clarity in the presentation of the following results we recall some properties of Hermite matrix polynomials which have been established in [1] and [8] . From (3.4) of [8, p. 25 ] the nth Hermite matrix polynomial satises
for an arbitrary matrix A in C r×r . Taking into account the three-term recurrence relationship (3.12) of [8, p. 26] , it follows that 
The nth scalar Hermite polynomial is given by [9, p. 60 ]
which coincide with the n−th matrix Hermite polynomial (2.1) when r = 1 and A = 2.
Taking y = tx and µ = 1/t in (2.3) it follows that
Now, we look for the Hermite matrix polynomials series expansion of the matrix cosine cos (Ax).
Given an arbitrary matrix A ∈ C r×r , with cos (Ay) = e iAy + e −iAy 2 and using (2.5) in combination with [8, p. 25] , it follows that
Thus, one gets
.
(2.6)
Taking λ = iµ in (2.6), we obtain the looked for expression:
In a similar form, taking into account that
it follows that Denoting by C N (A, λ) the N th partial sum of series (2.7) for y = 1, one gets
Observe that the case λ = 1 corresponds with the matrix cosine approximation C(A; 1; N ) given in [1] . Denoting by S N (A, λ) the N th partial sum of series (2.8) for y = 1, one gets
In Section 4 we shall see that the introduction of the additional parameter λ will improve the results given in [1] . 
and thus
Using (1.4), the following expression holds
Taking the approximate value C N (λ, A) given by (2.9) and taking into account (3.2), it follows that
Considering the previous expression, one gets an error bound for approximation (2.9):
Now, let ε > 0 be an a priori error bound. Using (3.4) , if N is the rst positive integer so that
from (3.4) and (3.5) one gets,
Summarizing, the next result, similar to theorem 3.1 of [1] , has been proved: Theorem 3.1 Let A be a matrix in C r×r and let λ > 0. Let ε > 0. If N is the rst positive integer so that inequality (3.5) holds. Then
Furthermore, using that relation sin (A) = cos (
, it is possible avoid the computation of the matrix sine. On the other hand, we can obtain a similar result to theorem 3.1 for the case of the matrix sine: Theorem 3.2 Let A be a matrix in C r×r and let λ > 0. Let ε > 0. If N is the rst positive integer so that inequality
holds. Then, approximation S N (λ, A) given by (2.10) satises
Starting with expressions (2.9) and (2.10), it is possible to simultaneously compute the matrix cosine and sine using the following algorithm 1. In this section we provide results for numerical experimentation of the computational method based on expansion (2.7) compared with the results given by the function funm of MATLAB. This function allows to compute general matrix functions by the Schur-Parlett algorithm, [10] , and it is the only function that MATLAB has to compute matrix sine and cosine. The implementations have been tested on an Intel Core 2 Duo T5600 with 2 GB main memory, using 7.5 (R2007b) MATLAB version.
In the rst example, we apply the computation of the matrix cosine of a matrix A treated in [1] using the expansion (2.7). Note that there are dierent possible choices for the parameter λ. Example 
Let A be a matrix dened by
Using the minimal theorem [11, p. 571 ], see also [1] , the exact value of cos (A) is In [1] , for an admissible error ε = 10 −5 , we need N = 15 to provide the required accuracy. In practice, the number of terms required to obtain a prexed accuracy uses to be smaller than the one provided by Theorem 3.1 of [1] . So for instance, taking N = 9 one gets: We will compare these results obtained letting λ = 1 in Theorem 3.1 of [1] with the new Theorem 3.1. Taking λ = 2000, using Theorem 3.1 we need N = 10 to obtain the same prexed accuracy. Again, the number of terms required to obtain a prexed accuracy uses to be smaller than the one provided by (3.6) . For instance, taking N = 7 one gets where D is a diagonal matrix with uniform random values in the interval [−5, 5] and P is a matrix with uniform random values in the same interval. The dimensions of all matrices are 100 × 100. We have computated the approximation of the matrix cosine C N (λ, A) and sine S N (λ, A) with N = 20 and the experimental value of λ was λ = 0.7936.
It is well known that the exact solutions are In the experiment each exact solution has been obtained at 256−digit precision using MATLAB's Symbolic Math Toolbox. Figure 3 shows the comparison between the relative errors of function funm of MATLAB and series (2.7) with λ = 0.7936 using the innite norm:
The mean processing time for funm was 0.114550 seconds and the mean processing time for the Hermite approximation was 0.023535 seconds. The rst average time corresponds only to the computation of cos (A) using the function funm. The second value corresponds to the computation of cos (A) and sin (A) using Hermite expansion. Our proposed implementation was 4.8672 times faster.
In the computation of cos (A), the Hermite method gave a smaller error than funm in 70% of the test cases. In the computation of sin (A), the Hermite method gave a smaller error than funm in 67% of the test cases. Example 4.3 We consider 100 randomly matrices in the same conditions as in experiment 4.2. We have computed the approximation of the matrix cosine C N (λ, A) and sine S N (λ, A) with N = 25. We choose in this new experiment λ = 0.6175. Figure 4 shows the comparison between the relative errors of function funm of MATLAB and series (2.7) with λ = 0.6175 using innite norm (4.3). Now, the mean processing time for funm was 0.113997 seconds and the mean processing time for the Hermite approximation was 0.027875 seconds. The rst average time corresponds only to the computation of cos (A) using the function funm. The second value corresponds to the computation of cos (A) and sin (A) using Hermite expansion. Our proposed implementation was 4.0896 times faster. In the computation of cos (A), the Hermite method gave a smaller error than funm in 74% of the test cases. In the computation of sin (A), the Hermite method gave a smaller error than funm in 74% of the test cases. 5 Conclusions.
In this paper a modication of the method proposed in [1] for computing matrix cosine and sine based on Hermite matrix polynomial expansion is presented. Numerical tests and an algorithm are given. The described method allows the simultaneous evaluation of the matrix sine and cosine and it has been compared with the function funm of MATLAB. The method depends on the parameter λ, whose impact on the numerical eciency is currently studied. Furthermore, pending work focuses on the optimal scaling of the matrix and the study of the evaluation [12] of the approximations (2.9) and (2.10). To do parallel implementation of the algorithms presented in this work in a distributed memory platform, using the message passing paradigm, MPI and BLACS for communications, and PBLAS and ScaLAPACK [13] for computations. 
