A MARTINGALE APPROACH TO SOME WIENER-HOPF PROBLEMS, II, by R.R. London, H.P. McKean, L.C.G. Rogers 
, and David Williams
To a large extent, this paper, II, may be read independently of Paper I. Please see the introductory remarks to Paper I for a brief indication of the relationship between the two papers.
PART A.
A NEW LOOK AT THE MARKOV-CHAIN CASE Let v be a map ~{0}, and put E + = v -1 (0,~), E 1 _ v 1(-~,0). We suppose that both E+ and E are non-empty. Y-t ~ X(03C4-t).
It is elementary to prove that Y+ and Y are Markov chains on E+ and E respectively.
We suppose that ( (Q*f)x -03A3 q*xy fy, where qxmy qyxm-1x .
For an E X E+ matrix H = (hba), define H* to be the E+ X E matrix with hab = mbhbam-1a ; and so on. By simple algebraic operations on (1.4), where (Vm) is minus the restriction of Vm to E-(so that Vm = (Vm)+ -(Vm) ).
Then '(',') is a negative-definite inner-product, and we can show as above that if ~ is an eigenvalue of V 1Q with strictly positive real part, then -S is an eigenvalue of G and S is real.
Thus, every eigenvalue of V 1Q is real, and the usual undergraduate method shows that eigenvectors of V 1Q corresponding to different eigenvalues are orthogonal for the inner product ~*'')By ' . As a consequence G has real eigenvalues and eigenvectors which are orthogonal relative to the inner-product {'~') ' . Hence, 
5.
Recapitulation. Let us collect together some of the f acts which we have established for the case when X is symmetrizable.
Firstly, we know that the eigenvalues -~1,-52,...,-Bk of G are real and negative; and from (4.4) we have the resolvent expansion:
Secondly, we have:
J1C(S1_ A)-1 i=l ~ ( restating (2.5)) ; and, since this is now an expansion of II + in terms of real matrices, the 'interpretation' (2.6) is a little more meaningful.
Finally, we have (4.5).
6.
A special case. We now make the further assumption that E contains a 'special' state labelled 0 such that jumps from E to E+ can be made only from state 0. It follows from the symmetrizability assumption that jumps from E to E can only be made to state 0.
We shall prove under this assumption that Hence, for x E E+, (6.5) f {x) -= = since we are assuming that X can enter E from E+ only at the point 0.
Obviously, we need only prove (6.4) under the assumption that f (0) > 0. We hope that the reader will allow a notational shift which proves to be convenient. We shift [-1,0] to [0,1].
Thus, we shall write:
y for a typical point of (0,°°)
x in [0,1] for the point which is really the point x -1 in C-1,0].
This will become clear in a moment.
Actually, there is rather more than mere notational convenience involved here .... It was only after very considerable effort -and a remarkable piece of luck -that we discovered that for 0 It is now a straightforward exercise to deduce the desired result (9.1) from the Residue Theorem. It is interesting to note that H 0 (x) -°1 0.
With
A brief sketch of our route to (8.8). Some interesting complex analysis underlies this work, and it is very likely that it will be taken up by some of us in a further paper.
In particular, the contours used in §9 relate to our problem in a fascinating way.
For now, we explain briefly how we arrived at the formula (8.8).
We began by solving for this example the problem considered in Paper I, namely,that of determining the law of Y+. We assume now that the reader is familiar with the results of Paper I.
[At this point, DW apologizes -for the fault is his -for the f act that the notation in these two papers could have been better integrated.
But there are not enough letters to go round, and one needs an enormous number of letters to describe certain Wiener-Hopf expansions which make essential companions to those mentioned in this paper.]
The bounded eigenfunction h (say) of (= 1 2sgn (x)DZ) corresponding to eigenvalue and normalized so that he(0) = 1, is given on (0,~) by h03B8(y) = 03B8 -1 coth 6 cos 8y + 03B8 -1 sin 8y.
Hence, since pl and p2 are obviously zero, we must f ind a measure J on Of course, you may well feel that there is just as much chance of guessing (8.8) as of guessing that the sum of (10.15) is given by (10.16); and you may well be right! But we have told it the way it happened. The fact that (10.15) and (10.16) do agree follows from our uniqueness theorems and the calculations in §9; but we intend to indicate a direct proof of this fact and related facts elsewhere.
