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The motivation of this psychology literature study is to obtain modality related guidelines 
for real-time information presentation in crisis management environment. The crisis 
management task is usually companied by time urgency, risk, uncertainty, and high 
information density. Decision makers (crisis managers) might undergo cognitive overload 
and tend to show biases in their performances. Therefore, the on-going crisis event needs 
to be presented in a manner that enhances perception, assists diagnosis, and prevents 
cognitive overload. To this end, this study looked into the modality effects on perception, 
cognitive load, working memory, learning, and attention. Selected topics include working 
memory, dual-coding theory, cognitive load theory, multimedia learning, and attention. 
The findings are several modality usage guidelines which may lead to more efficient use 
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This psychology literature study is part of a PhD research on multimodal presentation 
for preventing tunnel vision in crisis management. In this section, a brief introduction 
on the research topic and the current progress will be given (see [1] for a more elaborated 
description and related references). The motivation and scope of this literature review 
will also be discussed at the end of this section. 
 
Crisis management is a strategic management activity which aims to prevent or minimize 
the negative impact of a crisis. It is a challenging and stressful task because time is 
critical and people involved typically have to deal with high risk, high information 
density, and high uncertainty. This is especially true for the decision making group (the 
crisis managers) whose decisions and commands are crucial. Under stress and high 
working load, the decision makers often have the tendency to unintentionally bias their 
information perception and problem solving processes. We have defined this 
phenomenon as tunnel vision. Tunnel vision includes two aspects:  
1) framing bias 
Crisis managers tend to create one coherent description of the crisis event without full 
awareness of what has actually happened. They also tend to rely on standard operating 
procedures, previous ways of understanding without reexamination.  
2) confirmation bias 
Crisis managers tend to perceive and confirm only clear and familiar information 
which aligns with their subjective understanding and explanation of the crisis situation. 
Once a solution is forming, they tend to stick to it without examining other possibilities. 
 
The two aspects of tunnel vision may lead to growing biases in the diagnosis of the real 
crisis situation, which in turn cause costly delay and loss. Aiming at preventing tunnel 
vision, an information assistant system has been proposed by the author [1]. Briefly 
speaking, this system serves as a platform for monitoring the on-going crisis event. It 
captures all real-world communications and multimodal signals, applies fusion, reasoning 
and filtering technologies, and eventually presents them to the users (crisis management 
located in the crisis response center). During these processes, the information quality is 
enhanced and the quantity is reduced. The research focus of the author is the design of 
the multimodal presentation module which aims at forming an effective and efficient 
presentation of the on-going crisis event. An effective and efficient presentation manner 
is supposed to prevent the user’s cognitive overload and enhance the user’s information 
perception performance. It is expected that, when working with such an information 
assistant system, the user is more likely to stay aware of the actual situation, stay open 
minded to possibilities, and make proper decisions. 
 
As mentioned above, our goal is to achieve an effective and efficient presentation manner 
which prevents cognitive overload and assists information perception of the user. One of 
the factors which we believe to have major influences on the presentation performance is 
the modality usage. Accordingly, the research question is: how should available 
modalities be allocated and combined for presenting each piece of information, in order 
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to make efficient use of the user’s cognitive capacity and make sure that the information 
is actually perceived by the user. Modality planning approaches in the AI domain mostly 
intend to achieve a better representational performance, i.e. to better convey the meaning 
of the information. However, due to the specific application, the perceptional properties 
of modalities should also be taken as a very important concern. Therefore, a literature 
study into the psychology domain has been carried out, in order to obtain knowledge 
about the modality effect on cognitive load and attention. 
 
2 Overview of this literature study 
 
There is a huge body of psychology studies which addresses the effect of modality on 
perception, cognitive load, working memory, learning, and attention. They spread into 
many branches, including educational psychology, cognitive psychology, experimental 
psychology and neuropsychology. In this literature review, we intend to find principles 
for two aspects in modality planning:  
1) Modality effects on cognitive load and the occupation of working memory 
In the crisis situation, due to the time urgency and information overload, crisis 
managers may undergo cognitive overload. However, the emergency response tasks 
require available cognitive capacity for situation diagnose and decision making. 
Therefore, it is desired that our information presentation manner helps to reduce the 
cognitive load and make more efficient use of the working memory. From psychology 
literatures on cognitive load theory, working memory theory and dual coding theory, we 
expect to have better understanding on human being’s cognition system and the working 
memory structure, and to obtain the modality effects on cognitive load and the occupation 
of working memory. Eventually, we intend to extract modality usage principles which 
lead to a better use of the user’s cognitive capacity. Guidelines on the opposite side, i.e. 
the modality usages which may bring high cognitive load, are also valuable for this 
research.  
2) Modality effects on attention 
From the studies on attention, we expect to obtain modality-related findings which 
provide answers for the question: Can we adjust the attention-capture ability of the 
presentation by the usage of modalities? The question arises from the concern that the 
user may fail to perceive the newly-presented information, especially when he is 
concentrating on a certain previously-presented issue. When the user is not experiencing 
cognitive overload, we expect to be able to direct the user’s attention to each piece of 
newly-presented information. Under the assumption that the user is attending the latest 
presented issues, the modality planning for the next piece of information should take the 
currently used modalities into account, especially when the location of the new 
information on the display is likely to be outside the user’s attended area. When cognitive 
overload occurs, the modality usage of all information on the display should make 
contrast between the most urgent/important issues and the rest. In summary, we expect to 
gather knowledge about how attention is related to the modality usage.  
 
According to our application, we will focus on visual, auditory, verbal, and non-verbal 
properties of modalities. Less relevant properties, such as tactile, olfactory, and gustatory, 
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are out of the scope of this study. The selected topics include 1) working memory theory, 
2) dual-coding theory (mental representation), 3) cognitive load theory, 4) multimedia 
learning theory, and 5) attention. The following sections give the review of selected 
literatures and summarize the findings.   
 
3 Working memory and dual-coding theory 
Working memory (or short-term memory) is a theoretical construct in cognitive 
psychology that refers to the system involved in the temporary maintenance and 
manipulation of information [2]. Long-term memory is a system that allows long-term 
(maybe a life-time) information store and retrieval. The limitation of working memory 
capacity has been well known since Miller [3]. Only a limited amount of elements can be 
stored and processed in working memory at the same time. In contrast, an unlimited 
number of elements can be held in long-term memory in the form of hierarchically 
organized schemas. During a high work load task, such as crisis management, working 
memory is more likely to be a cognitive bottleneck that limits the performance. Therefore, 
it is necessary to look at the current understandings on how working memory works. 
Baddeley and Hitch [4] have proposed a very famous multi-component working 
memory model, see figure 1.  This model contains a central executive system aided by 
two subsidiary systems – a visual-spatial sketch pad and a phonological loop. The 
phonological loop has a phonological store for temporarily storing auditory information. 
It also includes a rehearsal system. Auditory traces within the store were assumed to 
decay over a period of about two second unless being refreshed by the rehearsal system. 
The visuospatial sketchpad is assumed to temporarily maintain visual information and to 
form a relation between visual and spatial information. The information stored in the two 
subsidiary systems is retrieved by the central executive system, which is assumed to be 
an attentional system whose role extends beyond memory functions. The central 
executive is believed to involve in (at least) attention management, new learning, 
comprehension, and reasoning. As the name indicated, it might serve as a center 
processing and control system. This model has been supported by psychological, 
physiological, and anatomical evidences [5]. Each component in this model is assumed to 









Figure 1: a multi-component working memory model proposed by Baddeley 
 
Several conclusions can be extracted from the working memory theory for this 
research: 
1) The working memory has separated stores for visual information and auditory 
information. Therefore, in order to make better use of the working memory 
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capacity, it is preferable to let the two perception channels share the presentation 
task in a coordinated manner.   
2) Each perception channel (visual and auditory) has limited capacity. The total 
amount of information that needs to be perceived in each channel shouldn’t 
exceed the corresponding capacity. Attention-related research suggested that the 
visual memory is limited typically to about three or four objects [7, 8] (as cited in 
[5]). This capacity limitation is one of the causes of the change blindness 
phenomenon, whereby objects in scenes can change color, move or disappear 
without people noticing (see section 5 for more detail).   
 
The central executive is the most important but least understood component of working 
memory. Little is known about how information perceived and stored in the two 
subsidiary systems is processed by the central executive to serve different tasks. However, 
the dual coding theory from Paivio [9] provides more knowledge on human being’s 
mental structures and processes. According to the dual coding theory, mental processes 
are dynamic associative processes that operate on a rich network of modality-specific 
verbal and nonverbal representations (see figure 2). Verbal representations contain visual, 
auditory, and other modality-specific verbal codes. Nonverbal representations include 
images, environmental sounds, actions, and other nonlinguistic objects and events. Two 
mental systems process verbal and nonverbal representations respectively. The 
associative connections are the links that join representations within each system. The 
two systems are further linked into a more complex dynamic network through referential 
connections. The referential connections join corresponding verbal and nonverbal codes 




Figure 2: Verbal and nonverbal symbolic systems of Dual Coding Theory (from [9]) 
 
The dual coding theory is empirically well-founded. It has been applied to explain 
specific phenomena in many areas of education and at many levels [10]. It is 
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demonstrated that verbal and nonverbal associative processes play major roles in various 
educational domains, such as knowledge comprehension, memorization, effective 
instruction design, the learning of motor skills, etc. Educational materials which contain 
associated verbal and nonverbal codes and effectively activate verbal/nonverbal 
associative/referential processes normally lead to better performance in comprehension, 
learning and memorization. Although the task of presenting a crisis scenario is different 
from giving educational instruction, it is still reasonable to assume that presenting 
information with both verbal and non-verbal modalities in a well-associated manner may 
lead to better situation memorization and diagnose. A well-associated manner means that 
it doesn’t require much cognitive effort to build referential connections between verbal 
and nonverbal presentations.  
 
Although these aforementioned two theories haven’t been explicitly related to each other, 
it seems reasonable to interpret that the dual-coding structure is embedded in the central 
executive. When the stored visual information and auditory information are retrieved into 
the central executive, they are represented and re-classified by another feature (verbal or 
nonverbal). The central executive is also responsible for building associative and 
referential connections, although this is by no means its only function. As working 
memory has limited capacity, the capacity of each system is limited. The cognitive 
resource for making referential and associative connections is also limited.  
 
 
4 Cognitive load theory and multimedia learning 
Cognitive Load is a term that refers to the load on working memory during problem 
solving, thinking and reasoning [11]. Cognitive load theory has been constructed to 
describe the structure of human cognition, serving as a theoretical foundation for the 
design of educational instructions [11-13]. Based on the assumption that the amount of 
cognitive capacity available is limited (working memory capacity is limited), the 
cognitive load theory suggests that the total amount of cognitive load for a particular 
learner under particular condition is defined as the sum of three types of load: one type 
that is attributed to the inherent structure and complexity of the instructional materials 
and cannot be influenced by the instructional designer (intrinsic load), and two types that 
are imposed by the requirements of the instruction and can therefore, be manipulated by 
the instructional designer (extraneous and germane load). The intrinsic load is determined 
by an interaction between the nature of the material being learned and the expertise of the 
learners, therefore it cannot be directly influenced by instructional designers. The 
extraneous load is the extra load beyond the intrinsic load resulting from mainly poorly 
designed instruction. The germane load is induced by learner’s mental effort to process 
and comprehend the material. The difference between the total cognitive load and the 
processing capacity of working memory is defined as free cognitive resource [14]. High 
cognitive load occurs when free cognitive resource approaches zero. Based on the 
cognitive load theory, the goal of instructional design is to adjust the extraneous load and 
the germane load the instructional materials may impose upon the learners and reduce the 
cognitive load required for learning.  
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Many research efforts have been investigated in the design of multimedia learning 
materials which bring cognitive load benefits for learners [15-28].  The relations between 
the usages of modalities (the modality effect) and the demand of cognitive load have been 
a particular interest in this research area. Although the goal of this research differs from 
improving learning, the assumptions and principles in the multimedia learning research 
are still highly relevant in the sense that both researches aim at designing multimodal 
presentations which reduce the cognitive load of the users. The cognitive theory of 
multimedia learning is based on four fundamental assumptions [14, 22]. 
1) The dual-channel assumption  
This assumption refers to the sensory modality of information perception that visual 
information and auditory information are perceived in different channels that correspond 
to the visuospatial sketchpad and the phonological loops from Baddeley’s working 
memory model [4].  
2) The dual-coding assumption 
This assumption is taken from Paivio’s dual-coding theory [9]. It refers to the mental 
representation modes and indicates that verbal and nonverbal materials are processed and 
mentally represented in separate but interconnected systems.  
3) The limited capacity assumption  
This assumption posits that the amount of processing that can take place within each 
information perception channel and processing system is extremely limited, taken from 
the Sweller’s cognitive load theory [12] and the Baddeley’s working memory theory [4].  
4) The active learning assumption  
This assumption suggests that meaningful learning occurs when learners engage in 
active cognitive processing including paying attention to relevant incoming words and 
pictures, mentally organizing them into coherent verbal and nonverbal representations, 
and mentally integrating verbal and nonverbal representations with each other and with 
prior knowledge. 
 
The research findings in the multimedia learning domain by Mayer et al. can be 
summarized as 9 effects [23, 26], including the modality effect, the contiguity effect, the 
multimedia effect, the personalization effect, the coherence effect, the redundancy effect, 
the pre-training effect, the signaling effect, and the pacing effect. Due to different 
research backgrounds, not all effects are relevant to this research. Only the relevant ones 
are introduced here.  
1) The multimedia effect 
The multimedia effect [20-23, 26, 29] shows that students learn better from a multimedia 
explanation presented in coordinated verbal (written text or narration) and nonverbal 
(pictures or animations) formats then in verbal format alone. This effect is consistent with 
the dual-coding theory. Associated verbal and nonverbal materials can activate the 
student’s mental activities to build referential connections and associative connections; 
therefore they learn more deeply. The multimedia effect is stronger for low prior 
knowledge learners than for high prior knowledge learners [20]. This is because the high 
prior knowledge learners are more likely to be able to independently create useful mental 
images solely from the verbal materials. Therefore they benefit less from a coordinated 
verbal and nonverbal presentation.  
2) The modality effect 
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When a learning material contains animation and text which are presented in different 
areas on the screen, students have to split his visual attention to animation and text. When 
they are reading the text, they may miss some part of the animation, and vice versa. This 
effect is named as the split-attention effect [18, 19, 25]. The modality effect [18, 19, 21, 
23, 25, 26, 29] points out a solution to this problem which is to present the verbal 
information (text) with an auditory modality rather than a visual modality. A series of 
experiments proved that students perform better on tests of problem-solving when 
scientific explanations were presented as animation and narration, rather than as 
animation and on-screen text. This result can be explained by the dual-channel 
assumption. Animation and on-screen text together may impose high load on the visual 
channel. By replacing text by narration, part of the perception load is carried by the 
auditory channel. More effective capacity of the working memory is used. Therefore the 
learners perform better at information perception and further processing. 
Two other methods have been proposed to reduce the split-attention effect, in the 
situation that the verbal and nonverbal information both have to be presented in the visual 
form. One is called color coding method [18] which is to color the related verbal and 
nonverbal elements with the same unique color. The other one is to physically locate the 
related elements near to each other (see the contiguity effect). Both of these two 
alternative techniques intend to reduce the load on the visual channel and assist the 
building of the referential connections, and eventually circumvent the cognitive load 
consequences of the split-attention effect.  
3) The contiguity effect 
The contiguity effect [20, 21, 23, 26-29] consists of two aspects - a spatial-contiguity 
effect and a temporal-contiguity effect. The spatial-contiguity effect refers to learning 
enhancement when corresponding verbal and nonverbal information (both visual) are 
physically well-integrated rather than physically separated. This is another solution for 
reducing the split-attention effect. The physical integration reduces the part of load which 
is needed for visual searches and mappings in the visual channel. Therefore the visual 
channel overload is less likely to happen and the students can perceive the information 
more effectively. The physical integration also assists the referential connections between 
corresponding verbal and nonverbal information which need to be integrated, and results 
in more free cognitive resources for comprehension and problem solving.  The temporal-
contiguity effect refers to learning enhancement when corresponding visual and auditory 
materials are temporally synchronized, i.e. presented simultaneously rather than 
successively. The explanation is also that the temporal synchronization assists the 
referential connections between verbal and nonverbal information. The learner doesn’t 
have to hold one part of the information in the working memory and wait for other 
corresponding contents which need to be integrated.  
In general, the integrated and synchronized corresponding verbal and nonverbal 
information facilitate the reference connections and enhance learning. The application of 
the contiguity effect has some conditions. First, it has been proved that students with high 
spatial ability can benefit more from the contiguity effect, because building the 
associative connections among visual representations is relatively effortless for them, 
therefore they have more free cognitive resources for building the referential connections 
[27]. Second, the contiguity effect doesn’t hold for the information sources which don’t 
have to be integrated in order to be understood. A long-term study has shown that 
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integrated instructions are not effective in areas where verbal or nonverbal information 
sources are completely intelligible in isolation [16].  
4) The coherent effect 
The coherent principle [21-24, 26, 28] says that students learn better from a 
multimedia explanation without extraneous materials rather than with extraneous 
materials. Many experiments have provided consistent evidences for this principle, and it 
is also very well understandable from common sense. Irrelevant materials take up part of 
the limited cognitive capacity and the students need to devote extra cognitive resource to 
distinguish the irrelevant materials. 
5) The redundancy effect 
The redundancy effect refers to the fact that students understand a multimedia 
presentation better when words are presented as narration rather than as narration and on-
screen text. [18, 21, 23, 24, 26, 28, 29]. This effect indicates that presenting the same 
information content in many formats, although may guarantee the perception, does not 
always enhance comprehension and learning. The benefit of multimodality presentation 
has some conditions. More modalities are not always better than less. The redundancy 
information may cause the overload of the perception channels and require extra mental 
resource for building referential connections. 
6) The personalization effect 
The personalization principle [21-23, 26] indicates that students learn better when the 
words are presented in a conversational style rather than a formal style. The explanation 
might be that a conversational style may make the learners more willing to accept what 
they are being told. Therefore, students work harder to understand an explanation when 
they are personally involved in a conversation.  
 
All the aforementioned effects are supposed to be stronger when the contents of the 
presented materials are in nature more difficult to comprehend and/or the problem-
solving tasks during learning are more complex. Difficult materials result in higher 
intrinsic cognitive load. Complex tasks require more free cognitive resources for 
reasoning and problem-solving. In these high-cognitive-load-requirement situations, the 
free cognitive capacity is more crucial to performance and cognitive overload is more 
likely to occur. In contrast, if the material comprehension and problem-solving are both 
relatively easy and don’t require much cognitive effort in total, the aforementioned 
effects might be very weak or even not visible because the working memory capacity can 
afford the unnecessary working load.  
Finally, the long term memory can also influence the burden on working memory 
[18]. Relevant knowledge stored in the long-term memory can be retrieved to facilitating 
the associative and referential connections among new information. Therefore, the 
cognitive load during learning and problem-solving can also be reduced by trainings and 
experiences.  
 
5 Attention  
The attention-related literature study started from looking at the change blindness 
phenomenon, which refers to the striking failure to observe large changes in a scene (see 
section 5.1). The change blindness phenomenon is worth our attention, because it would 
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be a serious failure if some of the presented information on the display goes unnoticed. 
Driven by this concern, we turned to the research topic of attention guidance. The 
intention is to figure out what are the factors which guide attention. There is a huge body 
of attention related research, from single-modality attention (e.g. visual attention) to 
cross-modality attention.  According to our application, our literature selection focuses on 
visual attention guidance (section 5.2) and cross-modality attention (section 5.3). The 
current selection of literature is by no means complete; however it might be sufficient to 
obtain a surface view on important principles and conclusions.  
 
5.1 Change blindness 
The change blindness phenomenon refers to the surprising difficulty observers have in 
noticing large changes to visual scenes [8, 30]. According to [31], the general research 
interest in change blindness was triggered by the discovery in the 90’s that observers 
often failed to notice large changes to photographs that were made during an eye 
movement [32]. For example, 50% observers failed to notice when two cowboys sitting 
on a bench exchanged heads! Similar change detection failures have been found from 
many other experimental techniques which aim at examining the localization of the 
change ([33] provides an overview). Research findings explain that the observers never 
consciously form a complete and detailed representation of their surroundings [30], so 
attention is needed to select objects for processing consciously. Attention is necessary to 
bind different features into a complete mental representation of an object and observe 
changes [34]. As a result, feature changes in the attended area are more likely to be 
perceived and recognized. Studies on the change blindness phenomena also provide some 
insights into the relations between attention and visual short-term memory. As the 
capacity of visual short-term memory is limited, visual attention is also limited. It can be 
only distributed to 4 to 5 items at a time [8].  
Interestingly, attention is necessary for change detection. But attention alone does not 
guarantee it. Changes to attended objects are still likely to go unnoticed, particularly 
when the changes are unexpected. Changes are reportable only once they are attended, 
encoded in the memory, and compared [35]. Experiments have shown that even if all the 
changes were attended, encoded, and remained available, change blindness might 
nevertheless occur due to the failure of the necessary compare process [31, 36].  
Intuitively, an explanation to this might be that the working memory is fully loaded to 
compare and maximize the detection of one change. During this processing period, there 
is no extra capacity to process other possible encoded changes remaining in the visual 
short-term memory. As the new changes keep appearing, it is likely that some encoded 
changes are overwritten by new attended changes, and become eventually undetected.   
 
5.2 Visual attention guidance 
Two mechanisms are known to guide visual attention: a bottom-up, fast, primitive, and 
stimuli-driven mechanism that guides visual attention based on the saliency of the stimuli, 
i.e. the state or quality of standing out relative to neighboring items, and a second slower, 
top-down mechanism with variable selection criteria, which directs attention under the 
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cognitive control. However, whether visual consciousness can be reached by either 
saliency-based or top-down attentional selection or by both remains controversial [37].  
1) Bottom-up visual attention mechanism 
In this mechanism, the visual stimuli which win the competition for saliency will 
automatically be attended. When an object in a visual field contains some unique features 
(e.g. a unique color compared to its surroundings), this object seems to pop out and 
captures the attention [38]. Features which can attract attention when they are unique in 
the scene (named as pre-attentional features) include color, shape, intensity, orientation, 
depth, size, and curvature [39]. In a computational model for saliency [37, 40-42], input 
images are processed in three independent feature channels representing color, intensity, 
and orientation. The culmination of processing in each channel is a map that indicates the 
salient locations in the image with respect to only one feature dimension. The final 
saliency map is a linear sum of these three sub maps. In general, the color and the 
intensity feature play more important role than the orientation feature in the guidance of 
attention [41].  
2) Top-down visual attention mechanism 
In contrast with the bottom-up mechanism, the top-down mechanism directs attention 
based on top-down knowledge, under the cognitive and volitional control. Top-down 
knowledge, such as the task-dependent goals [43], the contextual cues in the visual 
environment [44-46], and the current information in the working memory [47-51], 
constrain what to expect and guide the attentional processes.  
Contextual cuing is a memory-based phenomenon in which previously encountered 
global pattern information can automatically guide attention to the location of a target in 
a scene [52]. Experiments on visual object detection tasks have shown that contextual 
information provides efficient shortcuts for the detection process [45].  
It has also been illustrated that human attention varies with the nature of the task [43]. 
By extending the bottom-up saliency map [37] with a task-relevance map which encodes 
the relevance of every visual location to the current task, the combined model is able to 
attend at different locations, given different tasks.  
The current information held in the working memory is another factor which has been 
proved to play a role in attention guidance. It was suggested that the item which is kept 
active in working memory automatically results in a tendency for attention to be attracted 
to stimuli that are related to that item, either visually or semantically [48]. This effect is 
also named as “consonance-driven orienting”. In the experiment reported in [50], the 
subjects were asked to imagine an object and then search for a target that was interposed 
between some line drawings. The result suggests that people cannot help to attend to any 
object belonging to the same category as the object that they just imagined. Similar study 
described in [49] also shows that a replica of contents presented to the subject and stored 
in working memory seemed to draw attention even when there was no motivation for this. 
It was also found that semantic relations have the same attention guidance effect. The 
word report test in [51] shows that the word which was semantically related to the first-
shown prime word tended to be reported. Study in [48] goes beyond the previous works 




5.3 Cross-modal attention 
A great deal has been known about the visual attention. A relatively new research trend is 
to look at the cross-modality attention, i.e. how does attention spread among different 
modalities. Studies have shown that cross-modal links in spatial attention certainly exist 
and have influences on the reflexive or voluntary shifts of attention [53]. In other words, 
selective spatial attention operates cross-modally, rather than separately within each 
sensory modality. Previous studies suggest that shifts of attention in one modality tend to 
be accompanied by corresponding shifts in other modalities, in a reflexive (automatic) or 
voluntary (controlled) manner.  
An irrelevant but salient event in one modality tends to attract covert attention 
towards it in other modalities, in a reflexive manner [54]. Empirical studies have proved 
such links for many modality combinations. For example, a salient auditory event can 
evidently generate rapid shifts of visual attention; a tactile event on one hand evidently 
generates shifts of visual and auditory attention towards that side.  Only exception found 
is that the auditory attention does not follow the shifts of visual attention.  
Cross-modal links can also direct attention in a voluntary manner, rather than a 
reflexive manner following a salient event. This has been demonstrated with the auditory 
modality and the visual modality in [55]. The subjects were given a strong expectation on 
the spatial location where targets in a primary modality (auditory or visual) are likely to 
appear. It was found that their attention tends to shift to the same location for the 
secondary modality (visual or auditory), as well as the primary modality, even when there 
was no motivation for this to happen.  
In summary, spatial attention typically shifts to a common location across the 
modality. As a result, attention is more efficiently focused on a common location across 
the modalities, even though the spatial locations of these signal sources can be separated 
to some extent [54]. Event-related brain potential (ERP) studies have provided 
electrophysiological evidences that there might exist a single supra-modal attentional 
system that operates in coordinates of external space, independently of target modality, 
and controls shifts of spatial attention for all modalities [56, 57]. This finding can be 
somehow connected to the working memory model (see section 3). One important 
function of the central executive component is attention management. In this case, the 
central executive should be the carrier of such a supra-modal attentional system.   
 
6 Summary of findings and conclusions 
The crisis management environment is a typical high cognitive load requirement 
environment, due to high time urgency, high information density, high uncertainty and 
high risk. In this research, it is important that the design of the multimodal presentation 
manner avoids unnecessary cognitive load for the user and guarantees all information 
presented is actually perceived by the user. A psychology literature study has been 
carried out to obtain suggestions for such an effective and efficient presentation design. 
In this section, we extract and summarize the relevant findings which are going to be 
used in this research.  
The cognitive load theory suggests that the cognitive load that is imposed by an 
instruction material can be considered as a summary of the intrinsic load, the extraneous 
load and the germane load. The intrinsic load is determined by the complexity of the 
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instruction and the expertise of the learner. The extraneous load is the unnecessary load 
resulting from mainly a poor design. The germane load is induced by the learner’s own 
mental effort to comprehend the instruction. The multimodal presentation in this research 
is different from an instructional material. However, they are similar in the sense that 
their functions are both to convey information and activate comprehension, reasoning and 
problem-solving. Although the crisis managers have expertise at their work, the crisis 
information may still impose high intrinsic load due to the high density and high 
uncertainty. The crisis managers are supposed to be highly attentive to their decision 
making tasks, therefore the germane load is also high. The cognitive load theory provides 
us a theoretical explanation of why crisis management is a high cognitive load demand 
task. Furthermore, it indicates that the design quality of the presentation does have 
influence on cognitive load. This research aims at achieving an effective and efficient 
presentation manner in order to reduce the extraneous load. 
The working memory model from Baddeley suggests that working memory has 
separate stores for short-term maintaining visual and auditory information respectively. 
An information processing and attentional control system, the central executive, retrieves 
information from the two stores and fulfils processing for different tasks (e.g. reasoning, 
comprehension, and learning). The dual-coding theory from Paivio proposes that verbal 
and non verbal information are mentally presented and processed in two separate but 
interconnected systems. Representations in each system are joined by associative 
connections. The corresponding verbal and nonverbal information in two systems are 
further linked by referential connections. Eventually, all representations are bound into 
knowledge that can be acted upon, and retried for subsequent use. A more complete 
understanding of working memory can be achieved by integrating these two theories. 
Visual and auditory information are perceived and temporarily stored in the visual and 
auditory short-term memory. When they are retrieved by the central executive, they are 
reorganized and processed in the verbal and nonverbal systems. The associative and 
referential connections take place in the central executive. The capacity of working 
memory is limited. Consequently, the capacity of each channel/system is also limited.  
The multimedia learning research from Mayer et al. is a successful example of how to 
apply the aforementioned three theories into the design of multimedia instructional 
materials. Totally nine principles have been derived from the studies on nine learning 
effects. These principles are design guidelines for a multimedia instruction that conveys 
knowledge effectively and reduces the cognitive load for the learners. Due to the 
similarities in the design goals, these principles can certainly provide valuable 
suggestions for our multimodal presentation design.  
First, the coherent principle suggests not to present any irrelevant material that might 
distract the learning process. Due to the high information density during emergency 
response, it seems obvious that non-crisis related information will not be presented. 
However, the definition of relevancy in our case needs more consideration. As the crisis 
information can be very diverse, some might become irrelevant for the decision making 
during certain time period.  In this sense, they should not be presented during this period 
to distract the crisis managers from working on more urgent issues. The question arising 
here is what presentation order is better for situation diagnose and decision making. 
However, it is out of the scope of this literature study. It will remain for future concern. 
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 Second, the redundancy principle suggests not to present the same verbal information 
with both narration and on-screen text. We intent to obey this principle with some 
additional conditions. We notice that visual information has the advantage over auditory 
information in being permanent and therefore can be referred to repeatedly while auditory 
information is fleeting and difficult to retrieve once heard. If a certain verbal content 
remains important for a period, on-screen text or other visual presentation might be 
anyway necessary. In order to avoid the redundancy effect, on-screen text can appear 
when the narration is over, for later looking-up. 
Third, the multimedia principle suggests that it is better to let both verbal and 
nonverbal modality to share the presentation task. The modality principle further suggests 
that it is better to present the verbal content in the auditory modality and the nonverbal 
information in the visual modality. In this case, the temporal-contiguity principle says 
that the corresponding visual and auditory presentation should be synchronized. When 
the verbal and nonverbal information both have to be presented in visual modality, the 
spatial-contiguity principle says that the locations of corresponding contents should be 
physically integrated.  
Finally, the personalization principle suggests that presenting verbal information in 
conversational style is better than formal style. Students work harder when they feel 
personally involved in the conversation. This principle might not hold for the crisis 
management professionals with high expertise. However, it might be wise to avoid long 
sentences with complex grammatical structure. Keep sentences short and precise. 
 
The findings for reducing cognitive load have been summarized above. Before applying 
the knowledge, we first have to guarantee that the presented information is actually 
perceived by the user. If the some presented information remains unnoticed, the effort on 
making better use of modalities to reduce cognitive load becomes useless. The research 
on the change blindness phenomenon concludes that attention is necessary to detect 
change. In the normal condition (no cognitive overload), we hope each piece of 
presentation does get the user’s attention. According to the current knowledge about 
visual attention guidance, the easiest way to direct visual attention seems to be using 
unique features. Let the visual item that needs to be attended have certain unique feature, 
such as a unique color or size. Under the control of the bottom-up visual attention 
mechanism, this item will automatically “pop out” from its surrounding. Visual attention 
can be also switched by the top-down mechanism, which is mainly under the cognitive 
and volitional control of the observer. It seems that this mechanism can hardly be 
influenced by the presentation design. Furthermore, the spatial attention can be directly 
by cross-modality interactions. For example, an auditory signal coming from the left side 
may efficiently switch the user’s visual attention towards the same side.  
 
In the next research stage, the knowledge summarized above is going to be applied to the 
design of modality planning strategies. There is another issue which was briefly looked at 
during this literature study but not included in this report. That is the cognitive load 
measurement methods [14, 15, 58]. In the future experiment stage, we intend to access 
the users’ cognitive load during the presentation, in order to evaluate the design. As the 
measurement method of cognitive load is independent from the design of modality 
planning strategies, it is separated from this report and will be better investigated later.  
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