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III Abstract 
An Electron Energy Loss Spectroscopy Study of Metallic Nanoparticles of Gold and 
Silver – A thesis submitted for the degree of PhD 
 
The application of gold and silver nanoparticles to areas such as medical research is based on 
unique optical properties exhibited by some metals.  These properties are a direct 
consequence of localised excitations occurring at visible frequencies known as Surface 
Plasmon Resonances (SPRs).  The exact frequency of an SPR induced in a nanoparticle can 
be „tuned‟ in the optical range by, for example, changing the size of gold and silver 
nanoparticles, or by varying the relative concentrations of gold and silver within an alloy 
nanoparticle.  Whatever the desired frequency, it is critical that the majority of nanoparticles 
exhibit the frequency within the resolution limit of the imaging system.  The research 
presented here utilises the high resolution imaging and spectroscopy techniques of (Scanning) 
Transmission Electron Microscopy ((S)TEM) and Electron Energy Loss Spectroscopy 
(EELS).  
 
It is common practice to analyse the optical properties of alloy nanoparticles using techniques 
that acquire a single spectrum averaged over multiple particles such as Ultraviolet-Visible 
(UV-Vis) spectroscopy.  However, this technique cannot detect any optical variation between 
the nanoparticles resulting from compositional change.  In this research the author 
demonstrates through the use of EELS that the SPR can be determined for individual 
gold/silver alloy nanoparticles, for the purpose of determining the extent of their 
homogeneity.  Importantly, the data presented here suggest dramatic variation in SPR 
frequency between particles and even within the same particle, indicative of large variations 
in alloy composition. This puts the assumption that alloying can be scaled down to the 
nanometre-scale to the test.   
 
In order to resolve and extract the SPR in both the pure gold and gold and silver alloy 
nanoparticles, the author has successfully applied multiple post acquisition techniques such as 
Richardson-Lucy deconvolution and Principle Component Analysis (PCA) to the EELS 
Spectrum Imaging (SI) acquisition method.  Additionally, the valence band EELS data are 
supported by complementary electron microscopy techniques; Core loss EELS, Energy 
Dispersive X-Ray Spectroscopy (EDX) and High Angle Annular Dark Field (HAADF) 
imaging. 
 
 
James W L Eccles 
July 2010 
The University of Manchester 
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1 Introduction 
  1.1 Motivation for Research 
1.2 Research Background 
  1.3 Research Outline 
  
 This research was undertaken between September 2006 and September 2009 at The 
University of Manchester Materials Science Centre.  In addition, a large portion of the 
experimental results were acquired at The University of Liverpool Department of Materials 
and the Daresbury UK SuperSTEM facility.  Details of some of this work have been 
published in the following literature: 
 
Eccles, J.W.L. Bangert, U. Analysis of VEEL spectra of diamond using a dedicated 
STEM isolation of Cerenkov loss contributions. J. Phys. Conf. Ser. 126 (2008) 
 
Eccles, J.W.L. Bangert, U. EELS analysis of plasmon resonance in the UV-Vis 
energy range of metal alloy nanoparticles. EMC 2008, Vol. 1: Instrumentation and 
Methods. 369-370 (Springer Berlin Heidelberg 2008) 
 
Eccles, J.W.L. Bangert, U. UV.Vis plasmon studies of metal nanoparticles. J. 
Phys.Conf. Ser. Pending (Accepted 03/02/2010) 
 
Eccles, J.W.L. Bangert, U. Bromfield, M. Christian, P. Harvey, A.J. Do nanomaterials 
form truly homogeneous alloys? J. App. Phys. 107, 104325-104325 (2010) 
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Kashtiban, R.J. Bangert, U. Crowe, I. Halsall, M.P. Sherliker, B. Harvey, A.J. Eccles, 
J. Knights, A.P. William, R.G. Gass, M. Structural and compositional study of 
Erbium-doped silicon nanocrystals by HAADF, EELS and HRTEM techniques in an 
aberration corrected STEM. J. Phys. Conf. Ser. 209 (2010) 
 
1.1 Motivation for Research 
 The properties of an alloy material on the microscopic level can be related to the 
ensemble of individual atoms from which it is composed.  Statistically we consider this solid 
state as a vast number of randomly arranged atoms acting as a whole, where any localized 
organization will be averaged out on a large scale.  However, when we advance to the 
nanoscale this statistical averaging is no longer valid, and any aggregation from atoms of the 
same element renders the term „alloy‟ inappropriate.  For a solid solution consisting of atoms 
of gold and silver, given the similarity of the two elements in terms of crystal lattice, one 
would expect to observe a homogeneous structure.  The phase diagram in Figure 1.1 
demonstrates the phase similarity of the two elements and shows that the two metals should 
form a noncomplex solid at all relative concentrations of the two metals. 
 
„Alloy‟ nanomaterials are becoming increasingly important in scientific fields beyond those 
of purely academic value.  For instance, the unique optical properties of nanoparticles have 
enabled their application to various biological imaging methods.  Nanoparticle materials are 
successfully being used in bioimaging
1,2
, targeted drug delivery
3,4
, Surface enhanced Ramen 
Scattering (SERS)
5 
and fluorescence spectroscopy
6
.  The use of nanoparticles in medical 
diagnosis and treatment in particular has added further weight towards clarification of the 
specific nano characteristics of the particles.  Alloy nanoparticles are favoured above their 
Solid 
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Figure 1.1 | A binary phase 
diagram for gold and silver.  A 
binary phase diagram showing 
the phase behaviour for a gold 
and silver solution with different 
relative concentrations of the 
two metals. 
961 °C 
1064 °C 
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pure metal equivalents due to their optical „tunability‟, dependent upon the relative 
concentration of the constituent elements.  Whilst broad beam analytical techniques such as 
Ultraviolet-Visible (UV-Vis) spectroscopy can verify the average optical behaviour of a large 
volume of nanoparticles, composition variation between individual nanoparticles cannot be 
established by such techniques.  The lack of homogeneity in a significant number of alloy 
nanoparticles could potentially lead to problems of misdiagnosis in cases where these 
particles are applied as optical markers.  Recent advances in electron microscopy techniques 
to access such small quantities in a spatially resolved manner have enabled the possibility of 
analysing the optical properties on an individual particle basis.    
 
Through the application of these techniques the aim was to demonstrate that the general 
acceptance that „alloy‟ nanoparticles are truly homogenous is not sufficient and that 
significant variation and segregation between the constituent elements is possible.  This 
research is proposed as a starting reference for a more in-depth analysis into the various 
compositions yielded from alternative alloy nanoparticle production techniques. 
 
1.2 Research Background 
Historically, gold and silver colloidal nanoparticles have been responsible for the 
striking reds and yellows observed in stained glass windows.  Whilst the exact cause of these 
vivid colours was not well understood, it was obvious that the two metals would produce 
markedly different optical effects.  Today we know that these different observed colours arise 
from the scattering and absorption related to plasmon phenomena.  This resonance became 
the focus of study in this work and is referred to as the Surface Plasmon Resonance (SPR).  It 
is the difference in the dielectric properties of the two metals that has a direct effect upon the 
exact frequency of this oscillation and therefore the optical scattering.  Recent research
7
 has 
demonstrated that, by varying the relative concentrations of gold and silver within „alloy‟ 
nanoparticles, the appearance of the colloidal nanoparticle and therefore the frequency of the 
SPR can be tuned between those of the pure metal equivalents.  In Figure (1.1) the colloidal 
solutions containing nanoparticles of gold, silver and a 50/50 gold/silver alloy are shown.  In 
this case the colour of the alloy solution appears to be a mix of both the pure metal solutions. 
 
It should be noted that whilst the author applies the term „alloy‟, it is only to indicate that the 
nanoparticles are composed of a combination of two metals.  No opinion is yet expressed as 
to the homogeneity of the alloy structure. 
20 
 
 
With the continued development of theoretical and experimental electron optical techniques it 
is today known that, as well as the dielectric properties, the optical properties of metal 
nanoparticles are additionally dependent on the size
8,9
, shape
10,11
, structure
12
 and 
aggregation
13
 of the nanoparticles.  The dependence of the plasmon frequency on the size of 
nanoparticle has been well documented and is known as the quantum size effect.  This subject 
is described in more detail within the next chapter. 
 
The majority of research referenced above has been undertaken using UV-Vis spectroscopy.  
UV-Vis spectroscopy is a broad beam optical absorption analysis restricted to providing 
information on optical excitations from a large number of nanoparticles. The technique 
cannot provide direct information regarding the nature of alloying that is occurring in 
individual nanoparticles and can contain features relating to particle aggregates
13
.  Previous 
investigations have attempted to characterise the absorbance spectra observed for the case of 
pure alloy particles
14
, and in cases where element segregation occurs in core/shell type 
nanoparticles
15
.  Homogeneous alloy nanoparticles are stated to exhibit a single resonance 
peak with a wavelength between that observed for individual constituent elements, whereas 
core/shell type nanoparticles will generate a twin peak resonance corresponding to the 
different elements in the core and shell structure. 
 
Two batches of alloy nanoparticles and a single batch of each of the pure metal nanoparticles 
were produced during the course of this research.  Details of these samples and the 
production method are presented in Chapter 2.  An initial analysis for each set of 
Silver  
 
Alloy 
 
Gold 
 
Figure 1.2 | Image illustrating the 
different optical properties of metal 
nanoparticles. Au, Ag and Au/Ag alloy 
nanoparticles in solution.  Colloidal gold 
nanoparticles appear red in colour whereas 
silver appears yellow due to the different 
dielectric properties.  The colour of the 
colloidal alloy solution appears to be a 
combination of both the pure silver and 
gold. 
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nanoparticles was performed using the established practice of UV-Vis spectroscopy.  The 
UV-Vis spectroscopy data (Figures 1.2 and 1.3) are presented to form a background reference 
for comparison with the high spatial resolution data presented later in this work.   
 
The UV-Vis absorption spectra were collected in water using a quartz cuvette on a Varian 
Cary 5000 UV-Vis absorption spectrometer with a step size of 1nm.  Figure (1.2) displays a 
UV-Vis absorption spectrum from the first batch of alloy nanoparticles dispersed in an 
aqueous solution.  The absorption spectra from pure gold and pure silver nanoparticles are 
also included.  The silver nanoparticles have a relatively narrow peak with maximum 
amplitude at ~ 408 nm.  A distinct peak is observed for gold nanoparticles at 519 nm.   The 
broad feature in the 200 – 300 nm region, which is also present in the gold and alloy spectra 
can be attributed
16
 to the presence of Ag
+
 and Au
+ 
ions in addition to metallic Ag
0
 and Au
0
. 
 
Figure 1.3 | UV-Vis absorption spectra of gold, silver and alloy nanoparticles. 
Absorption spectra acquired from an aqueous solution of both the pure metal nanoparticles 
and the alloy nanoparticle batch (A14).   
 
The absorption spectrum for the alloy nanoparticles in Figure (1.2) does display a prominent 
absorption peak between the resonances of the pure gold and silver nanoparticles (~ 490 nm), 
as would be expected if some degree of alloying had occurred.  The feature is relatively broad 
when compared to the pure metal resonances, with the maximum occurring close to that of 
the pure gold.  There is no distinguishable second feature, but a slight shoulder in the vicinity 
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of 520 nm is visible (→).  This could certainly suggest a lack of homogeneity although in this 
instance it is by no means certain. 
 
The absorption spectra from the second batch of alloy nanoparticles are displayed in Figure 
(1.3).  When compared to the previous alloy absorption spectrum, the maximum of the peak 
has shifted toward a lower wavelength (~ 455 nm) and the broadening of the resonance is 
significantly greater.  In this case it is possible to observe a secondary peak at ~ 356 nm (→) 
which is broadened towards the absorption region exhibited by the silver nanoparticle.   Such 
a feature is again suggestive of element segregation as would be identified in mixtures of 
colloidal gold and colloidal silver nanoparticles.  
 
Figure 1.4 | UV-Vis absorption spectra of Au, Ag and alloy nanoparticles.  
Absorption spectra acquired from an aqueous solution of the pure metal nanoparticles and the 
alloy nanoparticles (A17).   
 
In terms of similarities both spectra have relatively broad absorption peaks when compared to 
the peaks acquired from the pure gold and silver solutions.  However, both spectra display 
clear differences in terms of the wavelength of alloy peak maxima and the extent of the 
broadening.  These data certainly suggest that this alloy nanoparticle production method can 
yield differing results.  As previously stated, this is a broad beam technique, and cannot 
provide information about the compositional formation of individual nanoparticles. 
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Until recently the application of Electron Energy Loss Spectroscopy (EELS) to the study of 
surface plasmon resonances in the optical regime has been limited by energy resolution.  
Theoretical calculations of core/shell nanoparticles based upon a classical dielectric model 
have been performed by Fehlhaber and Bursil
17
.  In this case the energy loss probability was 
calculated from small diamond spheres with an outer amorphous layer.  Specific surface 
plasmon contributions were identified from the core/shell and shell/vacuum layer.  However, 
these resonances occur outside the optical regime (> 4 eV). 
 
Due to the proximity of an intense zero loss (0 eV) energy feature in the spectrum, it is 
inherently difficult to extract information below 4 eV.  The specific surface and volume 
plasmon resonances produced by bulk noble metals have been well documented
18
.  Bulk 
silver exhibits a volume plasmon at approximately 3.7 eV.  The exact energy of any 
additional surface modes will vary dependent on the size of the nanoparticle.  The details of 
this dependency will be examined in the next chapter.  For silver nanoparticles with plasmon 
modes in the region of ~3 eV, it is possible to successfully extract and map the plasmon 
intensity by appropriately modelling the dominant zero loss feature
19
. 
 
However, for gold nanoparticles with a surface plasmon energy approximately 1 eV lower 
than that of silver, extracting the feature by solely curve fitting
20
, is open to misinterpretation. 
The author demonstrates in Figure (1.4) that a low energy feature can be produced by 
incorrectly applying a simple power law curve designed to extract the high energy tail of the 
zero loss feature.  
24 
 
 
 
In order to extract information in the optical regime with a sufficient degree of accuracy, the 
energy resolution of the spectra must be improved. Two different techniques designed to 
improve the resolution have become prominent in EELS research.  Firstly, electron source 
monochromation
21
 is a recent development for electron microscopy.  Fundamentally, a small 
magnetic prism and energy selecting slit are installed directly below the source for the 
purpose of restricting the energy distribution of the primary electron beam.  Recent 
publications have demonstrated the successful application of monochromation to the 
acquisition of EELS spectra from gold nanoparticles and nanorods
22
.  This research has 
demonstrated the successful detection of plasmon resonances at energies around 1 eV.  
Although the monochromation system can adequately improve the resolution of the system, it 
does have drawbacks in terms of a loss of beam current, high cost, and lack of retrograded 
potential. 
 
A less costly alternative to monochromation, which can be applied to spectra acquired from 
existing EELS systems, is mathematical deconvolution
23
.  This process utilises an 
experimentally determined function which represents the inherent energy spread of the 
electron optics system.  Whilst historically being applied to optical image resolution, the 
technique has recently been applied to the field of EELS.  Nelayah et al
24
 have demonstrated 
the successful application of the Richardson-Lucy deconvolution algorithm to improve the 
EEL spectra energy resolution acquired from silver nanoprisms. 
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1.3 Research Outline 
 This research is a continuation of those studies based upon the analysis of alloy 
metallic nanoparticles using broad beam techniques, as well as the analysis of individual pure 
metal nanoparticles using Valence Band Electron Energy Loss Spectroscopy.  However, this 
is believed to be the first such study which directly compares optical absorption 
measurements from colloidal nanoparticles with measurements obtained using highly 
localised energy-loss spectroscopy. With the aim of this project in mind, the research was 
subdivided into three specific areas of focus: firstly to undertake an analysis of the pure gold 
and pure silver nanoparticles concerning the behaviour of the SPR with varying particle size; 
secondly, to conduct an analysis of various sized alloy nanoparticles with particular reference 
to the pure metal equivalents; a homogeneous alloy would be expected to follow a similar 
trend, but over a different energy range.  The third goal was to support the valence band 
EELS data with additional sources from a variety of electron microscopy techniques (Energy 
Dispersive X-ray Spectroscopy, High Angle Annual Dark Field Imaging and core loss 
EELS).  As it was anticipated that parts one and two would require time allocated to the 
development of several computational post processing algorithms, part three was designed to 
run as a parallel project with a focus on experimental research. 
 
This research was undertaken using electron microscopy techniques.  A review of electron 
microscopy theoretical concepts is conducted in Chapter 3.  Initial High Resolution 
Transmission Electron Microscope (HRTEM) analysis was conducted using a Tecnai F30 
TEM operating at 300 kV.  This revealed the alloy nanoparticles ranged in size from ~ 2 nm 
up to > 25 nm in diameter.   Initial EELS results focus on the behaviour of the SPR in pure 
gold and pure silver nanoparticles.  SPR maps have been produced illustrating the spatial 
nature of the resonances.  The resonance properties of silver nanoprisms are also investigated, 
where the unique shape of the prism is responsible for inducing multiple resonance modes.   
   
Valence Band EEL spectra were acquired using a VG HB-601 Scanning Transmission 
Electron Microscope (STEM) equipped with a Gatan Enfina spectrometer operating at 100 
kV with which EEL spectrum images (SIs) can be obtained (see Figure 1.5).   
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This HB-601 system can provide a probe size < 1 nm on the specimen surface, enabling a 
high spatial resolution EELS analysis. For Valence Band EELS (VEELS) the STEM provides 
an energy resolution of 0.35 eV and is capable of a high dispersion (0.01 eV per channel). 
These factors enable the partial resolution of features close to the high energy Zero Loss Peak 
(ZLP) tail.  An objective aperture semiangle of 21.3 mrad was applied to limit the effect of 
spherical aberration, and to provide good imaging conditions.  A collector aperture semiangle 
of 1.34 mrad was used to prevent saturation of the detector.  In addition to the EEL 
spectrometer, the column also includes a windowless Si(Li) energy dispersive X-Ray detector 
with a large (0.3 sr) solid angle of collection. This enabled the acquisition of EDS spectra 
using linescans, point analysis and elemental mapping techniques. 
 
Low magnification atomic (Z) contrast images were formed using the Tecnai operating in 
(S)TEM imaging mode.  High magnification images were acquired using the third-order 
aberration corrected VG HB-501 dedicated STEM at the UK SuperSTEM facility.  The VG 
STEM systems operate with a 100 kV acceleration voltage. The aberration corrected 
SuperSTEM 1, the UK‟s first spherical aberration (Cs) corrected cold field emission STEM, 
includes an additional series of magnetic lenses to suppress the aberrations inherent within 
Figure 1.6 | The VG HB-
601 Dedicated Scanning 
Transmission Electron 
Microscope (STEM).  The 
North West STEM at the 
University of Liverpool 
George Holt Building. 
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the optical system.  This enables the instrument to produce Z contrast lattice images with 1 Å 
resolution. 
 
The Daresbury HB-501 SuperSTEM 1, similar to the North West STEM includes an EELS 
Gatan Enfina system with ~ 0.3 eV energy resolution.  This was used in combination with Z 
contrast imaging to acquire EELS core loss elemental mapping of the nanoparticles.  A 
second STEM facility, SuperSTEM 2, became operational at the Daresbury laboratory 
towards the latter end of this research project.  Again this instrument was used to acquire core 
loss EELS elemental mapping.  SuperSTEM 2 is capable of providing a 1 Å sized probe with 
current > 0.5 nA for rapid EELS mapping of atomic spatial resolution. It also utilises a wider 
collection angle and has increased collection efficiency through efficient coupling with the 
EEL spectrometer. This enabled the successful acquisition of the elemental maps beyond the 
ability of the SuperSTEM 1.  Full experimental details are presented in Chapter 6. 
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2 Properties of Nanoparticles 
  2.1 The Free-Electron Gas Model of Plasmon Oscillations 
2.2 Extrinsic Effects: Surface Plasmons on a Planar Interface 
  2.3 Extrinsic Effects: Surface Plasmons on Spheres 
  2.4 Extrinsic and Intrinsic Effects: Mie Theory 
  2.5 Optical Behaviour of Spherical Hetero-Systems 
  2.6 Specimen Preparation 
 
The electronic and structural properties of nanoparticles bridge the gap between the 
observed behaviour of atoms and the solid state.  This results in some unique optical effects.  
It is useful when describing these effects to subdivide them into two groups.  Both of these 
groups influence the optical behaviour of a nanoparticle but only one is dominant at any one 
time, as determined by the nanoparticle size.  The first group comprises intrinsic effects, 
which are dynamic size effects relating to changes in the properties of the material, and are 
often referred to as the „quantum size effect‟.  The following theoretical approaches are 
detailed extensively in the works by Kreibig & Vollmer
25
 and Raether
26
. 
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Figure 2.1 | Energy level diagrams for single atoms, dimers, clusters and bulk 
materials.  Splitting of the atomic energy levels occurs when single atoms form a diatomic 
molecule.  As further atoms join the system, the levels split further until a quasi-continuous 
band structure is formed in the bulk material. 
 
Quantum size effects occur when the quasi-continuous band structure of a solid state system 
begins to break down as the number of component atoms is reduced.  Figure (2.1) shows a 
schematic diagram of the energy level structure for molecular structures with differing 
numbers of atoms.  Moving from the case of a single atom to a diatomic molecule will see a 
splitting of the quantised energy levels into two components. As more atoms are included the 
energy levels will continue to split until they merge into the quasi-continuous band structure 
of a bulk material.  In a reverse situation the band structure of the solid breaks down into 
quantised energy levels for small nanoparticles (~10 nm diameter).  At this point the 
dielectric function      can no longer be considered a constant with respect to the particle 
radius and will begin to vary as       .  The term „dielectric function‟ will be explained in 
section 2.1.   
 
The second group of effects comprises extrinsic effects, which are size dependent responses 
to an externally applied field.   These effects are directly concerned with plasmon excitations, 
commonly referred to as „Mie resonances‟.  A simple schematic diagram of the different 
theoretical concepts is shown in Figure (2.2). 
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  Figure 2.2 | A diagrammatical summary of nanoparticle theory.  The nature of the 
dielectric function changes from being independent of radius above ~ 10 nm particle diameter 
(dependent on dielectric material) to being a function of particle radius below ~ 10 nm 
particle diameter.  The quasi-static theoretical model is limited to describing the optical 
behaviour of nanoparticles only within a narrow diameter range.  The Mie approach is more 
universal in its application, but requires the inclusion of a quantum model for the dielectric 
function below ~ 10 nm particle diameter. 
  
In the following chapter the theoretical base for both the extrinsic and intrinsic effects is 
examined.  Firstly, the extrinsic quasistatic excitation of plasmons will be introduced, initially 
within a simplistic, infinite, planar surface followed by its adaptation to a spherical system.  
Secondly, the Mie theoretical approach will be examined.  This concept is valid for a greater 
range of particle diameters when compared to the quasistatic model.  Lastly, the intrinsic 
quantum size effect is introduced for nanoparticles less than ~ 10 nm in diameter.  Within this 
size regime Mie theory is still applicable, but requires a quantum approach to modelling the 
dielectric function.   
 
2.1 The Free-Electron Gas Model of Plasmon Oscillations 
 Inelastic scattering from outer shell electrons is complicated by collective effects 
involving many atoms.  In order to treat this effectively, the response of the entire solid is 
expressed in terms of a dielectric function     . This function can be used to describe the 
response of any dielectric material, forced to oscillate or transition by the inelastic collision 
of a fast electron travelling through the medium.  Within a solid the major contribution to this 
loss function arises from the collective oscillation of the valence electrons (conduction 
electrons in a metal).  These plasma oscillations can be likened to the creation of a 
„pseudoparticle‟ called a plasmon.  These collective oscillations of charge can be excited both 
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within the bulk (volume) and surface boundary of a metal or semiconductor.  The wavelike 
nature of plasmons results in a degree of delocalisation
27
.  This is a spatial extension of 
scattering probability beyond the region of excitation.  The theoretical treatment of plasmon 
oscillations will show a delocalisation of          for electrons with energies less than 
        .  However, experimental data for a bulk plasmon at a similar energy mapped across 
a 4 nm surface has shown a high degree of localised spatial information
28
.  Further studies of 
surface plasmons show less delocalisation, where the plasmon is detectable in situations 
where the probe is aloof from the nanoparticle surface.   If the motion of oscillation is likened 
to that of a free electron gas, then the same equation of motion can be described in terms of 
the dielectric function.  This is known as the „free-electron gas‟ model but is known through a 
variety of different names.  Strictly the electron can only be considered as being „quasifree‟ 
as an interaction with the nuclear framework must be taken into consideration.  This is 
achieved through the introduction of the effective electron mass m as opposed to the rest 
mass m0, and by the introduction of a damping constant Г. 
Consider the case of a single free electron, effective mass m0, forced to oscillate by an 
external time-varying electric field,         
    . The equation of motion of the electron 
is given by
29
; 
 
  
   
   
    
  
  
        
(2.1) 
where    is the electron rest mass and   is a damping force.  The first term on the left-hand 
side of the equation is the force experienced by the moving charge as it accelerates, with the 
second term representing the damping force.  The solution to this second order equation is ; 
 
   
  
 
            
(2.2) 
Expanding the solution to a gas of free electrons with a number density N per unit volume, 
the spatial displacement   of the electrons generates a polarisation density of the electric field 
given by; 
 
       
(2.3) 
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A measure of the separation of the charges within a material due to the electric field is 
defined by the electric displacement; 
 
        
(2.4) 
where    is the permittivity of  free space, E is the electric field and P is the polarisation 
density of the material.  The electric displacement D is also related to the electric 
susceptibility    of the material and dielectric function      by; 
 
                    
(2.5) 
Substituting Equations (2.2), (2.3) and (2.5) into the electric displacement Equation (2.4) 
gives the dielectric function for a „quasifree‟ electron gas; 
 
       
   
    
 
        
   
  
 
        
 
(2.6) 
 
where the resonance frequency of the plasma oscillation is given by,  
 
    
   
   
 
(2.7) 
A graphical simulation of the real and imaginary components of Equation 2.6 is illustrated for 
silver in Figure (2.3) resulting in a plasma frequency of 3.76 eV. 
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 Figure 2.3  | Simulated dielectric function of a quasifree electron gas.  (a) Real 
and imaginary components of a quasifree electron gas simulated by the author, with a plasma 
frequency of 3.76 eV and a damping force of 0.2 eV. (b) The corresponding real and 
imaginary parts of the energy loss function 
 
The plasmon frequency stated in Equation (2.7) is applicable to bulk or volume modes which 
propagate inside the solid.  However, a second type of plasmon dominates in the case of 
nanoparticles.  This plasmon is a longitudinal wave of charge density that propagates across 
the surface of the materials, and is known as a surface plasmon. 
 
2.2 Extrinsic Effects: Surface Plasmons on a Planar Interface 
In order to excite a surface plasmon oscillation, an external electric field must act on 
the medium.  Considering an electron passing in close proximity to the metal foil, the 
electron transfers energy to the foil through a resonant interaction.   The electric field 
associated with the passing electron produces a sharp rise in surface charges (see Figure 2.4 
(a)) which oscillate as a collective surface wave.  
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 Figure 2.4 | Electron distribution at the surface of a metal/vacuum interface.  (a) 
In the absence of any external field the electron distribution is represented by the solid black 
line.  The rise in electron density (dashed line) is produced if an exterior electric field (E) acts 
on the metal boundary. (b) The magnitude of the EZ(z) component of the field acting through 
the boundary. 
 
The accumulation of charge at the surface of the material is attributed to the discontinuity of 
the normal component of the electric field at the boundary (see Figure 2.4 (b)).  From Gauss‟s 
Law the discontinuity is given by; 
 
                                  
(2.8) 
where EZA and EZB are the normal components of the E-field in the vacuum and metal sphere 
respectively.   
 
   Figure 2.5 | Schematic diagram of the charge oscillation and extended E-field.  
The charge oscillations in the (x, y) plane are coupled with an electric field (Ex, Ez) and 
magnetic field (By). 
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As shown in schematic form in Figure (2.5), the surface wave of charge is coupled with an E-
field which extends out into space.  The propagation of charge density along the surface as a 
plasma wave is defined by; 
 
                                        
(2.9) 
where    and     are wave vectors operating perpendicular to and in the direction of 
propagation, respectively.  The value          represents the wave vector of the surface 
plasmon. The wave equation has two components, a nonradiative and radiative propagation.  
The difference between these types of propagation is that the radiative modes transport 
energy from the boundary whereas nonradiative modes do not. 
 
Unlike the normal component of the E-field, the tangential Ex component of the E-field is 
continuous across the plasma vacuum interface, shown schematically in Figure (2.6). 
 
   Figure 2.6 | Schematic diagram of the extended tangential E-field component.  
The electric field (Ex) passing from the vacuum into the plasma. 
 
 This component can be expressed in the following form; 
 
            
    (for z < 0) 
(2.10) 
 
            
     (for z > 0) 
(2.11) 
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At the plasma surface (z=0), from Equation (2.5), the electric displacement is given by 
         .  Obeying continuity where the coefficient   and    are equivalent it can be 
shown 
 
        
           (2.12) 
Finally, substituting in the free-electron dielectric function as defined by Equation (2.6) for 
the free-electron metal, Equation (2.12) becomes 
 
   
  
     
 
           (2.13) 
 
2.3 Extrinsic Effects: Surface Plasmons on Spheres 
If we advance from the case of an infinitely long metal foil to that of a sphere 
(dielectric function   ) embedded within a medium (  ) , the surface resonance condition 
from Equation (2.12) becomes
30
: 
 
                 
           (2.14) 
where   is an integer            and arises from the fact the wavefunction can be expressed 
in terms of spherical harmonics   , where l denotes the angular momentum of the system.  
Again, assuming the case of a free electron gas and embedding the sphere within a vacuum, 
the surface resonance frequency
26
 can be defined as; 
 
    
 
    
 
 
  
   
           (2.15) 
Form Equation (2.15) one can see that the energy of the surface plasmon increases with 
higher angular momentum numbers.  The lowest attainable frequency corresponds to the first 
possible mode, i.e. when    .  This is known as the dipole mode and for this case, Equation 
(2.15) becomes; 
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           (2.16) 
The probability of exciting modes with a higher   increases with particle size31.  Therefore as 
the radius of the nanoparticle is increased a higher number of modes contribute and the 
surface resonance frequency converges towards that given by a flat surface as denoted by 
equation (   
  
  
 ).  When the excitation is produced by the electric fields of light, small 
nanoparticles (         diameter) oscillate under a spatially uniform electromagnetic field 
(see Figure 2.7).   
 
   Figure 2.7 | Schematic diagram demonstrating the interaction of light with a 
nanoparticle and the subsequent charge oscillation.  The charge oscillations in the (x, y) 
plane are coupled with an electric field (Ex, Ez) and magnetic field (By). 
 
Under this condition the dominant mode is the dipole       mode, with limited excitation 
of higher oscillatory modes.  Nanoparticles with sizes placing them under this condition are 
said to occupy the quasi-static size regime of plasmon theory (see Figure 2.2). 
 
2.4 Extrinsic and Intrinsic Effects: Mie Theory 
Further modifications to successfully account for these additional modes were first 
proposed by Gustav Mie in 1908
32
.  The aim of this theory was to determine the optical 
scattering, absorption and extinction cross-sections of nanoparticles.  Mie applied Maxwell‟s 
equations with appropriate boundary conditions at the nanoparticle surface to derive a wave 
equation for electromagnetic radiation expressed in spherical polar coordinates        .  The 
optical properties are expressed in terms of the absorption,            , and scattering, 
+  
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39 
 
           , cross sections.  Both absorption and scattering processes will contribute to losses 
from the incident beam.  Hence the total loss is given by the extinction cross section defined 
as; 
 
                                    
           (2.17) 
The extinction and scattering cross sections are  
 
            
  
      
               
 
   
 
           (2.18) 
 
            
  
      
           
      
  
 
   
 
           (2.19) 
  is the wavevector and the index of summation   corresponds to the number of spherical 
multipole excitations in the particle.  For example     is a dipole field,     is a 
quadrupole field,      is an octopole field etc.  The scattering coefficients    and    contain 
the size and dielectric function parameters of the nanoparticle and surrounding medium.  Mie 
theory requires the input of an appropriate dielectric function.  For large nanoparticles (> 
10nm) where the dielectric function is a constant for varying nanoparticle size this is 
relatively straight forward.  However, for small particles the „quantum size effect‟ must be 
considered.  
 
The classical description of the separate volume and surface components, described above, 
begins to break down below a critical nanoparticle size.  At this point the electronic structure 
of the nanoparticle becomes critical to its optical behaviour. To describe this successfully 
requires a quantum mechanical description.  Pictorially, this process can be viewed as the 
separation of the continuous band structure of the solid into discrete energy levels associated 
with smaller clusters of atoms.  As the electron bands break-up into discrete energies the 
dielectric function for a „quasifree‟ electron gas as given by Equation (2.6) is no longer valid 
and must be replaced by a quantum mechanical dielectric function defined by       .  Full 
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details of several quantum mechanical treatments are presented in the work by Kreibig and 
Vollmer
25
. 
 
2.5 Optical Behaviour of Spherical Hetero-Systems 
Nanoparticles formed from two elements can either combine to form a homogeneous 
alloy or remain segregated, as in the case of core/shell nanoparticles.  The optical properties 
of alloy nanoparticles can be treated in the same manner as their pure equivalents, requiring 
only the appropriate dielectric function for the new medium.  Core/shell nanoparticles are 
structured with layers of one or more elements around a central core of another element.  
Plasmon modes can be excited in the outer layer(s) as well as in the interface between the two 
elements, resulting in complex extinction spectra.  These spectra can be simulated using the 
Mie theoretical approach, however, it requires a considerable modification to the coefficients 
of the Mie scattering cross sections
25
. 
Previous investigations have attempted to characterise the absorption spectra observed 
for the case of pure alloy particles
14,33,34
, and in cases where element segregation occurs in 
core/shell type nanoparticles
15,34,35
.  Extinction spectra from Mie theory calculations or 
similar have been shown to compare favourably, as in reference 33, to experimental spectra 
from both gold and silver core/shell and alloy particles.  The general trend of these studies is 
that homogeneous alloy nanoparticles will exhibit a single resonance peak with a wavelength 
between that observed for individual constituent elements, whereas core/shell type 
nanoparticles will generate a single broad or twin peak resonance corresponding to the 
different elements in the core and shell structure.  For nanoparticles with very thin or very 
thick shells, the spectral structure converges towards that expected for a nanoparticle 
composed entirely of the dominant element. 
 
2.6 Specimen Preparation 
Several different preparation routes are commonly used for the synthesis of spherical 
colloidal particles
36
.  The majority of these processes involve the chemical reduction of metal 
ions. Through the use of different reducing agents the size of the nanoparticles can be 
controlled. For example, reducing agents such as sodium borohydride or white phosphorus 
produce small nanoparticles with diameters < 10 nm.  Based on the work of Turkevich, the 
most widely utilised reductant is sodium citrate
37
.  It is now well known that, by varying the 
ratio of citrate/metal salt, colloidal particles with diameters ranging from 5 to 150 nm will be 
produced.  In the case of the Turkevich method, with the application of heat, the citrate ions 
41 
 
perform a dual role acting as both the reducing agent and capping agent.  An alternative 
approach, as applied in this study, is to utilise sodium borohydride as the reducing agent.  
This is advantageous since the reaction is rapid and the solution does not require heating.   
 
The alloy nanoparticles produced for this work were formed from equal molar amounts of the 
metal salts, silver nitrate and gold chloride.  Initially, both the silver nitrate and sodium citrate 
were dissolved in 300ml of water.  Approximately five times the amount of citrate to total 
metal salt was applied.  The negatively-charged citrate ions are adsorbed onto the 
nanoparticles, introducing a surface charge that acts to repel the individual particles and 
prevents aggregation.  In a separate vial, the gold chloride was also dissolved in 5ml water.  
The final component is sodium borohydride which is used to reduce the metal ions to the 
metal.  Under vigorous stirring the gold solution was added to the silver/citrate solution, 
followed quickly by an aqueous solution of sodium borohydride (45ml), of approximately 
eight times the concentration of the metal salt. 
 
In total two batches of alloy nanoparticles were produced at different stages during this 
research.  Details of the exact concentrations of metal salts and reaction agents are presented 
in Table (2.1).   
 
Sample Reference Chemical Mass (g) No. of Moles (x10
-3
) 
AuAg (A14) AgNO3 0.0076 0.0447 
 HAuCl4 0.0175 0.0515 
 Na3C6H5O7 0.1270 0.4921 
 NaBH4 0.0264 0.6983 
AuAg (A17) AgNO3 0.0095 0.0556 
 HAuCl4 0.0200 0.0589 
 Na3C6H5O7 0.1514 0.5865 
 NaBH4 0.0376 0.9928 
 
 Table 2.1 | Alloy nanoparticle production information.  Details of the relative 
concentrations of metal salts and reaction compounds used in the production of two batches 
of alloy nanoparticles. 
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Additional batches of both pure silver and pure gold nanoparticles were produced to directly 
compare and contrast the results obtained from the alloy nanoparticles.  For analysis in both 
the TEM and STEM, the nanoparticles were deposited onto a lacy carbon substrate.  Initial 
TEM images of the alloy nanoparticles are presented in Figures (2.8 (a) to (c)).  
 
 
Figure 2.8 | TEM images of gold and silver alloy nanoparticles acquired on the 
FEI Tecnai operating at 300 kV.  (a) Low magnification TEM image of alloy nanoparticles 
on a carbon substrate acquired at 19.5 kx magnification.  (b) High Resolution TEM image 
acquired at 1 Mx magnification and (c) the corresponding Fourier enhanced lattice image 
from a single alloy nanoparticle.  
 
Direct analysis of the lattice images for the purpose of identifying elemental segregation is 
not possible for gold and silver.  The similarity of the lattice constants, 4.090 Å for silver and 
4.080 Å for gold, means that any local variation will be undetectable.  Analysis of the low 
magnification TEM images revealed that the nanoparticles were produced with a range of 
particle diameters.  For the colloidal pure gold and silver nanoparticles, this distribution in 
particle size is responsible for the broad absorption features shown in the spectra in Figures 
(1.3) and (1.4).  In this case the absorption is dominated by the size dependent response of the 
constituent nanoparticles. For the colloidal alloy nanoparticles, in addition to the size related 
absorption, the spectral broadening may be exacerbated by variations in the dielectric 
properties.  The distributions of size for the pure gold and silver and the alloy nanoparticles 
(A14) are shown in Figure (2.9).  It evident that there is a distinct difference in the range of 
particle sizes produced for the alloy nanoparticles when compared to the size range of the 
(a) 
 
(b) 
 
(c) 
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pure metal particles.  Whereas the pure metal particles approximate a normal distribution, the 
distribution for the alloy nanoparticles is strongly skewed and displays an apparent log-
normal distribution.  This is representative of a limit to the mean size of the particles in the 
formation of the alloy.  The largest quantity of nanoparticles for all three samples was in the 5 
– 7.5 nm size range. 
 
 
 Figure 2.9 | Average pure gold, pure silver and alloy nanoparticle diameters.  A 
histogram indicating the diameters of approximately 175 nanoparticles recorded from each of 
the pure silver, pure gold and alloy nanoparticles.  The measurements for each type of 
nanoparticle were recorded from two micrographs. 
 
In addition to the lacy carbon film, a SiN substrate was also utilised for the valence band 
EELS analysis of the alloy nanoparticles (A17).  Whilst yielding excellent results, the 
amorphous carbon substrate can present challenges when analysing the valence band region.   
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Figure 2.10 | STEM images of gold and silver alloy nanoparticles.  (a) Bright-
Field and (b) Dark-Field images of gold and silver alloy nanoparticles deposited on a SiN 
substrate at        magnification. 
 
Amorphous sp
2
 bonded carbon is responsible for a relatively large feature at approximately 6 
eV in EEL spectra
38
.  An abundance of amorphous carbon around a nanoparticle often results 
in the domination of the UV-Vis spectral region by this 6 eV feature.   
 
 Figure 2.11 | Plasmon resonances observed from a silver nanoparticle.  (a) An 
EEL spectrum acquired from a silver nanoparticle  (~ 20 nm diameter) demonstrating 
multiple plasmon resonances of volume and surface modes ((i) and (ii)) and interband 
transitions ((iii) to (vi)).  (b) A 500 kx STEM Bright Field (BF) image of the corresponding 
silver nanoparticle. 
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In an attempt to reduce the possibility of carbon contamination, the alloy nanoparticles were 
deposited on a SiN substrate (See Figures 2.10 (a) and (b)).  An example EEL spectrum 
acquired from a silver nanoparticle is displayed in Figure (2.11 (a)).  Multiple features are 
identifiable in the spectrum corresponding to a volume plasmon mode, surface plasmon mode 
and various peaks relating to interband transitions
39
.  The volume plasmon mode (i) is 
observable at ~ 3.8 eV and is equivalent to that calculated using the free electron gas formula 
(Equation (2.7)) with appropriate damping conditions.  The surface mode (ii), whilst not 
resolvable in the presented spectrum, can be identified in spectra obtained from a glancing 
trajectory at 3.2 eV.  The remaining features at (iii) 9.0 eV, (iv) 17.5 eV, (v) 25 eV and (vi) 
32.9 eV are due to interband transitions.  The focus of this research will be to characterise the 
collective optical resonances in the UV-Vis region of ~ 1 to 4 eV (------).   
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3 Electron Microscopy and EELS 
 
3.1 The Transmission Electron Microscope (TEM) 
3.2 Electron Scattering Theory 
3.3 From the TEM to the Scanning Transmission Electron Microscope 
 (STEM) 
3.4 Electron Energy Loss Spectroscopy (EELS) 
3.5 EELS Acquisition 
 
3.1 The Transmission Electron Microscope (TEM) 
The following techniques are detailed extensively in the works by Williams et al
40
.  
The Transmission Electron Microscope (TEM) and Scanning Transmission Electron 
Microscope (STEM) are the primary tools in this research for analysis of the nanoparticles 
and acquisition of the EELS spectrum.  All data presented in this work have been acquired 
using the TEM facilities at the Manchester Materials Science Centre, and the dedicated 
STEM facilities at the Daresbury SuperSTEM facility and the University of Liverpool.  This 
chapter outlines the basic theory and operation of the TEM and STEM systems.  A schematic 
diagram of the standard TEM column configuration is shown in Figure (3.1). 
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Figure 3.1 | Schematic diagram of a Transmission Electron Microscope (TEM).  
Electrons are produced at the emission source and accelerated down through the column to 
the sample.  The electrons will emerge from the sample having been scattered by the atomic 
lattice.  The resulting spatial information can then be displayed upon the imaging screen. 
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Many of the components of the TEM, such as the electron gun and magnetic lens, are 
common to all electron microscopes including the STEM.   
3.1.1 Electron Source(s) 
At the top of the microscope column is the electron source.  Several different electron 
sources are available which can be utilised in electron microscopes.  Each of these sources 
has particular properties, making it suitable for a specific function.  For example, for TEM 
analysis, the source size must be large to achieve a large area of illumination with sufficient 
electron density.  Thermionic sources are more than capable of meeting these criteria. 
However, this relatively large source size in addition to a large electron energy spread means 
that thermionic sources are unsuitable for scanning probe microscopy and EELS 
microanalysis. 
The thermionic gun is one of the simplest and most robust electron sources.  The primary 
components consist of a heated filament acting as a cathode, a “grid” called the Wehnelt 
cylinder and an anode.  These three components constitute the „triode‟ gun.  A piece of 
tungsten wire acts as the standard filament.  When a high enough current is passed through 
this, the temperature increases until thermionic electron emission occurs.  For an emission 
voltage requirement of 100 kV, the emitted electrons have a negative potential of 100 kV 
with respect to the anode, and are therefore accelerated towards the anode gaining 100 keV of 
energy.  The Wehnelt cylinder has a small negative bias to confine the beam and enable it to 
pass through the anode and into the column. 
The EELS data presented in this research were acquired using a Field Emission (FE) electron 
source.  Field emission sources differ from their thermionic counterparts through the 
application of a strong electric field to the surface of a fine tungsten tip (5 nm diameter).  
This field allows the quantum mechanical tunnelling process to occur, where electrons close 
to the Fermi level are liberated from the tip surface without requiring an input of energy 
greater than that of the work function.  With reference to the schematic diagram in Figure 
(3.2), the „extraction‟ field is generated by the first anode, which is charged by several kV 
(extraction voltage) with respect to the tip.  
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Figure 3.2 | Schematic diagram of a field-emission source.  Electrons are emitted 
from the tip of the field emission source through quantum mechanical tunnelling.  The 
electron trajectories from a field emission source show how „virtual‟ cross-over is formed by 
the two anodes.  An ultra-high vacuum environment is necessary for emission stability. 
 
A second anode is then used to accelerate the electrons into the chamber.  The combination of 
two anodes operates like an electrostatic lens, producing the „virtual‟ gun crossover.  The 
overall result of the system is a dramatic increase in the number of electrons drawn from the 
tip.  The system produces a current density of approximately 10
10
 A/m
2
, this is far greater 
than that produced by the thermionic sources.  Additionally, the size of the source is 
relatively small (< 0.01 μm), as is the energy spread (< 0.3 eV).  These properties make this 
source ideally suited for the formation of a small electron probe.  Its main disadvantage is the 
requirement for an ultra high column vacuum for the high electric field generated at the tip, 
making the Field Emission Gun (FEG) prone to high voltage breakdown.   
 
3.1.2 Magnetic Lenses 
In a TEM, magnetic lenses are used to control the illumination of the sample, and the 
focus and magnification of the resulting image.  Generally magnetic lenses obey the same 
optical rules as their glass equivalents.  In Figure (3.3 (a)) the principal planes are defined for 
any lens system.  The image source lies in what is commonly referred to as the „object plane‟.  
The optically equivalent position to the object plane is the „image plane‟.  Any electrons 
passing from a point in one of these planes is brought through the lens to an equivalent 
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position in the other.  The „back focal plane‟ is the plane in which all parallel rays are brought 
to focus.    
 
Figure 3.3 | Ray diagrams for a simple convex lens. (a) Rays emerging from the 
object plane (distance u from the lens) are collected by the lens and converged to a point in 
the image plane (distance v from the lens). All parallel rays are focussed in the back focal 
plane. (b)  The strength of the lens can be adjusted to shorten the focal length (f1 to f2).  This 
produces an image at a lower magnification since the distance to the image plane is reduced. 
 
The magnification of an object by a lens is defined by the ratio of the image size to the object 
size, and can be expressed by Equation (3.1); 
 
      
          
             
 
   
          (3.1) 
Figure (3.3 (b)) demonstrates how a demagnification of the image is produced by moving the 
focal plane closer to the lens (f1 to f2).  In order to produce a magnified image of the object 
the focal length and image plane must be further from the lens. In a glass lens, these 
parameters are fixed in the manufacturing process; however, the strength of a magnetic lens 
can be continuously varied to meet the required specification.  
  
Magnetic lenses function on the principle that when an electron of charge e
-
 passes through a 
magnetic field B or an electric field E,  a force F will act on it with a magnitude dependant on 
the velocity of the electron.  This can be expressed in the form of Equation (3.2); 
Object 
Plane 
 
Back 
Focal 
Plane 
 
Image 
Plane 
 
u 
 
f 
 
v 
 
Object 
Plane 
 
f2 
 f1 
 
v2 
 
v1 
 
(a) 
 
(b) 
 
52 
 
                 
           (3.2) 
 
For a magnetic lens (excluding the electric field) the resulting force F is normal to v and B.  
This process of directing the electrons actually gives rise to a helical trajectory as they spiral 
though the lens field along the optic axis.  The magnetic field is produced by passing an 
electric current through a copper coil surrounded by a soft iron polepiece (see Figure 3.4).  
The electrons pass through the lens via the bore.  In the bore, the magnetic field strength is 
strongest at a distance furthest from the optic axis, towards the side of the polepiece.  This 
has the effect of deflecting those electrons close to the outer edge of the polepiece more 
strongly.   
 
Figure 3.4 | Schematic diagram of a magnetic lens. The upper and lower polepiece 
of soft iron surround the copper coils.  The electron beam travels through the bore of the lens 
and is deflected by the magnetic field B in the polepiece. 
 
Magnetic lenses are never perfect due to imperfections in the machining of the lens bore and 
the resulting inhomogeneity of the magnetic field.  These imperfections result in optical 
aberrations in the form of spherical aberrations, chromatic aberrations and astigmatism. 
 
Astigmatism is a loss of rotational symmetry which means that the image will focus more in 
one direction than the other.  To correct for this another electromagnetic lens is introduced to 
the column.  Spherical aberrations arise from electrons which traverse far from the optic axis 
being focussed more strongly than those travelling along the optic axis.  The majority of 
existing electron microscope systems can only apply apertures to limit the beam to those 
electrons that pass close to the optic axis.  Modern aberration corrected electron microscopes 
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like the SuperSTEM utilise a series of additional quadrupole and sextupole lenses.  These 
lenses apply „negative‟ spherical aberrations to the beam to cancel out the inherent system 
aberrations.  Finally, chromatic aberrations arise as a result of electrons with different 
energies being brought to focus at different points.  The electron gun is an initial source of 
chromaticity; however, this influence can be reduced through the application of an FE 
electron source.  By far the largest cause of chromaticity is the sample, to which the incident 
electrons can lose a large proportion of their initial energy.  
 
3.1.3 Configuration of the TEM Column 
The standard TEM column has two condenser lenses, an objective lens, an 
intermediate lens, and a series of projector lenses.  The initial stage of the microscope 
contains the two condenser lenses.  The virtual crossover at the source is located in the object 
plane of the first condenser lens (C1).  The C1 lens is used to magnify or demagnify the 
electron source.  It produces the so-called „spot-size‟ which determines the available current 
density.  This will directly affect the intensity of the beam on the viewing screen.  The second 
condenser lens (C2) controls the beam diameter and convergence angle at the specimen.  This 
is referred to as the „intensity‟ control on most microscopes.  The second stage of the 
microscope contains the image formation and magnification system.  The first lens, post 
specimen, is called the objective lens.  The objective lens forms the first image of the sample 
in its image plane.  It takes the electrons transmitted through the sample, forming a 
diffraction pattern in the back focal plane, and then recombines the beams to form an image.  
This process is described in detail later in the chapter. The objective lens strength is adjusted 
using the „focus‟ control.  If the lens is too weak the image will form below the defined 
image plane.  In this situation the image will be out-of-focus and the lens is said to be under-
focussed.  In the opposite condition the lens is said to be over-focussed.  Both the diffraction 
pattern (back focal plane) and the image (image plane) can be viewed on the final screen.  
Switching between the diffraction and imaging mode involves adjusting the strength of the 
intermediate lens.  To observe a diffraction pattern on the illumination screen, the object 
plane for the intermediate lens must be located in the back focal plane of the objective lens. 
Alternatively, to view an image on the screen, the intermediate lens is adjusted so that its 
object plane becomes the image plane of the objective lens. 
 
A series of apertures are placed at different positions along the optic axis.  The most 
significant of these apertures are the objective and selective area diffraction (SAD) apertures.  
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The objective aperture is placed in the back focal plane of the objective lens.  It is used to 
prevent any electrons scattered through an angle greater than that defined by the size of the 
aperture passing down the column and contributing to the image.  It is particularly important 
when optimizing different contrasting mechanisms in high resolution (HR) imaging.  The 
final group of projector lenses is used to magnify the image onto the viewing screen.  The 
viewing screen itself is composed of ZnS.  This will emit green light at an intensity 
dependent on the number of electrons falling on the surface.  Most modern microscopes are 
equipped with additional charge-coupled devices (CCDs). 
 
3.2 Electron Scattering Theory and Image Contrast Mechanisms 
 In the following chapter the fundamental theoretical principles behind the scattering 
of the electron beam within the sample are introduced.  When the beam electrons travel 
through the sample they will either be scattered or remain unaffected.  The spatial and energy 
distribution of these electrons following the scattering interactions will contain structural and 
chemical information relating to the sample.  The elastic scattering mechanisms relate to the 
imaging of the nanoparticles in this work, whereas the inelastic scattering distribution is 
analysed using the Electron Energy Loss Spectroscopy technique.  The latter is dealt with in 
more detail in section 3.4.   
 
3.2.1 Elastic Scattering 
 Elastic scattering is the process in which the incident electrons lose no energy as they 
traverse through the sample.  The scattering originates from the coulomb style interaction of 
the electrons with the atomic nuclei in the sample.  As the electrons have a relatively small 
mass when compared to the atomic nuclei, little or no energy is lost.  The negatively charged 
incident electrons are merely deflected by the relatively high charge concentration in the 
nucleus.  The incident electrons can be scattered through angles of up to 180°.  However, the 
majority of incident electrons are strongly forward scattered by only a few degrees, and it is 
these electrons which contribute to TEM image formation. 
 
We can treat the electron beam as a wavefront with an incident wave vector ki.  Figure (3.5 
(a)) shows the wavefront passing through a monocrystalline sample.  The beam is scattered or 
diffracted by the atomic lattice planes through an angle of 2θ to the incident wave vector.  
The resulting wave vector will be referred to as the reflected wave vector kr.  The „scattered‟ 
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wave vector is the difference vector between ki and kr, defined by         as shown in 
Figure (3.5 (b)). 
 
Figure 3.5 | Electron scattering wave vector from an atomic plane. (a) The 
incident electron wave vector ki is scattered through an angle 2θ into a resulting wave vector 
kr. (b) The change in k is defined by a new scattering vector K. 
  
In a real lattice structure where there are multiple scattering sources, the diffracted beams 
from each atomic plane will interfere with one another.  Figure (3.6) shows a periodic array 
of scattering centres (e.g. atoms in the specimen). An electron wave of a constant wavelength 
is incident on each scattering centre.  Every atom can be viewed as acting as a new wave 
source by generating secondary wavelets with the same wavelength as the incident wave.  
These wavelets interfere, resulting in a strong direct (zero-order) beam and several orders of 
coherent beams scattered (diffracted) at specific angles. 
 
Figure 3.6 | Diffraction of a plane wave from multiple point sources.  The incident 
plane wave generates secondary waves from the atomic centres.  The secondary waves 
interfere constructively to produce a direct beam and a series of diffracted beams.  
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The waves are said to reinforce one another (constructive interference) when they are in-
phase, i.e., when they are coherent.  Similarly they cancel one another out (destructive 
interference) when they are out-of-phase.  The diffracted waves are only in-phase with each 
other in certain directions.  The first in terms of scattering angle is a zero-order wave which 
proceeds in the same direction as the incident wave. The higher-order of „in-phase‟ waves 
propagating in a direction at some fixed angle to the incident wave are known as the 
diffracted beams. 
 
The principle of using diffraction to probe the atomic structure of materials was accredited to 
von Laue in Germany 1912.  A simplified version of von Laue‟s approach was developed by 
Bragg (see Figure 3.7). 
 
 
Figure 3.7 | Bragg diffraction by adjacent lattice planes.  A plane wave is reflected 
from atomic planes of spacing d.  The angle of reflection is given by θ and the path difference 
between the reflected waves is AB + BC.   
 
Bragg established that waves reflected from adjacent scattering centres will have a path 
difference equal to an integral number of wavelengths if they remain in-phase.  From Figure 
(3.7), the path difference between electron waves reflected from the upper and lower planes is 
AB + BC.  If the planes are spaced a distance d apart and the wave is reflected at an angle   , 
both AB and BC are can be said to be equal to        and the total path difference is 
        .  This results in Bragg‟s law as defined by Equation (3.3) 
 
           
           (3.3) 
 where    is the Bragg angle.  This is the angle at which the scattered waves will 
constructively interfere. 
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The scattering distribution is represented by the diffraction pattern.  In Figure (3.8 (a)), the 
illustration shows the incident beam scattered by a set of lattice planes, forming a diffraction 
pattern. The process can be described mathematically by a Fourier transform and is fully 
reversible.  Figure (3.8 (b)) demonstrates the Fourier transform algorithm applied to an 
AlN/GaN-AlGaN quantum well structure.  
 
 
Figure 3.8 | The reciprocal space diffraction pattern. (a) The diffraction pattern is 
a reciprocal space representation of the atomic lattice.  The process can be undertaken 
mathematically by a Fourier transform (b) HRTEM image of the interface between an AlN 
substrate and GaN/AlGaN quantum wells acquired by the author and (c) their equivalent 
diffraction patterns generated using a Fourier transform. 
 
The scattering process described above gives rise to one of the dominant contrast 
mechanisms observed in both TEM and STEM images.  The following sections outline the 
different contrast mechanisms, and how their contributions to the image can be optimised.  
 
3.2.2 Mass-Thickness Contrast 
Mass-thickness contrast is the first of two forms of amplitude contrast that arise from 
the coulomb scattering of electrons.  The cross section for coulomb scattering is a strong 
function of the atomic number, Z, and the thickness, t, of the specimen.  Coulomb scattering 
in a thin specimen is strongly forward peaked.   
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The cross section for elastic scattering is a function of Z.  Regions within the sample with a 
high Z composition will scatter more electrons than low Z regions of the same thickness.  
Additionally, as the thickness of the specimen increases, there will be more elastic scattering 
because the mean-free path remains fixed.  As such, thicker regions will scatter more 
electrons than thinner regions of the same atomic number. 
 
The ability to modify which contrast mechanisms contribute to the formation of an image is 
critical for its interpretation.  It has been stated that in a TEM the objective aperture can be 
used to select which electrons form the image.  The two principal choices are between the 
direct beam and any scattered electrons.  As demonstrated schematically in Figure (3.9 (a)), 
selecting the electrons of the direct beam will generate a „bright-field‟ (BF) image.  
Alternatively, if any of the scattered electrons are chosen the image will be referred to as a 
„dark-field‟ (DF) or „annular dark-field‟ (ADF) image. 
 
 
Figure 3.9 | Schematic diagram of the imaging modes in the TEM and STEM. (a) 
TEM BF and ADF images are formed by selecting electrons from the through beam and 
diffracted beams respectively. (b) The STEM on axis and off axis conventional BF and ADF 
detector are equivalent to the objective aperture in the TEM. 
 
In the case of mass-thickness contrast, the BF image will appear darker in thicker and/or 
higher mass areas of the sample and lighter in the thinnest and/or lower mass areas. For ADF 
TEM BF image 
Objective 
Aperture 
Through 
beam 
Through 
beam BF 
detector 
STEM BF image TEM DF image (a) (b) 
Diffracted 
beam 
ADF 
detector 
Diffracted 
beam 
ADF 
detector 
Specimen 
Incident 
probe 
Diffracted 
beam 
59 
 
images, the opposite contrast is observed.  In addition to the contribution of mass-thickness 
contrast to low angle scattering there is also an additional contribution with Bragg-diffraction 
contrast. 
 
3.2.3 Diffraction Contrast 
 Along with mass-thickness contrast there is an additional contribution of diffraction 
contrast to all images formed from low angle scattering events.  However, when operating 
under standard imaging conditions where all electrons contribute, the contrast displayed from 
multiple diffraction sources may appear relatively weak.  In order to enhance the diffraction 
from a particular set of atomic planes, the TEM operator must tilt the sample into a „two 
beam‟ condition where a single diffracted beam and the direct beam are the only strong 
features in the diffraction pattern. 
 
3.2.4 Phase Contrast 
 When an electron wave passes through a specimen it will undergo a phase shift which 
is dependent upon the atomic potential of that specimen.  The resulting intensity (I) viewed in 
the image plane of the objective lens is the original beam intensity modified by this projected 
potential and an additional oscillatory term introduced by imperfections in the lens; 
 
         
                        
           (3.4) 
where   
             ) is essentially the original wave function multiplied by the 
projected potential, and            is the lens function representing the effect of lens 
aberrations on the beam.  Incorporating both the phase      and the effect of the objective 
aperture into the lens function results in the transfer function T(u) which is defined as:  
 
                   
           (3.5) 
where u is the spatial frequency,       is the aperture function, and      is the phase 
distortion function.  The transfer function of the electron microscope specifies the relative 
contrast of features in the image for all spatial frequency ranges and depends both on the 
spherical aberration and the level of focus of the objective lens (see Equation 3.6). 
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           (3.6) 
   
Here, Δf is the defocus value, Cs is the spherical aberration constant, and λ is the wavelength 
of the electrons.  As the amplitude of the electron wave is hence sinusoidally dependent on 
the phase      introduced by the lens, this oscillatory nature suggests there will be sections 
of transmission separated by gaps where there is no transmission.  Hence, certain spatial 
frequencies will appear dark, whilst others appear bright. 
 
3.2.5 Inelastic Scattering 
Conventional TEMs utilise only the elastic interactions, as described above, for 
imaging samples and obtaining information about the crystal structure.  As the beam 
electrons pass through the sample, inelastic interactions occur with the inner shell core and 
outer shell atomic electrons.  An incident electron with an initial energy E0 and momentum P0 
can be scattered through a characteristic angle θE losing momentum ΔP and energy ΔE as it 
passes through the sample.  As the initial beam energy was known the amount of energy lost 
in the sample can be determined for each electron.  An analysis of this distribution can yield 
information about the chemical composition.  Electron Energy Loss Spectroscopy (EELS) is 
concerned with the study of these inelastic interactions. 
 
3.3 From the TEM to the Scanning Transmission Electron Microscope (STEM) 
The Scanning Transmission Electron Microscope (STEM) system combines the TEM 
with the scanning capability of the SEM.  Through the use of a cold FEG source, a small 
diameter electron probe can be formed.  This enables the STEM to achieve a high degree of 
spatial resolution.  Although the electron optics no longer operate under the same parallel 
illumination condition, the imaging contrast mechanisms of the TEM system can be produced 
in the STEM due to the „principle of reciprocity‟.  The schematic diagram in Figure (3.10) 
illustrates that the electron optical path in the STEM is the reverse of the optical path in the 
TEM.  The reciprocity theory states that if the electron optics contain equivalent angles at 
some point within the system, then the contrast will be equivalent.  The STEM incident beam 
and TEM collection angles can easily be set to be equivalent.  To match the TEM incident 
beam the STEM collection angle must be kept small. 
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Figure 3.10 | A schematic comparison of the beam convergence and collection 
angles. Similar contrast conditions can be established in a STEM system through the 
principle of reciprocity. 
 
The Tecnai TEM at the University of Manchester is capable of operating within a (S)TEM 
mode.  However, dedicated STEM columns have also been produced to optimise 
performance and in particular resolution. Figure (3.11) demonstrates how the key 
components of the STEM are arranged within the dedicated column.  The acceleration 
voltage of both dedicated STEM systems utilised in this research was 100 kV.  Like the 
TEM, the two condenser lenses, C1 and C2, have the function of controlling the 
demagnification of the source and the beam current at the specimen. The double scan coils 
permit the convergent beam probe to be rastered across the sample, or placed at any point of 
interest using the scan coils.  The size of the STEM objective aperture is very important to 
control the beam current, the probe size, and the convergence angle. The objective lens 
focuses the beam onto the specimen. 
 
There are additional key differences in the way the STEM and TEM form images. The STEM 
has no post specimen imaging lenses.  This has the advantage of removing the chromatic 
aberrations; a result of the inelastic scattering processes occurring in the sample.  Instead of 
collecting the entire image contrast information in one exposure, the STEM image is built up 
gradually.  As the beam is scanned across the surface the scattered electrons are collected by 
the relevant detector at each scan position.  This physical scan process is operated via use of 
the deflector coils which are synchronised and mirrored with the imaging software on the 
computer.  For example, each scan position on the sample will have a corresponding position 
on the computer image.  Each image position will then be assigned a relevant contrast value 
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dependant on the number of electrons detected.  Image magnification is achieved by varying 
the ratio of the physical scan area on the sample with respect to the digital image size. 
 
Figure 3.11 | A schematic diagram of the dedicated STEM system fitted with an 
EELS spectrometer.  The electron gun is positioned at the base of the column.  Electrons are 
accelerated up through the column where they interact with the sample.  The scattered 
electrons are detected on a series of circular and annular detectors. 
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3.3.1 STEM BF and ADF Imaging 
 Figure (3.9 (b)) gives a schematic representation of the direct and scattered beams 
emerging from the sample in a STEM. The direct beam is composed of electrons that emerge 
from the sample by relatively small angles.  These electrons pass directly through the annulus 
of the ADF detector and are detected using the BF detector directly behind.  Electrons 
scattered to a higher angle will be unable to pass through the ADF annulus, and fall on the 
ADF detector.  In order to accommodate an EEL spectrometer the BF detector must be 
retractable. In a standard imaging mode, the BF detector is always positioned directly behind 
the annulus of the ADF detector.  However, when acquiring an EEL spectrum, the BF 
detector is retracted to allow the electrons to pass into the EEL spectrometer. 
 
3.3.2 STEM Z Contrast 
Even though Z contrast is present within images acquired using both BF and ADF 
detectors, diffraction contrast will always contribute towards an image formed by electrons 
scattered through small angles (< 50 mrad).  In addition to the relatively low angle scattering 
detected at the ADF detector, a higher order of scattering exists which constitutes electrons 
which have interaction with the sample nuclei.  The intensity of this scattering is proportional 
to the square of the atomic number (Z
2
)
41
.  If an image is formed using only the electrons 
scattered to this high angle then Bragg effects can be negated.  Figure (3.12 (a)) shows the 
position of the STEM HAADF detector.  It must be positioned so that it only collects 
electrons that are scattered through a semiangle > 50 mrad.  All of the microscope facilities 
used for this research feature a HAADF detector.  SuperSTEM 1 includes a HAADF detector 
with a 70 to 210 mrad semi-convergence angle. 
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Figure 3.12 | Schematic diagram of the high angle ADF (HAADF) imaging mode 
and a (S)TEM HAADF image. (a) STEM HAADF images are formed by selecting electrons 
scattered through an angle > 50 mrad. (b) A HAADF STEM image of high Z gold and silver 
alloy nanoparticles on a low Z substrate acquired by the author.  
 
Figure (3.12 (b)) shows a HAADF image of alloy nanoparticles deposited on a lacy carbon 
film.  Three specific contrast thresholds can be observed; a black region representing the 
vacuum, a dark grey region representing the low Z carbon support and the bright (almost 
white) high Z alloy nanoparticles. 
 
3.4 Electron Energy Loss Spectroscopy (EELS) 
Electron energy loss spectroscopy is the analysis of energy variation in initially 
monoenergetic electons, following their inelastic interaction with a specimen.  These inelastic 
events arise from the scattering with inner core or outer shell valence electrons of the 
material.  For a defined period (acquisition time), the number of electrons emerging from the 
sample can be counted and grouped according to their particular energy.  The process of 
separating electrons of different energies is described in section 1.5. This generates the so-
called electron energy loss spectrum which can be subsequently analysed to determine 
information about the type of element and the bonding of atoms in the material. 
To directly relate the information within the spectrum to the sample, it must be thin enough to 
allow only a single scattering event to occur.   The effect of plural scattering can be removed 
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from the spectrum post acqusition, however,  if multiple scattering occurs the EEL spectrum 
is rendered uninterpretable.  
 
3.4.1 The EEL Spectrum 
The EEL spectrum can be sub-divided into three regions corresponding to different 
forms of excitation.  The regions are known as the valence band (low loss) region, the high 
loss (core loss) region and the zero loss peak (see Figures 3.13 (a) and (b)).  The latter of 
these is technically a sub region of the valence band regime as it has such a large influence on 
the surrounding spectrum.  The majority of electrons that pass through the sample are 
elastically scattered, losing little, if any, of their original energy.  These electrons constitute 
the zero loss peak which is a dominant feature within the EEL spectrum.  The height of this 
peak is so intense that it can easily saturate the EEL spectrometer, limiting exposure times 
and reducing the signal to noise ratio. The total width of this feature is determined by a 
number of factors, such as the inherent energy spread of the electrons from the emission 
source and the reduction in resolution due to the spectrometer optics.  Phonons are the 
pseudoparticle associated with the vibration of atoms in the crystal structure about their 
lattice sites.  They also act as a source of inelastic scattering, however as the energy-loss to 
transmitted electrons is of the order of 0.1 eV, they are irresolvable from, and form part of the 
zero loss peak.  This overall dominating aspect of the zero loss peak can hinder analysis of 
the valence band region, and this problem will be addressed in further detail in the next 
chapter. 
 
The valence band region of the EEL spectrum, as well as containing the zero loss peak, 
involves excitations of loosely bound electrons from the outer shell.  These electrons require 
only small amounts of energy for excitation and mainly result in primary electron losses of 
less than 50 eV.  The collective plasmon oscillations are also located within this region.  The 
surface plasmon oscillations for spherical nanoparticles described in the previous chapter are 
located in the extreme valence band region (1 – 3 eV).  Plasmons at these energies 
correspond to the UV-Vis region in the optical absorption spectra.  Typically plasmons below 
3 eV are obscured by the high energy tail of the zero loss peak.  The aim of this research is to 
successfully extract and analyse the energy of these resonances.  Another spectral feature 
within this region is the band gap.  This is the difference in energy between the highest 
valence energy level and the lowest conduction band level.  Specifically it is a region in the 
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electronic band structure where no energy states exist. Again EELS enables the probing of 
this region by exciting electrons across this gap. 
 
  
Figure 3.13 | EEL spectra acquired from a carbon substrate. (a) Typical valence 
band and core loss EEL spectra from a lacy carbon film substrate.  Identifiable features 
include the zero loss peak, carbon bulk plasmon and carbon K-edge. (b) The core loss 
spectrum intensity is not directly comparable to the low loss spectrum in (a) and is on average 
1000 times smaller.  
 
Above 50 eV is the core loss region, which contains information about the excitation of 
electrons bound within the inner shells of an atom.  When a passing incident electron 
transfers sufficient energy to one of the inner shell electrons, they can be excited to any 
unoccupied levels above the band gap (see Figure 3.14).  These excitation or ionisation 
processes provide localised elemental information about the material being probed.  The 
decay of the highly excited or ionised atom back to its ground state can produce a 
characteristic X-ray.  An analysis of these signals can also be used to identify the elemental 
composition of a sample.  Although EELS is the primary technique applied in this research, 
energy dispersive X-ray analysis (EDS) has been performed on the nanoparticles in support 
of the EELS data.  
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Figure 3.14 | Core loss EELS and EDS excitation processes. (a) Schematic diagram 
of the inner shell ionisation processes analysed within the core loss region of the EEL 
spectrum and (b) the corresponding X-ray emission occurring after relaxation to the ground 
state. 
 
The inner core electrons typically have binding energies in the range of several hundred to 
several thousand eV.  Compared to plasmon excitations, the ionization cross sections for 
inner-shell excitations are relatively small, whilst the mean free paths are relatively large.  
This results in an intensity that is very much lower than that of plasmon features.  The 
intensity becomes even smaller as the energy loss increases.  The energy loss signal arising 
from inner shell excitations is called an „edge‟.  This arises from two principle factors.  
Firstly, the electron beam must transfer a specific minimum energy value to the inner shell 
electron, if it is required to overcome the binding energy.  As shown in Figure (3.13), this is 
represented by a sharp increase in the amount of energy loss.  Secondly, as we increase the 
energy beyond the minimum energy point, the value of the cross section is decreased.  The 
spectrum then shows the decrease in energy loss as it moves back towards background levels. 
   
3.5 EELS Acquisition 
The concept of chromatic aberrations was introduced in section 3.1.2, as an undesired 
effect of passing chromatic electrons through a magnetic field.  However, this situation can 
be exploited to enable the dispersion of electrons according to their energy.  This process is 
performed by the electron spectrometer.   
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3.5.1 The EELS Spectrometer 
The spectrometer
30
 is positioned at the end of the microscope column.  The electron 
beam can be aligned to pass through into the spectrometer using the post column alignment 
coils, knows as the Grigson Coils.  In the STEM, the proportion of the electron beam allowed 
to pass through into the spectrometer is determined by the collector aperture.  In EELS the 
spectrum of energy losses from electrons in some range k set by the collection aperture angle 
β is measured (see Figure 3.15). 
 
Figure 3.15 | Schematic diagram of the beam convergence and collection angles 
in STEM.  Applying the principle of reciprocity, the STEM objective aperture, also called 
the illumination aperture; defines the convergence semiangle   of the electron beam upon the 
sample.  Likewise, the collector aperture defines the collection semiangle  .  
 
In this work, the Ultra High Vacuum (UHV) Gatan Enfina CCD detector was utilised for 
acquiring the EELS data
42
.  The primary component of the spectrometer is the magnetic 
prism.  Electrons allowed to pass through the collector aperture will enter the prism and travel 
through the „drift tube‟, being deflected by the magnetic field in the process (see Figure 3.16).  
The prism is essentially a set of parallel soft iron plates with copper coils to induce a 
magnetic field.  Electrons with a velocity v pass through a magnetic field B with field lines at 
right angles to the incident beam.  The force exerted upon the electrons will cause them to 
follow a circular orbit, with the radius given by;   
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           (3.7) 
where r is the radial distance of the electron from the optic axis, m0 is the rest mass of the 
electron, and e is the electron charge.   is the correction factor required to compensate for 
relativistic effects and is defined by; 
 
        
 
    
 
  
  
 
           (3.8) 
The electrons will emerge from the spectrometer having been deflected through an 
approximate     angle.  Equation (3.8) indicates that the exact magnitude of this deflection 
will depend upon the velocity of the incoming electron.  Any electrons that have been 
scattered inelastically will have a relatively reduced velocity compared to the primary beam, 
and will therefore suffer a reduced deflection. 
 
 The electrons suffering the greatest energy 
loss will be deflected the furthest, whilst the electrons suffering zero loss will be deflected 
less.   
 
Figure 3.16 | Schematic diagram demonstrating the dispersive principle of the 
EELS spectrometer.  The electrons follow radial trajectories as they traverse the magnetic 
prism.  The trajectories of those electrons that have lost energy through interaction with a 
sample are indicated with the dashed line.  The dispersion of the electron beam is recorded on 
the CCD array. 
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The quadrupoles are used to squeeze the beam from around 7 mm to a workable size of less 
than 2 mm.  The octupoles finally adjust any aberrations in the beam and form the 2D 
spectrum image onto the CCD. 
 
3.5.2 Spectrum Imaging 
One of the most important developments in EELS acquisition over the past decade 
has been the technique of spectrum imaging.  The vast majority of EELS data presented in 
this thesis have been acquired using the spectrum imaging method.  The ability of the process 
to map spatially the inelastic scattering events makes it an ideal tool for mapping plasmon 
resonances and identifying element segregation.  First proposed by C. Jeanguillaume and C. 
Colliex
43
, the process involves subdividing the region of interest (ROI) into a series of small 
elements (pixels).  The electron beam is then rastered across the ROI, remaining within each 
pixel for a specified time (acquisition time) whilst the energy-loss spectrum is then acquired 
and stored.  The resulting SI is best visualised as a three-dimensional data stack (see Figure 
3.17).  
 
Figure 3.17 | The three-dimensional EELS data stack. 
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The SI data stack is composed of an       spatial component and a third-dimension energy 
    axis.  By viewing the spatial plane (x,y) at a certain energy slice (E), the relative intensity 
change at an edge onset can be identified
44
.  Storing the data in this way allows for a detailed 
post acquisition quantitative analysis of the energy-loss spectrum.  The individual spectra can 
be processed multiple times through the application of sophisticated mathematical 
algorithms.  Historically, the introduction of this technique led to a new level of precision in 
EELS data interpretation
45
. 
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4 Energy Dispersive X-ray 
Spectroscopy (EDS) 
 
  4.1 X-ray Generation and Detection 
  4.2 Experiment 1: EDS Qualitative Analysis 
  4.3 Experiment 2: EDS Quantitative Analysis 
  4.4 Summary of EDS Data 
 
The process of X-ray microanalysis
40
 is achieved using energy dispersive X-ray 
spectroscopy to detect a characteristic X-ray signal.  X-rays are generated from the same 
excitation processes analysed using electron energy loss spectroscopy.    When the primary 
electron beam interacts with the sample, given a sufficient amount of energy, a localised 
electron will be liberated from its parent atom.  The atom will be left in an excited state 
where the electron hole can be filled by an electron from a higher energy level. When the 
atom relaxes it will emit any excess energy in the form of a characteristic X-ray (see Figures 
4.1 (a) and (b)).   
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Figure 4.1 | Schematic diagram demonstrating ionization of inner shell electrons. 
(a) An electron from the incident beam (e
-
) liberates an electron from an atom.  The incident 
beam will lose an amount of energy, at minimum, equivalent to the binding energy of the 
electron.  (b) The atom remains in an excited state for approximately 1 psec and then relaxes 
to its lowest energy state through a transition of an outer shell electron to the vacant hole. 
 
The process for X-ray emission involves an electron from the outer shell dropping to the 
inner shell vacancy.  The energy of the emitted X-ray will be the energy difference between 
the two states and therefore specific to the particular excited atom.  Therefore, it is possible to 
relate the energy of the emitted X-ray to a particular element.    
 
4.1 X-ray Generation and Detection 
A typical EDS spectrum acquired using the dedicated STEM system at the University 
of Liverpool at 100 keV is shown in Figure (4.2).  The spectrum is a histogram of the X-ray 
counts versus energy and contains a number of Gaussian shaped peaks superimposed on 
background intensity.  The intensity of the peaks is directly related to the number of 
characteristic X-rays emitted from the sample.  The background is generated from 
bremsstrahlung X-rays produced when the velocity of the electron is slowed by an inelastic 
interaction with the sample nuclei.  
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Figure 4.2 | An EDS spectrum acquired by the author on the North West 
dedicated STEM system operated at 100 keV.  An EDS spectrum acquired from the centre 
of a gold and silver alloy nanoparticle with an acquisition time of 20 seconds with the major 
constituent elements identified. 
 
There are many possible X-ray lines for each element resulting from transitions between the 
energy levels of an atom.  Several common transitions are shown schematically in Figure 
(4.3). 
 
 
The NWSTEM uses an „Energy Dispersive Spectrometer‟ to obtain the X-ray spectrum.  The 
retractable spectrometer is mounted horizontally above the sample and positioned close to the 
specimen in order to maximise the collection efficiency.  The sample is tilted at a fixed angle 
of 30° to the horizontal. 
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Figure 4.3 | Schematic diagram 
demonstrating the common energy 
states leading to X-ray emission 
lines.  Principle X-ray transitions 
between the K, L, M shells, including 
their common X-ray designations
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The chemical analysis of individual nanoparticles is possible due to the high spatial 
resolution of the system.  In thin specimens, it is possible to analyse an area roughly the 
diameter of the spot size.  The reason for this is due to the interaction volume which is shown 
in the schematic diagram in Figure (4.4). 
 
The shape of the interaction volume is generally considered to be the same as that displayed 
in the above schematic diagram, although in practical situations it will depend on the electron 
energy and the atomic number of the specimen.  In any situation the lateral spread of the 
beam increases with the depth of penetration.  For thin specimens the result is a reduced 
beam spread resulting in good spatial resolution.  A possible drawback to a thin specimen is 
that the number of X-rays emitted is much reduced.  This loss can be compensated in UHV 
(S)TEMs through the use of a high brightness emission source like the field emission gun. 
 
This EDS technique utilises the small probe size (0.8 nm) which results in a high X-ray 
spatial resolution.  The 0.8 nm probe has a current of 500 pA allowing the acquisition of 
maps, linescans, and point analyses by the use of the windowless Si(Li) detector, which has a 
large (0.2 sr) solid angle
46
. 
 
Two EDS experiments were conducted on the gold and silver alloy nanoparticles.  The first, a 
qualitative analysis, consisted of a series of line scans across the nanoparticle.  The purpose 
of this experiment was to detect any compositional variation between different nanoparticles.  
The second experiment involved a quantitative analysis.  The stationary probe was positioned 
at four separate locations on several nanoparticles, and at each location an X-ray spectrum 
was acquired and quantified. 
Figure 4.4 | Comparison of the 
interaction volume in thick and thin 
samples.   Elastic and inelastic scattering 
processes occurring in the sample will 
result in a spread of the incident beam 
across a region defined as the „interaction 
volume‟.  This will reduce the spatial 
resolution for any microanalysis
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4.2 Experiment 1: Qualitative EDS Analysis 
EDS linescans of gold and silver were recorded across individual alloy nanoparticles 
in order to detect any inhomogeneity in the nanoparticle structure.  The technique was 
applied to both sets of alloy nanoparticles (A14 and A17).  The linescans were acquired using 
a virtual objective aperture convergence angle of 11 mrad and a selective area diffraction 
aperture of 100 mrad.  The dwell time used for each linescan was 1500 msec.  The following 
X-ray linescans were acquired using the Oxford (Link) EXL software.   
 
4.2.1 Results and Discussion 
The STEM images presented in Figure (4.5 (a) and (b)) are a BF reference image and 
corresponding HAADF image of gold and silver alloy nanoparticles (A17) deposited on a 
carbon substrate.  The direction of each linescan is shown in Figure (4.5 (a)), represented by 
the red arrows. 
 
Figure 4.5 | EDS reference images of gold silver alloy nanoparticles from sample 
A14 (a) A 500 kx magnification BF image of gold and silver alloy nanoparticles deposited on 
a carbon film substrate.  The red arrows indicate the position and direction of the EDS 
linescans. (b) The corresponding HAADF reference image. 
 
The EDS linescans for the nanoparticles indicated in Figure (4.5) are displayed in Figures 
(4.6 (a) to (d)).  There is generally variation observed between the four gold (blue) and silver 
(red) X-ray spectra.  In spectrum (a) the gold and silver intensities are well matched in terms 
of intensity and onset, suggesting a consistent element concentration across the nanoparticle.    
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Figure 4.6 | EDS linescans of gold and silver alloy nanoparticles. The EDS 
linescans correspond to the reference images displayed in Figure (4.5) (a) 73 points at 1500 
msec dwell time (b) 53 points at 1500 msec dwell time (c) 68 points at 1500 msec dwell time 
(d) 67 points at 1500 msec dwell time. 
 
In spectrum (b) the gold and silver signals over the first half of the scan are well correlated.  
However, in the second half of the scan, the gold signal intensity appears to fall away before 
that of the silver.  This would suggest, in comparison with spectrum (a), that there is a greater 
concentration of silver than gold at the surface of the nanoparticle.   
 
A similar trend is observed to a greater extent in spectrum (d), where the onset of a silver 
signal is observed approximately 2 nm prior to the onset of the gold signal.  As the beam 
moves off the nanoparticle, the composition becomes comparable to that observed in 
spectrum (a). It is suggested that both (b) and (d) could be an indication that alloying is 
occurring to some degree, but that in each case there is a greater relative concentration of 
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silver towards the surface of each alloy nanoparticle.  However, the data do not support clear, 
symmetrical, element segregation as in a core/shell nanoparticle. 
 
In the case of spectrum (c), the outer edges of this nanoparticle exhibit a similar 
compositional trend to that displayed prominently in spectrum (a) and in parts of spectrum (b) 
and (d).  However, in contrast to the other spectra, with particular reference to spectrum (a), 
spectrum (c) indicates an increase in the relative gold concentration at the centre of the 
nanoparticle.  Figure (4.7) shows six STEM BF images of gold and silver alloy nanoparticles 
from colloid A14.  Again, the direction of each linescan is represented by the red arrows (→).  
The corresponding EDS spectra are displayed in Figure (4.8). 
 
 
Figure 4.7 | EDS reference images of gold silver alloy nanoparticle from sample 
A17. STEM BF images ((A) to (E)) of gold and silver alloy nanoparticles at 1 Mx 
magnification deposited on a carbon film substrate.  The red arrows indicate the position and 
direction of the EDS linescans.  The BF image of nanoparticle (F) was acquired at a 
magnification of 2 Mx. 
 
As an initial observation regarding the EDS data displayed in Figure (4.8), the average 
relative concentrations of each element differ to that primarily seen in sample A14.  In this 
case there is clearly a reduction in the relative silver concentration. 
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Figure 4.8 | EDS linescans of gold and silver alloy nanoparticles. The EDS linescans 
correspond to the reference images displayed in Figure (4.7) (a) 38 points at 1500 msec dwell 
time, (b) 54 points at 15 msec dwell time (c) 56 points at 1500 msec dwell time (d) 54 points 
at 1500 msec dwell time (e) 28 points at 1500 msec dwell time (f) 45 points at 1500 msec 
dwell time. 
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Spectrum (c) displays a similar trend to that observed in spectrum (b) and (d) in Figure (4.6).  
Although not as pronounced, as the beam moves towards the back edge of the nanoparticles, 
there is a clear reduction in the gold concentration before that of the silver.  Spectrum (a), (b), 
(d) and (f) all display a similar trend, with slight variations in the relative concentration of 
silver. Spectrum (f) does show a slight trend towards an increase in silver concentration as the 
beam is scanned across the particle.  Of particular interest is spectrum (e); in this example, 
the relative concentration of silver is substantially greater than that demonstrated in all 
previous scans. 
 
As a general remark on both sets of EDS spectra displayed above, there is clearly a variation 
in the relative concentration of the constituent elements between nanoparticles.  Additionally, 
several nanoparticles have displayed intra-particle variation, and in some cases evidence of a 
single dominant element in regions of the outer surface layer.  In the next section the atomic 
percentage of the gold and silver constituent element is determined using a single point 
analysis.       
 
4.3 Experiment 2: Quantitative EDS Analysis 
Following the successful acquisition of X-ray spectra from the alloy nanoparticles, 
quantification of the relative concentrations of silver and gold within the nanoparticles was 
performed.  The quantification method is based on a thin film approximation which assumes 
that the effects of additional X-ray absorption and fluorescence can be neglected.   
 
First developed by Cliff and Lorimer
47
 in Manchester in the 1970‟s, the process relates the 
intensities of two acquired elemental peaks simultaneously to the ratio of the mass fractions 
of the elements.  The Cliff-Lorimer ratio method
48
 is defined as; 
 
  
  
  
        
   
        
   
  
  
  
 
           (4.1) 
where C is the weight fraction, ω is the fluorescence or fraction of ionisations that result in X-
ray emission, a is the line intensity that is measured, A is the atomic weight, I is the measured 
intensities of the two elements and the subscripts 1 and 2 donate the two elements. ε is a 
compensation factor which takes into account X-ray absorption which occurs within the 
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detector.  The bracketed term in equation (4.1) is referred to as the k factor or the Cliff-
Lorimer factor; 
 
  
  
     
  
  
 
           (4.2) 
Each pair of elements requires a particular k-factor. They are system specific, derived for the 
acceleration voltages used during acquisition of the spectra.  Table (4.1) contains examples of 
experimentally determined k factors for Lα transition lines in a 100 kV accelerating voltage. 
 
Element kASi @ 100kV 
Au 4.19 ± 0.2  
Ag 2.32 ± 0.2 
 
Table 4.1 | Example of experimentally determined k-factors for Lα X-ray lines
40 
 
These particular k factors were determined by producing a thin specimen of known 
composition.  The specimens would contain a known amount of silicon and one other 
element.   X-ray spectra were then acquired, and the specific k factors determined by use of 
the Cliff-Lorimer equation.  Once the k factors are known relative to the ratio standard (Si), 
any other k factors can be calculated using the conversion formula: 
 
    
   
   
          
     
     
 
           (4.3) 
Pre-determined k factors, like those stated above, can be found in published literature, or as in 
the case of this research, were „built in‟ to the Oxford (Link) EXL analysis software. 
 
4.3.1 Results and Discussion 
 An EDS quantification analysis was conducted on a series of nanoparticles ~ 10 nm in 
diameter.  X-ray spectra were acquired using the dedicated NWSTEM system operating at 
100 kV accelerating voltage with a virtual objective aperture of 11 mrad. For each 
nanoparticle the electron probe was positioned into four different regions where an X- ray 
spectrum was acquired for a defined acquisition time.  In Figure (4.9) four spectra are 
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displayed, each acquired from a different region of the same nanoparticle.  As a brief 
qualitative comment; in this example clear variation in the relative intensities of the Ag M 
and Au L line is observed between the individual spectra.  Once each spectrum was acquired, 
the intensity of specific emission lines were analysed to determine the elemental composition. 
 
 
 
STEM BF and HAADF images of four alloy nanoparticles analysed using a point probe are 
presented in Figure (4.10).  The gold and silver atomic percentages were determined from 
each of the segmented areas defined by the dotted line (---).    
 
The weight fraction from each region is subsequently derived using the Cliff-Lorimer 
method.  The weight fraction is the proportion by mass of each element in the sample.  This 
can be converted to an atomic percentage by the following equation; 
 
   
  
  
  
           (4.4) 
where C% is the weight fraction and AR is the relative atomic mass. 
(a) (c) 
(b) (d) 
B 
C 
D 
A 
Figure 4.9 | X-ray spectra acquired from 
four separate regions of a single alloy 
nanoparticle.  The simplified schematic 
diagram shows the single nanoparticle 
subdivided into 4 regions.  Each spectrum (a) 
to (d) was recorded over a 5 second 
acquisition time. 
Spectrum from position A  
Spectrum from position B  
Spectrum from position C  
Spectrum from position D  
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Figure 4.10 | STEM reference images of alloy nanoparticles prior to X-ray 
acquisition.  High magnification (1 Mx) STEM BF and HAADF images of gold and silver 
alloy nanoparticle on lacy carbon film. 
 
The atomic percentages for each of the nanoparticles displayed in Figure (4.10) are presented 
in Table (4.2).  Examining the data, it is possible to conclude firstly that there are differences 
in the relative concentration of gold and silver in each nanoparticle.  For example, on average 
nanoparticle (d) has a greater relative concentration of gold when compared to nanoparticle 
(c).  Secondly, it is possible to conclude that there is a degree of compositional variation 
across each nanoparticle.  Of particular note are nanoparticles (a) and (c) where the relative 
concentration varies to the order of 15%. 
 
 
 
 
 
 
 
 
(a) 
(b) 
(c) (d) 
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Nanoparticle 
Approximate 
Diameter 
(nm) 
Probe 
Position 
Ag 
Atomic Percentage 
Au 
Atomic Percentage 
(a) 8.9 ± 0.7 A 28.3 71.7 
  B 33.7 66.3 
  C 34.9 65.1 
  D 41.2 58.8 
(b) 10.3 ± 0.3 A 43.8 56.2 
  B 40.1 59.9 
  C 43.4 56.6 
  D 48.1 51.9 
(c) 10.7 ± 1.3 A 41.9 58.1 
  B 41.8 58.2 
  C 58.5 41.5 
  D 51.7 48.3 
(d) 9.7 ± 0.4 A 36.4 63.6 
  B 43.4 56.6 
  C 38.0 62.0 
  D 30.5 69.5 
 
Table 4.2 | Quantitative compositional analysis of four gold and silver alloy 
nanoparticles.  Compositional information referring to the four nanoparticles displayed in 
Figure (4.10).  An approximate diameter is given for each nanoparticle based on the 
minimum and maximum measured diameters. The position of the probe on each nanoparticle 
is referenced A to D.  The total acquisition time for each of the nanoparticles (a - d) was 5 
seconds.  Note: The nanoparticles were produced using an equal molar ratio of gold-to-silver 
(50/50). 
 
4.4 Summary of EDS Data 
The EDS data strongly indicate that there is compositional variation between 
nanoparticles.  EDS linescans confirm particle-to-particle variation within both batches of 
alloy nanoparticles.  In addition several linescans also suggest an inhomogeneity in the 
composition.  Whether this represents true segregation at the surface of the nanoparticles is 
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not conclusive.   Particle-to-particle variation is certainly supported by the quantitative probe 
analysis where, on average, the relative composition is shown to vary.  Intra-particle 
fluctuations also suggest a compositional variation that is certainly not expected from a truly 
homogeneous alloy and would be expected to result in varied optical behaviour.  In addition, 
the nanoparticles on average contained a relatively higher relative concentration of gold than 
silver.  One possibility could be that the relative concentration of silver which is unaccounted 
for in table (4.2), might be dominant in the large quantity of small nanoparticles (< 4nm 
diameter).    
  
Whilst useful, the EDS spectra are unable to provide any information on collective 
excitations.  In addition, when compared to the EELS data the EDS technique required large 
acquisition times in order to gain a significant signal.  Elemental mapping to determine the 
full spatial extent of elemental distribution was also attempted.  Unfortunately, due to the 
high dwell times required, post acquisition imaging revealed beam damage to the 
nanoparticles rendering the acquired data as unreliable.  The effects of beam damage on the 
nanoparticles, such as specimen heating and structural damage are discussed in more detail in 
chapter 5.3.  The following chapters will now focus on the application of EELS for 
nanoparticle analysis. 
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5 The Development of Post 
Acquisition Processing Methods 
 
  5.1 Experiment 3: Diffraction Contrast Correction 
  5.2 Experiment 4: Richardson-Lucy Deconvolution Algorithm 
  5.3 Experiment 5: Noise Reduction and Principle Component Analysis 
 
 The following chapter describes the various post acquisition processing methods 
developed and applied to EELS.  These routines were identified as necessary for the effective 
interpretation of valence band EELS data acquired from the gold, silver and alloy 
nanoparticles.   
 
5.1 Experiment 3: Diffraction Contrast Correction 
As well as being an important imaging contrast mechanism, diffraction contrast has a 
substantial effect on the intensity of energy-loss spectra.  Under strong diffracting conditions 
there is a significant loss of intensity, making any direct spatial interpretation from SIs almost 
impossible.  Due to the substantial presence of diffraction contrast observed in diamond
49
 
TEM/STEM images, research was undertaken using natural diamond, in order to identify an 
appropriate correction mechanism for EEL SIs.     
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Diamond is a material infamous for being the hardest known substance.  For scientists, it 
exhibits other interesting properties such as high heat conductivity, a high refractive index 
and a wide indirect electronic band gap.  Structurally, each carbon atom in diamond is 
tetrahedrally bonded to its four nearest neighbours.  
 
The valence electrons in carbon adopt a configuration that is a combination of s and p 
orbitals
38
.  These are called hybrids; graphite is one example with an sp
2
 formation, whilst 
diamond is of the sp
3
 type.  The hybridization process for diamond is demonstrated in Figure 
(5.1).  During this process the 2s level is raised in energy whilst the 2p levels go lower 
resulting in a more favourable lower energy system.  These four valence electrons are now 
capable of forming σ bonds. 
 
Figure 5.1 | Schematic diagram showing the process of hybridisation for carbon.  
A diamond atom forms a series of sp
3
 hybridised atomic orbitals. 
 
The bonding levels for diamond are shown schematically in Figure (5.2).  When the hybrid 
carbon atoms bond they will form a series of four bonding and four antibonding orbitals
50
.  In 
a larger diamond structure these energy levels form a continuous band structure represented 
by the valence and conduction bands. 
 
For graphite two 2p and one 2s orbital hybridise to form a lower energy sp
2 
atomic orbital 
whilst a single p orbital remains at the original 2p energy level.  It is this 2p orbital that goes 
on to form the π and π* molecular orbitals which act between basal planes. 
 
1s 2s 2p 1s sp
3 
Non hybridised atomic orbitals sp
3 hybridised atomic orbitals 
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The sp
2
 bonded material has both σ/ σ * and π/ π * states available to the electrons in the 
solid.  For sp
3
 bonded material only the σ/ σ *states exist.  Electron transitions to these states 
produce many of the characteristic features of the diamond and graphite EEL spectra.  For 
example, in core loss spectra, excitation of the 1s electrons in diamond to the σ * states 
produces the carbon k edge peak.  For graphite, transitions of the inner shell electrons into 
unoccupied π * states appear as a peak prior to the edge onset.  In the valence band, valence 
electron transitions into the π * states also produce a peak at around 6 eV. 
 
5.1.1 Imaging Defects 
An important factor when observing defects in bright-field images is the diffraction 
contrast mechanism.  It was stated in Chapter 3 that diffraction of the incident electron beam 
will occur from a set of lattice planes in a crystal structure.  If this structure becomes 
imperfect then contrast in the image will be altered.  A disruption in the perfect periodicity of 
the lattice structure is known as a dislocation.   For example, an edge dislocation, where the 
surrounding planes of atoms bend around an abrupt end to a plane, is demonstrated 
schematically in Figure (5.3).  Where the bend in these planes is orientated at a Bragg angle 
to the incident beam, the incident electrons will be strongly scattered.   
 
Figure 5.2 | Diagrams 
showing the progression of the 
electronic structure for an sp
3
 
bonded system.  The hybridization 
process results in four sp
3
 orbitals 
which are identical in energy
50
. 
 
Atoms Hybrids Bonds Bands 
1s 
2s 
2p 
σ* 
σ 
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The resulting loss of intensity from the transmitted beam causes the bent planes to appear 
darker in the bright field image. 
 
Using both the aberration corrected STEM at the Daresbury Laboratory and the STEM 
facility at the University of Liverpool, bright and dark field images were taken of dislocations 
in colourless and brown diamond.  The strong contrast observed around the dislocation is a 
result of diffraction.  Using these as reference images, valence band EEL SIs were acquired 
on and around the dislocations.    
 
5.1.2 Results 
 A STEM BF reference image and a BF image superimposed with two SI maps are 
shown in Figures (5.4 (a) and (b)).  Both SI maps show the intensity of the ZLP with a -1 to 1 
eV energy window.  With both SIs acquired in close proximity, any thickness variation 
between the two was assumed to be negligible.  Where the SI  passes across the dislocation 
there is a marked reduction in intensity.  Thickness maps were calculated from each SI using 
the Log-Ratio method as described by Egerton
30
 and implemented in the Gatan Digital 
Micrograph program.  This method compares the area under the ZLP with the total area under 
the whole spectrum.  Relative thickness maps from both the on and off dislocation SIs are 
shown in Figures (5.5 (a) and (b)).  The corresponding profiles of both maps are compared in 
Figure (5.5 (c)). 
Incident Beam 
Transmitted 
Beam 
Diffracted 
Beam 
Figure 5.3 | Electron 
scattering from deformed lattice 
planes surrounding an edge 
dislocation.  The red arrow indicates 
the component of the incident beam 
that is scattered to a high angle by the 
Bragg plane.  This loss from the 
incident beam will result in a loss of 
intensity from the corresponding 
position on a bright-field image. 
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Figure 5.4 | STEM BF images of dislocations diamond.  (a) An overview BF image 
of a dislocation in natural brown diamond. (b) The two SIs (i and ii) superimposed on the BF 
image denote the area over which the EEL spectra were acquired.  The intensity displayed by 
each pixel represents the relative intensities of the zero loss peaks (-1 eV to 1 eV energy 
slice). 
 
Both thickness profiles correlate well and illustrate that the loss of intensity resulting from 
diffraction effects is unrelated to the thickness of the diamond.  
 
To gain a greater understanding of the influence of diffraction contrast, free from possible 
changes to the chemical or bonding structure, the valence band EEL spectrum was acquired 
under strong and weak diffracting conditions resulting from bend contours.  Bend contours 
occur when there is a bend in the specimen surface.  This results in the atomic planes no 
longer being parallel in certain locations.  Here they pass into, and through, the Bragg 
Figure 5.5 | Thickness profiles on and 
off dislocations. (a) and (b)  A thickness 
map from SI (i) and (ii) respectively 
calculated using the Log-Ratio method 
and (c) Compared thickness profiles 
extracted from both maps (a) and (b) 
(→).   
(a) 
(b) 
(c) 
(i) 
(ii) 
LOW HIGH 
ENERGY-LOSS INTENSITY 
(a) 
 
(b) 
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condition as shown schematically in Figure (5.6 (a)).  Any electrons incident on the „Bragg‟ 
planes will no longer contribute to the through beam and instead form part of a diffracted 
beam.  If a bright field image is formed the bend contours will appear as two dark lines (see 
Figure 5.6 (b)), whereas in a dark field image where the diffracted beam is excited a bright 
band will be observed (see Figure 5.6 (c)). 
 
Figure 5.6 | Images demonstrating the formation of bend contours. (a) Schematic 
diagram of the origin of bend contours.  When the atomic planes are bent at the Bragg 
condition, the incident electrons will be highly scattered. (b) Low magnification (50 kx) 
STEM BF and (c) HAADF images of bend contours in natural brown diamond. 
 
Figure 5.7 | Changing the diffraction condition via sample tilting. (a) A STEM BF 
image at 200 kx magnification of bend contours in natural colourless diamond and a 
superimposed SI slice displaying a -0.5 to 0.5 eV intensity. (b) A STEM BF image and SI 
slice acquired in the same region as (a) and under the same operating conditions, but tilted 
through an angle of 1.5°.  
Extracted 
spectrum 
Extracted 
spectrum 
(a) (b) 
(a) (b) (c) 
Incident Beam 
Diffracted 
Beam 
Specimen 
Planes 
Image 
Direct Beam 
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An SI was acquired from a region containing bend contours under strong diffraction 
conditions.  The sample was then tilted through a 1.5° angle, so that the same region on the 
sample was no longer diffracting.  A second spectrum image was then acquired (see Figures 
5.7 (a) and (b)).   
 
Two sets of EEL spectra were then extracted from the same spatial position in the SIs, one of 
which was under a strong diffraction condition and the other a weak diffraction condition.  A 
ratio of the intensity at the different diffracting conditions in each energy-loss channel was 
then calculated. 
 
Figure 5.8 | EEL spectrum ratios in strong and weak diffracting conditions (a) 
The ratio of EEL spectra (0.1 eV/channel dispersion) under strong and weak diffraction 
conditions extracted from the same spatial position on a natural brown diamond sample as 
indicated in Figure (5.7). (b) An EEL spectrum ratio acquired using the same method as (a) 
but in a different region of the sample and at 0.05 eV/channel dispersion.  
 
Figures (5.8 (a) and (b)) indicate that the effect of diffraction contrast on the loss of intensity 
is uniform across the whole energy range.  This suggests that it is possible to apply a single 
correction factor to each spectrum to compensate for the total loss of spectrum intensity from 
beam diffraction.  We therefore assume that the diffraction contrast observed in an SI is as a 
result of the collection aperture excluding all diffracted beams from the EEL spectrometer. 
As a measure of diffraction loss, the total spectral intensity has been adopted as an 
appropriate normalisation factor.  A total spectrum intensity calculation was carried out on 
each individual spectrum within the SI.  The total spectral intensity values were then stored in 
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a 2D array equivalent to the spatial component of the original SI.  This new total intensity 
data stack now acts as the diffraction contrast „map‟.  Figures (5.9 (a) to (d)) show the total 
spectral intensity normalisation applied to bend contours in natural colourless diamond.  The 
original SIs (Figures 5.9 (b) to (d)) were normalised using the total spectral intensity map; 
removing the diffraction loss.  It is apparent that the loss due to diffraction contrast has been 
restored and is no longer visible across any energy-loss regime.  It is also apparent that the 
loss in intensity due to thickness effects has been conserved.  A similar process can be 
undertaken to correct for this thickness variation by calculating a thickness map using the 
log-ratio method.   
 
Figure 5.9 | EEL spectrum image diffraction contrast correction applied to bend 
contours in natural colourless diamond (a) A BF STEM image of natural colourless 
diamond at 200 kx magnification and a superimposed SI slice at -1.0 to 1.0 eV intensity. SI 
slices displaying (b) a -1.0 to 1.0 eV intensity, (c) a 20 to 25 eV intensity and (d) a 30 to 35 
eV intensity, each shown with and without the diffraction contrast correction applied. 
 
Extensive analysis has been conducted on the interband transition region of various types of 
diamond using the energy-loss spectrum
51
.  Past research has focused on the regions around 
dislocation nodes and dislocation cores.  Particular attention was paid to differences between 
the brown and colourless diamond spectra in an attempt to account for the colouration of 
diamond.  A probe size of 1 Å was applied to dislocation cores approximately 2-3 Å in 
diameter.  Dislocation splitting points (nodes) are found at the termination point of most 
stacking faults.  For Chemical Vapour Deposition (CVD) and natural diamond the analysis 
revealed changes to the joint density of states (JDOS) in the region near dislocation nodes 
-1 eV to 1 eV 20 eV to 25 eV 30 eV to 35 eV 
(a) (b) (c) (d) 
Diffraction 
Corrected SI 
Diffraction 
Corrected SI 
Diffraction 
Corrected SI 
Unprocessed 
SI 
Unprocessed 
SI 
Unprocessed 
SI 
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(see Figure 5.10 (a)).  These changes were due to the presence of graphitic regions which 
appeared as a significant spectral feature in the 6-7 eV region (see Figure 5.10 (b)), 
corresponding to the graphitic π plasmon. Again it is demonstrated that the application of the 
total spectral intensity correction enables the spatial extent of the graphitic region to be 
viewed (see Figure 5.10 (c)).  Prior to the correction, the region around the node is obscured 
by the relatively low intensity resulting from diffraction. The presence of this graphitic region 
has also been verified by theoretical simulations
52
.  Crucially for diamond studies, this state 
change was also detected in the High Temperature High Pressure (HTHP) samples. 
Importantly this suggested that the state changes occurring in close proximity to the 
dislocation nodes are not related to the brown colour. 
 
Figure 5.10 | EEL spectrum image diffraction contrast correction applied to a 
dislocation node in natural brown diamond (a) A STEM BF image at 500 kx 
magnification of a dislocation node with an SI slice at -1.0 to 1.0 eV intensity shown 
displaced from the region of acquisition. (b) Low-loss EEL spectrum extracted from SI as 
indicated in (a) and indicated feature at 6 – 8 eV. (c) SI slice at 7.0 to 8.0 eV intensity (energy 
of spectral feature in (b)) with and without diffraction contrast correction applied.  
 
EELS plasmon mapping across nanoparticles is often presented in literature without any 
diffraction correction
20,53
.  Figures (5.11 (b) and (c)) show an SPR SI map across a silver 
nanoparticle with no diffraction correction applied.  The result for Figures (5.11 (b) and (c)) 
is an apparent „halo‟ with a maximum SPR intensity around the outer edge of the 
nanoparticle.  In this case there is little information discernable across the surface of the 
nanoparticle.  To view any spatial information on the nanoparticles the relative contrast levels 
can be adjusted, however, the effect would be to saturate the outer edges.  In order to view 
spatial information across the whole of the nanoparticle, the diffraction correction must be 
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applied.  Figures (5.11 (d) and (e)) illustrate the effectiveness of the diffraction correction.  
The relative intensity of the SPR is now shown across the nanoparticle surface.  The non-
uniformity of the resonance demonstrates that the nanoparticles are not uniformly spherical
54
. 
 
Figure 5.11 | An EEL spectrum image map of plasmon resonances on a silver 
nanoparticle.  (a) 500kx magnification STEM BF image of silver nanoparticle (b) SPR 
intensity at 3.0 ± 0.2 eV and (c) bulk resonance at 3.8 eV mapped with no diffraction contrast 
correction. (d) SPR intensity at 3 ± 0.2 eV and (e) bulk resonance at 3.8 eV mapped with the 
diffraction contrast correction. 
 
The concept of the 3.8 eV bulk resonance of silver was introduced in Chapter 2.  Unlike the 
surface mode it would be expected that this volume resonance would display a far greater 
degree of localisation to the nanoparticle.  However, in Figure (5.11 (b)), with no diffraction 
correction, the apparent bright „halo‟ could easily be misinterpreted as a surface mode.  The 
similarities with the SPR in Figure (5.11 (b)) are very apparent.  The application of the 
diffraction correction in Figure (5.11 (e)) makes misinterpretation less likely as the mode is 
clearly localised to the nanoparticle.  Unless otherwise stated the diffraction correction 
method will be applied to all SI maps presented in this work. 
  
(c) 
 
(b) 
 
(e) 
 
(d) 
 
(a) 
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5.2 Experiment 4: Richardson-Lucy Deconvolution 
For EELS the final energy resolution of the system is limited by the energy spread of 
the beam at the source and the spreading due to the spectrometer optics.  The resulting 
„degraded‟ spectrum acquired may be expressed in the following form; 
    
      
(5.1) 
where H is the acquired spectrum, W is the true (non-degraded) spectrum and S is the Point 
Spread Function (PSF) of the system.  The PSF is a measurement of the energy spread of the 
system.  The Richardson-Lucy (R-L) algorithm
23,55
 is capable of deconvolving the user 
acquired „degraded‟ spectrum with the measured point spread function of the microscope in 
order to obtain a spectrum with an improved energy resolution.  This technique has been 
applied extensively to image restoration in other fields.  For example, the routine is used to 
correct images from astronomical telescope data blurred by a PSF
56
.  It has been stated that 
the R-L algorithm produces a better result in terms of signal to noise ratio than the other 
iterative methods
57
.  However, in the presence of random noise, even the application of R-L 
deconvolution will still not allow the reliable determination of relatively small resonance 
features in the spectra. 
 
The R-L method to reconstruct the original image is based on the Bayes‟s probability 
theorem; 
     
       
           
    
 
(5.2) 
This theorem states that the conditional probability of an event A given an event B can be 
expressed in a similar manner.  Given Bayes‟ theorem, the R-L deconvolution algorithm can 
be derived using probability theory.  Figure (5.12 (a)) shows a graphical representation of one 
the simplest probability expressions.  If two probability events A and B occur in a single 
process, and those events are said to be independent of each other., then the joint probability 
of the two events is defined by; 
                
          (5.3) 
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Alternatively, the probability of one event may be dependent upon the result of the other 
event.  In this case the probability of the two events will be given by; 
 
                  
           (5.4) 
Where P(A|B) is the conditional probability which is representative of  probability A given 
probability B. 
 
 
 Figure 5.12 | Graphical representation of the probability laws. (a) The probability 
of events A and B occurring, otherwise known as the „joint probability‟.  In this example the 
probability of events A and B are independent. (b) The definition of the total law of 
probability for a two event system. 
 
The law of total probability states that the probability of an event is equal to the sum of the 
products of the conditional probabilities in the sample space and the probability of the event 
itself. 
 
The law of total probability for the two event system is shown graphically in Figure (5.12 
(b)), where the probability of event B is conditional on event A, is given by; 
  
                             
           (5.5) 
Substituting Equation (5.5) into Bayes‟ theorem (Equation (5.2)); 
 
                
          
                             
     
Note: P(A’) means ‘not A’ 
(a) (b) 
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           (5.6) 
For multiple events i the total probability of a conditional event can be generalised, as shown 
graphically in Figure (5.13), and defined by; 
 
                   
           (5.7) 
where i = 1, 2, 3…etc.  
 
 
Given Equation (5.7), Bayes‟ theorem can now be generalised to; 
 
        
           
              
 
           (5.8) 
The probability of events A and B can now be substituted for the convolution definition for 
an EEL spectrum as defined by Equation (5.1), where the conditional probability of an event 
W (original image or estimate) is dependent upon a given event H (degraded image).  Bayes‟ 
theorem now becomes; 
 
         
             
               
 
           (5.9) 
where the subscripted Wi represents the ith location in the array or the value associated with 
the ith location, and similarly k is a location on the H array.  Finally, referring to the work by 
                   
      
     
      
      
      
      
Figure 5.13 | Graphical 
representation of the law of 
total probability. The probability 
of event B is equal to the sum of 
the product of conditional 
probability of event B upon event 
A, and the probability of event A. 
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Richardson
23
, Equation (5.9) can be reduced to a practical form for application to a one 
dimensional energy dispersive spectrum; 
 
            
        
            
 
   
 
           (5.10) 
where S is the point spread function of the instrument and j is a location on the S array.  The 
subscript r defines the number of the iterations.  Equation (5.10) was used as a basis for an R-
L deconvolution algorithm programmed by the author as an application within Digital 
Micrograph.  The script requires the user to input the spectrum requiring deconvolution and a 
measured PSF acquired under the same operating conditions as the spectrum.  In order to 
record an appropriate PSF, the contributions from different components of the electron optic 
system to the final energy spread must be understood.  To support this research the 
distribution of electrons emitted by the source and subsequent spreading introduced by the 
spectrometer optics were modelled.  This following analysis is based upon the work by 
Bangert, Harvey and Keyse
58
. 
 
5.2.1 The Fowler-Nordheim Distribution 
The beam of electrons emitted from a field emission source has an energy profile 
described by the Fowler-Nordheim (F-N) Distribution
59
; 
 
      
             
 
  
       
      
 
         
       
 
  
 
   
           (5.11) 
where      , μ is the chemical potential, φ is the work function,             , α is 
the image correction term, and F is the electric field strength. 
 
To model the emission from the VG601UX NWSTEM with a cold-field emission source the 
chemical potential was taken as 11.6 eV, the work function for a tungsten tip as 4.5 eV, the 
image correction terms as 0.85 and the electric field strength as             .  The 
simulations presented here are based upon the calculations by Gomer
60
.  Figure (5.14) shows 
the simulated field emission electron energy distribution and its dependence on the electric 
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field strength.  Two curves are shown with field strengths of               and      
       .   
 
Referring to the F-N energy distribution in Figure (5.14), the curve can be subdivided into 
two distinct regions
61
; a low energy Fermi tail and a high energy tunnelling tail.  The low 
energy Fermi tail is a property of the Fermi surface of the W tip and is independent of the 
extraction voltage.  The slope of the high energy tunnelling tail is determined by the field 
strength.  This is directly observable through the simulation where the electron beam is 
significantly broadened.  This strong background significantly obscures features in the 
valence band regime. 
 
5.2.2 The Point Spread Function 
 Neglecting any sample interaction, as the electron beam passes though the 
spectrometer, the energy distribution of the beam gains a long-tail from the optical 
aberrations.  This additional spread is classically defined as the point spread function of the 
system.  It can be measured by operating the spectrometer with a low energy dispersion, 
squeezing the ZLP into a single energy channel.  Figure (5.15) shows a log plot of the PSF 
measured from the NWSTEM.  The PSF was determined by averaging across 900 spectra 
acquired from a 30 x 30 SI @ 0.2 seconds/pixel and a 1.0 eV/channel dispersion.   
Figure 5.14 | The Fowler-
Nordheim field emission 
distribution.  The F-N 
distribution simulated for 
different field strengths of 2 x 
10
7
 V/cm and 6 x 10
7
 V/cm.  
The higher the field strength 
and/or work function the more 
asymmetrical the field 
emission distribution. 
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Squeezing the electron beam into a single channel removes the effect of other sources of 
beam broadening (i.e. field emission), with the „overflow‟ tails on each side resulting from 
the spectrometer aberrations. 
 
 Figure 5.16| Gaussian components of a simulated PSF.  (a) Eight Gaussian 
components of a PSF simulated by the author, with each Gaussian created with a different 
standard deviation. (b) The low intensity regime of the same PSF Gaussian components 
shown in (a). 
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Figure 5.15 | Point Spread 
Function (PSF) measured 
on the NWSTEM.  A Point 
Spread Function obtained 
on the NWSTEM operating 
at 100 kV accelerating 
voltage, 3.35 kV extraction 
voltage, and 1.0 eV energy 
dispersion. 
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The spectrometer PSF was modelled using a series of summed Gaussian distributions.  In 
order to achieve an accurate fit the model required the summation of a total of eight 
Gaussians.  The individual Gaussian components are shown in Figures (5.16 (a) and (b)), 
each with a different standard deviation.  The individual models are displayed in two sections 
showing both the high and low intensity Gaussians. 
 
The complete PSF model formed from the sum of the individual Gaussian components is 
displayed in Figures (5.17 (a) and (b)) along with the experimentally determined PSF from 
Figure (5.15).  In the low intensity regime, featuring the „overspill‟ tails, the summed 
Gaussians replicate the measured PSF to a high degree.  The single notable error was found 
in the high intensity region from the two peaks on either side of the 0 eV central channel (see 
Figure 5.17 (b) points A and B).    
 
 Figure 5.17| A PSF model compared to an experimentally determined PSF. (a) 
The low intensity regime of the PSFs demonstrating a good correlation between the simulated 
PSF and experimentally determined PSF. (b) A small deviation in the high intensity region of 
the PSFs, resulting from a small instability in the Extra High Tension (EHT) supply. 
 
A narrow Gaussian was applied to model the central region of the PSF, the Gaussian being 
symmetric about the 0 eV channel.  However, in the measured PSF, a random small high-
voltage instability results in an over-spill into the two channels surrounding the centre.  This 
demonstrates an experimental impracticality in measuring a uniform distribution across these 
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three central channels.  As this error is restricted to only two channels, the result does not 
detract from the successful fitting of the function. 
 
5.2.3 The Zero Loss Peak 
 Given both source distribution and spectrometer energy spread, the complete ZLP is 
formed from a convolution of the F-N distribution from the emission source, the PSF from 
the spectrometer and a narrow Gaussian to represent the drift of the high voltage supply.  A 
ZLP acquired in a vacuum without any sample interactions is shown in Figure (5.18).  This 
ZLP represents the summation of 400 individual spectra acquired with a dispersion of 0.01 
eV/channel.  
 
The combined ZLP model was simulated using an extraction field strength of 3.2 x 10
7
 V/cm 
and a work function of 4.5 eV (values appropriate for the NWSTEM).  The high energy tail 
section of the ZLP model is shown fitted to the measured ZLP in Figure (5.19 (a)).  In this 
case there is excellent correlation between the two curves. At this stage it is necessary to 
clarify the use of the term PSF.  The Richardson-Lucy deconvolution algorithm applies the 
term „PSF‟ in the wider context of a convolution function representative of a systematic 
„blurring‟ or „degradation‟ to an original dataset. This term has also been specifically applied, 
in this work and others, to represent the specific energy spread due to the spectrometer optics, 
neglecting the energy spread of the electron source.  Therefore, when selecting a PSF to 
deconvolve with an EEL spectrum, one is not restricted to a single function. The PSF applied 
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Figure 5.18 | Experimentally 
determined Zero Loss Peak.  A 
ZLP acquired without any sample 
interaction with an energy 
dispersion of 0.01eV/channel.  The 
ZLP profile represents broadening 
due to the lens and spectrometer 
optics as well as the field emission 
profile.  Both high (red) and low 
(blue) intensity regimes of the ZLP 
are displayed within the same 
figure (ZLP = ZLP x 150).  
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in this research is a ZLP measured in a vacuum with a high dispersion (typically 0.01 
eV/channel), and under similar operating parameters as the spectra requiring deconvolution.  
In this sense the PSF represents both the spectrometer aberration and the incident energy 
spread.  This form of the PSF is also applied to R-L deconvolution by the research group of 
C. Colliex at Université Paris-Sud
24,62
. 
 
 
Figure 5.19 | Experimentally determined ZLP compared to a simulated ZLP. (a) 
A model of a ZLP simulated by the author, compared to an experimentally measured ZLP. 
(b) The simulated ZLP fitted to an incorrectly focussed ZLP, where an artificial spectral 
feature is present in the 2 to 3 eV region (→). 
 
The PSF applied to the R-L algorithm is stated to be robust against small errors in the 
function
62
.  This is of particular use when deconvolving core loss EELS data as the angular 
electron distribution of electrons differs between core loss and valence band EELS 
measurements.   However, care must be taken to ensure that the profile of the PSF is correctly 
focussed in the energy dispersive plane and does not contain any artefacts.  To ensure 
accurate deconvolution, all measured ZLPs were compared and contrasted against the ZLP 
model.  Figure (5.19 (b)) demonstrates an incorrectly focussed ZLP with an artificial feature 
present in the 2 – 3 eV region (→).  Such an error can easily occur, as it is common practice 
for a ZLP to be optimised by only focussing the peak to maximise the intensity.  It is often a 
practicality that little attention is paid to the low intensity tails. 
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5.2.4 Richardson-Lucy Deconvolution Initial Results 
To test the deconvolution process, the R-L deconvolution algorithm was applied to 
EEL spectra acquired from pure gold, pure silver and alloy nanoparticles.  Figure (5.20) 
demonstrates the iterative nature of the algorithm whilst being applied to a valence band 
spectrum from an alloy nanoparticle.  Following the first estimation of the „true‟ image, this 
first estimate (or any previous guess for later iterations) is then convolved with the PSF in 
order to calculate the next estimate.  This would continue until the system reaches 
convergence, at which point the convolution of the guess will be equal to the degraded image.  
Then the estimate will equal the true image.  This trend towards convergence can be observed 
after each iteration in Figure (5.20 (c)).  However, in practice, at each iteration loop an 
amplification of the background noise occurs. If the number of iterations is excessive, the 
validity of the data is reduced due to the difficulty in distinguishing between amplified noise 
and real spectral features.  This can be prevented by limiting the number of iterations before 
the spectrum develops false features, or by evaluating the signal to noise ratio
62
.  Unless 
otherwise stated, the deconvolved spectra presented in this work will be iterated to a 
maximum of four times in order to prevent significant noise amplification and the 
introduction of false artefacts
24
. 
 
 Figure 5.20 | A Richardson-Lucy Deconvolved EEL spectrum.  (a) A STEM BF 
image acquired at a magnification 500kx of a gold and silver alloy nanoparticle on a lacy 
carbon film substrate and (b) an inset 25 x 40 pixel SI map of the ZLP intensity acquired with 
a time of 0.2 seconds/pixels and a dispersion of 0.02 eV/channel.  (c) the corresponding 
averaged EEL spectrum R-L deconvolved up to 3 iterations with an SPR at 2.2 eV (→). 
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The acquired and deconvolved spectra from a pure silver and pure gold nanoparticle (see 
Figures 5.21 (b) and (c)) are shown in Figure (5.21 (a)).  Each spectrum is a summation of 
individual spectra acquired across each nanoparticle using the SI method.  The acquired silver 
nanoparticle spectrum has an identifiable SPR at approximately 3.2 eV.  This SPR is clearly 
resolvable without requiring deconvolution, but is shown here for comparison with the 
deconvolved gold spectrum.  In contrast the corresponding SPR from the gold nanoparticle is 
obscured by the intense ZLP.  Evidence of the feature is however visible in the high energy 
shoulder.   Following deconvolution the SPR is now clearly resolvable from the ZLP. 
 
Figure 5.21 | Richardson-Lucy Deconvolved EEL spectra acquired from a pure 
gold and a pure silver nanoparticle.  (a) Averaged EEL spectra and corresponding R-L 
deconvolved spectra up to 3 iterations acquired from a pure gold and a pure silver 
nanoparticle. (b) A corresponding STEM BF image of the pure gold (---) and (c) pure silver 
nanoparticles (---) on a lacy carbon film substrate. 
 
Finally, the acquired spectrum and corresponding deconvolved EEL spectrum from an alloy 
nanoparticle (see Figure 5.22 (a)) are presented in Figure (5.22 (c)).  Again, a series of 
individual spectra were acquired across the nanoparticle using the SI method (see Figure 5.22 
(b)).  The acquired EEL spectrum in Figure (5.22 (c)) is the summation of a series of 
individual spectra from across the surface of the nanoparticle.  Unlike the EEL spectra 
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acquired for the pure silver and pure gold nanoparticles, the alloy nanoparticle generates a 
twin resonance structure at approximately 1.9 eV and 3.0 eV.   
 
Figure 5.22 | Richardson-Lucy deconvolved EEL spectra acquired from an alloy 
nanoparticle.  (a) A STEM BF image of a gold and silver alloy nanoparticle (---) acquired at 
500kx magnification and (b) the corresponding 50 x 50 pixel SI with a spectrum acquisition 
time of 0.1 seconds/pixels and a dispersion of 0.01 eV/channel. (c) An averaged EEL spectra 
extracted from the SI (→) and R-L deconvolved spectrum up to 4 iterations. 
 
If this nanoparticle was a homogeneous metal alloy we would expect to observe only a single 
resonance as demonstrated in Figure (5.20).  A more detailed analysis of multiple gold and 
silver alloy nanoparticles is conducted in the next chapter. 
  
-2 -1 0 1 2 3 4
C
o
u
n
ts
 (
A
r
b
.)
Energy-Loss (eV)
Raw Spectrum
Deconvolved 
(4 Iterations)
(a) (b) 
(c) 
109 
 
5.3 Experiment 5: Noise Reduction and Principle Component Analysis 
To gain a reliable structural understanding of the nanoparticles, any change in 
morphology must be negligible during the acquisition process.  The electron beam can 
damage the nanoparticles in a number of ways.  The most significant changes are due to the 
inelastic scattering events, which cause specimen heating, structural damage and loss of 
mass
63
.  Although the melting point of metal nanoparticles falls sharply with decreasing 
particle diameter (for example in Ag nanoparticles the melting point is 1150 K at 20 nm and 
drops to 600 K at 4 nm
64
) it is unlikely, given short acquisition times, that the primary 
damage is due to particle heating.  The STEM probe is not expected to sufficiently increase 
the temperature of the metal enough to melt the surface.  However, it should be noted that 
little is known about the effect of heating on isolated particles where an inability to conduct 
away the heat energy may result in damage.  Despite this possibility, it is still considered 
more probable that any damage will be due to a kinetic energy transfer that causes a loss of 
crystallinity.  To ensure that the particle has not visually changed during the acquisition 
process, BF and DF images were recorded both before and after the EELS acquisition.  It was 
determined that an acquisition time of around 0.1 seconds did not appear to alter the structure 
of the particle. 
 
This requirement for a short acquisition time ultimately resulted in a spectrum with a poor 
signal to noise ratio.  Therefore it became vital, prior to the application of R-L deconvolution, 
to implement an algorithm to reduce the noise component of the spectra.   Several data 
processing techniques have been proposed to aid in the reduction of the noise sensitivity of 
the data.  The following chapter details a performance analysis of these different methods and 
justifies the application of one method, Principle Component Analysis, to this research. 
 
5.3.1 Averaging Filter 
The simplest way to smooth fluctuating data is by a moving average technique.  A 
spectrum can be viewed as a series of calibrated equally spaced data points where an 
individual point can be expressed as; 
 
         
           (5.12) 
The averaged value is calculated from a defined number of points           to the left 
and right of the selected data point where nL is the number of points to the left and nR the 
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number of points to the right.  The selected data point   is then replaced by an averaged value 
   given by; 
 
     
    
  
  
     
 
           (5.13) 
Finally, the average window is shifted along the x-axis by one channel, and the process is 
repeated (see Figure 5.23 (a)).  However, this method can cause significant flattening of those 
spectral features with a narrow Full Width Half Maximum (FWHM).  Figure (5.23 (b)) shows 
the average window method
65
 applied to an energy loss spectrum with random readout noise. 
   
Figure 5.23 | EEL spectrum smoothed using the moving window averaging filter. 
(a) The averaging filter applied to a spectrum featuring random readout noise.  A larger 
averaging window width (greater number of channels) achieves a greater degree of 
smoothing.  (b) A different region of the same spectrum from Figure (a).  The intensity of 
narrow spectral features (carbon K edge) is reduced with increased smoothing. 
 
The moving window averaging filter performs well if the underlying data trend is fairly 
constant.  For example, the higher points at one side of the averaged point will be in 
equilibrium with lower points on the other side.  However, the filter does not perform well at 
the maximum of a sharp feature.  In this instance the averaging window will reduce the value 
of the data point leaving a relatively narrow spectral feature with a reduced amplitude and 
increased width.  For this research, any loss of intensity or resolution is anti-productive.  
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5.3.2 Savitzky-Golay Averaging 
The Savitzky-Golay filter
66
 can be viewed as an extension to the moving averaging 
filter where a high order polynomial is selected as a basis for a smoothing function.  
Generalising Equation (5.13), Ci is introduced as a convolution integer which for a moving 
average Ci = 1; 
 
     
      
 
  
     
 
           (5.14) 
As opposed to the moving average (Ci = 1), an alternative function can be selected (see 
Figures 5.24 (a) and (b)) which would conserve narrow spectral features. 
 
 
 
For the Savitzky-Golay filter, the convolution function is of the form of an nth order 
polynomial; 
                
      
  
 
           (5.15) 
To understand why this is the case, consider the mathematically equivalent procedure of 
curve fitting.  Consider a data set composed of a series of n points        onto which a curve 
C-2   C-1   C0   C+1   C+2 C-2   C-1   C0   C+1   C+2 
Figure 5.24 | A simple schematic 
diagram demonstrating the 
convolution integer. (a) For a 
moving average, the convolution 
integer is set to one.  This will not 
preserve any narrow features in the 
data, as demonstrated in the section 
on moving averages.  (b) The 
Savitzky-Golay filter aims to select 
appropriate coefficients that will 
preserve the higher moments of the 
data. 
(a) (b) 
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     is fitted.  The curve has a measured vertical deviation    from the each data point in the 
series. i.e.            .  The least squares method states that the curve fitting will be 
optimised at a condition where the sum of the measured deviation from each point squared is 
minimised; 
 
           
 
 
   
         
           (5.16) 
The coefficients of the nth order polynomial can be selected so that when each of the data 
points is substituted into Equation (5.15), the criterion for an optimum least squares fit 
(Equation (5.16)) is satisfied.  If this was incorporated into the convolution method, for a set 
number of data points one would calculate the optimum polynomial coefficients, then 
substitute back into the equation in order to determine a new value for the central point.  The 
procedure would then be repeated after shifting the data group along by one point.  This 
would be a laborious and time consuming process if a new set of coefficients had to be 
calculated for each new set of points.  However, it is stated
65
 that careful study of the least 
squares technique yields a single set of coefficients that can be applied to the whole data set.  
With a single set of coefficients, the polynomial can be simply convolved with the data set 
using a convolution function. 
 
The Savitzky-Golay filter was implemented by the author using the algorithm described by 
W.H. Press
67
.  Figure (5.25 (a)) shows a series of Savitzky-Golay coefficients.  The use of a 
higher order polynomial has greater success with preserving the narrower features.  However, 
this again comes at a cost of less smoothing on broader features.  Typically a 4
th
 order 
polynomial was judged to provide the best level of smoothing whilst preserving the more 
intense features.  A series of spectra smoothed with a 4
th
 order polynomial are shown in 
Figure (5.25 (b)).  As with other convolution coefficients the size of the moving window 
must be kept small to act as a low pass filter and smooth the high frequency noise 
components.   
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Figure 5.25 | The polynomials of the Savitzky-Golay algorithm and its 
application to an EEL spectrum.  (a) The 2
nd
, 4
th
 and 6
th
 order polynomials generated by 
the Savitzky-Golay algorithm, each produced for a 55 channel (22.5 eV) window width. (b)  
The application of the Savitzky-Golay algorithm (4
th
 order) with varied window width to an 
EEL spectrum of the carbon K edge.  
 
Figure (5.26) compares the Savitzky-Golay smoothing filter with the simple averaging filter.  
The raw EEL spectrum has been smoothed using both filters, initially using a window width 
of 7 channels.  Comparing the two spectra (7 channels) it is observed that the Savitzky-Golay 
filter preserves the intensity of the carbon pre edge    peak far better than the averaging 
filter.  However, it is also clear that the reduction of readout noise is less for the Savitzky-
Golay filter.  Additional smoothing of random readout noise can be achieved using the 
Savitzky-Golay filter by varying the window width parameter.  In this case a window width 
of 11 channels reduces the readout noise without sacrificing the pre edge intensity.   
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The Savitzky-Golay algorithm is clearly superior to the averaging filter at preserving narrow 
spectral features, whilst achieving a good degree of smoothing on the readout noise.  
However, the algorithm does require multiple attempts through varying different parameters 
(polynomial order, window size) in order to achieve an optimum balance between preserving 
narrow spectral features whilst improving the signal to noise ratio.       
 
5.3.3 Gaussian Smoothing 
An alternative function to the Savitzky-Golay polynomial is proposed by Van 
Kampen et al
57
 for the specific application of noise reduction prior to the application of R-L 
deconvolution.  This method has been dubbed „prefiltering‟.  It is suggested that both the 
image and the PSF should be convolved with a small Gaussian profile. This serves to 
compensate for any smoothing of the data.  A Gaussian distribution in one dimensional form 
can be expressed as;  
 
      
 
    
     
      
   
  
           (5.17) 
where σ is the standard deviation. A series of Gaussian distributions with σ values of 2,3 and 
4 channels are illustrated in Figure (5.27 (a)).  In theory a Gaussian distribution is non-zero 
for any value of x, but a discrete approximation must be produced for the convolution 
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Figure 5.26 | Comparison of the 
Savitzky-Golay and Simple 
Averaging Filter.  The Raw EEL 
spectrum has been smoothed using 
the Savitzky-Golay filter and 
averaging filter, both with a 7 
channel window for direct 
comparison.  An additional 
Savitzky-Golay smoothed spectrum 
is shown, applied with an 11 
channel window.  The spectra are 
displaced horizontally for ease of 
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function.  In practice, a Gaussian distribution is effectively zero at approximately three 
standard deviations from the mean, and so in the following examples each Gaussian is 
truncated at this point.  A series of Gaussian smoothed EEL spectra of a carbon k edge is 
shown in Figure (5.27 (b)). 
 
Figure 5.27 | Gaussian smoothing of EEL spectra. (a) A series of Gaussian profiles 
with sigma values of 2, 3 and 4 channels. (b) Three EEL spectra of the same Carbon k edge 
smoothed with Gaussian profiles, each with a different σ value.  The unsmoothed EEL 
spectrum is also presented.   
 
Each Gaussian smoothed spectrum is poor at preserving the intense π* peak.  The smallest 
Gaussian profile with a σ of 2 channels in the axial direction preserves the greatest intensity 
but again, this results in a reduced S/N ratio across the spectrum as a whole. 
 
The concept of Gaussian smoothing, and other methods utilising a convolution function, is to 
essentially apply the profile as a PSF and convolve it with the spectrum.  Recognising the fact 
that this function has a small standard deviation and essentially only acts on the high 
frequency (noise) components, the process nevertheless degrades the resolution of the 
system.  This is perceived as being counterproductive when the aim of the techniques is to act 
as a prerequisite to a deconvolution algorithm for the purpose of resolution improvement.   
 
5.3.4 Principle Component Analysis (PCA) 
It is the author‟s view that this „smearing‟ of data by a convolution function and the 
potential loss of narrow spectral features is unacceptable.  An alternative approach to noise 
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reduction is now presented based on a form of multivariate statistical analysis. Principle 
Component Analysis concerns the simultaneous analysis of a set of data for the purpose of 
identifying patterns and determining the relationship between the variables.  The PCA 
methodology has been extensively detailed by Chatfield and Collins
68
. 
 
PCA has been successfully applied to many different applications.  In spectroscopy, the 
technique has been used on EDS line spectra for the purpose of identifying the onset or 
termination of different elements across an interface
69,70
, and later to EEL line spectra
71,72
.  
Expanding the data set to a 3D SI, Burke et al
73
 demonstrate that when applied to an energy 
filtered image, PCA can reduce the random noise component without a loss of spatial or 
energy resolution and enable the quantification of elements with a relatively weak EDS 
signal. 
 
The following section will detail the steps required to perform a principle component analysis 
and then reconstruct the data.  The computer code for the PCA method applied to spectrum 
imaging was written by the author and utilized through the Gatan Digital Micrograph 
software package.    
 
5.3.5 Principle Component Analysis Applied to Spectrum Imaging 
The PCA technique enables the statistically significant sources of information within 
the spectra to be determined.  It is a useful technique when trying to isolate small signals, 
found in multiple spectra, from random noise or artefacts.  The PCA method utilised in this 
work has been implemented by the author with a particular application to spectrum imaging.  
The process and reconstruction for noise reduction purposes are based upon the method 
documented by Borglund, Åstrand and Csillag
74
. 
 
A single EEL spectrum can be viewed as a piece of 1 dimensional data in terms of energy 
loss.  When acquired as an SI the 1 dimensional spectrum is expanded into 3 dimensions 
through the introduction of a 2 dimensional spatial component.  This spatial data stack can be 
deconstructed into a non-spatial 2 dimensional „matrix‟ of energy loss vs. number of spectra.  
Figure (5.28) demonstrates schematically the SI conversion into the 2D matrix.   
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 Figure 5.28 | Schematic diagram demonstrating the compilation of spectra into a 
2D matrix. The individual spectrum in the spectrum image is transferred to a 2D matrix 
called the spectrum matrix with dimensions (M x N). 
 
The new matrix X has lines of spectra (n = 1 to N) and columns of energy loss (m = 1 to M).  
Next, a covariance matrix can be calculated from the spectrum matrix X.  This new matrix 
will establish if there is any relationship between each of the spectra.  It is a measure of how 
the spectra vary from the mean with respect to each other.  The diagonal variables of the 
covariance matrix represent the variance of the data compiled.  That is to say, they represent 
the variation in that particular variable from the average.  The off diagonal terms are the 
covariance variables which are a measure of how the variables change in relation to each 
other.  The covariance matrix is created by multiplying the original spectrum matrix with its 
transpose.  It can be constructed in both n and m dimensional space; i.e. it can be a square and 
symmetric number of spectra vs. number of spectra matrix (N x N) or a square and symmetric 
energy vs. energy (M x M) matrix.  Ideally one would like to maximise the dimensions over 
which one is measuring the correlation.  For example, if a covariance matrix is constructed 
using 10 spectra with 1340 energy channels, it is preferable to construct an M x M matrix and 
measure the degree of the linear relationship with each energy channel (see Figure 5.29).  
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It is difficult to visualise a covariance analysis of multiple dimension, however, the process of 
forming a covariance matrix with only two dimensions is relatively simple.  Figure (5.30) 
shows a schematic representation of the array of energy variables created by correlating two 
spectra.  The data value at each individual energy channel in spectrum (A) has been 
multiplied by the data value in every energy channel in spectrum (B), and vice versa.  For 
example, the resulting data value of position P1 in the new covariance matrix is the multiple 
of the data value at energy channel E1 in spectrum (A), and that at energy channel E2 in 
spectrum (B).   
 
Figure 5.30 | A schematic representation of the array of variables created from 
the covariance of two data sets
75
.  An array of variables is formed in the creation of a 
multidimensional covariance matrix.  The covariance data demonstrate the correlation 
between all possible pairs of measurements. 
 
Spectrum A 
Spectrum B 
Energy (x) 
Energy (y) 
Position (P1) 
E1 
E2 
V1 
V2 
        
Energy – Loss (eV) 
E
n
er
g
y
 –
 L
o
ss
 (
eV
) 
Figure 5.29 | Representation of the 
variance-covariance matrix.  The 
square and symmetric energy vs. 
energy matrix Ʃ is composed by 
multiplying the spectrum matrix X 
with its transpose.  The new matrix 
determines the correlation between 
the multiple spectra. 
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This creates a „cloud‟ of variables whose relative weighting will reflect how strongly two 
values correlate.  Whilst it is impossible to visualise the correlation matrix beyond three 
dimensions, it is possible mathematically to expand this correlation space further by 
introducing multiple axes. This will result in a further expansion of the data cloud along the 
axis representing the new spectrum.      
 
The next step involves diagonalizing the covariance matrix Σ in order to determine its 
eigenvectors and eigenvalues.  An Eigenvector of a matrix is a vector upon which the acting 
matrix will change only its magnitude and not its direction. i.e. it simply multiplies its 
magnitude by a factor.  We can state that an eigenvector of A is a vector such that; 
 
       
           (5.18) 
where v is the eigenvector, A is the matrix and λ is the multiplying factor or eigenvalue.  
These eigenvectors and associated eigenvalues represent a direction in the multidimensional 
space along which the original dataset had its largest variance.  It can be assumed that the 
largest variance relates to the most statistically significant information in the original dataset 
of spectra.  The diagonalization process assumes that each of the eigenvectors is orthogonal 
and hence this method is also known as an orthogonal analysis.  The normalised direction 
along which the variance is maximised (V1) is now selected (see Figure 5.30).  This becomes 
the first principle component and has the largest weighting (eigenvalue).  The next 
component is found by defining a second direction along the next region of maximized 
variance (V2).  If an m-dimensional matrix had been compiled, then it would acquire m 
components in total (see Figure 5.31). The only condition is that each subsequent component 
is restricted to being perpendicular to all other previously selected directions. 
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Figure 5.31 | A schematic representation of the eigenvector and principle 
eigenvector matrix. (a) The M x M eigenvector matrix E with eigenvectors E1 to EM and (b) 
the extracted principle eigenvector matrix E‟ with eigenvectors (columns) E1 to EQ, where 
Q<<M. 
 
Taking the whole eigenvector matrix, the matrix multiplication 
 
       
           (5.19) 
will simply return the original matrix as 
 
                                         . 
           (5.20) 
However, if the matrix is reconstructed using only the first Q 
eigenvectors                  , corresponding to the largest eigenvalues (see Figure 5.31 
(b)), then the original matrix is again returned but with the statistically insignificant 
components (noise) excluded. 
 
      
 
      
           (5.21) 
The number of Q principle components can be determined by examining the magnitude of the 
eigenvalues.  A common approach to determine which eigenvectors (eigenspectra) to include 
is to apply a „Scree plot‟ to the eigenvalues5.29. 
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Figure 5.32 | A schematic representation of the ‘Scree plot’ of eigenvalues. A plot 
of the logarithm of the eigenvalues from the variance-covariance matrix.  While higher 
eigenvalues are related to the true underlying signal, the linear section is characteristic of 
uncorrelated noise. 
  
The Scree plot (see Figure 5.32) is a logarithmic plot of the eigenvalues. The eigenvalues of 
the variance-covariance matrix contain information on the relative status of the eigenspectra.  
Higher eigenvalues normally correspond to the true underlying signal, whilst the smaller ones 
relate to the noise.  In the Scree plot these smaller eigenvalues contribute to the linear part of 
the plot and can be easily discarded.  The noise reduction is achieved due to the fact that the 
eigenspectra with the smallest variances, corresponding to the noise, are left out of the 
reconstruction.   
 
5.3.6 PCA Noise Filtering Initial Results 
The following example of the application of PCA is based on collaborative work with 
Reza J. Kashtiban
76
.  In optical fibre communications an amplifier is used to increase the 
energy of an incoming optical signal.  By doping the glass fibre with rare earth ions, typically 
erbium, the optical wavelength for which the amplifier yields gain can be modified.  Erbium 
is capable of amplifying light in the 1.5 μm wavelength region, where non-doped telecom 
fibres suffer an energy-loss. Current optical amplifiers are able to utilise only moderate 
concentrations of erbium due to its tendency to cluster with higher concentrations.  To 
overcome this problem, erbium doped silica containing Si nanocrystals has been produced to 
enable photo-sensitisation of the Er-atoms.  A combination of HAADF imaging and core loss 
EELS experiments was carried out in order to ascertain the presence and distribution of 
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erbium with respect to the Si nanocrystals. The PCA routine was applied to increase the S/N 
ratio in erbium SI maps. The STEM HAADF image in Figure (5.33) shows the entire 110 nm 
wide band of Er-doped silicon nanocrystals (NCs) at ~75 nm depth below the surface of the 
SiO2.  
 
 
 
Figure (5.34) shows the unprocessed SI map of the erbium N4,5 absorption edges obtained 
from the EEL SI.  The erbium signal was extracted by fitting a suitable power law 
background very close to the onset of the edge at approximately 165 eV.    
 
Figure 5.34 | SI map of the erbium concentration. An SI map acquired from the 
region indicated (---) in Figure (5.33). The erbium intensity extracted from the erbium N4,5 
edge (167-177 eV). 
 
When the PCA routine is applied each individual spectrum is extracted from the SI and 
transcribed into a two dimensional format as displayed in Figure (5.35 (a)).  This image is 
composed of 12 boxes, each of which contains the sequence of spectra extracted from each 
pixel along the y-axis, whilst the x-direction represents the energy axis.  Each box 
y 
LOW HIGH 
ERBIUM INTENSITY 
Figure 5.33 | STEM HAADF image of 
erbium-doped silica containing Si-NCs.  
STEM HAADF image acquired of the Er-
doped Si NC region.  The image has been 
filtered using the Kirsch Edge Filter
77
 for 
the purpose of emphasizing the boundaries 
between the individual NCs. An EEL SI 
was acquired from the region indicated (---) 
SI 
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corresponds to a different row of pixels (12 rows in the SI in Figure (5.34)).  A mathematical 
routine is applied to calculate all eigenvectors and corresponding eigenvalues.  The matrix of 
eigenvectors is shown in Figure (5.35 (b)).   
 
Figure 5.35 | 2D spectrum matrix and calculated eigenvector matrix. (a) A 2D 
matrix consisting of spectra extracted from the erbium SI and (b) the corresponding 2D 
eigenvector vector matrix. 
 
A logarithmic plot of the corresponding eigenvalues is shown in Figure (5.36 (a)).  This Scree 
plot is used to identify the number of primary eigenvalues (---).  The corresponding 
eigenvectors can then be extracted from the eigenvector matrix. 
  
Figure 5.36 | SI map of the erbium concentration. The erbium intensity extracted 
form the erbium N4,5 edge (167-177 eV). 
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Following reconstruction using the principle eigenvectors, the „factor filtered‟ SI is then 
reconstructed.  A comparison of the same spectrum extracted from both the original SI and 
factor filtered SI is displayed in Figure (5.37 (b)).  The HAADF image (see Figure 5.37 (c)) 
shows that the Er is co-located with the Si-NCs.  The PCA routine is shown to achieve a good 
level of noise reduction whilst preserving the narrow spectral features.  In addition, a 
comparison of the erbium signal (167-177 eV) from both the unprocessed and PCA processed 
SIs are shown in Figures (5.37 (a) and (b)).  
 
Figure 5.37| Processed and unprocessed SI map of the erbium concentration. (a) 
The erbium intensity extracted from the erbium N4,5 edge (167-177 eV) from an unprocessed 
SI and (b) the erbium intensity from a PCA processed SI. (c) A corresponding HAADF 
image. 
 
The improvement in the S/N ratio is very apparent and improves the overall quality of the SI 
map.   In addition to the diffraction correction and R-L deconvolution, the PCA factor 
filtering method formed a suite of algorithms designed to improve the analysis of valence-
band EEL spectra.  Following initial acquisition and ZLP alignment of the SI, the diffraction 
correction would be applied, followed by the PCA method and finally the R-L algorithm.  
This process has been applied to all SI maps presented in the next experimental chapter. 
  
(a) 
(b) 
(c) (c) 
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6 Valence Band EELS of 
Nanoparticles 
6.1 Experiment 6: Valence Band EELS of Pure Gold and Silver 
Nanoparticles 
  6.2 Experiment 7: Valence Band EELS of Silver Nanoprisms 
6.3 Experiment 8: Valence Band EELS of Alloy Nanoparticles (A14) on a 
Carbon Substrate 
6.4 Experiment 9: Valence Band EELS of Alloy Nanoparticles (A17) on a 
SiN Substrate 
 
 In order to investigate the optical behaviour in individual nanoparticles, valence band 
EELS analysis was undertaken using the North West STEM facilities at the University of 
Liverpool.  Gatan Digital Micrograph software was utilised in both the acquisition and post 
acquisition analysis of the EELS data.  All of the EEL spectra presented in the following 
chapter have been processed using each of the post acquisition processing methods detailed 
in chapter 5. The North West STEM has a typical energy resolution of 0.35 eV (FWHM of 
the ZLP) and was largely operated at a dispersion of 0.01 eV/channel.  This will typically 
cover an energy range of around -2 to 10 eV. 
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The operational parameters for acquisition of the valance band region were selected to 
account for the high intensity of the ZLP which can saturate the CCD detector and the fact 
that the interactions with weakly bound, individual valence atomic electrons typically 
produce scattering angles of 1 to 2 mrad.  An objective aperture of 10.6 mrad was used to 
give a sufficient probe current combined with high-resolution imaging, whilst a collective 
aperture of 1.34 mrad resulted in sufficient counts based an acquisition time of 0.1 
seconds/pixel. 
 
The ZLP can be a useful feature for post acquisition processing; it provides a known 
reference point with which to align every spectrum to exactly 0 eV.  This will directly 
improve the energy resolution when summing together multiple spectra.  However, in order 
to study the less intense features in the immediate vicinity of the high energy tail, the ZLP 
must be extracted. 
 
Figure 6.1 | Extraction of the ZLP using a model for the high energy tail.  (a) The 
extraction of the ZLP from a deconvolved valence band EEL spectrum using a power-law 
model applied over an energy window from 1.2 to 1.6 eV. (b) Gaussian modelling of two 
plasmon mode features in the residual spectrum at 3.0 eV and 3.8 eV for fit 1 and 2 
respectively. 
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Following the successful application of the R-L deconvolution algorithm, the extraction of 
the ZLP becomes less problematic due to the reduced likelihood of accidentally removing 
spectral features.  The Gatan Digital Micrograph software includes several models which can 
be applied to the high energy tail of the ZLP
78
.  Once the fitting is optimised across a defined 
energy window, the ZLP can then be extracted from the spectrum, and similarly, every 
spectrum within the SI.  The application of a power-law background was found to provide the 
optimal fit for the high energy tail. Figure (6.1 (a)) shows the acquired EEL spectrum (blue), 
the fitted power-law background model (red) and the resulting post extraction residual 
spectrum (green). 
 
The remaining features in the valence band region, such as the SPRs, can be approximated 
using Gaussian distributions.  Figure (6.1 (b)) shows how the fitting of Gaussian distributions 
to multiple features in close proximity can be used determine the intensity of individual 
features more accurately.  The Digital Micrograph software enables the Gaussians to be fitted 
simultaneously, allowing for the fittings to be optimised in terms of producing the minimum 
residual signal.  The spectrum displayed in Figure (6.1 (b)) was acquired from a silver 
nanoparticle, approximately 18 nm diameter, using a penetrating probe trajectory.  Several 
features are discernable including a 3.1 eV SPR and a 3.8 eV bulk mode.  A 5 eV feature 
resulting from sp
2
 bonded amorphous carbon is also shown.  Gaussian modelling and 
subsequent extraction of this feature enabled contributions from the underlying carbon 
substrate to be removed.  The remaining resonance features have also been fitted using 
appropriate Gaussian distributions.  Each fitting is optimised to ensure the residual feature is 
minimised. 
 
6.1 Experiment 6: Valence Band EELS of Pure Gold and Silver Nanoparticles 
 An initial valence band EELS analysis has been performed on the pure gold and pure 
silver nanoparticles for the purpose of identifying the differing resonance behaviour with 
varying particle diameters.  The purpose of the experiment was to collate a set of reference 
data for direct comparison with the data that would be acquired from the alloy nanoparticles. 
 
The nanoparticles were deposited on a lacy carbon film as shown in Figures (6.2 (a) and (b)).  
A film thickness calculation based on the Log-Ratio method
30
 gives a value between 10 and 
15 nm.  It is recognised that coupling between the nanoparticles and supporting substrate 
could influence the resonances generated by the nanoparticles.  However, studies have shown 
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that the coupling between the particles and substrate only affects the intensity of the 
nanoparticles and not the position of the SPR
9
. 
 
 Figure 6.2 | Gold nanoparticles deposited on a lacy carbon film. (a) Low 
magnification STEM BF and (b) HAADF images of gold nanoparticles deposited on a lacy 
carbon film. 
 
6.1.1 Silver Nanoparticles  
Valence band EELS measurements were obtained for a series of silver nanoparticles 
with varying particle diameters through application of the spectrum imaging technique.  BF 
image intensity profiles were extracted for each nanoparticle prior to the EELS analysis for 
the purpose of determining the thickness.  The selected nanoparticles, ranging from 2 to 25 
nm in diameter, appeared uniform in shape and generally spherical.  Following each 
acquisition, a series of post BF and HAADF images were recorded to ensure that that no 
visible beam damage to the nanoparticles had occurred.  The SIs were processed using the 
post acquisition methods detailed in Chapter 5; diffraction correction; PCA and R-L 
deconvolution.  Once post acquisition processing was completed, the spectra were analysed 
in particular to identify the individual spectral features present.  Once identified, the ZLP was 
extracted using the power law background, and Gaussian modelling of the spectral features 
enables the determination of both the energy of each resonance and the spatial extent.   
 
Figure (6.3) shows a series of averaged EEL spectra acquired from a sample of nanoparticles 
with varying sizes.  The EEL spectra are displayed prior to the extraction of the ZLP in order 
to demonstrate that each resonance is resolvable, and not an artificial feature induced through 
ZLP modelling. 
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 Figure 6.3 | Valence band EEL spectra acquired from multiple silver 
nanoparticles with varying particle diameters.  A comparison of the spatially averaged 
EEL spectra each acquired from a single nanoparticle.  All spectra have been normalised to 
the ZLP intensity and displaced vertically for comparison. 
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Figure 6.4 | STEM BF images of silver nanoparticles and corresponding plasmon 
maps. Plasmon maps of nanoparticles with varying particle diameters (a) 26.0 nm particle 
with 3.3 eV surface and 3.8 eV volume plasmon (b) 17.4 nm particle with 3.25 eV surface 
and 3.8 eV volume plasmon (c) 9.0 nm particle with 3.3 eV surface plasmon (d) 6.0 nm 
particle and 3.6 eV surface plasmon (e) 10.0 nm particle and 3.40 eV plasmon (f) 5.0 nm 
particle and 3.7 eV plasmon. 
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For the spectra shown in Figure (6.3), up to a particle diameter of 10 nm only a single 
prominent peak is displayed in the valence band regime below 4 eV, this is the dipole surface 
plasmon resonance.  It is clear that the size of the nanoparticle is influencing the energy of 
this resonance, as it initially shifts to a lower energy as the size of the nanoparticles increases.  
For the two nanoparticles with diameters > 17 nm, a second plasmon resonance is observed 
(→).  The resonance is influenced by the size of the nanoparticle in the sense that there is not 
sufficient bulk material to excite a volume mode below a critical particle diameter.  However, 
once the critical size is reached, the mode will not vary in energy with particle size, instead it 
remains constant at 3.8 eV.  This is the silver bulk or volume mode well referenced in other 
literature
9,18
. 
 
After careful extraction of the ZLP, a Gaussian curve was fitted to each SPR peak.  The 
amplitude of the Gaussian was then used to map out the intensity of the surface plasmon.  
Figure (6.4) shows surface plasmon intensity and where applicable, the volume plasmon 
intensity maps for a series of silver nanoparticles of varying particle diameter.  For each 
individual map, the energy of the surface modes varies negligibly across the nanoparticle.  It 
will be demonstrated in section (6.2) that the geometry of nanoparticles can affect the energy 
of individual modes.  Of particular note are the apparent differences in the spatial extent of 
the bulk and surface modes observed in Figures (6.4 (a) and (b)).  As one would expect, both 
volume modes appear highly localised to the nanoparticle in relation to the surface modes. 
 
6.1.2 Gold Nanoparticles 
The same method and experimental parameters as those applied to the silver 
nanoparticles were also used to determine the resonance energies in gold nanoparticles.  
Again nanoparticles of different sizes were investigated, ranging from 5 -18 nm in diameter.  
A series of spectra obtained from nanoparticles with different diameters is shown in Figure 
(6.5).  Unlike silver, gold nanoparticles have no additional low energy volume mode in the 
optical regime
18
.  A single surface mode is present in all spectra.  As was observed for the 
silver nanoparticles, it is clear that as the size of the gold nanoparticles is increased, there is 
an observable energy shift in the plasmon, initially to a lower value, followed by an upward 
increasing trend for nanoparticles > 10 nm in diameter.  The intensity distribution of the SPR 
for a selection of nanoparticles is shown in Figure (6.6). 
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 Figure 6.5 | Valence band EEL spectra acquired from multiple gold 
nanoparticles with varying particle diameters.  A comparison of the spatially averaged 
EEL spectra each acquired from a single nanoparticle.  All spectra have been normalised to 
the ZLP intensity and displaced vertically for comparison. 
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Figure 6.6 | STEM BF images of gold nanoparticles and corresponding plasmon 
maps. Plasmon maps of nanoparticles with varying particle diameters (a) 16.5 nm particle 
and  2.3 eV surface plasmon (b) 7.5 nm particle and 2.0 eV surface plasmon (c) 6.0 nm 
particle with 2.35 eV surface plasmon (d) 12.4 nm particle and 2.15 eV surface plasmon (e) 
5.8 nm particle and 2.3 eV plasmon (f)  7.1 nm particle and  2.0 eV plasmon. 
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6.1.3 Summary of Results from Gold and Silver Nanoparticles 
 Figure (6.7) shows the relationship between the size of both the pure gold and pure 
silver nanoparticles and their surface plasmon energies.   For each of the nanoparticles 
analysed in this work, a single resonance peak dominates the spectrum; the dipolar surface 
mode.  However, it is evident from both sets of nanoparticles that as the particle size 
decreases, the energy of the dipole mode first decreases to a minimum, and then increases to 
a value higher than that obtained for the largest nanoparticles.  These two trends are evidence 
of the two competing influences on plasmon energy; the quantum size effect and the 
influence of higher multipoles. 
 
Nanoparticles with a diameter greater than ~ 10 nm will behave according to their 
macroscopic properties.  Under these conditions; the energy of the surface plasmon is 
governed by the size of the nanoparticle with respect to the wavelength of the incoming 
radiation and the effect of higher order multipoles.  This trend has been observed in previous 
experimental and theoretical energy loss measurements
31,79
.  As the radius of the nanoparticle 
is increased the intensity of the SPR shifts to the higher order surface modes and the energy 
of the resonance is increased.   
 
 Figure 6.7 | SPR excitation energies of silver and gold nanoparticles with varying 
particle sizes.  The observed dependence of the position of the dipolar surface plasmon 
resonance as a function of cluster size.  The position of the minima for each of the two groups 
is related to the dielectric properties of the nanoparticles. 
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In the case of silver nanoparticles an additional mode corresponding to a volume resonance is 
observable for the larger nanoparticles.  As the size of the nanoparticle falls below a critical 
radius, a trend reversal showing an increase in plasmon energy is observed.  This relationship 
has also been identified in other studies of plasmon behaviour in silver nanoparticles
9,80
.  This 
is attributable to the so-called „quantum size effect‟ and is representative of the break-up of 
the continuous band structure into discrete levels. 
 
6.2 Experiment 7: Valence Band EELS of Silver Nanoprisms 
Whilst the vast majority of the silver nanoparticles identified were of a basic spherical 
structure, in addition, several silver nanoprism structures were also identified.  Figures (6.8 
(a) to (d)) shows an initial HRTEM analysis conducted on several nanoprisms.  The unique 
structure of silver nanoprisms results in the formation of multiple SPR modes, with some 
occurring at relatively long wavelengths.   
 
Figure 6.8 | HRTEM BF images of silver nanoprisms on a carbon film substrate. 
(a) A 145kx magnification TEM BF image of silver nanoparticles and nanoprisms on a lacy 
carbon film substrate. (b) A 590kx magnification HRTEM BF image of a single nanoprism. 
(c) A reciprocal space representation of the lattice structure from Figure (b) (---) and (d) the 
corresponding Fourier enhanced lattice image. 
 
(a) 
(b) 
(c) (d) 
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A structural characterisation was performed using the post analysis Fourier Transform 
method on the lattice structure identified in Figure (6.8 (b)).  Analysis of the resulting 
diffraction pattern (see Figure 6.8 (c)) has shown that it corresponds to a [111] zone-axis 
single crystal structure with the beam perpendicular to the {111} face.  Appropriate spatial 
filtering and application of the Inverse Fourier Transform resulted in the enhanced lattice 
image in Figure (6.8 (d)). 
 
Nanoprisms have been shown to display a high degree of tenability through variations in the 
height, width, and edge sharpness
81
. Valence Band EELS data were acquired from equilateral 
triangular nanoprisms using the spectrum imaging technique.  To aid in the identification of 
the low energy resonances, the R-L deconvolution was applied to the spectra.  Figure (6.9 (a)) 
shows a single nanoprism with ~ 24 nm sides deposited on a lacy carbon film substrate. 
 
Figure 6.9 | STEM BF image of a silver nanoprism and corresponding SI.  (a) A 
500 kx STEM BF image of a silver nanoparticle on a carbon film substrate and (b) a 60 x 60 
pixel  unprocessed SI map displaying the ZLP intensity acquired across the silver nanoprism.  
 
A number of energy loss spectra were extracted from the SI corresponding to specific 
locations on the nanoprism (see Figure 6.9 (b)).  Spectrum series (A) consists of five EEL 
spectra; the first beginning at the centre of the prism and then each subsequent spectrum 
moving progressively out towards the side.  Series (B) commences at the centre of one side 
and then moves towards a corner.  The corresponding deconvolved EEL spectra are displayed 
in Figure (6.10). 
(a) (b) 
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Figure 6.10 | A series of deconvolved EEL spectra acquired from different 
regions on a silver nanoprism. A series of successive EEL spectra acquired along the two 
different axes labelled (A) and (B) in Figure (6.9). The peaks indicated (↓) at Position 5 in 
(A) and Position 1 in (B) are equivalent in energy. 
 
Two individual resonances are shown in series (A) up to 5 eV (see Figure 6.10).  Firstly, the 
dominant feature observed in the spectrum from Position 1 (corresponding to the centre of 
the nanoprism) is the silver volume plasmon at 3.8 eV.  This is a bulk resonance whose 
position is not influenced by the shape of the nanoparticle. A second feature is observed at its 
maximum intensity in Position 5 which is commonly assigned to a surface plasmon 
oscillation.  Series (B) indicates that this surface plasmon has multiple modes which reach a 
maximum intensity at the sides and corners of the prism.  When the probe is moved from the 
side to a corner, the surface resonance is shown to range between two distinct modes at 3.2 
eV and 2.4 eV.  Clearly the shape of the nanoprism influences the position of this resonance; 
with the maximum of each mode occurring at specific locations.  The 3.2 eV and 2.4 eV 
features correspond to the out of plane modes of the nanoprism side and corner respectively.  
This behaviour has been confirmed by theoretical calculations performed by Nelayah et al
24
.  
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It should be noted that in previous results a third surface mode is detected corresponding to 
an in-plane resonance.  These nanoprisms were of a different size to those presented here and 
the resonance occurred at approximately 3.2 eV with the two out of plane modes at a much 
lower energy.  It is concluded that this in-plane mode must be present, however, in this case it 
is not resolvable from the 3.8 eV  bulk mode with nanoparticles of this size. 
 
EELS data acquired from a second alloy nanoparticle are presented in Figure (6.11).  The 
nanoprism has an approximate side length of 21 nm.  Again three distinct resonance modes 
have been identified using the spectrum imaging method; a 2.7 and 3.4 eV surface mode and 
a 3.8 eV volume plasmon. 
  
Figure 6.11 | STEM BF image of a silver nanoprism and corresponding EEL 
spectra.  (a) A 500 kx STEM BF image of a silver nanoparticle on the edge of a carbon film 
substrate with position markers referring to the deconvolved EEL spectra in (b) A 2.7 eV 
surface mode, 3.4 eV surface plasmon mode and 3.8 eV volume plasmon mode. 
 
Three EELS SI maps acquired from a silver nanoprism are illustrated in Figure (6.12).  The 
three images correspond to the intensity of the three resonance modes presented in Figure 
(6.11).  Gaussian distributions were fitted to each of the features identified in the 0 – 4 eV 
region. The 2.7, 3.4 and 3.8 eV modes peak respectively at corners, sides and centre of the 
nanoprism.  Both surface modes can be observed extending away from the surface of the 
nanoparticles, whilst the 3.8 eV volume mode is constrained to the centre of the prism. 
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 Figure 6.12 | EELS plasmon maps of a silver nanoprism. Diffraction corrected SI 
maps of (a) 2.7 eV surface mode (b) 3.4 eV surface mode and (c) 3.8 eV bulk mode. 
 
6.3 Experiment 8: Valence Band EELS of Alloy Nanoparticles (A14) on a Carbon 
Substrate 
A valence band EELS analysis was performed on alloy nanoparticles deposited on a 
lacy carbon film substrate from sample batch A14. This analysis of the alloy nanoparticles 
was conducted in two stages. In the first stage of the experiment an analysis was undertaken 
of resonances from nanoparticles of varying sizes (4nm to 22nm).  The aim was to identify if 
the alloy nanoparticles followed a resonance trend similar to that of the pure metal 
equivalents.  Non-standard variation would be expected if there was considerable 
compositional variation. Secondly, an analysis was conducted on a series of nanoparticles of 
the same approximate size to verify if the compositional formation was consistent.   
 
An experimental process similar to that undertaken for the pure metal nanoparticles was 
applied to the analysis of the alloy nanoparticles.  Experimental conditions were identical 
with the use of a 14.2 and 1.34 mrad objective and collector aperture respectively.  The 
spectrum imaging process was utilised with acquisition times for each spectrum of 0.1 
second/pixel and an energy dispersion of 0.01eV/channel.  The now standard post acquisition 
tools were used and Figure (6.13) shows an example of a deconvolved EEL spectrum 
acquired from an alloy nanoparticle. 
2.7 eV 3.4 eV 3.8 eV (a) (c) (b) 
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6.3.1 Repeat Scanning 
In addition to the standard practice of „post acquisition imaging‟, where a visual observation 
of the nanoparticles was performed in order to ensure negligible beam damage, an extra level 
of precaution was undertaken upon each experimental session for the alloy nanoparticles.  
This involved the acquisition of two SIs for a single nanoparticle in quick succession.  The 
EEL spectra could then be analysed to ensure that the optical response is unchanged during 
the acquisition process.   
 
 Figure 6.14 | Demonstration of the repeat particle scanning procedure.  An 
example of the repeat particle scanning procedure performed during each alloy experimental 
session. (a) An SI map of the first acquision (Scan A) displaying the ZLP intensity and (b) 
the SI map of the second acquisition (Scan B). (c) The corresponding spatially averaged EEL 
spectra extracted from the SIs illustrated in (a) and (b). 
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Figure 6.13 | Deconvolved EEL 
spectrum acquired from an 
alloy nanoparticle.  An  EEL 
spectrum with a dispersion of 
0.01 eV/channel deconvolved up 
to 4 iterations.  Following each 
successive deconvolution step 
the low energy plasmon 
resonances are more easily 
resolvable from the ZLP. 
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Two unprocessed SI maps obtained from the same nanoparticle are shown in Figures (6.14 
(a) and (b)).  The resulting spatially averaged EEL spectra from each scan are presented in 
Figure (6.14 (c)).  In this particular example two features can be identified in the 0 – 4 eV 
region of the initial „Scan A‟ spectrum.  When the process is repeated for the second „Scan B‟ 
the spectrum is shown to be largely unchanged.  Two distinct features are still identifiable in 
the spectrum.  There is a slight broadening of the dominant peak around 3 eV which the 
author assigns to small amount of hydrocarbon build-up.  Valence band EELS measurements 
were obtained for a series of alloy nanoparticles with varying particle diameters.  The 
selected nanoparticles, ranging from 4 to 22 nm in diameter, appeared uniform in shape and 
almost spherical. The acquired SIs were processed using the post acquisition methods and 
then analysed to identify the individual spectral features present.  Figures (6.15) to (6.17) 
present the pre-acquisition STEM BF images of the alloy nanoparticles.  The corresponding 
EEL spectra, spatially averaged across each nanoparticle are shown in Figures (6.18) to 
(6.20).  Again the EEL spectra are displayed prior to the extraction of the ZLP in order to 
demonstrate that any identifiable features are directly resolvable from the ZLP following post 
acquisition processing and R-L deconvolution. 
 
Figure 6.15 | EELS reference image of gold and silver alloy nanoparticles of 
varying size. (a)10.2 nm diameter (b) 8.2 nm diameter (c) 7.7 nm diameter (d) 7.2 nm 
diameter (e) 5.6 nm diameter (f) 4.1 nm diameter 
(a) (b) (c) 
(d) (e) (f) 
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Figure 6.16| EELS reference image of gold and silver alloy nanoparticles of 
varying size. (a) 7.3 nm diameter (b) 9.2 nm diameter (c) 10.3 nm diameter (d) 11.3 nm 
diameter (e) 12.6 nm diameter (f) 14.1 nm diameter 
 
Figure 6.17 | EELS reference image of gold and silver alloy nanoparticles of 
varying size. (a)14.2 nm diameter (b) 14.8 nm diameter (c) 15.5 nm diameter (d) 16.2 nm 
diameter (e) 21.8 nm diameter (f) 22.2 nm diameter 
(a) (b) 
(c) 
(e) (f) (d) 
(c) 
(d) (e) (f) 
(a) (b) (c) 
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6.3.2 Alloy Nanoparticles EELS Data (4 nm to 10 nm diameter) 
 
Figure 6.18 | Deconvolved EEL spectra of gold and silver alloy nanoparticles.  
Spatially averaged EEL spectra acquired across single isolated nanoparticles with varying 
particle diameters ranging from 4 to 10 nm.  Each spectrum has been deconvolved up to 4 
iterations then normalised to ZLP intensity and arbitrarily displaced vertically to enable easy 
comparison. 
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6.3.3 Alloy Nanoparticle EELS Data (10 nm to 14 nm diameter) 
 
Figure 6.19 | Deconvolved EEL spectra of gold and silver alloy nanoparticles.  
Spatially averaged EEL spectra acquired across single isolated nanoparticles with varying 
particle diameters ranging from 7 to 14 nm.  Each spectrum has been deconvolved up to 4 
iterations then normalised to ZLP intensity and arbitrarily displaced vertically to enable easy 
comparison. 
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6.3.4 Alloy Nanoparticle EELS Data (14 nm to 22 nm diameter) 
 
Figure 6.20 | Deconvolved EEL spectra of gold and silver alloy nanoparticles.  
Spatially averaged EEL spectra acquired across single isolated nanoparticles with varying 
particle diameters ranging from 14 to 22 nm.  Each spectrum has been deconvolved up to 4 
iterations then normalised to ZLP intensity and arbitrarily displaced vertically to enable easy 
comparison. 
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An initial analysis of the 0 - 4 eV region again identifies a series of features which 
correspond to surface plasmon oscillations.  However, it is immediately evident from the data 
presented in Figures (6.18) to (6.20) that spectra acquired from the alloy nanoparticles are not 
all presenting the same trend as demonstrated by the pure metal nanoparticles.  In the 
majority of cases a single feature is identifiable in the 0 -4 eV range.  This is certainly true for 
nanoparticles ranging from approximately 4 to 10 nm in diameter.  Ignoring for the moment 
the energy at which the maxima of these resonances occur, a shift in the resonances towards a 
lower energy is observed with increasing particle diameter.  This is strong evidence that the 
composition of these nanoparticles is very similar, with no other apparent influence on the 
energy of the resonance apart from the size of the nanoparticle.  An analysis of the data from 
the nanoparticles with a diameter > 10 nm yields a less straight forward picture.  For particles 
in this size regime, examples are presented of spectral features which become more complex.  
There are fewer examples which follow the energy trend, and several features appear broader, 
where in some cases a second mode is almost resolvable.  This indicates likely variation in 
the composition and possible inhomogeneity in individual structures.  
 
Once the individual features in each of the spectra were identified, the ZLP was extracted 
from each spectrum in the SI using the power law background.  Gaussian modelling of the 
spectral features allows both the determination of the energy of each resonance and the 
spatial extent.  SI maps from two alloy nanoparticles have been displayed in Figures (6.21 (a) 
and (b)).  In the first example (see Figure 6.21 (a)) only a single resonance mode was 
apparent.  The spatial distribution of the alloy mode appears similar to that displayed by the 
single mode resonances from the pure silver and gold nanoparticles.  In the second example 
(see Figure 6.21(b)) two low energy surface modes were identified from the EEL spectra. The 
spatial distribution of the modes shows that aside from the intensity, both modes appear 
spatially similar with no distinct differences in localisation.  This is as expected for a 
nanoparticle of such a size where the delocalisation (see Chapter 2) of the collective 
oscillations represents a real limit on the ability to extract spatial information. 
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Figure 6.21 | STEM BF images of alloy nanoparticles and corresponding 
plasmon maps. Plasmon maps of nanoparticles with varying particle diameters (a) 8.2 nm 
particle with 2.2 eV surface plasmon (b) 12.0 nm particle with a 2.1 eV and 3.0 eV surface 
mode. 
 
6.3.5 SPR from Alloy Nanoparticles of a Similar Size. 
 In addition to the range of nanoparticles of varying size presented in the previous 
section, a valence band EELS analysis was conducted upon nanoparticles of a similar size.  A 
series of STEM BF images of gold and silver alloy nanoparticles is presented in Figure (6.22) 
and the corresponding EEL spectra are shown in Figure (6.23). 
 
Figure 6.22 | EELS reference images of gold and silver alloy nanoparticles of 
varying size. (a) 14.8 nm diameter (b) 14.2 nm diameter (c) 14.1 nm diameter (d) 14.9 nm 
diameter (e) 14.3 nm diameter. 
 
In each case a single prominent feature is identified in the EEL spectra up to 4 eV.  The peak 
maximum was found to fluctuate between a maximum energy of 2.65 eV and a minimum of 
2.25 eV.  Being of a similar size, the 0.4 eV shift in energy can only result from a change to 
the nanoparticle composition.  This is taken to indicate a difference in the compositional ratio 
of the constituent elements of gold and silver.  In addition a noticeable broadening of the 
(a) (b) (c) (d) (e) 
(a) (b) 2.1 eV 2.2 eV 
3.0 eV 
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mode was identified in two cases as indicated (→).  Though not as pronounced as the 
examples presented in Figure (6.2), these broad modes are again representative of a more 
complex, non-homogenous structure. 
 
Figure 6.23 | Deconvolved EEL spectra of gold and silver alloy nanoparticles.  
Spatially averaged EEL spectra acquired across single isolated nanoparticles with 
approximate particle diameters ranging from 14 nm.  Each spectrum has been deconvolved 
up to 4 iterations then normalised to ZLP intensity and arbitrarily displaced vertically to 
enable easy comparison. 
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6.3.6 Summary of Results from Alloy Nanoparticles (A14) 
The resonance data for the alloy nanoparticles are summarised in Figure (6.24).  It is 
immediately obvious that a majority of the nanoparticles examined appears to exhibit a 
resonance which is similar in energy to that of the equivalently sized pure gold nanoparticles.   
 
 Figure 6.24 | SPR excitation energies of pure and alloy nanoparticles with 
varying particle sizes.  The observed size dependence of the alloy dipolar surface plasmon 
resonance compared to that of the pure metal nanoparticles.  Two resonances are presented 
for particles where a twin feature is observed. The dominant resonance in any of the twin 
features is indicated (---).   
 
It has been stated that the composition of alloy nanoparticles can be purposely varied in order 
to tune their optical properties over a greater range than can be provided by their pure metal 
equivalents
7
.  As these alloy nanoparticles were created with a 1:1 molar ratio of gold-to-
silver, one would expect the SPR from an alloy nanoparticle to occur at an energy roughly 
between that observed in equivalently sized pure metal nanoparticles.  As the SPR identified 
in a large proportion of nanoparticles is well below this energy, the data certainly suggest that 
the desired 50/50 Au/Ag concentration is not being formed, and in many cases the 
nanoparticles appear to have dominant Au concentration. 
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As well as the dominant gold concentration, several of the larger nanoparticles (> 10 nm) 
have displayed, in addition to a prominent mode, a broadening or shoulder to either higher or 
lower energy.  This has included two examples at approximately 15 nm diameter, where the 
resonances are much closer in energy to that expected for an alloy.  It was demonstrated in 
Figure (6.21 (b)) that the EELS plasmon mapping of such small nanoparticles cannot present 
a spatial distribution which provides clear evidence that these modes are representative of 
composition inhomogeneity or element segregation.  Examples of plasmon mapping on larger 
alloy nanoparticles are presented in the next section.  
 
6.4 Experiment 9: Valence Band EELS of Alloy Nanoparticles (A17) on a SiN Substrate 
In addition to possible beam damage to the nanoparticles, the contamination of the 
specimen induced by the electron beam causes significant problems. It is well known that, in 
high resolution TEM imaging, contamination of the sample causes a loss of resolution
82
.  The 
contamination is a hydrocarbon layer deposited on the specimen surface as a result of 
electron beam bombardment. This beam-induced contamination is formed by the 
hydrocarbons that are present in the column UHV environment. The electron beam reacts 
with those dispersed hydrocarbons which cross the beam‟s trajectory to create hydrocarbon 
ions which then condense and form a carbon-rich film on the area of the sample being 
irradiated.  After a period of time, the film will reach a level where it becomes prominent and 
will eventually obscure the structural details of the sample being analysed.  For valence band 
EELS, even a relatively small hydrocarbon build-up can render the data useless.  This is due 
to the fact that sp
2
-bonded amorphous carbon has a broad peak at 5 eV that can dominate the 
UV-Vis region of the spectrum.  The use of an amorphous carbon substrate serves to 
exacerbate the situation.  Traditionally, the sample can be „baked‟ to ~ 100°C in order to fix 
the contamination to the surface.  This method was purposely avoided to prevent any possible 
structural changes to the nanoparticles. 
 
As an alternative to a lacy carbon film substrate, the alloy nanoparticles were additionally 
deposited on a commercially available silicon nitride (SiN) support grid.  SiN also has a 
feature at ~ 5.2 eV pertaining to a band gap transition
83
; this is shown in Figure (6.25).  
However, this feature is less broad than the 5 eV carbon peak, and critically, no hydrocarbon 
build-up is observed.   
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6.4.1 Alloy Nanoparticle EELS Data 
In the following section a series of three nanoparticles are presented which exhibit 
markedly different excitations.  Figure (6.26) shows an ~12 nm alloy nanoparticle deposited 
on a SiN substrate.  A 40 x 35 pixel SI was acquired across the nanoparticle.  Again, a series 
of post acquisition images was recorded to ensure there was no observable damage to the 
particle.  Following post acquisition processing, where the spectra were deconvolved by three 
iterations, the SI was analysed to identify any observable resonance or features. 
 
A single resonance was observed at ~ 2.5 eV, as presented in Figure (6.27 (a)).  The 2.5 eV 
SPR was fitted with a small Gaussian profile using the Multiple Linear Least Squares 
(MLLS) procedure, the intensity was then mapped across each spectrum acquired in the SI.  
A 2D intensity map is displayed in Figure (6.27 (b)) 
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Figure 6.26 | EELS BF image of an 
alloy nanoparticle on a SiN film 
substrate. A STEM BF reference image 
of a 8.2 ± 2.0 nm diameter alloy 
nanoparticle on the edge of a SiN 
substrate.  
 
Figure 6.25 | Valence band EEL 
spectrum of SiN.  An example EEL 
spectrum acquired from SiN; a rise 
in energy attributable to the bandgap 
energy is apparent at ~ 5 eV in the 
valence band region. 
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Figure 6.27 | An EEL SI map of 2.5 eV SPR. (a) An EEL spectrum averaged from 
25 pixels obtained from an SI acquired across a single alloy nanoparticle.  (b) A 40 x 35 pixel 
SI map displaying the intensity of the 2.5 eV resonance indicated in (a) (→). 
 
Figure (6.28 (a)) shows a STEM BF image of a second alloy nanoparticle at the tip of an 
accumulation of nanoparticles which overhangs the vacuum. A spectrum image was acquired 
with 40 x 40 pixels and an acquisition time of 0.1 second/pixel.  Following an analysis of the 
SI a single feature was identified; spectra were then extracted from various positions on the 
SI, corresponding to locations on the nanoparticle (1 – 4).   The energy of this surface mode 
is approximately 2.5 eV which is between those observed for the pure metal nanoparticles of 
a similar diameter.  This is the energy at which one would expect to observe a SPR mode 
from an alloy nanoparticle of gold and silver
7
. 
 
 Figure (6.28 (b)) shows the extracted EEL spectra from the aloof (1), glancing (2) and 
penetrating (3,4) probe positions.  A single resonance is discernable at 1.44 eV and is shown 
to increase in intensity as the probe moves to a penetrating trajectory. 
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Figure 6.28 | STEM BF reference image and corresponding EEL spectra (a) 
Bright-field image of the alloy nanoparticle ~ 15 nm diameter and (b) EEL spectra exracted 
at positions 1 – 4  indicating a feature at 1.42 eV. 
 
A 2D SI map of the 1.44 eV SPR is shown in Figure (6.29).  The apparent delocalisation of 
this resonance beyond the surface can be regarded as further confirmation that this mode is 
attributed to a surface polarisation
28
.  This nanoparticle, like many of those analysed on the 
lacy carbon substrate, has a resonance energy closely associated to that exhibited in pure Au 
nanoparticles. 
 
 
 
A STEM BF image of a third alloy nanoparticle is shown in Figure (6.30 (a)).  A 45 x 45 
pixel SI was acquired again using an acquisition time of 0.1 second/pixel.  The EEL spectra 
corresponding to the glancing (1) and penetrating (2) probe positions are shown in Figure 
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Figure 6.29 | SPR mapping across a single alloy 
nanoparticle.  A 2D 40 x 40 SI map of the 1.42 
resonance mode identified in Figure (6.28 (b)). 
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(6.30 (b)). Three distinct resonances have been identified at 1.31 eV, 3.14 eV and 3.77 eV.  
The intensity of each of these resonances has been mapped across the nanoparticle in Figure 
(6.31).   
 
 
Figure 6.30 | STEM BF reference image and corresponding EEL spectra (a) 
STEM BF image of an alloy nanoparticle ~ 15 nm diameter indicating the glancing (1) and 
penetrating (2) regions. (b) EEL spectra acquired at the glancing and penetrating trajectory, 
indicating features at 1.31 eV, 3.14 eV and 3.77 eV. 
 
Due to the relative delocalisation, the 1.31 and 3.14 eV resonances are identified as being 
surface modes, similar to those identified for the nanoparticles presented in Figures (6.27) 
and (6.29).  The 1.31 eV mode is again more characteristic of the low energy resonances 
observed for pure gold nanoparticles.  In the same way, the higher energy second resonance 
at 3.14 eV, shown in Figure (6.31 (b)) to have a maximum intensity around the outer edge, is 
more likely to be associated with that of pure silver SPR modes.  It is suggested that this is 
evidence of an outer shell of high silver concentration.  This premise is supported by the 
identification of the well documented silver volume resonance at 3.77 eV, clearly identifiable 
as a volume mode as its intensity falls away rapidly at the nanoparticle surface and appears 
relatively localised.   
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Figure 6.31 | 2D SI maps across a single alloy nanoparticle displaying 
characteristics of gold and silver segregation.  Plasmon resonance intensity maps of the (a) 
1.31 eV (b) 3.14 eV SPR and (c) 3.77 eV bulk resonances identified in Figure (6.30 (b)). 
 
The presence of this silver bulk resonance can be explained by suggesting that the proposed 
gold core must be displaced towards the outer, unsupported surface of the ovoid nanoparticle.  
This would result in a relatively thick concentration of Ag on the opposite side of the 
nanoparticle, giving rise to an Ag bulk resonance.  This is supported in Figure (6.31 (a)) by 
the off centre displacement of the maximum intensity of the 1.31 eV Au SPR towards the 
left-hand side of the nanoparticle, and a displacement to the right-hand side of the 
nanoparticle for the silver modes.    
 
6.4.2 Summary of Results from Alloy Nanoparticles (A17) 
The resonance data from alloy nanoparticle batch (17) are summarised in Figure 
(6.32).  The resonance of the second alloy nanoparticle shown in Figure (6.28) demonstrates 
that the nanoparticle behaves in a manner which is consistent with a dominant concentration 
of gold.  The SPR from the first nanoparticle, which is expected to have formed with 
approximately equal concentrations of gold and silver, is also shown.  This nanoparticle 
exhibits a single SPR which has energy between that of the pure Au and Ag resonances for 
nanoparticles of a similar diameter.  The two surface modes and bulk mode observed in the 
final alloy nanoparticle (see Figure 6.30) are displayed towards the far right-hand side of 
Figure (6.32).  The size of this nanoparticle is too far beyond the size range of the existing 
research to enable a direct comparison.  However, it is still apparent that the alloy surface 
modes lie within the regimes dominated by their pure composite metals.   
 
1.31 eV 3.14 eV 3.77 eV 
Au Au Au 
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The lowest energy mode (~1.31 eV) is equivalent in energy to those surface modes exhibited 
by pure gold nanoparticles ~ 13-14 nm in diameter.  Given the overall size of the nanoparticle 
and the spatial extent of the resonances, this could conceivably be the size of an inner gold 
core.  The higher energy surface mode (~3.14 eV) is also similar to that observed in pure 
silver nanoparticles.  This energy is marginally lower than observed in pure silver 
nanoparticles of such a diameter.   However given the likely complexity of the composition 
and coupling between the two modes, one might expect to observe differences from simple 
homogenous structures.  Of particular importance is the presence of the 3.8 eV volume mode 
which can only be attributable to regions of pure silver. 
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Figure 6.32 | Surface plasmon 
excitation energies for pure gold 
and silver nanoparticles of different 
particle diameter.  The observed size 
dependence of the alloy dipolar 
surface plasmon resonance compared 
to that of the pure metal 
nanoparticles. 
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7 Core Loss EELS of Nanoparticles 
7.1 Experiment 10: Core Loss EELS Silver Maps 
  7.2 Experiment 11: Core Loss EELS Gold Maps 
  7.3 Experiment 12: SMART EELS 
7.4 Experiment 13: HAADF Imaging 
7.5 Summary of Core Loss Results 
 
A core loss EELS analysis was undertaken using the SuperSTEM facilities at the 
Daresbury science park. EEL spectra were acquired at energies of around 350 eV for silver 
and 2200 eV for gold
84
.  The Ag M4,5 edge (367 eV) and Au M5 edge (2206 eV) were 
determined to be appropriate for mapping the gold and silver concentration across individual  
nanoparticles.  Lower energy ionisation edges were available; for instance the Ag N2,3 (56 
eV) would have provided a more intense signal, however the close proximity of the Au O2,3 
edge (54 eV) would have made the data unreliable.  The relatively high energy of the gold 
edge and corresponding weak EEL signal meant that it was impractical to obtain sufficient 
signal using SuperSTEM 1 without sufficiently increasing exposure times, resulting in 
damage to the nanoparticle.  However, a series of gold image maps were attempted with the 
increase in collection efficiency provided by the SuperSTEM 2. 
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The operational parameters applied to the core loss acquisition differ from that utilised for the 
valence band analysis.  A higher energy dispersion, typically 0.5 eV/channel, was used to 
ensure the inclusion of the whole signal combined with a suitable energy resolution.  Inner 
shell atomic interactions typically scatter the incident beam electrons in the range of 10 mrad.  
This demands a larger collection angle, which for high energy-loss acquisitions is no longer 
limited by ZLP saturation.  SuperSTEM 1 utilised an EELS collection angle of 19 mrad (24 
mrad convergence) and SuperSTEM 2 data were acquired with a 30 mrad collector aperture 
(30 mrad convergence). 
 
Unlike valence band EELS where the ZLP acts as a known reference point for calibration, it 
is difficult to calibrate the exact value of the ionisation edge onset.  Even if the spectrometer 
is calibrated using the ZLP prior to the introduction of an energy offset bringing the 
ionisation edges into focus, it is likely that this calibration will drift over time.  This problem 
can be overcome by calibrating the spectra to another known spectral feature in close 
proximity to the Ag M4,5 edge; the pre-edge carbon π* feature (288 eV). Similarly to the 
valence band EEL spectra, both the Ag and Au ionisation edges must be extracted from 
decreasing background intensity.  The power-law background fitting procedure, as presented 
in the previous chapter, is suited to this application. 
 
7.1 Experiment 10: Core Loss EELS Silver Maps 
Figures (7.1 (a) and (b)) show a STEM BF and corresponding HAADF reference 
image of a gold and silver nanoparticle deposited on a lacy carbon film.   
 
Figure 7.1 | Core Loss EEL Spectrum of the Silver M Edge extracted from a 
alloy nanoparticle (a) BF image and (b) corresponding HAADF image of a gold and silver 
nanoparticle and (c) the acquired EEL M4,5 edge signal following removal of the post carbon 
edge background.   
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The particle is spherical and approximately 8 ± 0.5 nm in diameter.  An EEL SI was acquired 
across the nanoparticle (70 x 63 pixels) with an acquisition time of 0.1 second/pixel and a 
dispersion of 0.5 eV/channel.  A single spectrum featuring the extracted Ag M4,5 ionisation 
edge is shown in Figure (7.1 (c)) following background extraction. 
 
An appropriate power-law background was selected for each SI for the purpose of extracting 
the Ag M edge.  The Ag signal was then integrated over a suitable energy loss range, with 
care taken not to over extend the window and reduce the data validity.  Typically an energy 
window over a range of 25 eV was selected. The corresponding silver maps for six gold and 
silver alloy nanoparticles are shown in Figures (7.2 (a) to (f)).   
 
 Figure 7.2 | Core Loss Silver Maps of Gold and Silver Alloy Nanoparticles (a) to 
(f) Integrated Silver M4,5 edge signal intensity maps of alloy nanoparticles. 
 
Initial observations certainly suggest that the distribution of silver varies from particle-to-
particle.  Of particular note are Figures (7.2 (a) and (d)) which indicate an increase in silver 
concentration at the edge of the particles, whilst (7.3 (c)) suggests the opposite with a greater 
concentration of Ag at the core.  The remaining nanoparticles appear to show evidence of 
both a random distribution as observed in Figures (7.2 (b) and (e)), as well as a uniform 
(a) (b) (c) 
(d) (e) (f) 
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distribution as would be expected for a homogeneous alloy (f).  A direct interpretation of the 
silver distribution should be possible due to the inclusion of the diffracted beams though the 
use of a large collection angle.  In order to further validate this assumption the silver signal 
intensity was compared against the contrast variation in the bright field image.  Despite the 
contribution of other mechanisms to the image contrast, the general low spatial frequency 
trend in the contrast will be dominated by amplitude contrast mechanisms.   
 
 
Figure 7.3 | Comparison of the EEL silver map intensity and corresponding BF 
image intensity. (a) and (b) Profiles of the Ag M4,5 edge intensity and bright field image 
intensity across the nanoparticles displayed in Figure 7.2 (a) and (d) respectively.  (c) and (d) 
Ratio of Ag intensity to bright field intensity. 
 
Contrast profiles were extracted for the possible core/shell nanoparticles shown in Figures 
(7.2 (a) and (d)).  Both the silver map profiles and corresponding BF intensity profiles are 
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shown in Figures (7.3 (a) and (b)).  Ratios of the two intensities are shown in Figures (7.3. (c) 
and (d)).  A constant ratio would indicate that the Ag intensity variation was due to the loss of 
intensity from diffraction contrast.  Any variation is further confirmation that the Ag variation 
is due to changes in the relative Ag concentrations in the particle.  It is clear from the profile 
ratio, shown in Figures (7.3 (c) and (d)), that the observed increase in concentration of silver 
at the surface of the particle is a true reflection of the nanoparticle composition. 
 
7.2 Experiment 11: Core Loss EELS Gold Maps 
 Utilising the same method employed in experiment 10, additional gold maps were 
acquired from a series of alloy nanoparticles utilising the SuperSTEM 2 facility.  Figures (7.4 
(a) to (c)) show the STEM BF and corresponding HAADF reference images of a gold and 
silver nanoparticle deposited on a lacy carbon film.   
 
 Figure 7.4 | STEM BF and HAADF SI reference images of alloy nanoparticles.  
BF reference images of (a) 6.0 ± 0.2 nm diameter (b) 5.2 ± 0.3 nm diameter and (c) 7.5 ± 0.8 
nm diameter nanoparticles and (d), (e) and (f) Corresponding HAADF reference images. 
 
Two SI maps were acquired for each nanoparticle identified in Figure (7.4) (---).  The first SI 
was acquired at an onset energy of around 210 eV with a energy dispersion of 0.5 eV for the 
Ag M4,5 edge.  Following successful acquisition, a second SI was recorded at an onset energy 
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(d) (e) (f) 
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of around 2100 eV for the Au M5 edge.  The silver maps could be acquired with sufficient 
signal and resolution, with on average ~ 0.15 nm spacing per pixel and an acquisition time of 
0.05 seconds/pixel.  However, for the gold maps, spatial resolution had to be sacrificed in 
order to gain a sufficient ionisation edge signal.  An acquisition time of 0.5 second/pixel was 
deemed to be the maximum allowable before noticeable particle damage was observed.  In 
addition spatial resolution was reduced to ~ 0.5 nm/pixel to reduce the overall dose.  The 2D 
silver and gold SI maps are presented in Figures (7.5 (a) to (f)). 
 
 
Figure 7.5 | 2D EEL SI maps of the integrated signal from the silver and gold M 
ionisation edges. (a) A 2D  50 x 50 pixel Ag map, (b) a 2D 80 x 75 pixel Ag map and (c) a 
2D 50 x 53 pixel map, each acquired with a pixel time of  0.05 seconds/pixel and a dispersion 
of 0.5 eV/channel. (d) A 2D 18 x 17 pixel Au map, (e) a 2D 20 x 19 pixel Au map and (f) a 
18 x 19 pixel Au map, each acquired with a pixel time of 0.5 seconds/pixel and a dispersion 
of 0.5 eV/channel. 
 
The data presented in Figure (7.5) illustrate no distinct element segregation.  The fact that the 
gold and silver signals largely correlate is further evidence that alloying is occurring.  A 
direct comparison of Figures (7.5 (c) and (f)) may suggest that the localised maxima of each 
signal could be displayed relative to one other.  This, when compared to the strongly 
(d) (e) (f) 
(a) (b) (c) 
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correlating maxima in Figures (7.5 (a) and (d)) could indicate a relative concentration 
variation.  
 
7.3 Experiment 12: SMART EELS. 
SMART EELS is a new approach to EELS acquisition developed by K. Sadar at the 
SuperSTEM facility
85
.  The process involves rapidly scanning the electron beam over areas of 
analytical interest on the sample while acquiring a number of EEL spectra.  The routine was 
developed to overcome the problem of sample beam damage through the summation of 
multiple low dose data from similar specimen regions. 
 
Unlike the spectrum imaging method which is fairly rigid in its application, with SMART 
acquisition the acquisition reference area can be tailored to any required sample geometry.  
For nanoparticle analysis in particular the standard SI grid results in the acquisition of spectra 
from large non-relevant areas surrounding the nanoparticle.  Figure (7.6) shows a STEM BF 
and corresponding HAADF image of multiple alloy nanoparticles.   
 
Figure 7.6 | STEM BF and HAADF reference image for SMART acquisition (a) 
A STEM BF image and (b) corresponding HAADF image displaying the two designated 
acquisition areas on a single alloy nanoparticle. 
 
SMART acquisition enables the collection of EEL spectra from shapes derived from an 
active reference image, allowing the operator to omit non-relevant areas of the sample and 
decrease the spectrometer readout time.  For the purpose of identifying possible core/shell 
(a) (b) 
Outer Shell 
Inner Core 
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type nanoparticle structures, the SMART acquisition method was applied to the gold and 
silver alloy nanoparticles.  Two distinct acquisition regions were established for each 
nanoparticle (see Figure (7.6)) which corresponded to an outer shell and inner core region.  
For each pixel in the region an EEL spectrum was acquired of the Ag M4,5 edge.  The total 
acquisition time for each nanoparticle was 6 seconds, with the pixel time in the inner core at 
0.36 ms/pixel and 0.40 ms/pixel in the outer shell.  The exact pixel times varied dependant on 
the nanoparticle size.  The two EEL spectra were then divided by the total number of pixels 
in their acquisition region to give an average core and average shell spectrum.  The two 
spectra acquired for the nanoparticle illustrated in Figure (7.6) are shown in Figure (7.7). 
 
 
The SMART acquisition method was performed on a series of alloy nanoparticles using the 
„core‟ and „shell‟ reference areas.  Once the Ag M4,5 edge was extracted and normalised 
against the number of acquisitions, each ionisation edge signal was integrated over a 25 eV 
window.  Details of the analysis are presented in Table (7.1).  Finally a ratio of each 
normalised signal integral was calculated to contrast the relative signal intensity from the 
core and shell regions.  
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Figure 7.7 |SMART 
Acquisition EEL Spectra acquired 
from the designated ‘core’ and 
‘shell’ regions on an alloy 
nanoparticle.  The Ag M4,5 edge 
(367 eV) from the core and shell 
regions indicated in Figure 7.6 (b) 
following removal of the post 
carbon edge background.  Each 
summed spectrum has been 
normalised against the total number 
of spectra summed in each region.     
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Nanoparticle 
Reference 
Signal Integral 
(Counts) 
Number of Pixels Shell-to-Core Signal 
Ratio 
001 Core 1158237.4 16360 0.49 
001 Shell 294026.1 8404  
002 Core 1210177.3 8307 0.57 
002 Shell 670935 8084  
003 Core 661353.1 8540 0.31 
003 Shell 313662.0 13084  
004 Core 344822.1 5705 1.08 
004 Shell 505586.9 7722  
005 Core 162743.8 2595 0.30 
005 Shell 99505.2 5367  
006 Core 961978.3 8934 0.37 
006 Shell 267029.4 6783  
 
 Table 7.1 | Signal Integral Ratio. Ratio calculations of core to shell spectrum signal 
integrals. 
The ratio data presented in Table (7.1) show apparent variation in the relative signal intensity 
between that observed in the core and in the shell.  It would be expected that the signal 
observed within the shell would be lower than that of the core due to the thickness variation.  
However, the intensity ratios of ~ 0.6 and 1.0 for nanoparticles designated 002 and 004 
respectively, suggest that the silver concentration must be greater in those regions to 
compensate for the thickness reduction. These data do support the trends observed in the core 
loss SI maps which certainly demonstrate relative compositional variation. It should be noted 
that neither the core loss data nor SMART data suggest clear segregation between that of the 
gold and silver as would be expected for a defined core/shell structure.    
 
7.4 Experiment 13: HAADF Imaging 
The concept of HAADF imaging was introduced in Chapter 3.  HAADF images are 
acquired by collecting the high-angle scattered electrons with an annular detector placed > 50 
mrad.  At such an angle the contributions from Bragg diffraction are considered negligible, 
with the image intensity being strongly dependent on only the atomic number and sample 
thickness.  Neglecting thickness, the intensity of this scattering is proportional to the square 
of the atomic number (Z
2
)
41
.  The HAADF technique is therefore strongly suited to directly 
mapping the compositional distributions
86
. 
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7.4.1 Low Magnification HAADF Imaging 
An Initial HAADF analysis was conducted using the Tecnai F30 TEM operating in 
(S)TEM mode.  (S)TEM HAADF images were acquired at a low magnification for the 
purpose of identifying compositional variation between different nanoparticles.  The 
technique was performed on both alloy nanoparticle samples (A14 and A17).  
 
In addition to the atomic number Z, the contrast observed in HAADF images is also 
dependent upon the thickness of the sample.  As a large number of nanoparticles have been 
observed to cluster together, the analysis was restricted to single isolated nanoparticles.  The 
relatively bright contrast observed in nanoparticle clusters may be attributable to multiple 
overlapping nanoparticles.  To illustrate the relative contrast levels observed in the HAADF 
images, a colour rendered HAADF image of a region containing both isolated and clustered 
nanoparticles is displayed in Figure (7.8).        
 
 Figure 7.8 | Colour rendered HAADF image of alloy nanoparticles. Selective 
(S)TEM HAADF image identifying; isolated nanoparticles with an equivalent image intensity 
(---), isolated nanoparticles with higher relative contrast intensity due to Z contrast (---) and 
bright contrast nanoparticles caused by an increase in thickness due to clustering (---). 
 
In this example, the majority of the isolated particles are shown to display a similar intensity 
(---).  In addition, several nanoparticle clusters are identified (---) which appear bright relative 
to the majority of isolated particles. This increase in contrast is likely to be due to particle 
overlapping resulting in an increase in thickness, rendering them incomparable to the isolated 
particles.  Of particular note are several single nanoparticles (---), which are observed as 
Isolated (single) 
nanoparticle 
Nanoparticle cluster 
(multiple/overlapping) 
LOW HIGH 
IMAGE INTENSITY 
High Z-contrast isolated nanoparticle 
(multiple/overlapping) 
167 
 
having a greater contrast intensity when compared to isolated nanoparticles of a similar size.  
This contrast is similar in intensity to that displayed within the particle cluster, which for the 
isolated nanoparticle is suggestive of a relatively higher Z composition. 
 
Low magnification HAADF images of the alloy nanoparticles supported on a lacy carbon 
film substrate are shown in Figures (7.9 (a) to (d)).  It is observed that the intensities of 
isolated nanoparticles are largely identical, except for where particles had agglomerated.  
 
 Figure 7.9 | Low magnification HAADF image of alloy nanoparticles. (a) to (d) 
STEM HAADF images of alloy nanoparticles deposited on a lacy carbon film substrate.  A 
minority of isolated nanoparticles (---) display a higher relative contrast when compared to 
the majority of similar sized nanoparticles.  
(a) (b) 
(c) (d) 
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Additional selected HAADF images are displayed in Figure (7.10).  Again, several isolated 
nanoparticles (---) display an above average contrast level when compared to nanoparticles of 
a similar size.     
 
 Figure 7.10 | Low magnification HAADF image of alloy nanoparticles. (a) and (b) 
Selected (S)TEM HAADF images of isolated nanoparticles (---) with a high relative contrast. 
 
An analysis of the average intensity of multiple nanoparticles from three, low magnification, 
(S)TEM HAADF images is shown in Figure (7.11).  The average intensity was calculated for 
particles of varying diameter.  It is observed that the nanoparticles form two contrast groups.  
The majority of these particles exhibit the lesser intensity.  In this case the contrast 
dependence upon thickness is observable in the overall rise in intensity with increasing 
particle size.  The second grouping of particles represents a dramatic rise in contrast intensity 
which can only be related to a higher Z composition. 
(a) (b) 
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7.4.2 High Resolution HAADF Imaging 
In addition to the low magnification, multiple particle HAADF analysis, high 
resolution HAADF images were recorded using the aberration corrected STEM facility.  In 
Figure (7.12), the intensity distribution along the direction of the HAADF images is indicated 
by the arrows (→). 
 
The contrast profiles from Figures (7.12 (a) and (b)) illustrate the profile that one would 
expect to see from a nanoparticle composed of a single element or a homogenous alloy.  In 
these two cases the profiles appear axially symmetric with no abrupt changes; demonstrating 
a dependence upon the nanoparticle thickness only.  The profile of two nanoparticles in close 
proximity is shown in Figure (7.12 (c)).  There is clearly no intra-particle variation beyond 
that resulting from thickness changes, however, there is a considerable difference in contrast 
between the two particles.  As the nanoparticles are of similar size, the relative difference 
indicates that one nanoparticle has a higher Z composition.  The ratio of the mean image 
contrast of the two nanoparticles is 0.73. 
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Figure 7.11 | Intensity 
profiling of multiple alloy 
nanoparticles. The average 
intensity of different sized 
nanoparticles taken from 
multiple HAADF images. 
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Figure 7.12 | High resolution aberration-corrected HAADF images showing 
homogeneous nanoparticle structures. (a) and (b) HAADF images and corresponding 
intensity profiles of alloy nanoparticles with no apparent inhomogeneity. (c) Two alloy 
nanoparticles ~ 3 nm diameter with image intensity profile demonstrating a mean image 
contrast ratio 0.73. 
0 2 4 6 8 10 12
In
te
n
si
ty
 (
A
r
b
.)
Distance (nm)
0 2 4 6 8 10 12
In
te
n
si
ty
 (
A
r
b
.)
Distance (nm)
0 2 4 6 8 10 12 14 16
In
te
n
si
ty
 (
A
r
b
.)
Distance (nm)
(c) 
(b) 
(a) 
171 
 
 
 
 
 Figure 7.13 | High resolution aberration-corrected HAADF images showing 
inhomogeneity in nanoparticle structures.  (a) to (c) HAADF images and corresponding 
intensity profiles of alloy nanoparticles displaying possible core/shell type structures.  The 
ratios of the mean of the Z contrast of the shell compared to the mean of the contrast of the 
core for (a), (b) and (c) are 0.64, 0.77 and 0.60 respectively. 
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An analysis
87
 of the image contrast of each of the nanoparticles shown in Figures (7.13 (a) 
and (b)) indicates abrupt changes in relative contrast in addition to the expected thickness 
profile.  The size of this region varies from 2 nm up to 5 nm and is labelled within the profile 
as „core‟.  The surrounding outer edge of the nanoparticles has been labelled „shell‟.  The 
thickness of this shell varies as the inner core is displaced relative to the apparent centre.  The 
variation in contrast indicates a possible change in elemental composition.  An analysis of 
this relative contrast variation yields ratios of (a) 0.64, (b) 0.77 and (c) 0.60.  
 
For the case of a segregated Au:Ag material of constant thickness, the Z
2
 ratio would be of 
the order of 0.35. This however does not take account of the different penetration lengths of 
the apparent core and shell materials.  For nanoparticle (a) with a 7nm total diameter and 4nm 
inner core diameter, the resulting penetration length at the centre of the nanoparticle is ~ 1.3x 
larger than the penetration length of the shell.  This gives an approximate Z
2
 ratio for an 
Au/Ag core/shell nanoparticle of 0.4.  This is clearly less than the contrast ratio observed for 
nanoparticle (a).  Similar calculations based on an Au/AuAg core/shell particle, assuming 
similar densities and a 50/50 Au/Ag concentration, results in a ratio of 0.64.   
 
There is substantial error in the ratio calculations with uncertainties in the penetration lengths 
and volume densities.  It is not suggested that any of the above compositional scenarios are 
representative of the true particle structure.  It does however demonstrate that the contrast 
ratios present within the HAADF images are unlikely to represent full Au/Ag segregation and 
are more likely to indicate more complex alloys with localised compositional variation. 
 
The author does not believe that the contrast variations observed in the HAADF images 
presented above are as a result of the channelling effect from Rutherford scattering
41
.  This 
occurs when the crystalline nature of the sample results in the electron flux being 
concentrated on or between the atomic planes, which results in an increase in the number of 
high-angle elastically or inelastically scattered electrons.  This channelling can also apply to 
defects, as although diffracted beams are not detected after they emerge from the crystal, in 
an orientation giving strong diffracting conditions, their effect inside the crystal can result in 
the scattering of electrons to a sufficiently high angle.  Examples of contrast variation 
resulting from this scattering mechanism have been encountered.  One such example is 
presented in Figure (7.14). 
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 Figure 7.14 | HAADF image contrast corresponding to defect associated 
‘channelling’. (a) STEM HAADF image of an alloy nanoparticle and (b) the same image 
with a Kirsch Filter applied.  The apparent crystalline defect is indicated (→). 
 
The highly localised and ordered features like that identified in Figure (7.14) differ from the 
larger regions of contrast variation presented in Figure (7.13). In Figure (7.13 (b)) in 
particular the effect of channelling is apparent in the clearly defined lattice structure.  
However, this is distinct from the larger scale contrast changes also observed within the 
nanoparticles.   It is therefore expected that the contrast „islands‟ observed in Figure (7.13 
(b)) and other images are not as a result of electron channelling but result from changes in 
atomic number. 
 
7.5 Summary of Core Loss Results 
The combined core loss and HAADF image data have provided both highly localised 
information about the composition of individual nanoparticles, as well as comparing the 
relative composition of multiple nanoparticles.  Firstly, the intra-particle analysis has not 
identified large scale discrete regions of gold and silver as would be expected for true „core‟ 
and „shell‟ nanoparticles.  Instead, the data suggest that the alloying of gold and silver is 
occurring, verified by the combined Ag M4,5  and Au M5 ionisation maps, but that there are 
however subtle variations in the composition of individual nanoparticles.  This variation is 
clearly observable in 2D SI maps of the Ag M4,5 ionisation edges (see Figures 7.2 (a) to (f)) 
which certainly demonstrate intra-particle compositional variation, where in some cases there 
appears a higher concentration of silver at the surface of the nanoparticle than at the core.  
(a) (b) 
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These data are supported by corresponding high resolution HAADF imaging which identifies 
several cases where there is a marked increase in relative contrast at the centre of the 
nanoparticle.  An approximate quantitative comparison again supports compositional 
variation, but stops short of full elemental segregation.     
 
Secondly, it is also clear that there is compositional variation between nanoparticles.  This 
can be observed in the results of the low magnification HAADF imaging which have shown 
that a minority of nanoparticles display higher relative contrast.  In addition, the high 
resolution nanoparticles shown in Figure (7.12 (c)) also exhibit this variation; an analysis of 
the relative contrast has shown that it is not simply the case that one particle is gold and one 
is silver.   
 
Taking the core loss and HAADF data as a whole it is feasible to conclude that alloying is 
occurring, but that it is likely that not all particles form a 50:50 Au:Ag concentration.  Neither 
are individual nanoparticles demonstrating full homogeneity and, whilst stopping short of full 
element segregation, definite compositional variation has been observed. 
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8 Conclusion 
8.1 Conclusion 
8.2 Summary 
  8.3 Future Research 
 
 Gold and silver nanoparticles have for a long time attracted the attention of the 
scientific community, which is largely due to their interesting optical behaviour.  Historically, 
these properties were utilised in stained glass windows for churches.  Today we know that 
these different colours arise from the scattering and absorption of light related to a surface 
plasmon resonance.  In the modern era nanoparticle application has moved to areas of highly 
localised spatial research such as Surface-Enhanced Raman Spectroscopy (SERS)
5
 and 
biomolecular sensing
1
.  In such cases it is becoming more important that the types of 
nanoparticles produced by different production techniques are well understood, and in 
particular the variation in optical properties which may result.  
 
Alloy nanoparticles of gold and silver are capable of producing surface plasmon modes over 
a greater range than their pure metal equivalents
7
.  By varying the relative concentrations of 
gold and silver the plasmon mode can be „tuned‟ to a desired wavelength.  It is common 
practice to ascertain the optical nature of nanoparticles from broad beam techniques such as 
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UV-Vis spectroscopy.  Whilst useful, this technique can provide no information on how the 
optical properties of individual nanoparticles may vary through changes to the size, and in the 
case of alloy nanoparticles, composition.  
 
Nanometre sized alloy particles have been investigated regarding the question of whether the 
term „alloy‟ can be applied to a system of a relatively small cluster of atoms.  This 
investigation could only be undertaken by using highly advanced spectroscopic techniques 
which are capable of a high degree of spatial resolution.  This research has demonstrated that 
a single batch of alloy nanoparticles can produce a range of optical behaviour, which is 
attributed to compositional variation. 
 
8.1 Conclusion 
Each of the experiments presented in this report has attempted to answer two 
questions with regards to the composition; firstly, do the data present evidence of particle-to-
particle variation?  Secondly, is there evidence of inhomogeneity in individual particles?  The 
key experimental results will now be summarised with those questions in mind.  In a change 
to the order of presentation, a summary of the supporting data will be presented prior to that 
of the valence band EELS data. 
 
The supporting HAADF imaging and core loss data certainly provide evidence for both 
composition inhomogeneity in individual nanoparticles and variation between nanoparticles.  
Specifically reviewing the core loss data; no definitive evidence has been found which has 
shown complete elemental segregation.  Examples of closely corresponding elemental maps 
of gold and silver ionisation edges provide indisputable evidence that alloying must be 
occurring.  It is now therefore the exact nature of that alloy about which the conclusions will 
be drawn.  An examination of the individual silver distributions demonstrates that the relative 
concentration of the element across the nanoparticle is not uniform and is incongruous with 
that which would be expected for a standard thickness profile.  This trend is also mirrored in 
the high resolution HAADF imaging where abrupt changes in the image contrast level have 
been observed.  Again, it must be stated that there was insufficient contrast variation to 
justify the claim of element segregation.  Instead, the variation in contrast levels indicates a 
more complex scenario where alloying is occurring, yet there can be abrupt changes in the 
ratio of the constituent elements. 
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Evidence of the particle-to-particle compositional variation is more distinct.  Particular 
instances in both the high and low magnification HAADF images have been presented which 
show that nanoparticles of a similar size display pronounced differences in their overall 
intensity.  This could only result from a composition with a relatively high atomic number, 
suggesting a high gold concentration. 
 
Finally turning to the EDS data, a similar compositional picture emerges.  A quantitative 
analysis has presented both evidence of compositional variation and a compositional bias. 
Examples have been presented which demonstrate variation in the relative intensities of the 
gold and silver signal between different nanoparticles.  For sample A14 the relative 
intensities of the two signals certainly suggest a greater Au concentration when compared to 
that of sample A17.  Data have been presented for both sets of nanoparticles which also 
indicate cases where a dominant concentration of silver is observed at the outer edge of the 
nanoparticle. 
 
Further to the EDS line scans, a quantitative probe analysis was performed on a series of 
individual nanoparticles from sample A14.  It was demonstrated that the relative 
concentration of the constituent elements fluctuated as the probe position was placed on 
different locations on the nanoparticle surface.  In addition it was observed that sample A14 
has again produced data that indicate that the relative concentration of gold is, on average, 
greater than that of the silver. 
 
An initial analysis of the pure metal nanoparticles has successfully mapped out the behaviour 
of the SPR energy with varying particle size.  This has conformed well both to the trends 
predicted by various theoretical approaches
9
 and to experimental evidence presented in other 
sources
19
.  When these pure resonance EELS data were compared to those acquired from 
alloy nanoparticle batch (A14) it is immediately apparent that the majority of resonances 
occur at an energy similar to that exhibited by the pure gold nanoparticles.  There are 
however notable exceptions, particularly when the size of a nanoparticle becomes greater 
than ~ 10 nm diameter.   For several nanoparticles of such a size the same trend in energy 
variation is no longer adhered to.  In some cases the resonances occur at an energy which is 
closely associated to the silver nanoparticles of a similar size.  This could only be 
representative of a sharp change in the dielectric property of the nanoparticle
7
.  Additional 
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broadening has been observed in a number of features which, it has been concluded, is likely 
to be occurring as a result of inhomogeneity in the alloy composition.  The nanoparticles 
were selected based on their spherical appearance, ruling out the excitement of additional 
modes through geometric variation
53
.  An analysis of the resonances generated from alloy 
nanoparticles of a similar size also yielded variations in resonance energy, but to a lesser 
extent.  When comparing back to the absorption spectra (A14), the colloidal alloy 
nanoparticles presented a peak with a maximum at ~ 490 nm with a slight broadening at 520 
nm.  This, when contrasted with the pure gold particle with a maximum at ~ 520 nm, 
provides further support to the previous paragraph.   
 
The absorption spectra for sample (A14) differed markedly from that of A17.  Firstly the 
peak maximum from the colloidal alloy particles is lower in wavelength at ~ 455 nm, and 
secondly the peak is much broader with a second feature verging on being resolvable well 
into the domain of the pure silver peak. When compared to the EELS data it was shown that 
this structure was likely to have arisen from a large variation in composition.  Specific EELS 
data were presented displaying resonances with energy values as expected from alloy 
nanoparticles, and in addition volume silver modes which can only have originated from a 
region of pure silver. 
 
8.2 Summary 
The valence band, core loss and other accompanying methods have effectively 
demonstrated that the composition of alloy nanoparticles can vary considerably from particle-
to-particle.  The combination of low acquisition times and post acquisition processing 
methods have proved successful in both reducing the beam damage to the nanoparticles and 
improving the resolution of the spectroscopic data to allow an analysis of the extremely low 
energy surface modes.   
 
It has been shown that the use of UV-Vis spectroscopy data alone can present the overall 
optical behaviour of a colloidal solution, but cannot examine the individual optical responses 
which can cumulatively form that representation.  As such, the process whereby UV-Vis 
spectroscopy is used as a tool for compositional determination must be questioned.  This 
work has raised serious questions with regards to the production of alloy nanoparticles 
through the „cold‟ production technique.  Further research would need to encompass different 
179 
 
techniques in order to establish if the variation arises from this production method alone.  
One obvious failing of the technique is that it can produce two solutions which appear to vary 
dramatically in compositional formation. 
 
Evidence has also been presented which has shown inhomogeneity in the relative 
concentrations of the constituent metals within a single nanoparticle.  Although this stops 
short of full elemental segregation, it does demonstrate that compositional variation can occur 
on the nm-scale.  
 
In summary, as the techniques to allow the probing of the optical response of individual 
nanostructures become more advanced, it will become clearer which techniques are best able 
to produce the required structures.  If nano alloys continue to demonstrate the ability to form 
random inhomogeneous compositions, then in terms of practical tenability a more reliable 
method may be to utilise pure metal non-spherical particles
88
.  A key feature of the non-
spherical nanoparticles is that their optical properties vary dramatically with their physical 
dimensions.  For example, in contrast to spherical gold nanoparticles, the resonance 
frequency of gold nanoprisms is tuneable over a wide range from blue to infrared and enables 
one to set the SPR to a wavelength or spectral region specific to a particular application.  
Provided growth techniques
81
 are developed which result only in a small variation of size, 
pure metal anisotropic nanostructures may provide the best option for accurate tenability. 
 
8.3 Future Research 
 
Throughout the course of this research potential areas for expansion and improvement 
became apparent.  Some of these concepts would further strengthen the conclusions drawn 
from this specific research, whilst others would see the techniques developed here, applied to 
new topics.  Several suggestions are detailed below. 
 
One obvious extension to this work is to expand this analysis to include alloy nanoparticles 
produced using different methods.  Options include the „Turkevich method‟ as described by 
Turkevich, Stevenson, and Hillier
37
.  In this case the sodium citrate acts both as capping agent 
and reducing agent to produce the metal from metal salts.  This reaction is unfavourable at 
low temperatures and requires heating to ~ 100°C.  Both the Turkevich method and the 
process used in this research utilise a citrate molecule that will bind to the surface of the 
particle by a covalent-like bond.  An alternative approach would be to produce the 
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nanoparticles in the core of a micelle formed from surfactant molecules
89
.  When the 
molecules are assembled in a solution such as oleic acid, the hydrophilic polar „heads‟ form a 
core to contain the reaction and restrict the size of the nanoparticles whilst the hydrocarbon 
„tails‟ maintains contact with acid. 
 
A second possibility would be to perform the EELS analysis using a monochromated electron 
source.  Figure (8.1) compares the zero loss energy spread of a monochromated Cold Field 
Emission Gun (CFEG) source with a standard CFEG.  This would negate the use of the 
deconvolution algorithm and provide a direct measurement in the 1 – 4 eV energy regime.  
Alternatively, the deconvolution algorithm could be used in addition to the monochromated 
EEL spectra, a combination which has been demonstrated to allow access to information 
down to as low as 0.5 eV
90
. 
 
 
 
Further supporting data could be gained from theoretical calculations.  The most readily used 
theoretical approach to EELS is density functional theory (DFT)
91
.  DFT is used to model the 
energy distribution of a crystalline material which is considered to be an array of positively 
charged nuclei surrounded by negatively charged electrons.  Unfortunately, at the time of 
writing this report, no simulation software exists which could successfully model the optical 
response of a realistically large nanoparticle structure.  In order to accommodate both the size 
of the nanoparticle, and sufficient „free space‟ around the super cell, prohibitively lengthy 
computational time would be required; the key factor being that „free space‟ is not free and 
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Figure 8.1 | Comparison of the 
EELS resolution achieved with a 
standard CFEG and 
monochromated CFEG source.  
EELS spectra acquired on the 
standard CFEG VG HB601 (0.35 
eV FWHM) and CFEG FEI Titan 
80-300 Cubed TEM 
monochromated source allowing 
0.1eV energy resolution. 
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must be factored in to the calculation.  New software packages are being developed which no 
longer operate on this principle and in the future it may be possible to perform such 
calculations.  
 
Finally, the post acquisition spectroscopic processes and techniques developed for this 
research could equally be applied to the analysis of alternative plasmonic applications as well 
as the study of low band gap semiconductors.  One example of further plasmonic studies 
could include the optical properties of Multi-Walled Carbon Nanotubes (MWCNT).  It is 
possible to excite surface plasmon modes on the inner and outer MWCNT walls.  It has been 
proposed
19
 that implanting silver in the nanotubes would result in an optical field 
enhancement within the UV-Vis frequency regime.  Experimental evidence suggests that 
MWCNT implanted with silver do retain the ability to enhance a passing E-field
92
.  STEM 
HAADF images of silver implanted images are presented in Figure (8.2). 
 
 Figure 8.2 | STEM HAADF images of MWCNT implanted with silver.  
Aberration corrected HAADF images acquired on the FEI Titan 80-300 Cubed TEM with 
sub-angstrom resolution.  
In this particular example the implantation process has resulted in large clusters of silver 
forming both within the nanotube and on the surface.  For a true composite, the aim would be 
to disperse the silver between the individual walls of the nanotube. 
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