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Abstract
This work presents a novel approach to the problem of real-time human action recogni-
tion in intelligent video surveillance. For more efficient and precise labeling of an action, 
this work proposes a multilevel action descriptor, which delivers complete information 
of human actions. The action descriptor consists of three levels: posture, locomotion, and 
gesture level; each of which corresponds to a different group of subactions describing a 
single human action, for example, smoking while walking. The proposed action recog-
nition method is able to localize and recognize simultaneously the actions of multiple 
individuals using appearance-based temporal features with multiple convolutional 
neural networks (CNN). Although appearance cues have been successfully exploited for 
visual recognition problems, appearance, motion history, and their combined cues with 
multi-CNNs have not yet been explored. Additionally, the first systematic estimation of 
several hyperparameters for shape and motion history cues is investigated. The proposed 
approach achieves a mean average precision (mAP) of 73.2% in the frame-based evalu-
ation over the newly collected large-scale ICVL video dataset. The action recognition 
model can run at around 25 frames per second, which is suitable for real-time surveil-
lance applications.
Keywords: multilevel action descriptor, action recognition, video surveillance, deep 
neural networks
1. Introduction
Visual action recognition—the detection and classification of spatiotemporal patterns of 
human motion from videos—is a challenging task, which finds applications in a variety of 
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domains including intelligent surveillance system [1], pedestrian intention recognition for 
advanced driver assistance system (ADAS) [2], and video-guided human behavior research 
[3]. For delivering complete description about human actions, this work proposes a multi-
level action descriptor (Figure 1) to solve the existing representation problem of an action. 
For instance, traditional methods give the action representation of phoning for one person 
who is phoning while running and the same action descriptor for another person who is phon-
ing while sitting. The action semantics for these two cases should be substantially different. 
The first difference is posture: one person is standing, and the other is sitting. The second 
difference is locomotion: one person is running, and the other is stationary. The proposed 
multilevel action descriptor consists of three levels: posture, locomotion, and gesture, which 
describe different categories of human subactions in a single action to address the above 
problem. Each level of subaction can be recognized by a corresponding convolutional neural 
network (CNN)-based classifier, which captures different appearance-based temporal fea-
tures to represent a human subaction.
Most of the existing works [4, 5] have focused on video-based action recognition (“Is there 
a certain action in the video?”) trying to classify the video clip as a whole via globally pooled 
features. This global feature pooling method works well, however, fails to consider the dif-
ference in the actions of multiple individuals that are present at the same time. For instance, 
one person in the video is texting and, besides him, another person is smoking. In our work, 
the problem of action detection in video surveillance is addressed as: “is there a certain action 
in the video, and where is it spatially and temporally?” The rationale behind the action detection 
strategy is partly inspired by the technique used in a recent paper [6], where the regions of 
Figure 1. Conventional action representation and multilevel action descriptor: (a) texting for three different cases, (b) 
smoking for two different cases, and (c) structure of the multilevel action descriptor.
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action are located and then classified to improve the representational power and classification 
accuracy.
This work aims to develop a real-time action recognition system with localizing and rec-
ognizing actions for multiple persons at the same time. Many works have been studied to 
estimate human pose [7–10] and analyze motion information [11] in real time. However, to 
the best of our knowledge, the real-time multilevel action descriptor was first introduced by 
the authors in [12] and this work is the extended version by adding two new actions, bicycling 
and phoning, and the evaluation of the processing time.
Figure 2 shows the overall scheme of the proposed real-time action recognition model. Through 
background modeling, motion-detection, human-detection, and multiple-object tracking, the 
appearance-based temporal features of the regions of interest (ROIs) are fed into the three 
CNNs, which make predictions using the shape, the motion history, and their combined cues. 
In the training phase, the ROIs and the multilevel action annotations are acquired manually 
in each frame of the training videos, and three appearance-based temporal features, namely—
binary difference image (BDI), motion history image (MHI), and weighted average image 
(WAI)—are computed from the ROIs. Every level of the subaction has its own CNN classifier 
denoted as PostureNet, LocomotionNet, and GestureNet, respectively.
In the testing phase, the prediction of each CNN in the multi-CNN model corresponds to 
the decision in one subaction level. A motion saliency region is generated using a Gaussian 
mixture model (GMM) to eliminate regions that are not likely to contain the motion. This 
Figure 2. Overall process of the proposed real-time multilevel action recognition model.
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leads to a big reduction in the number of regions to be processed. The conventional sliding 
window-based scheme is used on the motion saliency region as a mask. In the sliding win-
dow, a human-detection histogram of oriented gradient (HOG) descriptor [13] with a latent 
support vector machine (SVM) [14] is used to detect an initial human action in the ROIs. 
Then, the regions undergo Kalman filtering-based refinement of the locations in the image 
plane. Given the refined action in the ROI, the shape, the motion history, and their combined 
cues are used with the aid of the CNNs to predict three subaction categories. Finally, the 
postprocessing stage checks for any conflicts in the structure of the subaction descriptor and 
applies temporal smoothing according to the previous action history of each individual for 
the purpose of noise reduction.
The main contributions of this work can be summarized as follows:
• The multilevel action descriptor is presented for the real-time action recognition. The mul-
tilevel action descriptor consists of three levels. The combination of subaction from three 
levels can describe many different types of actions precisely. Furthermore, new subactions 
or action-levels can be easily incorporated into the multilevel action descriptor.
• A real-time action recognition model is developed on the basis of appearance-based tem-
poral features with a multi-CNN classifier. Presented in this study is a model for action 
recognition that simultaneously localizes and recognizes multiple actions of individuals 
with both low computational cost and high accuracy.
2. Related works
Motion energy image (MEI) and motion history image (MHI) [15, 16] are the most perva-
sive appearance-based temporal features. The advantage of these methods is that they are 
simple, fast, and efficient in controlled environments, for instance, when the background of 
the surveillance video (from a top-view camera) is always static. The fatal flaw in MHI is that 
it cannot capture interior motions—it can only capture human shapes [12]. In our work, a 
novel method for encoding these temporal features is proposed, and a study of how many 
appearance-based temporal features affect performance is provided. Other appearance-based 
temporal methods are the active shape model, the learned dynamic prior model, and the 
motion prior model. In addition, the motion is consistent and easily characterized by a definite 
space-time trajectory in some feature spaces. Based on visual tracking, some approaches use 
motion trajectories (e.g., generic and parametric optical flow) of predefined human regions or 
body interest points to recognize actions [17, 18].
Over the past few years, local spatiotemporal feature-based algorithms are the most popular 
ones for recognizing human actions. Laptev [19] proposed space-time interest point (STIP) 
by extending the 2D Harris corner to a 3D spatiotemporal domain. Kim et al. [20] introduced 
a multiway feature pooling approach that uses unsupervised clustering of segment-level 
HoG3D [21] features. Li et al. [22] extracted spatiotemporal features that are a subset of 
improved dense trajectory (IDT) features [5, 23], namely, histogram of flow (HoF), motion 
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boundary histogram (MBH), MBHx, and MBHy, by removing camera motion to recognize egocentric actions. However, the disadvantage of the local spatiotemporal algorithms is that 
it is computationally expensive.
Some alternative methods for action recognition have been proposed. Vahdat et al. [23] 
developed a temporal model consisting of key poses for recognizing higher level activities. 
Lan et al. [24] introduced a structure for a latent variable framework that encodes contextual 
information. Jiang et al. [6] proposed a unified tree-based framework for action localization 
and recognition based on an HoF descriptor and a defined initial action segmentation mask. 
Lan et al. [25] introduced a multiskip feature-stacking method for enhancing the learnability 
of action representations. In addition, hidden Markov models (HMMs), dynamic Bayesian 
networks (DBNs), and dynamic time warping (DTP) are well-studied methods for speed 
variation in actions. However, actions cannot be reliably estimated in real-world environ-
ments using these methods.
Computing handcrafted features from raw video frames and learning classifiers on the basis 
of the obtained features are a basic two-step approach used in most of the existing methods. 
In real-world applications, the design of the feature and the choice of the feature are the most 
difficult and highly problem-dependent issues. Especially for human action recognition, dif-
ferent action categories may look dramatically different according to their appearances and 
motion patterns. Deep CNNs make some impressive results for the task of action classifica-
tion [26, 27]. Karpathy et al. [28] trained a deep CNN using 1 million videos for action clas-
sification. Gkioxari and Malik [29] built action detection models that select candidate regions 
using CNNs and then classify them using SVM. Using two-stream deep CNNs with optical 
flow, Simonyan and Zisserman [30] achieved a result that is comparable to IDT [5]. Ji et al. [31] 
built a 3D CNN model that extracts appearance and motion features from both spatial and 
temporal dimensions in multiple adjacent frames.
3. Proposed model for human action recognition
3.1. Multilevel action descriptor
Intraclass variation in the action category is ambiguous, as shown in Figure 1(a) and (b). 
Although the actions of the three persons are texting in Figure 1(a), they can be distinguished 
from a deeper aspect: the first is texting while sitting, the second texting while standing and 
is stationary, and the third is texting while walking. Assigning the same action label (texting) 
is insufficient in video surveillance because they are of different states either in posture 
or in locomotion for the same action. This is the same problem for the action of smoking in 
Figure 1(b).
The proposed multilevel action descriptor is depicted in Figure 1(c), where the subactions 
shown in each level are just examples that have been studied in this work and can be easily 
expanded by adding new subactions. Each of the three action levels, posture, locomotion, 
and gesture, has a corresponding CNN, and the total three CNNs work simultaneously. The 
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Figure 3. Mini motion map for reducing the unnecessary computation in the HOG-based human detector: (a) original 
image with a size of 640 × 360 and (b) mini motion map with a size of 77 × 34, which was calculated from the GMM-based 
motion detection.
first network, PostureNet, operates on a static cue and captures the shape of the subject of 
the motion. The second network, LocomotionNet, operates on a motion cue and captures the 
history of the motion of the subject. And, the third network, GestureNet, operates on a com-
bination of static and motion cues and captures the patterns of a subtle action by the subject. 
In this descriptor, three levels can be combined to represent many different types of actions 
with a large degree of freedom.
3.2. Tracking by detection
For real-time applications, a processing time of 20–30 ms for each frame, a stable bounding 
box for the human action region, and a low false detection rate are the important factors 
for human detection and tracking. Therefore, we adapt existing methods to provide a stable 
human action region for subsequent action recognition.
The sliding window is the bottleneck in the processing time of the object detection because 
many windows, in general, contain no object. To this end, motion detection is performed 
before object detection to discard regions that are void of motion. The size of the mini motion 
map is computed with the following equation:
  size 
mni‐map
  =   size original −  size detection   _______________
stride
 . (1)
The default value of size
detection
 is (64, 128) and that of stride is (8, 8) in HOG [12]. Figure 3 
shows the mini motion map. For instance, if the size of the original image is 640 × 360, then 
the size of the mini motion map is 77 × 34.
In object tracking, three cases exist in the data association problem: (1) adding a new track, (2) 
updating an existing track, and (3) deleting a track [32]. The procedure for handling multiple 
detections and tracks is shown in Figure 4. When a new track is added, it starts to count the 
number of frames that the track has updated without detection. If the number is larger than 
the threshold n
skip
, the track is considered being disappeared and is therefore deleted.
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3.3. Appearance-based temporal features
Appearance-based temporal features are very simple, fast, and work effectively in controlled 
environments, such as in surveillance systems where the cameras are installed on rooftops or 
high poles. Therefore, the view angles of the cameras are toward dominant ground planes. A 
video F is just a real function of three variables:
  F = f(x, y, t ) . (2)
The frame coordinate (x, y) and t is the index of the video frame. In a multilevel action descrip-
tor, each level has one independent CNN that obtains different appearance-based temporal 
features. The BDI encodes the static shape information of the subject, denoted as b(x, y, t), and 
is given by Eq. (3):
  b (x, y, t)  =  { 
255,
 
if f (x, y, t) − f (x, y,  t 0 )  >  ξ thr    
0, otherwise , (3)
It calculates the difference between the current frame f(x, y, t) and the background frame f(x, y, t
0
) 
and compares with a threshold ξ
thr
. Examples are given in Figure 5 where BDIs are utilized for 
the posture level of the subaction descriptor, for example, sitting and standing.
In a motion history image, pixel intensity is a function of the temporal history of motion at 
that point. MHI captures the motion history patterns of the actor, denoted as h(x, y, t), and is 
defined using a simple replacement and a decay operator in Eqs. (4)–(6) [14].
  d (x, y, t)  =  { 
255,
 
if f (x, y, t) − f (x, y, t − 1)  >  ξ thr    
0, otherwise (4)
  h (x, y, t)  =  { 
 τ max ,
 
if d (x, y, t)  = 255
    
max  (0, h (x, y, t − 1) − 𝛥𝜏)  otherwise (5)
Figure 4. Procedure for multiple detections and tracks.
Real-Time Action Recognition Using Multi-level Action Descriptor and DNN 7
Figure 6. Examples of MHI for different subactions.
Figure 5. Examples of BDI for different subactions.
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  𝛥𝜏 =   τ max −  τ min  ________n . (6)
MHI is calculated from the difference between the current frame f(x, y, t) and the previous 
frame f(x, y, t-1) in Eq. (4). MHI is a vector image of motion, where more recently moving 
regions are brighter (see Figure 6). MHIs are used for the locomotion level of the multilevel 
action descriptor, which comprises stationary, walking, running, and bicycling. MHI captures 
the motion history cue of the subject, where more recently moving pixel regions are brighter. 
In Eq. (6), hyperparameter n is critical in defining the temporal range of an action. An MHI 
with a large n covers a long range of action history; however, it is insensitive to current actions. 
Similarly, MHI with a small n puts the focus on the recent actions and ignores past actions. 
Hence, choosing a good n can be fairly difficult.
Weighted average images (WAIs) are applied at the gesture level of the multilevel action 
descriptor, which comprises nothing, texting, smoking, phoning, and others. For recognizing 
Figure 7. Examples of WAI for different subactions.
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Figure 8. Architecture of a CNN.
subtle actions, the easiest way would be to use the shape or motion history of the actor. It is 
constructed as a linear combination of BDI and MHI, which is given by Eq. (7):
  s (x, y, t)  =  w 1 ⋅ b (x, y, t) +  w 2 ⋅ h (x, y, t) , s .t.  w 1 +  w 2  = 1. (7)
Here, w = {w
1
, w 
2
}T is another hyperparameter. Figure 7 shows some examples of WAI for 
different subactions. WAIs were applied at the gesture level of the subaction descriptor, which 
comprises nothing, texting, smoking, phoning, and others. WAI obtained the combined cues of 
the shape and the motion history. Texting (frequently moving fingers) and smoking (repeated 
hand-to-mouth motion) were captured in WAIs.
3.4. Multi-CNN action classifier
In order to reduce the computation time, a lightweight CNN architecture is devised for 
real-time human action recognition, as shown in Figure 8. The architectures of PostureNet, 
LocomotionNet, and GestureNet are identical with two convolutional layers, two subsam-
pling layers, two fully connected layers, and one softmax regression layer. However, they 
need to be trained based on the different training data of multilevel action descriptor. The 
architecture of the network is as follows: Input-Convolution-ReLUs-Max pooling-Con-
volution-ReLUs-Max pooling-Fully connection-Dropout-Fully connection-Dropout-Fully 
connection-Softmax regression. The output layer consists of the same number of units as 
the number of subactions at the corresponding level of the descriptor. If the computa-
tional efficiency is not critical, one could use more complicated architectures [33, 34]. In 
our study, Adam optimizer [35] is used with a learning rate of 1e−3 and β
1
 = 0.5 with a 
batch size of 256 examples and a weight decay of 5e−4. The networks are trained for 1K 
iterations [36].
Intelligent Video Surveillance10
4. Experimental results
In this section, an ablation study of the appearance temporal features with the CNN-based 
approach is presented, and the results of the action recognition are shown with the ICVL data-
set. The average processing time was computed based on the ICVL test videos. The experi-
mental results showed that appearance-based temporal features with a multi-CNN classifier 
effectively recognize actions in surveillance videos.
4.1. Evaluation metrics
To quantify the results, we use the average precision at the frame-based frame-AP. The frame-
AP was used in other approaches at the frame-based evaluation. Frame-AP: recognition is 
correct if the intersection-over-union (IOU) with the ground truth and detection area at that 
frame is greater than σ(σ = 0.5), and the action label is correctly predicted.
4.2. Action recognition on ICVL dataset
LocomotionNet encodes sequential frames as memory capacity to represent actions. However, 
deciding the number of frames n in Eq. (6) is a highly action-dependent issue. In this work, the 
number of frames in the MHI was defined by performing a grid search from 5 to 50 frames 
with an interval of 5. Figure 9 plots the classification accuracy (mAP) at the frame-based 
measurement for the subactions at the locomotion level of the multilevel action descriptor. 
The gray circles are drawn while training LocomotionNet from 100 to 1K iterations with an 
interval of 100. The circles lie over a 1.96 standard error of the mean and standard deviation 
in white. The baseline accuracy at n = 10 is given by encoding the temporal features. With 
n equal to 25 frames, LocomotionNet was able to get a performance boost from 1 to 2% of 
the mAP. This evidence indicates that correctly recognizing one action would need approxi-
mately 2 s (15 fps in the ICVL videos).
Table 1 shows the results of each temporal feature with CNN. An ablation study of the pro-
posed approach at the gesture level is presented by evaluating the performance of the two 
appearance-based temporal features, BDI and MHI, and their combination. Frame-AP is 
reported for PostureNet, LocomotionNet, and GestureNet. The leading scores of each label are 
displayed in bold font. As in Eq. (7), WAI is the weighted average of BDI and MHI. GestureNet 
performed significantly better than PostureNet and LocomotionNet, showing the significance 
of the combined cues for the task of gesture-level subaction recognition. The GestureNet com-
bines the static and motion history cues to capture specific patterns of the action.
Figure 10 shows the mAP across subactions at the gesture level of the multilevel action 
descriptor at the frame-based measurement with regard to varying weights on WAI and train-
ing iterations of the GestureNet. In the experiment, w
1
 = 0.6 and w
2
 = 0.4 show a significant 
improvement beyond w
1
 = 0.5 and w
2
 = 0.5. This implies that the shape cue is more important 
than the motion history cue in WAI and is quite different from the results in Table 1. One pos-
sible explanation for this finding is that the motion history cue is more informative than the 
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Figure 10. Recognition results with regard to varying weights of WAI and training iterations on GestureNet.
shape cue if they are used individually. For the remainder of the experimental results, w
1
 = 0.6 
and w
2
 = 0.4 were used in WAI.
To evaluate the effectiveness of the action-recognition model, we included the full confusion 
matrixes as a source of additional insight. Figure 11 shows that the proposed approach achieved 
an mAP of 73.2% at the frame-based measurement. The horizontal rows are the ground truth, 
and the vertical columns are the predictions. Each row was normalized to a sum of 1. The 
proposed method was able to get most of the subaction categories correct, except for smoking. 
The results of the experiment show that a multilevel action descriptor can eliminate many 
misclassifications by dividing one action into many subactions that are not at the same levels.
Figure 9. Memory capacity in MHI for the locomotion level of the multilevel action descriptor.
Frame-AP (%) Nothing Texting Smoking Phoning mAP
PostureNet 51.3 42.0 11.2 37.9 35.6
LocomotionNet 62.4 53.5 14.7 49.2 45.0
GestureNet 53.4 83.3 26.7 57.9 55.3
Table 1. Results of the ablation study on the gesture level of ICVL dataset.
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Figure 11. Confusion matrixes of the ICVL dataset at the frame-based measurement for the action-recognition task when 
using appearance-based temporal features with a multi-CNN classifier.
Figure 12. Examples of action localization and recognition results from the ICVL dataset.
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Figure 12 shows qualitative localization and recognition results using the proposed approach 
on the test set of the ICVL dataset. Each block corresponds to a video from a different camera. 
Two frames are shown from each video. The test platform has a PC with an Intel Core i7-4770 
CPU at 3.49 GHz with 32 GB memory. The input video was resized to 640 × 480, and the 
processing time was tested on 72 videos shown in Table 2.
5. Conclusions
This work introduced a new approach to real-time action recognition using multilevel action 
descriptor in video surveillance system. Experimental results demonstrated that a multilevel 
action descriptor delivers a complete set of information about human actions and significantly 
eliminates misclassifications by a large number of actions that are built by few independent 
subactions at different levels. An ablation study showed the effect of each temporal feature 
when considered separately. Shape and motion history cues are complementary, and the 
combination of both leads to a significant improvement in action recognition performance. 
In addition, the proposed action recognition model simultaneously localizes and recognizes 
the actions of multiple individuals at low computational cost with acceptable accuracy. The 
model ran at around 25 fps in 640 × 480 frame size, which is suitable for real-time surveillance 
applications. In future work, we will extend the approach to learn deep motion flow from 
original frame sequences and combine detecting and recognizing in one network for becom-
ing an end-to-end human action detection framework.
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Module Motion Detection Tracking BDI MHI WAI CNNs Others Overall
Processing time (ms) 11.33 11.60 0.28 0.26 0.83 0.12 4.66 12.16 42.93
Table 2. Average processing time of the proposed action detection model.
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