t o some category, image restoration could be possible, based perties in this category. The multilayer NN is trained using gets. The standard back-propagation (BP) algorithm is Id on the connection weights, t o the human face image.
I INTRODUCTION
It, and desired responses are given f o r t h e input patters, the can be effectively applied. After training converge, the NN can this purpose. Basically speaking, it is impossible t o increase els without any other information. However, by limiting the im-
II TRAINING OF MULTILAYER NEURAL NETWORK
and untraining images are represented using 32x32 pixels. This mined in order t o save computation time, at the same time, t o according t o t h e number of t h e training data. The output layer represents 32x32 pixel images with 256 levels. S o , it also includes 1024 units. Furthermore, an offset unit is employed t o provide bias t o t h e hidden and output layers. An activation function is t h e following sigmoid function.
(1) 1
The standard back-propagation (BP) algorithm is employed [ 11. Initial guess of connection weights are random numbers, uniformly distributed within k 0.2.
Magnitude of each pixel is distributed within [0, 1] . Thus, magnitude 0 and 1 correspond t o white and black, respectively. The output e r r o r is evaluated by t h e mean squared e r r o r given by N, and N k are the numbers of training images and pixels in one image, respectively. O p k is t h e output of t h e k t h pixel of t h e pth training image. t p k is t h e target f o r opk. E is chosen t o be 3.8x1OV4, which corresponds t o 5-level e r r o r in t h e 256-level images. After training converges satisfying Eq. (2) with t h e above E , difference between t h e output image and t h e t a r g e t image cannot be visually recognized. A t t h e same time, computation time can be saved.
20, 40 and 100 training data are examined in order t o investigate effects of t h e number of t h e training data. The number of hidden units is 32, 64 and 100 f o r t h e above training data, respectively. The training converge in a l l cases.
IU QUANTIZATION LEVEL INCREASE FOR UNTRAINING IMAGES
Since t h e training can converge, it is possible t o increase quantization leve l f o r t h e training images. However, validity f o r a r b i t r a r y data is important f e a t u r e of NN. In this section, performance of t h e trained NN f o r untrained data is evaluated. The multilayer NN, obtained by using 20, 40 and 100 training data, are denoted NNao, NN40 and N N r o o , respectively.
V i s u a l E v a l u a t i o n
Applying t h e untrained face images with 8-levels, t h e output image are calculated, and are evaluated visually. Examples of simulation r e s u l t s using NNEo, NN40 and NNloo are shown in Fig.1 . I t includes (a) the input image with 8-levels, (b) its original image with 256-levels, (cl)-(c3) t h e NN output images with 256-levels in "20, "40 and "100, respectively, and (dl)-(d3) t h e targets, which are most close t o t h e NN output image in t h e MSE sense.
In NNZo, t h e NN output image is different from t h e original. Since t h e number of training data is small, effect of individual training data is strong. Therefore, t h e output image is pulled by one of t h e targets. In this case, increasing quantization levels cannot be realized f o r t h e untraining data.
B y increasing the number of t h e training data t o 40, the output image approaches t o t h e original. However, it is still different from t h e original. In NNIw, t h e output image is more close t o t h e original than t h e target. Thus, by increasing t h e training data up t o about 100, generalization can be obtained. 
Evaluatia
The mean st pok is t h e k t put image. p r t h e k t h pixel t h e targets. Data 1 -5 me and t h e o r i g spectively. T
Transforn
Using NNI Figure 2 shoi 8-level vers produce simil t h e originals more, missing as nose and n generated. i by M e a n Square Error uare e r r o r is defined by 
IV ANALYSIS OF INTERNAL STRUCTURE
A s shown in t h e previous section, t h e face images can be regenerated from very limited information. Therefore, it can be expected t h a t t h e NN gets some capability of transforming a r b i t r a r y images t o human face images. The NN int e r n a l s t r u c t u r e is analyzed by using some special input images.
A l l pixels of t h e input image take t h e same value, denoted 6 . Therefore, t h e input image has no information as a pattern. Figure 3 shows t h e NN output images using 6 =0, 0.04, 0.5 and 1. These results show information, held in t h e NN s t r u c t u r e , t h a t is connection weights. When 6 =0, t h a t is no input, t h e NN still outputs t h e human face image. This information is held on connection weights from t h e offset unit t o both t h e hidden and output layers, and from t h e hidden layer t o t h e output layer. Because the sigmoid function defined by E q . ( l ) can produce 0.5 f o r a zero input. Furthermore, by increasing 6 , t h e output image gradually changes, and magnitude of pixels also increase. Information of face images held in connection weights from t h e input layer t o t h e hidden layer is a l i t t l e different from t h a t held in t h e other connection weights.
Finally, a random image is applied. Figure 6 shows t h e input and output images. The NN can still generate a human face like image. I t is a l i t t l e different from t h e output image using 6 =0.5 in Fig.5 . In this case, t h e random image is t r e a t e d as a human face, and features of face are extracted. These features are also used t o generate t h e output image.
-VI CONCLUSIONS Image restoration by t h e multilayer NN has been investigated. By limiting images t o human faces, and using 100 training data, regeneration of missing information can be achieved. The NN can e x t r a c t common f e a t u r e of human faces.
