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Abstract
Pairwise comparison labels are more informative and
less variable than class labels, but generating them
poses a challenge: their number grows quadratically
in the dataset size. We study a natural experimental
design objective, namely, D-optimality, that can be used
to identify which K pairwise comparisons to generate.
This objective is known to perform well in practice, and
is submodular, making the selection approximable via
the greedy algorithm. A na¨ıve greedy implementation
has O(N2d2K) complexity, where N is the dataset size,
d is the feature space dimension, and K is the number
of generated comparisons. We show that, by exploiting
the inherent geometry of the dataset–namely, that it
consists of pairwise comparisons–the greedy algorithm’s
complexity can be reduced to O(N2(K + d) +N(dK +
d2) + d2K). We apply the same acceleration also to
the so-called lazy greedy algorithm. When combined,
the above improvements lead to an execution time of
less than 1 hour for a dataset with 108 comparisons;
the na¨ıve greedy algorithm on the same dataset would
require more than 10 days to terminate.
1 Introduction
In many supervised learning applications, including
medicine and recommender systems, class labels are
solicited from (and generated by) human labelers.
Datasets constructed thusly are often noisy, to counter
this, several recent works [1–5] propose augmenting
datasets via comparisons. For example, a medical ex-
pert can classify patients as, e.g. diseased or normal,
but can also order pairs of patients w.r.t. disease sever-
ity. Similarly, beyond generating class labels in recom-
mender systems (e.g., stars), labelers can also declare
their relative preference between any two items.
Incorporating comparison labels to the training
process has two advantages. First, comparisons indeed
reveal additional information compared to traditional
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class labels: this is because they capture both inter
and intra-class relationships; the latter are not revealed
via class labels alone. Second, comparisons are often
less noisy than (absolute) class labels. Indeed, human
labelers disagreeing when generating class judgments
often exhibit reduced variability when asked to compare
pairs of items instead. This has been extensively
documented in a broad array of domains, including
medicine [1, 6], movie recommendations [3, 7], travel
recommendations [8], music recommendations [9], and
web page recommendations [10], to name a few.
Nevertheless, soliciting comparison labels poses a
significant challenge, as the number of potential com-
parisons is quadratic in the dataset size. It therefore
makes sense to solve the following experimental design
(i.e., batch active learning) problem: given a budget K,
and a set of existing class labels, identify the K com-
parison labels the expert should generate that will better
augment the existing dataset. There are several natural
ways through which this experimental design problem
can be formalized. In this paper, we focus on an ob-
jective motivated by D-Optimal design [11, 12]. This
objective leads to selections that perform very well in
practice against competing methods [5]. Most impor-
tantly, it is also submodular ; as such, a set of com-
parisons attaining a constant approximation guarantee
can be constructed in polynomial time via the so-called
greedy algorithm [13].
Applying the greedy algorithm na¨ıvely in this exper-
imental design setting leaves a lot to be desired. Given
that the set of comparisons is quadratic, a na¨ıve im-
plementation of the algorithm leads to a complexity of
O(N2d2K), where N is the size of the dataset, d is the
dimension of the feature space, and K is the size of the
selected set of comparisons. The quadratic nature of
this computation makes the use of the algorithm pro-
hibitive for all but the smallest datasets, especially when
the samples are high-dimensional. On the other hand,
the fact that the same N objects participate in these
O(N2) pairs suggests an underlying structure that can
potentially be exploited to improve time performance.
To that end, we make the following contributions:
• We formally study the problem of accelerating the
greedy algorithm for learning pairwise comparisons.
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To the best of our knowledge, we are the first to
study methods of reducing the complexity of greedy
by exploiting the inherent geometry of the dataset-
namely, that it consists of pairwise comparisons.
• We show that, by exploiting this underlying structure,
the greedy algorithm can indeed be accelerated. Us-
ing Cholesky factorization [14], the Sherman Moris-
son formula [15], and the pairwise comparison struc-
ture, we reduce the greedy algorithm’s complexity
from O(N2d2K) to O(N2(K+d)+N(dK+d2)+d2K).
The O(N2(K + d)) term, which dominates when
N  K + d, consists of an O(N2d) pre-processing
step and an O(N2) computation per iteration involv-
ing only scalar operations.
• We further apply our acceleration techniques to
the so-called lazy-greedy algorithm [16–19], which is
known to perform well experimentally.
• We evaluate the execution time performance of our
accelerated algorithms over both synthetic and real-
life datasets, demonstrating that they significantly
outperform na¨ıve implementations. Our experiments
show that we can select comparisons from a dataset
involving more than 108 comparison pairs, each com-
prising 400-dimensional features, in less than an hour;
a na¨ıve implementation takes more than 10 days.
The remainder of this paper is organized as follows.
We discuss related work in Section 2. Our problem
formulation and our accelerated greedy algorithm can
be found in Sections 3 and 4, respectively. We discuss
our accelerated lazy greedy algorithms in Sec. 5, and
present our numerical evaluations in Section 6. Finally,
we conclude in Section 7.
2 Related Work
Integrating classification and pairwise comparison labels
has received considerable attention recently [2, 20–22].
Integrating regression labels with ranking information
was proposed in [2] as a means to improve regression
outcomes in label-imbalanced datasets, and similar ap-
proaches have been used to incorporate both “point-
wise” and “pairwise” labels in image classification tasks
[20, 22]. Penalties used in this literature are variants
of the MAP estimation we describe in Sec. 3, and are
directly related to our Bradley-Terry generative model.
None of these works however deal with the problem of
how to collect pairwise comparison labels.
Experimental design (a.k.a. batch active learning)
is classic [12]. Mutual information is a a commonly
used objective [23, 24], which is monotone submodular
under certain conditions [25]. Applying this objective
to our generative model retains submodularity but, as
in other settings [26], both (a) computing the posterior
of the model, as well as (b) evaluating the function
Table 1: Summary of Notation
N, R, S+ sets of naturals, reals, and positive definite matrices
N number of samples in dataset
d sample dimension (i.e., number of features)
N dataset of samples
i, j sample indices in N
C set of pairwise comparisons
A the initial set with absolute labels
K number of comparisons to be collected
S subset of C to be collected
λ regularization parameter in R+
xi feature vector of sample i in Rd
xi,j xi − xj
X matrix of feature vectors xi, i ∈ N
A matrix used in D-optimality criterion, given by (3.6)
f submodular objective
yi absolute label of sample i
yi,j comparison outcome between i and j
si Bradley-Terry score for sample i
β parameter vector/model in Rd
Ω abstract set in submodular maximization (for us, Ω = C)
e abstract element in Ω (for us, e = (i, j) ∈ C)
xe xi − xj , where e = (i, j)
∆(e|S) marginal gain f(S ∪ e)− f(S)
de proxy for marginal gain of element e
U Cholesky factor of matrix A−1 = UTU
zi vectors used in Factorization Greedy, equal to Uxi
v auxiliary vector used in Scalar Greedy
when having access to this posterior, are intractable.
Many natural objectives are submodular, and are thus
amenable to approximation via the greedy algorithm by
Nemhauser et al. [13]; indeed, submodularity arises in a
broad array of active learning problems [27,28].
Our setting is closest to–and motivated by–work by
a series of papers that study experimental design in the
context of comparisons. Jamieson and Nowak [29] as-
sume the existence of a total ordering, and which is
learned in the absence of features. Grasshof et al. [30]
and Glickman et al. [31] study experimental design on
the Bradley-Terry model, again without features. They
use D-Optimal design and KL-divergence as optimiza-
tion objectives, respectively. Closer to our setting, Guo
et al. [5] study four different submodular experimental
design objectives, including D-optimality, Mutual Infor-
mation, Information Entropy, and Fisher Information,
in the high-dimensional setting. The authors establish
experimentally that Mutual Information performs best,
but is intractable, while D-optimality is a close second.
Guo et al. implement only the na¨ıve greedy algorithm,
whose complexity is O(N2d2K), and do not exploit the
underlying structure of the problem to accelerate the al-
gorithm; this limits their experiments to datasets with
no more than 104 comparisons. We depart in identifying
ways to exploit this structure to drastically accelerate
the greedy algorithm, enabling us to solve problems with
108 comparisons in less than an hour.
3 Problem Formulation
Consider a setting in which data samples are labeled by
an expert. Given a sample to label, the expert produces
a binary absolute label, indicating the sample’s class.
Given two different samples, the expert produces a com-
parison label. Comparison labels are also binary and in-
dicate precedence with respect to the classification out-
come. For example, for a medical diagnosis problem,
absolute labels indicate the existence of disease, while
comparison labels indicate the relative severity between
two samples. An experimenter has access to noisy ab-
solute labels generated by this expert. At the same
time, the experimenter wishes to augment the dataset
by adding comparison labels. As comparison labels are
numerous (quadratic in the dataset size) and their ac-
quisition is time-consuming, the experimenter collects
only a subset of all possible comparison labels.
Formally, the experimenter has access toN samples,
indexed by i ∈ N ≡ {1, . . . , N}. Every sample has a
feature vector xi ∈ Rd, known to the experimenter; we
denote by X = [xi]i∈N ∈ Rn×d the matrix of feature
vectors. For some set A ⊆ N , the experimenter has
access to binary absolute labels yi ∈ {+1,−1}, i ∈ A,
generated by the expert. We define C ≡ {(i, j) : i, j ∈
N , i < j} to be the set of possible pairwise comparisons.
3.1 Experimental Design. The experimenter
wishes to augment the existing dataset of absolute
labels by adding comparison labels yi,j ∈ {+1,−1},
where (i, j) ∈ C. It is expensive and time consuming
to collect all |C| = N(N−1)2 comparison labels. The
experimenter thus collects K labels from a subset
S ⊆ C, where |S| = K. To determine the optimal such
set S∗, the experimenter solves:
Maximize f(S)− f(∅),
subj. to S ⊆ C, |S| = K.(3.1)
where objective f : 2|C| → R captures how informative
samples in S are. We use the objective:
f(S) = log det(λId+
∑
i∈A
xix
T
i +
∑
(i,j)∈S
xi,jx
T
i,j)(3.2)
where xi,j = xi − xj , λ > 0 is a positive value,
and Id ∈ Rd×d is the d-dimensional identity matrix.
As above, sets A and S represent the set of absolute
labels observed already and the set of comparisons to
be collected, respectively.
Objective (3.2) is motivated by D-optimal de-
sign [11], assuming a Bradley-Terry generative model
for comparison labels [32]. In particular, (3.2) is the
negative log entropy of a linear model learned under
Gaussian noise [11], and has been observed to have ex-
cellent performance as an experimental design objective
compared to a broad array of competitors, including
Mutual Information and Fisher Information [5,33]. Be-
fore elaborating on how to solve (3.1), we briefly discuss
how (3.2) arises under the Bradley-Terry model below.
3.2 D-Optimal Design Under the Bradley-
Terry Model. Assume that absolute and comparison
labels are generated according to the following proba-
bilistic model. First, there exists a parameter vector
β ∈ Rd, sampled from a Gaussian prior N(0, σ2I), such
that for all i ∈ N and all (i, j) ∈ C the absolute labels yi
and comparison labels yi,j are independent conditioned
on β. Second, the conditional distribution of yi given
xi and β is given by a logistic model, i.e.,
P(yi = +1|xi,β) = 11+exp(−βTxi) , i ∈ N .(3.3)
Finally, the conditional distribution of yi,j given xi,xj
and β is given by the following Bradley-Terry model
[32]: every sample i ∈ N is associated with a parameter
s(xi,β) = exp(β
Txi) ∈ R+ such that, for all (i, j) ∈ C,
P(yi,j=+1|xi,xj ,β) = s(xi,β)s(xi,β)+s(xj ,β)(3.4)
Intuitively, score s(x,β) captures the propensity of
input x to receive a positive absolute label, as well as
to be selected when compared to other objects.
The advantage of the generative model (3.3)-(3.4)
is that it leads to a tractable Maximum A-Posteriori
(MAP) estimation procedure for learning β. Indeed,
after collecting both absolute and comparison labels,
the experimenter learns β by minimizing the following
negative log-likelihood loss function:
L(β;A,S) =λ||β||22 +
∑
i∈A log(1 + e
−yiβTxi)
+
∑
(i,j)∈S log(1 + e
−yi,jβT (xi−xj)),
(3.5)
where the coefficient λ equals 1/σ2. The loss L(β;A,S)
is convex in β; in fact, it can be seen as a special form of
logistic regression, in which the covariates of comparison
labels yi,j are given precisely by xi,j = xi − xj . Matrix
A(S) = λId +
∑
i∈A xix
T
i +
∑
(i,j)∈S xi,jx
T
i,j(3.6)
used in our objective (3.2) is the Fisher information
matrix resulting from (3.5), when the underlying logistic
regression is approximated by a linear regression.
3.3 Greedy Optimization. Unfortunately, prob-
lem (3.1) is NP hard both for the D-optimality objec-
tive (3.2) as well as for many other objective functions
of interest [5, 25, 27]. However, we can produce an ap-
proximation algorithm using the theory of submodu-
lar functions. A set function f : 2Ω → R is submodu-
lar if f(T ∪ {z}) − f(T ) > f(D ∪ {z}) − f(D) for all
Algorithm 1 Greedy Algorithm
1: procedure Greedy(f,Ω)
2: PreProcessing( )
3: while |S| < K do
4: e∗ = FindMax(S)
5: UpdateS(S, e∗)
6: end while
7: return S
8: end procedure
1: procedure PreProcessing( )
2: Set S = ∅
3: end procedure
1: procedure FindMax(S)
2: return e∗ = argmax
e∈Ω\S
∆(e|S) . ∆(e|S) given by (3.8).
3: end procedure
1: procedure UpdateS(S, e∗)
2: Set S = S ∪ e∗
3: end procedure
T ⊆ D ⊆ Ω and z ∈ Ω. Function f is called monotone
if f(D ∪ {z})− f(D) > 0 for all D ⊆ Ω and z ∈ Ω. The
greedy algorithm, summarized in Alg. 1, solves problem
Maximize f(S),
s.t. |S| 6 K,S ⊆ Ω,(3.7)
where f is monotone submodular over set Ω. Starting
from S = ∅, the algorithm iteratively adds the element e
to the present set S that maximizes the marginal gain:
∆(e|S) = f(S ∪ e)− f(S),(3.8)
among all elements e ∈ Ω \ S; this is repeated until
|S| = K. The following guarantee holds:
Theorem 3.1. Nemhauser et al. [13] If f is monotone
submodular, the set S returned by Alg. 1 satisfies:
f(S) − f(∅) > (1 − 1/e)(f(S∗) − f(∅)), where S∗ is
the optimal solution to Eq. (3.7).
Objective (3.2) is indeed monotone submodular.
However, set Ω = C is quadratic in the number of inputs
N . This is prohibitive for large datasets, particularly
when marginal gains ∆(e|S) are themselves expensive to
compute. As described in the next section, for f given
by (3.2), each marginal gain computation is O(d2); this
motivates us to accelerate Alg. 1.
4 Accelerating The Greedy Algorithm
In this section, we describe how to accelerate the greedy
algorithm, improving its complexity from O(N2d2K)
to O(N2(d + K) + N(dK + d2) + Kd2). In doing
so, we exploit the inherent structure of set Ω = C,
namely, that it comprises pairwise comparisons. When
N  d + K, the dominant term is O(N2(d + K));
constants in this term amount to the time to compute 1
scalar multiplication and 1 scalar addition; as such, the
algorithm scales very well in practice (see Sec. 6).
Before presenting our accelerated method, we first
review a na¨ıve implementation (Na¨ıve Greedy) of Alg. 1
Algorithm 2 Na¨ıve Greedy
Na¨ıve greedy algorithm, as described in Sec. 4.1. The main Greedy
procedure is the same as in Alg. 1.
1: procedure Preprocessing(X)
2: Compute A−10 = (λId +
∑
i∈A
xix
T
i )
−1; Set A−1 = A−10 ; Set
S = ∅
3: end procedure
1: procedure FindMax(S)
2: Compute de = xeA
−1xe for e ∈ C \ S
3: return e∗ = argmax
e∈C\S
de
4: end procedure
1: procedure UpdateS(S, e∗)
2: Set S = S ∪ e∗; Set A−1 = A−1 − A
−1xe∗xTe∗A
−1
1+xT
e∗A
−1xe∗
3: end procedure
applied to our problem (3.1). We also construct an
intermediate algorithm (Factorization Greedy), with
slightly improved complexity (O(Nd2K +N2dK)) over
Na¨ıve Greedy. Finally, we present our fastest algorithm
(Scalar Greedy), that attains the aforementioned guar-
antee. We present Factorization Greedy both for the
sake of clarity, but also because its lazy implementa-
tion, presented in Section 5, has advantages over the
corresponding Scalar Greedy algorithm. All algorithms
receive the sample feature matrix X ∈ Rn×d as input.
4.1 Na¨ıve Greedy. Our first “na¨ıve” implementa-
tion slightly improves upon the abstract greedy al-
gorithm (Alg. 1), which operates on the value or-
acle model, by (a) computing a simpler version of
gains ∆(e|S), and (b) speeding-up matrix inversion via
the Sherman-Morisson formula [15]. For f given by
Eq. (3.2), by the matrix determinant lemma [34]:
∆(e|S) = log(1 + xTeA−1xe),(4.9)
where A = A(S) ≡ (λId+
∑
i∈A xix
T
i +
∑
e∈S xex
T
e ) ∈
Sd+ and xe = xi,j = xi−xj for all e ≡ (i, j) ∈ C \S. As
log(1 + s) is monotone in s, to implement FindMax in
Alg. 1, it suffices to compute the maximum among
de = de(S) ≡ xTeA−1xe, e = (i, j) ∈ C \ S.(4.10)
We call de, e ∈ C, the proxy marginal gain. We further
reduce computation costs using the fact that
A−1(S ∪ e∗) = A−1(S)− A−1(S)xe∗xTe∗A−1(S)
1+xT
e∗A
−1(S)xe∗
,(4.11)
by the Sherman Morrison formula [15]. These two
observations lead to the implementation of the na¨ıve
greedy algorithm presented in Alg. 2. The algorithm
uses the same main Greedy procedure as Alg. 1. In
preprocessing, we initialize matrix A−1. At each itera-
tion, we find element e∗ that maximizes de rather than
∆(e|S), and subsequently update A−1 via (4.11).
Algorithm 3 Factorization Greedy
Factorization greedy algorithm, as described in Sec. 4.2. The main
Greedy procedure is the same as in Alg. 1, while the PreProcessing
and UpdateS are the same as Alg. 2.
1: procedure FindMax(S)
2: Factorize the matrix A−1 into A−1 = UTU by Cholesky
factorization.
3: Compute and save zi = Uxi for all i ∈ N .
4: Compute and save de = ||zi − zj ||22 for all e ∈ C \ S.
5: return e∗ = argmax
e∈C\S
de
6: end procedure
Inverting matrix A0 has complexity
1 O(d2.37),
though for small A the Sherman-Morisson formula can
be used again to reduce this to O(d2|A|). Computing
de and updating A
−1 via the Sherman Morrison for-
mula have complexity O(d2). Hence, Alg. 2 has a total
complexity O(N2d2K), which scales poorly for high N
and d. Note that the O(d2.37) term in pre-processing is
dominated by higher order terms and therefore ignored;
this holds for all algorithms in this section.
4.2 Factorization Greedy. Na¨ıve Greedy requires
O(N2d2) operations per iteration. To avoid this, we
exploit the pairwise comparison structure of xe = xi −
xj , for e = (i, j) ∈ C. Note that positive definite matrix
A−1 can be factorized into A−1 = UTU by Cholesky
factorization , where matrix U is an upper triangular
matrix. Then, de satisfies:
de = x
T
eA
−1xe = ||Uxe||22 = ||Uxi −Uxj ||22.(4.12)
This gives rise to the following algorithm, summarized
in Alg. 3. PreProcessing and UpdateS are as in
the Na¨ıve Greedy algorithm (Alg. 2). For FindMax,
in each iteration, we first factorize the matrix A−1 into
UTU and calculate and save zi = Uxi for all i ∈ N .
Then we calculate de via Eq. (4.12) for all e ∈ C \ S,
and return the maximal element. Cholesky factorization
has O(d2.37) complexity [35]. Computing Uxi for all
i ∈ N involves O(Nd2) computations, while computing
all de, e ∈ C \ S, via Eq. (4.12) requires O(N2d)
computations. Hence, the complexity of FindMax in
Alg. 3 is O(Nd2 + N2d), and the entire Factorization
Greedy algorithm has complexity O(Nd2K +N2dK).
4.3 Scalar Greedy. In both previous algorithms, de
is computed from scratch, not taking advantage of the
previous iteration’s computation. Let de, d
′
e be the
values of the (proxy) marginal gain for e at iterations
k and k + 1, respectively. By the Sherman Morrison
formula:
(4.13) d
′
e = de − xTe A
−1xe∗xTe∗A
−1
1+xT
e∗A
−1xe∗
xe = de − (xTe v)2,
1As matrix inversion has the same complexity as matrix
multiplication.
Algorithm 4 Scalar Greedy
Scalar greedy algorithm, as described in Sec. 4.3. The main Greedy
procedure is the same as in Alg. 1.
1: procedure Preprocessing(X)
2: Compute A−10 = (λId +
∑
i∈A
xix
T
i )
−1; Set A−1 = A−10 ; Set
S = ∅.
3: Compute U: factorize the matrix A−10 into U
TU by Cholesky
factorization.
4: Compute and save zi = Uxi for all i ∈ N .
5: Compute and save de = ||zi − zj ||22 for all e ∈ C.
6: end procedure
1: procedure FindMax(S)
2: return e∗ = argmax
e∈C\S
de
3: end procedure
1: procedure UpdateS(S, e∗)
2: S = S ∪ e∗
3: Compute v =
A−1xe∗√
1+xT
e∗A
−1xe∗
.
4: Compute and save zi = v
Txi for all i ∈ N .
5: Compute and save de = de − (zi − zj)2 for all e ∈ C \ S.
6: A−1 = A−1 − vvT .
7: end procedure
where v ≡ A−1xe∗√
1+xT
e∗A
−1xe∗
. Exploiting the pairwise
structure xe = xi − xj , we get:
d
′
e = de − (zi − zj)2, e = (i, j) ∈ Ω \ S,(4.14)
where zi ≡ vTxi. This gives rise to our final
greedy implementation, summarized in Alg. 4. In
PreProcessing, we factorize matrix A−1 into A−1 =
UTU and calculate de for all e ∈ C via Eq. (4.12). In
UpdateS, we compute vector v and scalars zi = v
Txi
for all i ∈ N . Then we update every de through Eq.
(4.14), and A−1 via Eq. (4.11), using v again.
Preprocessing requires O(d2.37) time for the matrix
inversion and Cholesky factorization, O(Nd2) for com-
puting all zi, i ∈ N , and O(N2d) for computing all de,
e ∈ C. Computing v and updating A−1 via the Sherman
Morrison formula have complexity O(d2) for one itera-
tion. Computing vTxi, for all i ∈ N involves O(Nd)
computations, while updating de, for all e ∈ Ω \ S via
Eq. (4.14) requires O(N2) scalar computations. Hence,
the total complexity is O(N2(K + d) + N(dK + d2) +
d2K). The O(N2(K+d)) term, due to the computation
of de, e ∈ C in preprocessing and at each iteration, dom-
inates the rest when N  K, d. The constant in this
term thus involves only the time to perform 1 scalar sub-
traction and 1 scalar multiplication; as such, it remains
tractable even for large datasets.
5 Accelerating the Lazy Greedy Algorithm
The lazy greedy algorithm [16, 36, 37] is a well-known
variant of the standard greedy algorithm; it reduces
execution time by avoiding the computation of all
|Ω \ S| marginal gains ∆(e|S) at each iteration. This
is accomplished via a “lazy” evaluation of each inner
loop in FindMax in Alg. 1; though no bounds exist on
the worst-case amortized complexity of lazy greedy, it
performs quite well in practice [28,38].
We employ the same optimizations we describe in
Sec. 4 to also accelerate the lazy greedy algorithm.
Each of the three accelerations we mentioned in the
previous section yield corresponding “lazy” versions,
namely Na¨ıve Lazy Greedy, Factorization Lazy Greedy,
and Scalar Lazy Greedy, respectively. A full description
of these three versions is in Appendix A .
In the latter two cases (Factorization and Scalar
Lazy Greedy), an additional form of accelaration can
be used. Due to lazy evaluation, not all quantities such
as, e.g., zi (in Line 3 of Alg. 3 and Line 4 of Alg. 4)
are used throughout an iteration. Such quantities can
either be pre-computed at each iteration, or computed
on the spot, as needed. Though the latter appears
to be a faster approach, in practice, it is not always
the case: pre-computation can be faster, as matrix-
vector multiplication is more efficient than for-loops in
many languages. As discussed in Sec. 6, we implement
both variants in python, and refer to them as with-
precomputation and with-memoization, respectively.
6 Evaluation
We use synthetic and real datasets to evaluate the
performance of different greedy and lazy greedy algo-
rithms.2 We evaluate these algorithms both in terms of
execution time and classification performance w.r.t. ac-
curacy of predictions, after labels are collected.
6.1 Evaluation Setup. We begin by describing our
evaluation setup.
Datasets. In our synthetic dataset, the absolute
feature vectors xi ∈ Rd, i ∈ N , are sampled from a
Gaussian distribution N(0, σxId) with feature dimension
d ranging from 20 to 400 and dataset size N ranging
from 500 to 15000. We also sample a parameter
vector β˜ from Gaussian distribution N(0, σβId). We
generate absolute labels yi, i ∈ N , using Eq. (3.3)
with β = β˜/Ca, where Ca is a positive scalar. Finally,
we generate |C| comparison labels via Eq. (3.4), with
β = β˜. Parameter Ca allows us to control the relative
noise ratio between absolute and comparison labels; we
set it to Ca = 1.2 in our experiments.
We also use seven real-life datasets, summarized in
Fig. 1(a). The first four (ROP, Sushi, Netflix, Camra)
contain comparison labels; the remaining (ROP5K,
SIFT, and Microsoft URL) do not, and are used only
for measuring the execution time of our algorithms. A
detailed description of all datasets is in Appendix B.
Algorithms. We implement eight greedy algorithms:
2 Our code is publicly available at: https://github.com/neu-spiral/AcceleratedExperimentalDesign
Na¨ıve Greedy (NG), Factorization Greedy (FG), Scalar
Greedy (SG), Na¨ıve Lazy Greedy (NL), Factorization
Lazy Greedy with Pre-Computation (FLP), Factoriza-
tion Lazy Greedy with Memoization (FLM), Scalar
Lazy Greedy with Pre-Computation (SLP), and Scalar
Lazy Greedy with Memoization (SLM). In each dataset,
we set λ in (3.2) to about 10−5 the average norm of fea-
ture vectors (see Fig 1(a)).
We also implement the greedy algorithm with Mu-
tual Information (Mut), Fisher Information (Fisher),
and Entropy (Ent) objectives, as described in [5] (also
reviewed in Appendix C). Finally, we implement a Ran-
dom (Ran) baseline method, in which the set S is se-
lected uniformly at random from Ctrn.
Experiment Setup. In each experiment, we parti-
tion the dataset N into three datasets: a training set
Ntrn, a test set Ntst, and a validation set Nval. Wher-
ever available, we denote by Ctrn ⊂ C the corresponding
comparison set restricted to pairs of objects in Ntrn.
We select a random subset A from Ntrn whose absolute
labels yi, i ∈ A are presumed revealed to the experi-
menter. Then we use our greedy algorithms to select
S ⊂ Ctrn, |S| = K. We record the running time tK of
each algorithm for different values of K ∈ N executed
on the training set. For synthetic data, we repeat each
experiment 150 times, each time with a different ran-
domly generated dataset; we report average tk values,
as well as standard deviations. For real datasets in-
cluding absolute labels (ROP, Sushi, Netflix, Camra),
we also repeat experiments 150 times, each time with a
different randomly selected set A.
For both synthetic and real datasets for which we
have comparison labels (ROP, Sushi, Netflix, Camra),
we collect the K comparison labels from S and train
a model β ∈ Rd using the labels in A and S via
MAP estimation (3.5), and predict both comparison and
absolute labels in the test set. In doing so, we select the
parameter λ in (3.5) as the value that maximizes AUC
on the validation set. Especially, for ROP, we measure
the performance w.r.t. the reference standard diagnosis
(RSD) label prediction rather than absolute labels, even
though the model is trained on (noisier) absolute labels.
For each dataset, we perform cross validation, repeating
the partition to training and test datasets and keeping
the validation set fixed. To produce confidence intervals,
each 4-fold cross validation is repeated 150 times, i.e.,
over 150 different random data shuffles (for the Netflix
dataset, the experiment is executed for 150 users).
6.2 Execution Time Performance. We first study
the execution time in terms of N , d, and K.
Dependence on N . In Fig. 2 we plot the running time
as a function of the data size N for synthetic datasets.
Dataset N d |A| |C| |Ctrn| Tn(s) Aab Aac λ
ROP 100 156 30 4950 1770 6.30 0.938 0.858 0.0001
Sushi 100 20 15 4821 1560–1762 0.878 0.932 0.682 0.0001
Netflix 833–1198 30 20 180K–540K 160K–450K 88.4 0.811 0.871 0.0001
CAMRa 896–3300 10 20 400K–5M 400K-5M 459 0.77 0.79 0.0001
SIFT 3000 128 30 4.5M 4.5M 12K N/A N/A 0.001
ROP5K 3000 143 30 4.5M 4.5M 14K N/A N/A 0.0001
MSLR 325-996 134 30 52K–500K 52K–500K 252 N/A N/A 0.0001
(a) Dataset Summary
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Figure 1: (a) Summary of real datasets. Columns N , d, |A|, and |C| indicate the number of samples, the dimension, the number of absolute
labels, and the number of comparisons, respectively. Column |Ctrn| is size of train comparison set, while Tn is the execution time under NG
for S ⊆ Ctrn, |S| = 200. Columns Aab, Aac, indicate the test set AUC of absolute and comparison labels, respectively, when S = Ctrn; we
report these only for datasets for which we have comparisons. Finally, λ is the positive value in Eq. (3.2). For Netflix and Camra, we indicate
value ranges across 150 users as appropriate; for MSLR, we report ranges for 150 queries. (b) Scalability of Lazy Greedy Algorithm. Time
execution result for large synthetic dataset with N = 15000, d = 400, and |C| = 1.125× 108.
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Figure 2: Average execution time for synthetic data under different
sample sizes N , with feature dimension d = 400 and K set to K = 50
in subfigure (a) and K = 200 in subfigure (b).
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Figure 3: Average execution time for synthetic data under different
feature dimensions d, with sample size N = 3000 and K set to K = 50
in subfigure (a) and K = 200 in subfigure (b).
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Figure 4: Average execution time as a function of K on synthetic data
with N = 5000 for three lazy greedy algorithms.
The quadratic–O(N2)–scaling of all algorithms is clearly
evident, although the actual execution time varies dras-
ROP Netflix Sushi Camra ROP5K SIFT MSLR 10
3
10 2
10 1
100
No
rm
al
ize
d 
Ti
m
e
FG SG NL FLP FLM SLP SLM
Figure 5: Execution time for different datasets and different algo-
rithms, normalized by NG execution time (see col. Tn(s) in Fig. 1(a)).
tically between different algorithms. Both FG and SG
improve upon NG by almost two orders of magnitude.
Lazy algorithms improve over NG by as much as 3 or-
ders of magnitude when K = 50. However, scalar lazy
greedy with memoization (SLM) performs similarly to
FG and SG when K = 200, even worse than NL.
Almost universally, pre-processing versions (FLP
and SLP) outperform the corresponding memoized ver-
sions of the lazy algorithms (FLM and SLM). This is
because pre-computation involves a matrix-vector mul-
tiplication: in python’s NumPy library this is performed
in C language, and is more efficient than the python for-
loop inherent in memoization. This negates any benefit
of computing only the values needed via memoization.
Finally, SLP is the best performer when K = 50, while
FLP outperforms it for large N when K = 200.
Dependence on d. Fig. 3 shows performance over
synthetic datasets as a function of dimension d. The
advantage of FG and SG over the na¨ıve algorithm
(NG) is clearly evident: the latter grows super-linearly
in d. In contrast, the effect of d on FG is linear,
while on SG it is almost imperceptible. A striking
difference in behavior is observed in the lazy greedy
algorithms, that are very sensitive to d. Indeed, these
algorithms perform poorly in lower dimensions, with the
gap between performance for low to high dimensions
being sometimes close to two orders of magnitude. This
is because, for high d, there is are many new dimensions
to discover; as a result, almost maximal elements in the
heap remain almost maximal in subsequent iterations,
leading to early loop terminations. In contrast, in low
d, maximality changes drastically between iterations,
leading to full loop executions.
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Figure 6: Test set AUC and execution time for ROP dataset, when
comparisons samples are selected via D-optimal, Fisher, Entropy and
Random and Mutual Information. The classifier is trained via MAP
(3.5) on the training set. The left top figure is the test AUC for
RSD label, the left bottom figure is the test AUC for comparison
labels. The right figure is the execution time for different algorithms.
For the D-optimal objective, we record the execution time for Naive
Greedy, Factorization Lazy and Scalar Lazy Greedy Algorithm. We
only execute Mutual Information for K ≤ 12.
Dependence on K. We further explore this phe-
nomenon in Fig. 4, that shows the dependence of lazy
algorithm on K. We observe a ‘jump’ in execution time,
indicating an expensive loop execution that contributes
highly to the execution cost. The smaller d is, the earlier
this jump is observed.
Scalability. All in all, we observe that our accelera-
tions, on both standard and lazy greedy algorithms, can
significantly reduce the execution time of experimental
design. In Fig. 1(b), we illustrate this by running the
accelerated lazy algorithms for a large synthetic dataset
with N = 15000 and d = 400, containing more than 108
comparison pairs. The running time of Na¨ıve Greedy
(NG) on this dataset exceeds 10 days. As seen in Fig. 1,
the running time can be shortened to less than 1 hour
under the Factorization Lazy (FLP) algorithm. We also
observe that SLM performs worse than NL, while SLP
outperforms NL, again due to the advantage of matrix-
vector multiplications over python for-loops.
Time Performance Evaluation on Real Datasets.
Experiments on the seven real datasets further corrob-
orate observations made over synthetic data. Fig. 5
shows the execution time normalized by the execu-
tion time of NG for each dataset (see column Tn(s)
in Fig. 1(a)). All algorithms yield an improvement.
Lazy greedy algorithms perform well overall, but for the
Sushi, CAMRa, and Netflix datasets, this improvement
is diminished due to their low dimension d. The highest
improvement in all algorithms compared to NG is ob-
served in the largest of our datasets, ROP5K, where FG
and SG yield an improvement of 1 order of magnitude,
while SLP performs exceedingly well, leading to an im-
provement of 2 orders of magnitude over NG. Overall,
FLP consistently improves performance over NL.
6.3 Prediction Performance All 8 algorithms us-
ing D-Optimality as an objective produce the same se-
lected set S (namely, the one determined by the greedy
algorithm). We give some intuition of the quality of
the model learned via MAP estimation (3.5) in compar-
ison to competitors. This selection has been known to
outperform competitors such as Fisher Information and
Entropy objectives [5]. For the sake of completeness,
we show in Fig. 6 the prediction quality of the resulting
trained model w.r.t AUC of both absolute and compar-
ison labels over the test set, on the ROP dataset. Re-
maining datasets for which we have comparison labels
(Sushi, Netflix, and Camra) are shown in Appendix D.
In all cases, estimators learned over labels collected by
the greedy algorithm significantly outperform random
selection. Fisher Information and Mutual Information
are sometimes better, but are also exceedingly time con-
suming, between 102−103 times slower than D-optimal
NG. Finally, Entropy is fast, but the prediction perfor-
mance is not as good as under NG.
We observe similar performance in the remaining
datasets, shown in Appendix D. For the Netflix and
Camra datasets, we can only scale Mutual Information
and Fisher Information to K ≤ 10, as their complexity
is O(N22K) and O(N4K), respectively. In the Sushi
and Netflix dataset, the best AUC comes from the D-
optimal design algorithm. For the ROP dataset, the
D-optimal and Fisher information outperform random
for all batch sizes. For the Camra dataset, as d = 10, the
D-optimal design algorithm outperforms Random only
when the batch size is less than 100. Finally, Entropy
is time efficient but has worse accuracy than all other
methods. Our D-optimal Na¨ıve Greedy and its variants
have good accuracy and are time-efficient; accelarated
methods FLP and SLP are even faster than Entropy.
7 Conclusion
We have shown that experimental design for pairwise
comparisons under the D-optimality criterion can be
significantly accelerated by exploiting the underlying
geometry of pairwise comparisons. Given the prevalence
of submodularity in batch active learning objectives, it
would be interesting to identify methods through which
these results could extend to other objectives of interest.
These include objectives that are structurally similar
(such as A-optimality or E-optimality [11]), as well as
objectives like mutual information, for which even the
function value oracle is not tractable.
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A Accelerating the Lazy Greedy Algorithm
Algorithm 5 Lazy Greedy Algorithm
Lazy Greedy Algorithm, as described in Sec. 5. The main Greedy
procedure, as well as UpdateS, are the same as in Alg. 1. Tuples are
ordered lexicographically.
1: procedure PreProcessing(X)
2: For all e ∈ Ω, insert tuples (∆(e|∅), e) into heap H; Set S = ∅.
3: end procedure
1: procedure FindMax(S)
2: while True do
3: (∆old, e) =H.PopMax()
4: Set ∆ = UpdateMarginal(e, S)
5: (∆′, e′) = H.Max()
6: if ∆ ≥ ∆′ then return e
7: else
8: H.Insert
(
(∆, e)
)
9: end if
10: end while
11: end procedure
1: procedure UpdateMarginal(e, S)
2: return ∆(e|S)
3: end procedure
We can employ the same optimizations we describe
in Sec. 4 to also accelerate the lazy greedy algorithm.
Before describing these optimizations, we briefly review
the algorithm below. Intuitively, the lazy greedy algo-
rithm exploits the following fact: by submodularity, for
any sets S ′ ⊆ S ⊆ Ω and any e ∈ Ω we have that
∆(e|S) ≤ ∆(e|S ′). Every iteration of the greedy algo-
rithm produces a set S that is a superset of the se-
lected sets S ′ at all previous iterations. As a result,
marginal gains ∆(e|S ′) at any previous iteration serve
as upper bounds on marginal gains ∆(e|S) in the cur-
rent iteration. Thus, to discover e∗, it suffices to find
an element whose current marginal ∆(e|S) exceeds all
past marginal gains: if such an e is found, the loop can
terminate early.
The above observation leads to the lazy greedy
algorithm in Alg. 5. Past marginal gains are stored
in a heap3 [39]. To find e∗, the algorithm pops the
maximal element e from the heap, and computes its
present marginal gain ∆(e|S). If this exceeds the gain
of the (next) maximal element in the heap, then e is e∗:
this is because all values in the heap are upper bounds
on the true marginal gains. The loop can thus return
e and terminate early. Otherwise, e is placed back in
the heap with its (updated) ∆(e|S), and the process
repeats.
Under the value oracle model, the complexity of the
lazy greedy algorithm is in fact worse than the stan-
dard greedy algorithm: the worst-case cost of an itera-
3Recall that a heap is a data structure that supports three
operations: Insert(), that adds an element from an ordered
set; PopMax(), that removes and returns the maximum element
in the heap; and Max(), that returns the maximum element
(without removing it). For a heap of size n, these operations
have complexity O(logn), O(logn), and O(1), respectively.
tion is O(|Ω| log |Ω|), due to heap operations. Though
no amortized complexity results are known, in practice
loops often terminate early; this leads to a significant
computational improvement in a broad array of prob-
lems [40–43] and motivates us to apply our accelerations
to lazy greedy as well. We now describe how the accel-
erations we presented in Sec. 4 can be incorporated in
the lazy greedy algorithm.
Algorithm 6 Na¨ıve Lazy Greedy Algorithm
Na¨ıve Lazy Algorithm, as described in Sec. 5. The main Greedy
procedure, as well as UpdateS and FindMax are the same as in Alg. 5.
1: procedure PreProcessing(X)
2: Compute A−10 = (λId +
∑
i∈A
xix
T
i )
−1; Set A−1 = A−10
3: For all e ∈ Ω, insert tuples (xTe A−1xe, e) into heap H; SetS = ∅.
4: end procedure
1: procedure UpdateMarginal(e, S)
2: return xTe A
−1xe
3: end procedure
Na¨ıve Lazy Greedy. To begin with, we can exploit
the same simple improvements we described in Sec. 4.1:
rather than storing the marginal gains ∆(e|S), the–
simpler to compute–quantities de, given by (4.10), can
be stored in the heap instead. Matrix A−1, can again
be updated via the Sherman-Morisson formula (4.11).
Both are straightforward to implement; see Alg. 6 for
pseudocode.
Factorization Lazy Greedy. As in Sec. 4.2, prior to
the loop in FindMax that locates the maximal element,
the matrix A−1 can be factorized as A−1 = UTU
via Cholesky factorization. Again, vectors zi = Uxi,
i ∈ N , can be pre-computed and used in subsequent
computations of quantities de as needed. In theory,
as the loop may terminate early, it is best to not
precompute a vector zi, i ∈ N , but only compute it
the first time some e = (i, j) ∈ C, is popped from the
heap, and the computation of de requires it. Once a zi,
i ∈ N has been computed thusly, it can be re-used again
in subsequent comparison pairs (i, j′) ∈ C that require
it. We call this algorithm Factorization-Lazy-Greedy
with Memoization, as zi computations are memoized
(i.e., computed as needed and saved to be used later).
In practice (see Sec. 6), pre-computing all zi, i ∈ N ,
even if they are not all used in the subsequent lazy
loop evaluation, and paying the corresponding O(Nd2)
cost may be faster when matrix-vector multiplications
are optimized; we call this algorithm Factorization Lazy
Greedy with Pre-Computation. We elaborate on this
in Sec. 6, where we implement both versions of the
algorithm.
Factorization Lazy Greedy is shown in pseudocode
in Alg. 7; we provide only pseudocode for the pre-
computed version. In particular, we pre-compute and
Algorithm 7 Factorization Lazy Greedy Algorithm
Factorization Lazy Algorithm, as described in Sec. 5. The main
Greedy procedure, as well as FindMax, are the same as in Alg. 5.
1: procedure PreProcessing(X)
2: Compute A−10 = (λId +
∑
i∈A
xix
T
i )
−1; Set A−1 = A−10 ; Set
S = ∅
3: Factorize the matrix A−1 into A−1 = UTU.
4: Calculate and save zi = Uxi for all i ∈ N .
5: For all e ∈ Ω, insert tuples (||zi − zj ||22, e) into heap H.
6: end procedure
1: procedure UpdateMarginal(e, S)
2: return ||zi − zj ||22
3: end procedure
1: procedure UpdateS(S, e∗)
2: S = S ∪ e∗; A−1 = A−1 − A
−1xe∗xTe∗A
−1
1+xT
e∗A
−1xe∗
3: Factorize the matrix A−1 into A−1 = UTU.
4: Pre-compute and save zi = Uxi for all i ∈ N .
5: end procedure
Algorithm 8 Scalar Lazy Algorithm
Lazy Greedy Algorithm, as described in Sec. 5. The main Greedy
procedure is the same as in Alg. 1.
1: procedure PreProcessing(X)
2: Compute A−10 = (λId +
∑
i∈A
xix
T
i )
−1; Set A−1 = A−10
3: Factorize the matrix A−1 into A−1 = UTU.
4: Calculate and save zi = Uxi for all i ∈ N .
5: For all e ∈ Ω, insert tuples (||zi − zj ||22, 0, e) into heap H.
6: Set S = ∅, k = 0.
7: end procedure
1: procedure FindMax(f,S)
2: while True do
3: (∆old, t, e) = H.PopMax()
4: Set ∆ = UpdateMarginal(∆old, t, e, S)
5: (∆′, t, e′) = H.Max()
6: if ∆ ≥ ∆′ then return e
7: else
8: H.Insert
(
(∆, k, e)
)
9: end if
10: end while
11: end procedure
1: procedure UpdateMarginal(∆old, t, e, S)
2: return ∆old −
∑
t6l<k
(ρl,i − ρl,j)2
3: end procedure
1: procedure UpdateS(S, e∗)
2: Compute and save vk =
A−1xe∗√
1+xT
e∗A
−1xe∗
3: Pre-compute and save ρk,i = v
T
k xi for all i ∈ N .
4: A−1 = A−1 − vvT
5: S = S ∪ e∗
6: k = |S|
7: end procedure
save zi = Uxi for all i ∈ N in line 4 of procedure
UpdateS, paying an O(Nd2) cost per iteration. Not all
such values are used by the Greedy algorithm however,
as a loop may terminate early. In the memoized version,
zi are computed online/as needed at line 2 of procedure
UpdateMarginal, and stored/reused at later calls.
Scalar Lazy Greedy. Finally, as in Sec. 4.3, values
de can be adapted using formula (4.13). Beyond
maintaining and updating the corresponding variables
present in Alg. 4 ( zi = v
Txi, i ∈ N , vector v given by
(4.13), etc.), adapting de via (4.13) poses a challenge in
the context of lazy greedy: this is because the formula
provides the adaptation rule w.r.t. the value de in the
immediately preceding iteration. The values de stored
and retrieved (via a pop) from the heap may have been
computed at an arbitrarily old iteration. Hence, to
construct the (approximate) marginal gain de under the
current set S from a popped value from the heap we may
need to repeatedly apply (4.13) more than once. This
requires to also keep track the iteration at which tuples
are inserted in the heap, so that the appropriate vectors
v can be used to adapt them. We indeed track this
information in Alg. 8.
We note that, as a result, the execution of Up-
dateMarginal may be quite expensive when popped
values of the heap are quite “stale” (i.e., were computed
in very early iterations). Hence, in contrast to the stan-
dard greedy versions of these algorithms, it is not a-
priori obvious that Scalar Lazy Greedy always outper-
forms Factorization Lazy Greedy; we indeed observe the
opposite in our experiments in Sec. 6. Finally, as in Fac-
torization Lazy Greedy, multiplications vTxi can again
either be fully pre-computed at each iteration (paying
the full O(Nd) cost), or memoized and used as neces-
sary. We again implement and evaluate both options in
Sec. 6.
Pseudocode for Scalar Lazy Greedy can be found
in Alg. 8. Again, we provide pseudocode only only for
the version that uses pre-computation. In particular,
quantities ρk,i, for k ∈ {1, . . . ,K}, i ∈ N , are pre-
computed at line 4 of UpdateS; in a memoized version,
they can again be computed online/as needed at line 2
of UpdateMarginal. Note that, in both cases, this
requires computing and saving vectors vk, that can be
used as necessary.
B Real Datasets
We provide here a detailed description of the datasets
we use in our experiments.
ROP Dataset. Our first dataset [1] consists of 100
images of retinas, labeled by experts w.r.t. the presence
of a disease called Retinopathy of Prematurity (ROP).
We represent each image through a vector xi ∈ Rd
where d = 156, using the feature extraction procedure of
[1], comprising statistics of several indices such as blood
vessel curvature, dilation, and tortuosity. Five experts
provide diagnostic labels for all 100 images, categorizing
them as Plus, Preplus and Normal. We convert these
to absolute labels yi ∈ {−1,+1} by mapping Plus and
Preplus as +1 and Normal to −1. Finally, these five
experts also provide |C| = 29705 comparison labels
for 4950 pairs of images in this dataset. Beyond
these labels, we also have Reference Standard Diagnosis
(RSD) labels for each of these images, which are created
via a consensus reached by a committee of 3 experts.
We use these additional labels for testing purposes, as
described below.
ROP5K Dataset. The ROP5K dataset [44] consists of
N = 5000 unlabeled images of retinas. Each image
has a feature dimension d = 143, generated again via
the feature extraction process of [1]. We execute 150
experiments on random samples of size N = 3000 from
this dataset, and report performance averages.
SUSHI Dataset. The SUSHI Preference dataset [45]
consists of rankings of N = 100 sushi food items by 5000
customers. Each customer ranks 10 items according
to her preferences. Each sushi item is associated with
a feature vector xi ∈ Rd where d = 20, consisting
of features such as style, group, heaviness/oiliness in
taste, frequency, and normalized price. We generate
comparison labels as follows. For any pair of items
i, j ∈ N in a customer’s ranked list, if i precedes j
in the list, we set yi,j = +1, otherwise, yi,j = −1.
We also produce absolute labels via the Elo ranking
algorithm [46]. This gives us an individual score for
each item; we convert the individual score to an absolute
label yi ∈ {−1,+1} by setting items above (below) the
median score to +1 (−1).
Netflix Dataset. The Netflix dataset has multiple users
and 17770 movies. We select 150 users who have rated
more than 833 movies. Each movie has a 30-dimensional
vector obtained via matrix factorization [47] over the
entire dataset. We generate binary absolute labels as
follows: if the rate score is above (below) the user mean,
the absolute label is +1 (−1). If the scores between two
movies i and j are different, we generate comparison
label yi,j = +1 if score i is higher than score j, otherwise
we break ties by setting yi,j = −1.
MSLR Dataset. The MSLR-WEB10K dataset [48] has
10000 queries. The datasets consist of 134-dimensional
features such as covered query term number, covered
query term ratio, stream length, inverse document
frequency (IDF), etc. We restrict the dataset to 150
queries submitted more than 325 times.
SIFT dataset. The SIFT10M dataset [49] has often been
used for evaluating the approximate nearest neighbour
search methods. Each data point is a SIFT feature
which is extracted from Caltech-256 by the open source
VLFeat library. The dataset has a total of 11164866
instances and each SIFT feature has a dimensionality of
128. We execute 150 experiments on random samples of
size N = 3000 in this dataset, and report performance
averages.
CAMRa Dataset. The CAMRa dataset [50] has multiple
users and 23893 movies. We select 150 users who have
rated more than 896 movies. Each movie has a 10-
dimensional vector obtained via matrix factorization
over the entire dataset.
C Competitor Methods
We implement the greedy algorithm with the following
objectives (see also [5]):
Mutual Information. Recall that the prior distribu-
tion is β ∼ N (0, σ2Id). The objective function is to
maximize the mutual information between the parame-
ter vector β and selected comparison labels YS , condi-
tioned on the observed absolute labels, i.e:
f1(S) =I(β;YS |YA = yA)
=H(YS |YA = yA)−H(YS |β, YA = yA),
(C.1)
where I(·|YA = yA) denotes the mutual informa-
tion conditioned on the observed absolute labels and
H(·|YA = yA) denotes the entropy conditioned on the
observed absolute labels. We compute the quantities
in Eq. (C.1) using the Bradley-Terry generative model
described in (3.4).
Information Entropy. Recall that given some ob-
served absolute labels yA, we can estimate the parame-
ter vector βˆ by:
βˆ = argmaxβ L(β;A, ∅),(C.2)
where the negative log-likelihood function L(β;A,S)
is given by Eq. (3.5). Under our generative model,
unlabeled samples are independent given βˆ; hence, the
information entropy objective can be written as:
f2(S) = H(YS |β = βˆ) =
∑
a∈SH(Ya|β = βˆ).(C.3)
Assuming that the experimenter estimates the param-
eter vector βˆ, thus we can use information entropy to
measure the unpredictability of YS . This can be seen
as a “point” estimate of the mutual information.
Fisher Information. The Fisher information mea-
sures the amount of information that an observable ran-
dom feature x carries about an unknown parameter β
upon which the probability of x depends. The Fisher
information matrix can be written as:
(C.4) I(β) = − ∫ p(y|x,β) ∂2∂β2 log p(y|x,β)dxdy.
Let p(x) be the feature distribution of all unlabeled ex-
amples in set C and q(x) be the distribution of unlabeled
examples in set S that are chosen for manual labeling.
With the generative model and the estimation of pa-
rameter vector βˆ by Eq. (C.2), the Fisher information
matrices for these two distributions can be written as:
Ip(βˆ) =
1
|C|
∑
(i,j)∈Cpi(xi,j)(1− pi(xi,j))xi,jxTi,j + δId,
Iq(S, βˆ) = 1|S|
∑
(i,j)∈Cpi(xi,j)(1− pi(xi,j))xi,jxTi,j + δId,
where δ  1 is to avoid having a singular matrix,
pi(xi,j) =
1
1+exp(−βTxi,j) , for (i, j) ∈ C, and xi,j =
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Figure 7: Test set AUC and execution time for Sushi dataset, when
comparisons samples are selected via D-optimal, Fisher, Entropy and
Random and Mutual Information. The classifier is trained via MAP
(3.5) on the training set. The left figure is the test AUC for absolute
label, the middle figure is the test AUC for comparison labels. The
right figure is the execution time for different algorithms. Especially,
for the D-optimal method we record the execution time for Naive
Greedy, Factorization Lazy and Scalar Lazy Greedy Algorithm. For
Mutual information we only execute it for batch size no more than
12.
xi − xj . The matrices above relate to variance of the
parameter estimate via the so-called Cramer-Rao bound
maximizing
(C.5) f4(S) = − tr(Iq(S, βˆ)−1Ip(βˆ))
minimizes the Cramer-Rao bound of the respective βˆ.
D Accuracy & Time Efficiency vs Competitors
Here, we provide the accuracy and time efficiency result
for the Sushi, Netflix and Camra datasets. For Figure.
7 to 9, we show the accuracy and time efficiency for both
D-optimal design and competitors on Sushi, Netflix
and Camra datasets. We reach the same conclusion
as the ones reported in Sec. 6. We note that, for
the Netflix and Camra datasets, we can only compute
a batch size less than ten for Fisher Information and
Mutual Information. This is because the Mutual has
a complexity O(N22K) and Fisher has a complexity
O(N4K). In the Sushi and Netflix dataset, the best
AUC comes from the D-optimal design algorithm. For
the Camra dataset, as the dimension is only ten, the D-
optimal design algorithm can only beat Random when
the batch size is less than 100. The Entropy method
is time efficient but has worse accuracy than other
methods. The D-optimal Naive Greedy and its variant
have good accuracy and are time efficient and after the
acceleration FLP and SLP are even faster than Entropy
method.
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Figure 8: Test set AUC and execution time for Netflix dataset, when
comparisons samples are selected via D-optimal, Fisher, Entropy and
Random and Mutual Information. The classifier is trained via MAP
(3.5) on the training set. The left figure is the test AUC for absolute
label, the middle figure is the test AUC for comparison labels. The
right figure is the execution time for different algorithms. Especially,
for the D-optimal method we record the execution time for Naive
Greedy, Factorization Lazy and Scalar Lazy Greedy Algorithm. For
Mutual information we only execute it for batch size no more than
8, for Fisher information method we only execute it for batch size no
more than 5.
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Figure 9: Test set AUC and execution time for Camra dataset, when
comparisons samples are selected via D-optimal, Fisher, Entropy and
Random and Mutual Information. The classifier is trained via MAP
(3.5) on the training set. The left figure is the test AUC for absolute
label, the middle figure is the test AUC for comparison labels. The
right figure is the execution time for different algorithms. Especially,
for the D-optimal method we record the execution time for Naive
Greedy, Factorization Lazy and Scalar Lazy Greedy Algorithm. For
Mutual information we only execute it for batch size no more than
8, for Fisher information method we only execute it for batch size no
more than 5.
