Abstract. Randomized response is an e ective survey method to collect subtle information. It facilitates responding to over-sensitive issues and defensive questions (such as criminal behavior, gambling habits, drug addictions, abortions, etc.) while maintaining con dentiality. In this paper, we conducted a Bayesian analysis of a general class of randomized response models by using di erent prior distributions, such as Beta, Uniform, Je reys, and Haldane, under squared error loss, and precautionary and DeGroot loss functions. We have also expanded our proposal to the case of mixture of Beta priors under squared error loss function. The performance of the Bayes and maximum likelihood estimators has been evaluated in terms of mean squared errors. Moreover, an application with real dataset has been also provided to explain the proposal for practical considerations.
Introduction
Sample surveys on human population have come to a realization that innocent and ino ensive questions usually receive good responses, whereas questions about delicate and sensitive matters involving defensive contentions and controversial assertions, stigmatizing and/or incriminating matters (such as induced abortion, tax evasion, cheating at the exams, drug usage, illicit behaviors, etc.), which people like to conceal from others, elicit reluctance. Attempting to ask questions such matters often results in either negation to respond, or deception in answering. This introduces nonresponse error that makes the estimation of relevant parameters, e.g., population proportion belonging to a sensitive group, unreliable.
To abolish this problematic issue of unresponsiveness or non-response, Warner introduced an ingenious interviewing procedure, known as the Randomized Response Technique (RRT), for stimulating information about subtle and sensitive characteristics [1] . The main aim of Warner [1] RRT was to reduce the frequency of distorted (misleading) answers, increase respondents' cooperation, and obtain truthful responses by asking respondents two questions, one of which is sensitive and the other is non-sensitive. By means of a randomization device (such as drawing a card from deck, rolling a die, spinning a roulette wheel, etc.), the respondents choose one of the two questions. It makes the interviewees less likely to give an imprecise answer. Several researches, such as Greenberg et al. [2] , Moors [3] , Kim et al. [4] , Christo des [5] , Hussain and Shabbir [6] , Kim and Heo [7] , Lee et al. [8] , Abdelfatah and Mazloum [9] , Tanveer and Singh [10] , Blair et al. [11] , and Singh and Gorey [12] , contributed to further development of the RRT model. The interested readers may also refer to Chaudhuri and Mukerjee [13] , Tracy and Mangat [14] , Chaudhuri [15] , Chaudhuri and Chirsto des [16] , and the references listed therein.
Estimation of the unknown parameter (s) is carried out after collecting the data through RRT. For the estimation of unknown parameter(s), two familiar methods are mainly used: the classical method and the Bayesian method. The Bayesian method can be useful in a situation when the prior knowledge about the perceptive qualitative variable is generally available in a social survey and can be used besides sample information for estimating the unknown population parameters. In addition, the Bayesian technique provides a normal way to study and deduce situations such as randomized response sampling where only limited information is available. Although the Bayesian analysis of RRTs has been studied, only a few attempts have been made in this area, e.g., Winkler and Franklin [17] , Migon and Tachibana [18] , Pitz [19] , O'Hagan [20] , Spurrier and Padgett [21] , Oh [22] , Unnikrishnan and Kunte [23] , Barabesi and Marcheselli [24, 25] , Hussain and Shabbir [26] [27] [28] , Hussain et al. [29] , and Bar-Lev et al. [30] .
Winkler and Franklin [17] rst suggested the RRT in the framework of Bayesian structure by using Beta distribution as the prior distribution. Bar-Lev et al. [30] performed the Bayesian analysis of the RRT, considering the truncated Beta prior distributions. O'Hagan [20] derived Bayes linear estimators by utilizing the nonparametric approach. Oh [22] and Unnikrishnan and Kunte [23] utilized Markov chain and Monte Carlo approaches, respectively. Adepetun and Adewara [31] conducted Bayesian estimation of Kim and Warde RRT based on alternative priors. Hussain et al. [32] performed a Bayesian analysis of a general class of RRTs using a simple Beta prior in a common prior structure to obtain the Bayesian estimation of the proportion of stigmatized/sensitive attributes in the population of interest and also extended their proposal to strati ed random sampling. Son and Kim [33] performed the Bayesian analysis of two-stage and strati ed RRTs. Song and Kim [34] proposed the Bayes estimator of a rare attribute using RRT, and showed that their Bayes estimator was robust to priors. Now, by considering the Winkler and Franklin's [17] idea of identifying prior information and analyzing the posterior distribution (as done by Hussain et al. [32] ), we proposed to study a general class of RRTs yielding and eliciting the probability of a yes response given as follows: P (yes) = = c A + g; (1) where c and g are RRT-dependent real numbers, A is the true, yet known, population proportion of individuals with sensitive traits.
The probability of a yes response through Warner's [1] randomized response model can be written as follows: P (yes) = = (2p 1) A + (1 p): (2) Therefore, by comparing Eq. (1) with Eq. (2) values of c and g are obtained as follows: c = (2p 1); g = (1 p): Therefore, we can see that the general class of RRT can be reduced to Warner [1] model, if we consider c = (2p 1) and g = (1 p).
On the same lines, the general class of RRT can be converted to other randomized response techniques. Now, from Eq. (1), we have:
The Maximum Likelihood Estimator (MLE) of A is speci ed as follows:
where^ = n 1 n is the sample proportion of yes responses in a sample of size n.
In this study, we plan to perform the Bayesian estimation of a general class of RRT by using several prior distributions (such as Beta, Uniform, Je reys and Haldane) under di erent loss functions (such as squared error, precautionary and DeGroot). The main purpose of this study is to identify which prior distributions perform better under which loss function, because a situation may arise when di erent researchers have di erent prior beliefs. The Bayesian estimation of general class of RRT by using mixture prior is also performed in this study.
The rest of the paper is structured as follows. Section 2 presents the details of loss functions. Bayesian estimation of a general class of RRT in case of di erent priors under di erent loss functions is presented in Section 3. Section 4 contains the e ciency comparisons. Illustration of the procedure using real dataset is evaluated in Section 5. Final remarks and conclusion are provided in Section 6.
Loss functions
A loss function shows losses incurred when estimating parameter by. Many loss functions have beenproposed to perform Bayesian estimation. This study considers the three loss functions, described below.
Squared error loss function
Legendre [35] and Guass [36] used the Squared Error Loss Function (SELF) to develop least square theory. Afterwards, it was used in estimation problems when unbiased estimators of parameter were evaluated in terms of the risk function, which was simply the variance of the estimators. The SELF can be expressed as follows:
The Bayes estimator under SELF can be obtained as follows: Bayes = E (=x) ():
Precautionary loss function
Norstrom [37] proposed an alternative asymmetric Precautionary Loss Function (PLF), and showed that his proposed PLF was a special form of a general class of precautionary loss functions. The PLF is de ned as follows:
The Bayes estimator under PLF can be written as follows: Bayes = p E (=x) ( 2 ).
DeGroot loss function
DeGroot [38] introduced di erent types of loss functions and found Bayes estimates by using these loss functions. If is an estimate of ; then, by using the data X n = (X 1 ; X 2 ; :::; X n ), the DeGroot Loss Function (DLF) is given as follows: The rst prior distribution considered in this study is the Beta prior. There are two main reasons for using the Beta prior. The rst one is that Beta prior is a conjugate prior distribution for the Bernoulli, binomial, negative binomial and geometric distributions. The second is that the Beta prior is a suitable prior for the random behavior of percentages and proportions. Of note, with Beta prior, we have a closed-form expression of the Bayes estimator. Let prior distribution of A be given by:
0 < A < 1 and a; b > 0; where a and b are the hyper parameters.
Let T = n P i=1
x i be the total number of yes responses in a sample of size n drawn from the population using simple random sampling with replacement (SR-SWOR). Herein, x i = 1 and x i = 0 with probabilities of and (1 ), respectively.
Therefore, the conditional distribution of T known as A is written as follows:
Putting Eq. (1) into Eq. (4), we have:
where t = 0; 1; 2; :::; n, d = g c and h = 1 c g c . After some algebraic work, we get:
The joint distribution of T and A is written as follows:
The marginal distribution of T is obtained by integrating the joint distribution of f(T; A ) into A . Therefore, the marginal distribution of T is:
Box II
Posterior distribution of A given T is de ned by Eq. (5) as shown in Box I. The Bayes estimators using the Beta prior under the di erent loss functions, such as SELF, PLF, and DLF, are given as follows:
Bayes estimator of A using Beta prior under SELF is obtained by Eq. (6) 
Posterior distribution and Bayes estimators of A using Uniform prior
When the prior distribution has no population basis, it can be di cult to construct, and there has long been a desire for a prior distribution that can be guaranteed to play a minimal role in the posterior distribution. Such distributions are sometimes called as \reference prior distributions", and the prior density is described as vague, at, defuse or non-informative prior. The rationale or using non-informative prior distributions is said to be: \let the data speak for themselves"; therefore, the inferences are una ected by information external to the current data. There are di erent non-informative priors, yet we have used the noninformative Uniform prior in this study given as follows.
f( A ) / 1; 0 < A < 1:
The posterior distribution using Uniform prior is written as follows:
Box IIÎ
Box IV f( A =T )
The Bayes estimators of A under di erent loss functions by using the non-informative Uniform prior can be obtained as follows.
Bayes estimator of A using Uniform prior under SELF is obtained as followes:
Bayes estimator of A using Uniform prior under PLF is obtained as followes:
Bayes estimator of A using Uniform prior under DLF is obtained as followes: The posterior distribution of A using Je reys' prior is given as follows: 
Posterior distribution and Bayes estimators of A using Haldane prior
The last prior considered in this study is the Haldane prior. The Haldane prior can be written as follows:
Of note, the Haldane prior is an improper prior, because its integration (from 0 to 1) fails to converge to 1. The posterior distribution of A given T using the Haldane prior is given as follows:
The Bayes estimators of A using Haldane prior under di erent loss functions are given as follows:
Bayes estimator of A using Haldane prior under SELF is obtained as followes: A(Bayes)Haldane 
Therefore, the mixture of priors is given as follows:
where a 1 ; a 2 ; a 3 ; :::; a K and b 1 ; b 2 ; b 3 ; :::; b K are the parameters of component Beta distribution. By using Eq. (13), the conditional distribution of T given A is speci ed as follows:
where t = 0; 1; 2; :::; n, d = g c and h = 1 c g c . Hence, the posterior distribution is calculated by Eq. (15) as shown in Box VII. Now, the Bayes estimators using mixture prior under SELF in the closed form are given by Eq. (16) 
Box VIII
E ciency comparisons and discussion
According to Eqs. (6), (7), and (8), the Bayesian estimator involves a large computation, especially when the sample size and/or the number of yes responses is large. To deal with this computational issue, we have written a program in R and Mathematica software. Of note, the study of the posterior distribution can provide a picture of the in uence of sample information on the prior estimate. Therefore, the posterior means and variances using the posterior distributions de ned in Eqs. (5), (9), (10) , and (11) for all the selected priors are given in Tables 1-3 under all the loss functions considered in this study.
Once a Bayes estimator is calculated, the next task is to compare Bayes estimator with its competing estimators (e.g., the MLEs). It is obvious that the description of posterior distribution does not support the comparison of the Bayes estimator with the classical estimator. These two estimators may be compared in terms of either variance and/or the Mean Squared Error (MSE). Therefore, to compare the Bayes estimator with the classical estimator in terms of MSE, we adopt the approach suggested by Chaubey and Li [39] .
Bayes estimators of simple prior versus MLE
Now, the MSEs of di erent estimators in Bayesian and classical settings, with simple priors (such as Beta, Uniform, Je reys and Haldane) and mixture priors under SRSWOR, are de ned as follows:
MSE ( n! t!(n t)! t (1 ) n t : (22) In order to compare the Bayes estimator with the classical estimator, the Relative E ciency (RE) of Bayes estimators relevant to the classical estimator has been calculated as follows:
The To provide an insight into the proposal, we have also constructed the graph for the comparison of Bayes estimator with the classical estimator for various combinations c, g, n, and t over the whole range of A (i.e., 
Bayes estimators of mixture prior versus MLE
By using Eqs. (17) and (22), we have constructed the graph of the MSEs of the MLE and Bayes estimators for all of the above-mentioned di erent sets of prior distributions. It can be seen that Bayes estimator utilizing the mixture prior performs better than the usual MLE over a wide range of parameter A (cf., Figure 2 (a)-(d)). It is found that the relative e ciency of Bayes estimators is decreased as we make changes in the values of c and g (cf. Figure 2 (a) and (b)). We have also noted that as n increases, the e ciency of the Bayes estimators decreases; however, still, the Bayes estimator outperforms the MLE in terms of the MSE (cf. Figure 2 (c) and (d)). It is noted that if c = 0:4, g = 0:3, n = 25 and 100, then we have results similar to those of Hussain et al. [29] , in which they performed the Bayesian estimation of a Warner [1] model using the mixed prior. Hence, we strongly recommend using a mixed prior in the case of disagreement between researchers about the shape of the distribution of the parameter of the interest. Therefore, in general, we may conclude that the Bayes estimators perform more e ciently than the usual MLE in the case of informative, non-informative, and mixed priors.
An application with real data set
In order to give a detailed description of the suggested Bayesian method from a practical point of view, we consider the data collected by Liu and Chow [40] in which they estimated the incidence of induced abortion in Taiwan. Liu and Chow [40] carried out Warner [1] procedure with probability of sensitive question being equal to 0.7 for n = 150 married women in order to determine the proportion of women, who had experienced induced abortion. The number of yes responses in the sample is recorded as 60, yielding the sample proportion of yes responses (^ ) as 0.4. Liu and Chow [40] obtained the maximum likelihood estimate as 0.25. Later on, Winkler and Franklin [17] and Bar-Lev et al. [30] analyzed the same data through the Bayesian analysis using complete and conjugate prior distributions, respectively. The Barabesi and Marcheselli [24] also used the same data for the Bayesian estimation of the two-stage randomized response procedure.
The posterior mean and standard deviation using all the selected prior distributions (such as Beta, Uniform, Je reys, and Haldane) under all loss functions (such as squared error, precautionary and DeGroot) are given in Table 5 .
It is noted that the Haldane prior performs more e ciently than the other priors under the squared error and precautionary loss functions (cf. Table 5 ). Based on Table 5 , we have observed that the performance of Beta prior is relatively good under the DeGroot loss function. Therefore, we recommend using the Haldane and Beta priors under the squared error, precautionary and DeGroot loss functions, respectively, by using Liu and Chow [40] data for practical consideration.
Summary and conclusions
In this study, a Bayesian estimation of a general class of a randomized response model was developed based on simple and mixture priors under di erent loss functions. The comparison between the Bayes estimators and MLE was made based on MSE. The analysis reveals that the performance of the Bayesian all loss functions. Moreover, the Bayes estimators also showed better performance in the case of mixed prior for small-and moderate-sized samples. Hence, it may be concluded that whenever prior information about the likely values of the parameter of interest is available, we should opt for Bayesian approach in order to nd precise and better estimates.
