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A numerical method, suitable for the simulation of the time evolution of quantum spin models of arbitrary
lattice dimension, is presented. The method combines sampling of the Wigner function with evolution equations
obtained from the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchy. Going to higher orders of the
BBGKY hierarchy allows for a systematic refinement of the method. Quantum correlations are treated through
both, the Wigner function sampling and the BBGKY evolution, bringing about highly accurate estimates of cor-
relation functions. The method is particularly suitable for long-range interacting systems, and we demonstrate
its power by comparing with exact results as well as other numerical methods. As an application we compute
spin squeezing in a two-dimensional lattice with power-law interactions and a transverse field, which should be
accessible in future ion trap experiments.
With the development of highly controllable platforms for
quantum simulation, experimental realizations of a variety of,
among others, spin lattice models have become available [1–
3]. Many of these realizations allow for the preparation of ini-
tial states far from equilibrium, and subsequent time evolution
according to a given spin Hamiltonian. For one-dimensional
lattices, reliable numerical methods, often based on matrix
product states, are available to complement experimental ef-
forts, at least up to intermediate time scales [4]. However, in
two- and higher-dimensional lattices, computational methods
for strongly interacting quantum systems out of equilibrium
are scarce, and further development of simulation methods is
much needed.
In this Letter we develop a novel simulation method by
combining phase space sampling of the initial state with a sys-
tematic semi-classical expansion based on the BBGKY hier-
archy. The sampling scheme is inspired by a discrete Wigner
representation for spin systems as introduced by Wootters [5],
and was recently used in the context of dynamical simulations
by Schachenmayer et al. [6, 7]. However, that scheme only in-
corporates quantum fluctuations on the level of the initial state
and thus accounts for them only for short times. We combine
the sampling with a systematic way of deriving time evolu-
tion equations for arbitrary n-point correlations, based on the
BBGKY hierarchy [8]. In the past decade or so, BBGKY
techniques have been successfully applied to classical sys-
tems with long-range interactions [9], where the error made
when truncating the infinite hierarchy of equations is known
to vanish with increasing system size [10]. For this reason
we expect the phase space sampling method for BBGKY tra-
jectories to be particularly suitable for many-particle systems
with long-range interactions. Benchmarking against exactly
solvable models indeed confirms that correlations can be com-
puted to a significantly greater accuracy, and indicates that our
method is a candidate for the most accurate dynamical simu-
lation technique available for higher-dimensional spin models
with long-range interactions.
Discrete Wigner representation.—For concreteness we use
Wootters’s representation of a spin-1/2 degree of freedom,
but higher spin quantum numbers can be treated along sim-
ilar lines [5]. Starting point is a discrete phase space Γ =
{(0, 0), (0, 1), (1, 0), (1, 1)} consisting of four points, to each
of which a 3-vector is associated, r(0,0) = (1, 1, 1), r(0,1) =
(−1,−1, 1), r(1,0) = (1,−1,−1), and r(1,1) = (−1, 1,−1).
To each phase space point α ∈ Γ one assigns a so-called phase
point operator
Aα =
1
2 (1+ rα · σ), (1)
where σ = (σx, σy, σz) is the vector of Pauli operators. A
density operator ρ on C2 can then be written as a linear com-
bination of phase point operators,
ρ =
∑
α∈Γ
wαAα, (2)
where the weights wα = Tr(ρAα)/2 form a quasi-probability
distribution analogous to the Wigner function for continuous
degrees of freedom [5]. For N spin-1/2 degrees of freedom
and assuming a product (initial) state, such a phase space rep-
resentation generalizes to
ρ0 =
∑
α1,...,αN∈Γ
wα1 · · ·wαNAα1 ⊗ · · · ⊗AαN . (3)
If the weightswαi calculated from ρ0 happen to be all nonneg-
ative, we can sample from this initial state by drawing N -spin
phase space points α = (α1, . . . , αN ) ∈ ΓN according to
the probability distribution wα1 · · ·wαN . In practice we use
a slightly different, and superior, sampling scheme, which is
detailed in [11]. This sampling, which is inspired by Ref. [6],
is the first main ingredient of our numerical scheme.
BBGKY evolution equations.—As a second ingredient we
derive semi-classical evolution equations with which to prop-
agate the sampled initial phase space points. To this purpose
we write the time-evolution of the density operator as
ρ(t) =
∑
α1,...,αN∈Γ
wα1 · · ·wαNA α1...αN1...N (t), (4)
where the operators A α1...αN1...N (t) = e
−iHtAαi ⊗ · · · ⊗
AαN e
iHt have unit trace and satisfy a Liouville-von Neumann
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2equation,
i∂tA
α1...αN
1...N = [H,A
α1...αN
1...N ] . (5)
Unlike Ref. [6], we chose to write the time evolution (4) in the
Schro¨dinger picture, as this naturally leads to the systematic
approximation scheme introduced in the following.
While the operators A α1...αN1...N are in general not positive
definite and therefore do not qualify as density operators, re-
duced A -operators (analogous to reduced density operators)
can be defined by tracing out parts of the system,
A α1...αNi = Tr 6 iA
α1...αN
1...N , A
α1...αN
ij = Tr 6 i 6 j A
α1...αN
1...N ,
(6)
where i 6= j. Here, Tr6 i denotes a partial trace over all of the
tensor product Hilbert space except for the factor associated
with spin i. In the spirit of the BBGKY hierarchy for reduced
density operators [8], the time evolution (5) induced by a gen-
eral Hamiltonian
H1...N =
∑
i
Hi +
∑
i<j
Hij (7)
with on-site and pair interactions can be recast in the form of
a hierarchy of equations for the n-spin reduced A -operators
[11]. For the long-range interacting systems we intend to sim-
ulate, we expect deviations from mean-field to be small. This
suggests to separate the A -operators into product and corre-
lated parts by means of a cluster expansion,
Aij = AiAj + Cij , (8a)
Aijk = AiAjAk +AiCjk +AjCik +AkCij + Cijk, (8b)
and similarly for higher orders. Superscripts α1 . . . αN of A
and C are for the moment suppressed. In terms of these op-
erators the first two equations of the BBGKY hierarchy read
i∂tAi = [Hi,Ai] +
∑
k 6=i
Tr [Hik,Cik +AiAk] (9a)
i∂tCij =
[
Hi +Hj +H
H
i6 j +H
H
j 6 i,Cij
]
+ [Hij ,Cij +AiAj ]
+
∑
k 6=i,j
(Trk [Hik,AiCjk] + Trk [Hjk,AjCik])
−Ai Tri [Hij ,Cij +AiAj ]
−Aj Trj [Hij ,Cij +AiAj ] (9b)
with the Hartree operator
HHi 6 j =
∑
k 6=i,j
Trk (HikAk) . (10)
In (9b) we have neglected the 3-spin correlations Cijk, and
this approximation is expected to be good for intermediate
times and sufficiently long-ranged interactions. Improving
this scheme systematically by truncating the BBGKY hierar-
chy at higher order is straightforward, at a numerical cost that
scales like O (Nn) with system size N and truncation order
FIG. 1. Time evolution of total connected correlations Cxx (14) for
a long-range Ising chain of 100 sites in the absence of a magnetic
field and with long-range exponent α = 0 (left) and α = 3 (right).
As shown analytically in [11], our method recovers the exact solution
(black) in the limit of an infinite sample. The only error (which is not
visible on the scale of the plot) is therefore of a statistical nature due
to the finite sample size n = 10000 with S1−1 sampling [11] (red
crosses). The method of SPR (blue dots) shows systematic deviations
from the exact result.
n. If we were to neglect also the 2-spin correlations Cij in
(9a), and disregard (9b) entirely, we would recover the time
evolution equations used in Ref. [6].
Next, we represent the A - and C -operators in the basis of
Pauli operators,
Ai =
1
2 (1i + ai · σi) , (11a)
Cij =
1
4
∑
µ,ν∈{x,y,z}
cµνij σ
µ
i σ
ν
j , (11b)
for i 6= j. Inserting these expansions into the BBGKY equa-
tions (9a) and (9b), we obtain time evolution equations for the
expansion coefficients aµi and c
µν
ij [12]; see [11] for a deriva-
tion. This set of 3N(3N − 1)/2 coupled ordinary differen-
tial equations is the second main ingredient of our simulation
method.
In summary, the simulation method consists of the follow-
ing steps. (1) Sample phase space points α from the prob-
ability distribution wα1 · · ·wαN = 2−N Tr [ρ0A α1...αN1...N (0)]
of the initial state ρ0. (2) Compute the corresponding
initial values of the Pauli expansion coefficients aµi =
Tr (σµi A
α1...αN
1...N ). The correlation coefficients c
µν
ij are ini-
tially zero for a product state, but the method can be extended
to correlated initial states by using nonzero initial values. (3)
Time-evolve aµi and c
µν
ij according to the semi-classical equa-
tions of motion (B.4a)–(B.4b) in [11]. (4) Calculate expecta-
tion values of 1- or 2-spin functions,
〈σµi 〉 =
∑
α∈ΓN
wα1 · · ·wαNaµi ≈
1
n
∑
α∈Sn
aµi , (12a)〈
σµi σ
ν
j
〉
=
∑
α∈ΓN
wα1 · · ·wαN
(
cµνij + a
µ
i a
ν
j
)
≈ 1
n
∑
α∈Sn
(
cµνij + a
µ
i a
ν
j
)
, (12b)
for i 6= j. Here, Sn =
{
α(1), . . . ,α(n)
}
is a sample of
3FIG. 2. Time evolution of a long-range Ising chain of 11 sites with
α = 1/2 in a transverse field of strength h = 1. We compare exact
diagonalization results (black line), the method of SPR (blue dots),
and our method with Sall sampling [11] (red crosses) for sample sizes
n = 5 × 105. Left: Total connected correlations Cyy (14). Right:
Decibel spin squeezing (15). While not an exact match, our method
captures the sharp spikes in the spin squeezing.
n phase space points drawn from the probability distribution
wα1 · · ·wαN .
Benchmarking.—To test the accuracy of the simulation
method, we benchmark the results against exact analytic and
numeric calculations for simple one-dimensional models. All
simulations are done for fully x-polarized initial states ρ0 =
2−N (1 + σx)⊗N . The improved performance of our method
is highlighted by comparing to the results of Schachenmayer,
Pikovski, and Rey [6] (abbreviated to SPR in the following),
one of the most powerful methods available for the simulation
of higher-dimensional spin models.
The first test case is the quantum Ising chain with long-
range interactions,
H = −J
∑
i 6=j
σzi σ
z
j
|i− j|α − h ·
∑
i
σi, (13)
where J is a coupling constant (which is set to unity in the fol-
lowing) and h the magnetic field vector. The exponent α ≥ 0
controls the range of the interactions, and open boundary con-
ditions are used. In the case of a longitudinal magnetic field
h = (0, 0, h), exact analytic results are known for the time-
evolution of 1-spin [13] and 2-spin functions [14]. In [11] we
show that, for this and also more general models, the middle
equations in (12a) and (12b) agree with the exact analytic so-
lution, and hence the estimates on the right-hand side of those
equations become exact in the limit of large sample size. In
this sense, our method is numerically exact for the Ising model
in a longitudinal field. A comparison with the method of SPR,
which show deviations from the exact result, is shown in Fig. 1
for the total connected correlations
Cµµ =
∑
i,j
(〈
σµi σ
µ
j
〉− 〈σµi 〉 〈σµj 〉) (14)
(see Sec. C of [11] on details of how total connected correla-
tions are approximated).
A magnetic field h = (h, 0, 0) in (13) results in a long-
range quantum Ising chain in a transverse magnetic field, and
FIG. 3. Time evolution of a long-range XX chain of 100 sites with
α = 3. We compare DMRG results (black line), the method of SPR
(blue dots), and our method with S0−1 sampling [11] (red crosses)
for sample sizes n = 105. Left: Total spin Sx =
∑
i σ
x
i . Right:
Decibel spin squeezing as obtained from (15), where the results of
our method are virtually indistinguishable from the DMRG data.
no analytic solution is known in this case. We calculated 2-
spin correlation functions as well as the spin squeezing pa-
rameter [15]
ξ =
√
N min
n⊥〈S〉
√〈(S · n)2〉 − 〈S · n〉2
|〈S〉||n| , (15)
where S =
∑
i σi. Spin squeezing is an entanglement wit-
ness and can be measured for example in trapped-ion realiza-
tions of spin models [16]. A comparison to exact diagonal-
ization results for a chain of 11 sites, and also to the method
of SPR, is shown in Fig. 2. For the chosen parameter values
(specified in the figure caption) the spin squeezing shows pro-
nounced spikes at certain times, which are captured by our
method. From theoretical arguments we expect the approx-
imation error to become smaller with increasing system size
for exponents α smaller than the lattice dimension.
For further benchmarking, we consider the quantum XX
chain with long-range interactions,
H = −J
∑
i 6=j
σxi σ
x
j + σ
y
i σ
y
j
|i− j|α . (16)
Here we simulate chains of 100 sites and compare to nu-
merical results from density matrix renormalization group
(DMRG) calculations. As shown in Fig. 3, correlations and
spin squeezing are obtained by our method with remarkable
precision.
Parameter dependence.—Based on the theoretical reason-
ing outlined in the introduction, we expect the simulation
method to perform best for systems with long-range interac-
tions. To test this prediction, we studied the accuracy of the
simulation results of the decibel spin squeezing for various
values of the long-range exponent α by comparing numeri-
cal to exact results. We then extracted the time scale τ up to
which the deviation from the exact result is smaller than one.
In Fig. 4 we plot τ , rescaled by the mean energy per lattice site
N =
∑
i 6=j(J
x
ij + J
x
ij + J
z
ij)/N , as a function of α. While
a trend towards better performance for small α is visible, the
4FIG. 4. Time scale τ until which the numerically simulated decibel
spin squeezing differs from the exact result by less than one. To
make the data for different α comparable, τ is rescaled by the mean
energy per lattice site N . The various symbols and colors denote
different sampling schemes as defined in (A.8a)–(A.8c), S1-1 (black),
S0-1 (red), and Sall (green). Left: XX chain of length N = 11 with
J = −1/2. Right: Ising chain of lengthN = 11 in a transverse field
h = 1 with coupling J = −1.
α dependence is rather weak, indicating that the method per-
forms robustly over a broad range of α-values.
Application to two-dimensional ion crystals.—While one-
dimensional models are suitable for benchmarking our
method, it is two- and higher-dimensional systems, where
DMRG calculations are not feasible, for which our method
is particularly advantageous. We illustrate its strength by cal-
culating spin squeezing in a transverse-field Ising model on
a two-dimensional lattice with hundreds of sites, as it can be
emulated with ions in a Penning trap [2]. The Coulomb re-
pulsion between the ions leads approximately to a triangular
lattice structure, although distortions occur close to the bound-
ary [see Fig. 5 (left)]. Transverse lattice oscillations mediate
interactions between hyperfine states of the ions, leading to
effective Ising spins with long-range couplings, like in a two-
dimensional version of the Hamiltonian (13). The effective
magnetic field h in the experiment in [2] can be orientated
arbitrarily at least in principle, although up to now only data
for vanishing fields have been obtained. For a longitudinal
field h = (0, 0, h) exact results are available, and are used for
benchmarking in the case of vanishing h. Here we consider
the long-range Ising model with N = 217 lattice sites in a
transverse field h = (h, 0, 0), where no other good methods
are available for calculating how spin squeezing evolves in
time. Experiments for this case are planned, and are expected
to take place in the coming months or years. The coupling co-
efficients Jij are computed numerically by a method outlined
in [2]. They decay approximately like Jij ∝ |i− j|0.7 for the
experimentally realistic parameters chosen. Numerical results
for decibel spin squeezing are shown in Fig. 5 (right), predict-
ing strong spin squeezing at times around around t ≈ 0.15,
as well as spikes of large positive squeezing parameter at later
times. These results, and similar ones for other parameter val-
ues, can serve as a useful reference for future experiments in
two-dimensional ion crystals.
Conclusions.—We have introduced a numerical method for
simulating the time evolution of quantum spin models. The
FIG. 5. Left: Graph representing a two-dimensional crystal con-
sisting of N = 217 ions, as it forms spontaneously in the external
trapping potential of [2]. The crystal structure is approximately tri-
angular, with deformations close to the boundary. Lattice spacings
are of the order of 15µm. The couplings Jij , as indicated by the
graph edges, are nonvanishing between all pairs i, j of ions, decay-
ing approximately like Jij ∝ |i−j|0.7. Right: Time evolution of the
decibel spin squeezing (15) for an Ising model on such a graph, with
couplings Jij and a transverse magnetic field of strength h = 1. For
the numerical calculation we used the Sall sampling and n = 4×104
initial states.
method uses sampling from a discrete phase space repre-
sentation of the initial state, as recently introduced in [6].
This ingredient is combined with the time evolution equations
(B.4a)–(B.4b) obtained from the BBGKY hierarchy, which
explicitly account for the time evolution of connected corre-
lations. Benchmarking against exact results confirms that this
leads to a significantly improved accuracy when computing
correlation functions, as illustrated in Figs. 1–3. The numer-
ical cost scales like O(N2) with the lattice size N . Lattices
with N = O(102) are manageable on a personal computer,
and N = O(103) can be simulated using distributed high per-
formance computing. Going to higher orders of the BBGKY
hierarchy allows for a systematic refinement of the method,
but results in a less favorable scaling of the numerical cost.
While the method is presented for spin-1/2 degrees of free-
dom, both, the phase space sampling and the BBGKY time
evolution equations can be readily generalized to higher spin
quantum numbers.
The method is particularly suitable for long-range interact-
ing systems and can be applied in arbitrary lattice dimension.
Of particular interest are applications for two- and higher-
dimensional lattices, where established methods like DMRG
do not work. An important open question concerns the vari-
ous sampling schemes discussed in [11]. These schemes af-
fect the accuracy of the numerics, but a better understanding
is required in order to be able to choose the optimal scheme
for a given problem.
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6Supplemental Material
A. Phase space sampling schemes
In the main text of this Letter, a phase space sampling
scheme based upon Wootters’s discrete phase space represen-
tation is described, where the phase point operators (1) are
defined with the 3-vectors
r(0,0) = (1, 1, 1), (A.1a)
r(0,1) = (−1,−1, 1), (A.1b)
r(1,0) = (1,−1,−1), (A.1c)
r(1,1) = (−1, 1,−1). (A.1d)
However, this choice is not unique. Phase space operators
A′α = UAαU
† related to the Aα by an overall unitary trans-
form U also have the desired properties of a Wigner represen-
tation, and the same holds for phase point operators obtained
by a nonsingular linear transformation of the phase space co-
ordinates [5]. A simple example is provided by the phase
point operators
A′α =
1
2 (1+ r
′
α · σ) (A.2)
where the 3-vectors
r′(0,0) = (1,−1, 1), (A.3a)
r′(0,1) = (−1, 1, 1), (A.3b)
r′(1,0) = (1, 1,−1), (A.3c)
r′(1,1) = (−1,−1,−1), (A.3d)
are obtained by flipping the sign of the second component in
each of the vectors in (A.1a)–(A.1d).
While both these possibilities, as well as the many others,
provide valid discrete Wigner representations, the choice of
the phase point operators may significantly affect the phase
space sampling discussed in the main text. As an example,
consider an initial state ρ0 = (1+σx)/2 being a σx-eigenstate
with eigenvalue +1. Using (A.1a)–(A.1d) to compute the
phase point operators (1), one obtains w(0,0) = w(1,0) = 1/2
and w(0,1) = w(1,1) = 0. Accordingly, in our simulation
method one would time-evolve, each with probability 1/2, ei-
ther the classical spin vector a = (1, 1, 1) or a = (1,−1,−1).
The y- and z-components of these two classical spins vectors
are fully correlated, but from a physics perspective there is
no good reason for them to be so. It would appear more nat-
ural to sample from the four classical spin vectors (1, 1, 1),
(1, 1,−1), (1,−1, 1), and (1,−1,−1), which combines the
vectors r(0,0) and r(1,0) from the original set of 3-vectors with
r′(0,0) and r
′
(1,0) from the set of primed ones. Indeed, this is
the kind of sampling that was used in [6], and it leads to a
significant improvement of the numerical results compared to
sampling from r(0,0) and r(1,0) only.
Such a sampling from two different phase space representa-
tions may appear as going beyond Wootters’s discrete Wigner
representation, but the validity of this, and many other, gener-
alized sampling schemes can be understood as follows. Split-
ting the density operator into two parts, ρ0 = ρ0/2 + ρ0/2,
we can choose to write the first term in one kind of Wigner
representation, and the second in another one,
ρ0 =
1
2
∑
α∈Γ
wαAα +
1
2
∑
α∈Γ
w′αA
′
α. (A.4)
For the initial state ρ0 = (1+σx)/2, sampling the spin vectors
r(0,0), r(1,0), r′(0,0), and r
′
(1,0) with probabilities of 1/4 will
therefore give a correct sampling.
It is interesting to note that, since wα = w′α for all α, we
can rewrite (A.4) as
ρ0 =
∑
α∈Γ
wαA˜α (A.5)
with
A˜α =
1
2 (Aα +A
′
α) =
1
2 (1+ r˜α · σ) (A.6)
and
r˜(0,0) = (1, 0, 1), (A.7a)
r˜(0,1) = (−1, 0, 1), (A.7b)
r˜(1,0) = (1, 0,−1), (A.7c)
r˜(1,1) = (−1, 0,−1). (A.7d)
While the new phase point operators A˜α are equivalent to the
old ones in being just simple linear combinations, the vari-
ous choices are crucially different at later times due to the
nonlinearity of the equations (B.4a)–(B.4b) under which the
classical spin vectors (A.7a)–(A.7d) evolve in time.
Out of the many possible choices of sampling schemes, we
have experimented, always for ρ0 = (1 + σx)/2, with the
following sets of vectors to define the phase point operators,
S1-1 =
{
r(0,0), r(1,0), r
′
(0,0), r
′
(1,0)
}
, (A.8a)
S0-1 =
{
r˜(0,0), r˜(1,0), r˜
′
(0,0), r˜
′
(1,0)
}
, (A.8b)
Sall = S1-1 ∪ S0-1, (A.8c)
where
r˜′(0,0) = (1, 1, 0), r˜
′
(1,0) = (1,−1, 0). (A.9)
Numerical results obtained with S1-1, S0-1, and Sall start to dif-
fer from each other after some time, as illustrated in Fig. A.1.
To understand which of the sampling schemes performs bet-
ter for a given problem, we analyze the accuracy of the results
for different parameter values. As illustrated in Fig. A.2, it
depends on the model, but only on the model, which of the
sampling schemes performs better. For the XX chain, we
find that the S0-1 sampling gives the best results for all system
sizes studied. For the Ising chain in a transverse field, the Sall
sampling scheme performs best for various long-range expo-
nents α. This observation provides us with a method of how to
7FIG. A.1. Comparison of the different sampling schemes S1-1 (blue),
S0-1 (red), and Sall (green) as defined in (A.8a)–(A.8c), and the
method of SPR (blue dots). Sample sizes are n = 105 in all cases.
Left: Time evolution of the decibel spin squeezing for an XX chain
of 100 sites and long-range exponent α = 3. DMRG results are
shown in black. Right: Total connected correlations Cyy (14) of an
Ising chain of 11 sites in a transverse field h = (1, 0, 0) with long-
range exponent α = 1/2. Results obtained by exact diagonalization
are shown in black.
FIG. A.2. Comparison of the sampling schemes S1-1 (blue), S0-1
(red), and Sall (green) as defined in (A.8a)–(A.8c). Sample sizes are
n = 105. Left: Time evolution of decibel spin squeezing for an
XX chain with long-range exponent α = 3 for a chain of 11 sites
(dashed) and 20 sites (solid). For comparison, exact diagonalization
results (black dashed) are shown for N = 11, and DMRG results
(black solid) for N = 20. Right: Total connected correlations Cyy
(14) of an Ising chain of 11 sites in a transverse field h = (1, 0, 0)
with long-range exponent α = 0 (solid) and α = 1 (dashed). Results
obtained by exact diagonalization are shown in black.
choose a suitable sampling scheme for a given model. We can
perform simulations for small system sizes where exact results
for comparison are available, identify which sampling scheme
works best for a given type of Hamiltonian, and then apply
this optimal scheme to larger system sizes. For further im-
provement, however, a deeper theoretical understanding, and
therefore being able to a priori choose the optimal sampling
for a given problem, would be desirable.
B. Truncated time evolution in Pauli representation
In this section the semi-classical time evolution equations
for the Pauli expansion coefficients aµi and c
µν
ij are derived.
Starting from the Liouville-von Neumann equation (5) with
the general Hamiltonian (7) and taking partial traces Tr6 i,
Tr6 i 6 j , . . . , the BBGKY hierarchy of N coupled differential
equations is obtained,
i∂tAi = [Hi,Ai] +
∑
k 6=i
Tr [Hik,Aik] (B.1a)
i∂tAij = [Hi +Hj +Hij ,Aij ]
+
∑
k 6=i,j
Trk [Hik +Hjk,Aijk] (B.1b)
Inserting the cluster expansion (8a) and (8b) and rearranging
terms, the hierarchy takes the form
i∂tAi = [Hi,Ai] +
∑
k 6=i
Tr [Hik,Cik +AiAk] (B.2a)
i∂tCij =
[
Hi +Hj +H
H
i 6 j +H
H
j 6 i,Cij
]
+ [Hij ,Cij +AiAj ]
+
∑
k 6=i,j
(Trk [Hik,AiCjk] + Trk [Hjk,AjCik])
−Ai Tri [Hij ,Cij +AiAj ]
−Aj Trj [Hij ,Cij +AiAj ]
+
∑
k 6=i,j
(Trk [Hik,Cijk] + Trk [Hjk,Cijk])
(B.2b)
Neglecting the 3-spin correlations Cijk, the first two equations
of the hierarchy decouple from the rest, as in Eqs. (9a) and
(9b) of the main text. Next we use the Pauli representations
(11a) and (11b) of the A - and C -operators, and also expand
the Hamiltonian (7) in that basis,
H = −
∑
µ∈{x,y,z}
∑
i 6=j
Jµijσ
µ
i σ
µ
j − h ·
∑
i
σi (B.3)
Inserting the representations into the truncated BBGKY equa-
tions (9a) and (9b), one makes use of the orthogonality of the
Pauli operators to calculate, by methods similar to the Ap-
pendix of Ref. [12], the following time evolution equations for
the expansion coefficients aµi and c
µν
ij for all i, j = 1, . . . , N
and µ, ν ∈ {x, y, z},
1
2
∂ta
µ
i = −
∑
βγ
[(
hβ +
∑
k 6=i
Jβika
β
k
)
aγi +
∑
k 6=i
Jβikc
βγ
ki
]
εµβγ ,
(B.4a)
81
2
∂tc
µν
ij = −
∑
β
(Jνija
β
i − Jµijaβj )εµνβ −
∑
β,γ
[(
hβ +
∑
k 6=i,j
Jβika
β
k
)
cγνij ε
βγµ +
(
hβ +
∑
k 6=i,j
Jβjka
β
k
)
cµγij ε
βγν
]
−
∑
β,γ
∑
k 6=i,j
[
Jβika
γ
i c
νβ
jk ε
βγµ + Jβjka
γ
j c
µβ
ik ε
βγν
]
+
∑
β,γ
Jβij
[
aµi (c
βγ
ij + a
β
i a
γ
j )ε
βγν + aνj (c
γβ
ij + a
γ
i a
β
j )ε
βγµ
]
. (B.4b)
C. Ambiguities in the calculation of expectation values
Due to the approximations made in the method described
in this Letter (and also the one of SPR [6]), ambiguities may
arise when calculating expectation values. This may occur
when approximating the expectation value of an operator writ-
ten in two equivalent ways, like in σz = iσxσy . Calculating
expectation values along the lines of (12a), one could compute
either
〈σzi 〉 =
∑
α∈ΓN
wα1 · · ·wαNazi ≈
∑
α∈Sn
azi , (C.1a)
or
〈σzi 〉 = i
∑
α∈ΓN
wα1 · · ·wαNaxi ayi ≈ i
∑
α∈Sn
axi a
y
i . (C.1b)
The latter does not seem to be a reasonable choice though,
as the expectation value of a Hermitian operator calculated
this way turns out to be imaginary, and it appears favorable to
express an operator in the simplest possible way.
When calculating total correlations as in Figs. 2–5, a sim-
ilar kind of ambiguity arises. Calculating expectation values
according to (12a) and (12b), one may either write〈∑
i,j
σµi σ
µ
j
〉
≈ 1
n
∑
α∈Sn
∑
i,j
(
aµi a
µ
j + c
µµ
ij
)
(C.2a)
where cµµii ≡ 0, or
N+
〈∑
i 6=j
σµi σ
µ
j
〉
≈ N+ 1
n
∑
α∈Sn
∑
i 6=j
(
aµi a
µ
j + c
µµ
ij
)
(C.2b)
While the left-hand sides of (C.2a) and (C.2b) are identical,
the approximations on the right-hand sides differ in general.
The choice in (C.2a) amounts to approximating, for the terms
where i = j, the expectation value of the identity operator
by a value different from 1. We have opted for (C.2b) in
our method, and we have verified that this choice gives bet-
ter results. Schachenmayer et al. in [6] used (C.2a). We
have tested that, in their method, independently of whether
(C.2a) or (C.2b) is used, deviations from the exact result be-
come visible at around similar times. Surprisingly, for the
method of SPR, qualitative agreement between exact and ap-
proximate results can be better with (C.2a), and we used this
definition when comparing their method to ours. Since our
method yields more accurate results than SPR in all cases, we
advocate the use of (C.2b) in general.
D. Exact Ising results
For the quantum Ising model with a longitudinal magnetic
field and arbitrary couplings Jij ,
H = −
∑
i 6=j
Jijσ
z
i σ
z
j − h
∑
i
σzi , (D.1)
we show that the middle equation in (12b), evaluated by mak-
ing use of the truncated time evolution equations (B.4a)–
(B.4b), agrees with the exact analytic solution of the Ising
model. As a consequence, the estimate on the right-hand side
of (12b) becomes exact in the limit of large sample size. For
simplicity we set h = 0 in the following, but an analogous
calculation can be performed for nonzero magnetic field, re-
covering the exact solution also in this case.
When using the sampling S1-1 defined in (A.8a), the system
of equations (B.4a)–(B.4b) reduces to
∂ta
x
i = 2a
y
i βi, ∂ta
y
i = −2axi βi (D.2a)
and
∂tc
xy
ij =2βi 6 jc
yy
ij − 2βj 6 i cxxij − 2Jij(azjayi ayj − azi axi axj )
∂tc
yx
ij =2βj 6 i c
yy
ij − 2βi 6 jcxxij − 2Jij(azi ayi ayj − azjaxi axj )
∂tc
xx
ij =2βi 6 jc
yx
ij + 2βj 6 i c
xy
ij − 2Jij(azjayi axj + azi axi ayj )
∂tc
yy
ij =− 2βi 6 jcxyij − 2βj 6 i cyxij + 2Jij(azjayi axj + azi ayi axj )
(D.2b)
where we introduced the constants
βi =
∑
k 6=i
Jika
z
k(0), βi 6 j =
∑
k 6=i,j
Jika
z
k(0). (D.3)
The azi do not change in time, and c
xz
ij , c
yz
ij , and c
zz
ij remain
zero for all times. The quantities axi and a
y
i evolve indepen-
dently from all cij ,
axi (t) =a
x
i (0) cos(2tβi) + a
y
i (0) sin(2tβi), (D.4a)
ayi (t) =a
y
i (0) cos(2tβi)− axi (0) sin(2tβi), (D.4b)
where axi (0) = 1. The equations in (D.2b) are local in the
sense that they relate only quantities with the same indices i
and j. We can rewrite these equations in matrix form,
∂tcij = Mijcij + fij(t) (D.5a)
with
9cTij =
(
cxyij , c
yx
ij , c
xx
ij , c
yy
ij
)
, (D.5b)
Mij = 2

0 0 −βj 6 i βi 6 j
0 0 −βi 6 j βj 6 i
βj 6 i βi 6 j 0 0
−βi 6 j −βj 6 i 0 0
 , (D.5c)
fij(t) = 2Jij

azi (0)a
x
i (t)a
x
j (t)− azj (0)ayi (t)ayj (t)
−azi (0)ayi (t)ayj (t) + azj (0)axi (t)axj (t)
−azi (0)axi (t)ayj (t)− azj (0)ayi (t)axj (t)
azi (0)a
y
i (t)a
x
j (t) + a
z
j (0)a
y
i (t)a
x
j (t)
 .
(D.5d)
Expressing fij in terms of the four eigenvectors
v1 =

i
i
−1
1
 , v2 =

−i
i
1
1
 , v3 = (v2ij)∗, v4 = (v1ij)∗
(D.6a)
of M with corresponding eigenvalues λ1ij , λ
2
ij , (λ
2
ij)
∗, and
(λ1ij)
∗, where
λ1ij = −2i(βi 6 j + βj 6 i), λ2ij = 2i(βi 6 j − βj 6 i), (D.6b)
we obtain the solution
cij(t) =
∫ t
0
dτ eM(t−τ)fij(τ)
=
i
4
[
e−2i(βi6 j+βj 6 i)te−2iJij(a
z
i+a
z
j )t − e−2i(βi6 j+βj 6 i)t
] [
i(ayi (0)a
y
j (0)− 1) + (ayi (0) + ayj (0))
]
v1
+
i
4
[
e2i(βi6 j−βj 6 i)te2iJij(a
z
j−azi )t − e2i(βi6 j−βj 6 i)t
] [
i(ayi (0)a
y
j (0) + 1) + (a
y
i (0)− ayj (0))
]
v2 + c.c.
(D.7)
Next we compute the correlation functions according to the right-hand side of (12b), i.e., from an infinite sample of initial states
drawn according to the sampling scheme S1-1 defined in (A.8a). As a first step, we sum only over the possible initial values, as
given by that sampling, of the a(0) components at lattice sites i and j, yielding
1
16
∑
azi ,a
y
i ,a
z
j ,a
y
j∈S1-1
cij(t) =
1
2
[
cos2(2Jijt)− 1
]
sin [2(βi6 j + βj 6 i)t]− sin [2(βi 6 j − βj 6 i)t]
sin [2(βi6 j + βj 6 i)t] + sin [2(βi 6 j − βj 6 i)t]
− cos [2(βi 6 j + βj 6 i)t]− cos [2(βi6 j − βj 6 i)t]
cos [2(βi6 j + βj 6 i)t]− cos [2(βi 6 j − βj 6 i)t]
 , (D.8a)
1
16
∑
azi ,a
y
i ,a
z
j ,a
y
j∈S1-1

axi (t)a
y
j (t)
ayi (t)a
x
j (t)
axi (t)a
x
j (t)
ayi (t)a
y
j (t)
 = −12 cos2(2Jijt)

sin [2(βi 6 j + βj 6 i)t]− sin [2(βi 6 j − βj 6 i)t]
sin [2(βi 6 j + βj 6 i)t] + sin [2(βi 6 j − βj 6 i)t]
− cos [2(βi6 j + βj 6 i)t]− cos [2(βi 6 j − βj 6 i)t]
cos [2(βi 6 j + βj 6 i)t]− cos [2(βi 6 j − βj 6 i)t]
 . (D.8b)
Here we identified aµi ≡ aµi (0), i.e., a-coefficients without a time argument denote initial values. (Note that the coefficients βi6 j
and βj 6 i depend on azk.) The terms proportional to cos
2(2Jijt) cancel out and the final result is obtained by summing over the
remaining azk with k 6= i, j,
〈
σxi σ
y
j
〉
(t)〈
σyi σ
x
j
〉
(t)〈
σxi σ
x
j
〉
(t)〈
σyi σ
y
j
〉
(t)
 = 24N−1 ∑
azk,a
y
k∈S1-1
k 6=i,j

− sin [2(βi 6 j + βj 6 i)t] + sin [2(βi6 j − βj 6 i)t]
− sin [2(βi 6 j + βj 6 i)t]− sin [2(βi6 j − βj 6 i)t]
cos [2(βi 6 j + βj 6 i)t] + cos [2(βi 6 j − βj 6 i)t]
− cos [2(βi 6 j + βj 6 i)t] + cos [2(βi6 j − βj 6 i)t]
 =

0
0
P−ij + P
+
ij
P−ij − P+ij
 (D.9)
with
P±ij =
1
2
∏
k 6=i,j
cos [2(Jki ± Jkj)t] , (D.10)
which agrees with the exact analytic result found in [14]. In
summary, for the Ising model we recover from the truncated
time evolution equations (B.4a)–(B.4b) the exact analytic so-
lutions for all one-point and two-point functions. This is a
significant improvement compared to the method in [6].
