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The support points are obtained for the class of those analytic functions starlike 
of order tl, m-fold symmetric that are real on ( - 1, 1). We also determine the set of 
support points for the m-fold symmetric analytic functions which are starlike of 
order a. 0 1990 Academic Press, Inc. 
INTRODUCTION 
Let A denote the unit disk in @ and let d denote the set of functions 
analytic in A. Then ~4 is a locally convex linear topological space with 
respect to the topology given by uniform convergence on compact subsets 
of A. For any compact family S cd we let H 9, EH 9, and supp 9 
denote repectively the closed convex hull of 9, the set of extreme points of 
H 9, and the set of support points of 9. We recall that a function f~ 9 
is called a support point of 9 if there is a continuous linear functional J 
on d such that Re J is a nonconstant on 9 and Re J(f) = max{ Re J(g) : 
ge5). 
We let St(cr, m) denote the functions in & that are starlike of order a 
(a < 1) and m-fold symmetric. We recall that fE St(a, m) if and only iff(0) 
=O,f’(O)=l, Re(zf’(z)/f(z))>a (@cl), andf(z)=z+C,“=,a,,+,zkmfl 
[7]. We let &,(a, m) denote those functionsfin St(a, m) such thatfis real 
on (- l,l). In [4] it was proved that 
[(I -xzm)(l ~xr”),(~-“,m: IA= 1, Imx20 . (1) 
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Also in [2] it was proved that 
EH St(cl, m) = 
z 
(1 _ XZm)(2 - ZaPI : 1x1 = 1 . . (2) 
In this paper we prove that supp StR(a, m) = EH St,(a, m) and 
supp St(a, m)= EH St(cr, m) for m= 1,2, . . . . It was proved in [3] that 
supp St(a, 1) = EH St(cr, 1). Our method of proof differs from that used in 
[3] and permits an elegant and complete determination of these heretofore 
undetermined sets of supports points. The next theorem is the main tool 
we use in determining the sets supp St,(a, m) and supp St(a, m) for 
m = 1, 2, . . . . 
SUPPORT POINTS 
Let X be the unit circle {z : IzI = I} and (1 denote the set of probability 
measures {p} on X. 
THEOREM 1. Suppose p E A, p > 0, and 
G(z) = exp 
i 
-p lXlog( 1 - xz) C(x)]. (3) 
Additionally suppose there exist x1, x2, . . . . x, with xk E X (k = 1, 2, . . . . n) and 
aI, a2, . . . . a, satisfying ak > 0 (k = 1, 2, . . . . n) such that for each jE (1, 2, . . . . n) 
we have 
G,(Z) 
G(z) = (1 - xjz)9’ 
where Gj is analytic at Xj and Gj(Xj) # 0. Then 
n 
C Orj<p. 
j=l 
(5) 
ProoJ It follows from (3) and (4) that 
logU - xz) 44x) 
Gj(Z) 
= ( 1 _ xjz)a, 
for jE (1, 2, . . . . n). Differentiating both sides of (6), using (3) and (4) and 
multiplying both sides by (1 - xjz)@l we obtain 
d/&x) = G,‘(z) + G,(z) $&. 
J 
(7) 
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Now we let z = X,r in (7) and multiply both sides by 1 - r to find that 
Gj(rxj) I, & px dp(x) = (1 - r)Gl(i,r) + Gj(.fjr)ajx,. (8) I 
Letting r + l- in (8), using the assumptions on Gj and the Lebesgue 
dominated convergence theorem to evaluate the limit of the integral [6, 
p. 1041 we find that 
Gj(X,)pXj~(Xj)= Gj(Yj)Ct,Xj. (9) 
Since p > 0 and Gj(Xj) # 0 it follows from (9) that p(xj) = a,lp. Since 
y E A we have C’J= I p(xj) 6 1 which implies (5) and completes the proof. 
We next determine the support points of H St,(a, m) and St,(a, m) 
(m = 1, 2, . ..). The information contained in Theorem 2 is new except for 
the case a = 0 and m = 1 [6, p. 961. When these classes were first 
investigated in [4] there was no method for determining supp St,(a, m) 
when a < 0 (even for m = 1). Our previous theorem provides an effective 
tool to deal with this problem, in addition to providing a simple method 
for dealing with the other classes of starlike mappings. 
Let 8 now denote the set of all functions f in d of the form f= 
C;=, A, fk, where xi= l Ak = 1, I, > 0, n = 1, 2, . . . . and fk E EH St,(a, m). 
THEOREM 2. Let a < 1 and m = 1,2, . . . . Then we have 
and 
supp H St,(a, m) = F (10) 
supp St,(a, m) = EH St,(a, m). (11) 
Proof. Let J be a continuous linear functional on d such that Re J is 
nonconstant on St,(a, m). We have 
J [(I -xz”)(~:*z”),“““” = ( > 1 
i 
K [(l -xy)(l -~p)](‘-*‘/” dAc)p 
(12) 
where K is a compact subset of A and p is a finite complex Bore1 measure 
on K [S, p. 361. If we let G(x) = J(z/[( 1 - xP)(l --XZ~)](‘-~)~“‘) then 
since X= l/x on the circle 1x1 = 1, it follows from (12) that the function 
G(x) extends to be analytic in an annulus (x : r < 1x1~ l/r} for some r 
satisfying 0 c r -C 1. This fact, (1 ), and standard arguments found in [ 1 ] 
and [S] imply that 
supp H StR(a, m) c 9. (13) 
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To prove the opposite inclusion suppose fa B and so from (1) we have 
(14) 
where lk 2 0, c;=, A, = 1, Ixk( = 1, and Im xk 2 0 (k = 1, 2, . . . . n). We may 
assume without loss of generality that the set {xi, x2, . . . . x,,> consists of n 
distinct elements, Let A = {xi, x2, . . . . x,, Xi, X2, . . . . Z,,} and note that 
A = 6. It follows from Lemma 7.2 [6, p. 931 that there exists a function F 
analytic in 1x1 < 1 such that 
Re F(x) 3 0 (I4 G 1) (15) 
and 
Re F(x) = 0 (16) 
if and only if XE A. Also, F(z) = do + 2 J$= 1 dizj, where di= dj for 
j= 0, 1, . ..) n [6, p. 933. We note that 
Z 
cc 
[(l -xz”)(l -XZm)](‘-‘)lm= Z+ 1 A,+,Z 
km+1 
2 (17) 
k=l 
where Akm + 1 = Pk(x) -k Pk(,f) = 2 Re &(X), Pk(X) = cik’Xk + Cik! i i- . . . + 
Chk’, and C/!“’ = CJk’ for 0 d j d k and k = 1,2, . . . . Let b, , b,, , , . . . . b,,, 1 
denote the solution of the following linear system of n + 1 equations in 
n + 1 unknowns. (The system is upper triangular and so such a solution 
exists.) 
b,+2bm+,C;‘)+2b,,+,C~‘+ ... +2b,,+,C1;‘= -do 
b m+,C;‘)+b2,+1C~)+ ... +b,,+,C(I”)= -d, 
(18) 
b nm+,C:‘= -d,,. 
Now define G(z)=blz+b,+lzm+‘+ .-. +6,,+i~“~+i. Then G defines a 
continuous linear functional Jc on d by 
J&-~=bl~~+bm+,~m+~+ .-- +L,+,anm+,, (19) 
where fG JZ? and f(z) = CF= ,, ajzi. It follows from (17), (18), and (19) that 
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Note that Re J, is nonconstant on EH St,(a, m). It now follows from 
(14), (15), (16), and (20) that f~ supp H St,(cc, m). Hence we have proved 
that 
9 t supp H %,(a, m) (21) 
and (13) and (21) imply that (10) holds. 
We now turn our attention to proving (11). The inclusion EH St,(cc, m) c 
supp St,(cr, m) follows directly from (1) and (10) by taking n = 1. To prove 
the inclusion supp StR(cq m) c EH St,(cc, m) suppose f~ supp St,(a, m). 
Since St,(a, m) c H St,(a, m) we have fe supp H StR(a, m) and so f~ 9. 
Hence 
f(z)= i 2 
Z 
k=l k [(l -XkZm)(l -XkZm)]+a)‘m’ 
where 0 < Ak < 1, C;= i A, = 1, the xk are distinct, lxkl = 1, and Im xk > 0 
(k = 1, 2, . ..) n). We recall [2] that since f E St(a, m) we have 
fO = esp 
Z ii 
2(1 -a) 
- - log( 1 - XZrn) &L(x) 
x m I 
9 (23) 
where p E A. Now (22) and (23) imply that 
2(1 -a) 
--log(l-xz)dp(x) 
1 
exp m k=l k [(l -+$)(I -%,z)](‘-‘)‘m 
(24) 
for ZE A. Let the right-hand side of (24) be denoted by G(z). Let 
aj = (1 - a)/m for j = 1, 2, . . . . n. Note that if A, #O then G(z) = 
G,(z)/(l - xjz)‘j and G(z) = d,(z)/(l - X,Z)‘J, where G, and Gj satisfy the 
hypothesis of Theorem 1. It follows from Theorem 1 that 
i a,$-a) 
J’ 
j= 1 
m ’ (25) 
It is clear from the observations made above and (25) that there cannot 
be more than one nonzero Aj in (22) and so Aj = 1 for some jE (1,2, . . . . n) 
while Ai= for i#j. Hence we have fEEH St,(a, m) and so 
supp St,(a, m) c EH StR(a, m). Therefore (11) holds and the proof is 
complete. 
We conclude by determining supp H St(a, m) and supp St(a, m), Let 3 
now denote the set of all functions f in & of the form f = C;= 1 I, fk, where 
I;= I & = 1, & > 0, Iz = 1, 2, . . . . and fk e EH %(a, m). 
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THEOREM 3. Let a < 1 and m = 1,2, . . . . Then we have 
supp H St(a, m) = 29 (26) 
supp St(a, m) = EH St(a, m). (27) 
Proof: This theorem follows from Theorem 1 and (2) by methods very 
similar to those used above to prove Theorem 2. Actually the proof of (26) 
is much easier than the proof of (10) and is omitted. 
Remark. We note that P. C. Cochrane and T. H. MacGregor proved 
(27) in the case m = 1 in [3] using different methods from those used in 
this paper. Their method could be adapted to deal with the m-fold 
symmetric case for m > 2. The advantage of our method is its simplicty and 
the fact that it deals with both St(a, m) and St,(a, m). 
We also remark that results analogous to Theorems 1 and 2 can be 
proved for the corresponding classes of convex functions of order a. 
REFERENCES 
1. L. BRICKMAN, T. H. MACGREGOR, AND D. R. WILKEN, Convex hulls of some classical 
families of univalent functions, Trans. Amer. Math. Sot. 156 (1971), 91-107. 
2. L. BRICKMAN, D. J. HALLENBECK, T. H. MACGREGOR, AND D. R. WILKEN, Convex hulls 
and extreme points of families of starlike and convex mappings, Trans. Amer. Math. Sot. 
185 (1973), 413-428. 
3. P. C. COCHRANE AND T. H. MACGREGOR, Frechet differentiable functionals and support 
points for families of analytic functions, Trans. Amer. Math. Sot. 236 (1978), 75-92. 
4. D. J. HALLENBECK, Convex hulls and extreme points of families of starlike close-to-convex 
mappings, Pacific J. Math. 57 (1975), 167-176. 
5. D. J. HALLENBECK, AND T. H. MACGREGOR, Support points of families of analytic 
functions described by subordination, Trans. Amer. Math. Sot. 2787 (1983), 523-546. 
6. D. J. HALLENBECK AND T. H. MACGREGOR, “Linear Problems and Convexity Techniques 
in Geometric Function Theory,” Pitman, New York, 1984. 
7. M. S. ROBERTSON, On the theory of univalent functions, Ann. of Marh. (2) 32 (1936) 
374408. 
8. G. SCHOBER, “Univalent Functions-Selected topics,” Lecture Notes in Mathematics, 
No. 478, Springer-Verlag, Berlin, 1975. 
