Ahtract -Diagrams are widely used in several areas of computer wience, and their effectiveness is thoroughly recognized. One of the main qualities requested for them is readability; this is especially, but not exclusively, true in the area of information systems, where diagrams are used to model data and functions of the application. Up to now, diagrams have been produced manually or with the aid of a graphic editor; in both caws placement of symbols and routing of connections are under responsibility of the designer. The goal of the work is to investigate how readability of diagrams can be achieved by means of automatic tools. Existing results in the literature are compared, and a comprehensive algorithmic approach to the problem is proposed. The algorithm presented draws graphs on a grid and is suitable for both undirected graphs and mixed graphs that contain as subgraphs hierarchic structures. Finally, several applications of a graphic tool that embodies the aforementioned facility are shown.
I. INTRODUCTION
ODELS to represent reality are used in many fields M of computer science. To increase their expressiveness, they are often provided with diagrammatic (or iconic) representations. When diagrams are used to represent a piece of reality, the main quality desired for them is readability, where we say that a diagram is readable if its meaning is easily captured by the way it is drawn. The aim of this paper is to investigate how readability of diagrams can be achieved by means of automatic tools; namely, we compare existing results in the literature and propose a comprehensive approach to the problem.
Automatic drawing of readable diagrams has interesting applications in several fields. To highlight the advantages, we will focus on the design and production phases of the information systems life cycle; however, the following discussion can be applied to many other environments, e.g., CAD/CAM and project management.
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lEEE Log Number 8718010. with a friendly interface to express queries and manipulate objects of the database. Table I shows examples of diagrams used in the information systems life cycle. Several design and documentation tools have been developed in the last years [13] , [32] , [46] ; they assist the designer in describing a rich set of characteristics of the information system, discovering inconsistencies in the documentation, and producing various types of reports. Some of these tools are provided with a graphc editor; see, for instance, [2] , [9] , [24], [45] .
Typically, the aforementioned editors present several limitations. First, they have graphc primitives that allow only simple operations, like creating and deleting symbols and connections. Instead, the use of diagrams for design purposes needs more complex manipulation capabilities. Examples of useful primitives are: 1) expanding symbols corresponding to concepts into more refined structures;
2) integrating intermediate products of the design activity; and 3) restructuring draft versions to improve their quality (e.g., completeness, correctness, and minimality).
A second limitation arises when the information system is described by means of both text-based and graphic-based tools. In this case, when some part of the textual documentation is changed, no automatic system is usually provided to keep the graphic documentation consistent (see Fig. 1 ).
Clearly, in the previous situations the layout of the new drawings (placement of symbols and routing of connections) is under responsibility of the designer, and achieving readability is also left to the designer. As a consequence, producing "good" diagrams is often a time-consuming and neglected activity.
The limitations of graphic editors can be overcome only by providing an automatic layout capability. The use of such capability can dramatically decrease the cost of the graphic documentation and provide an effective integra-0018-9472/88/0100-0061$01.00 01988 IEEE tion of the phases of conception and production of diagrams.
The problem of obtaining drawings where the main quality is readability has recently gained increasing interest [6] , [7] , [37] , [40] . The mathematical model common to all approaches consists of finding an optimal embedding in the plane of a labeled graph, where optimality criteria regard the readability of the diagram. In the following, we refer to this general problem as automatic graph drawing. Besides readability, layout algorithms have been investigated in several other fields, with the goal of minimizing some given resource. For example, in integrated circuit design the resource is the circuit area [29] , [39] . Since algorithms for circuit layout produce inaesthetic crowding of connections, they are not well suited for information systems diagrams. Also, structural characteristics and constraints are quite different in the two cases. This paper is organized as follows. In Section I1 we address the problem of automatic graph drawing and we survey state-of-the-art algorithms presented in the literature. Each algorithm deals with a specific class of graphs and adopts a given graphic standard, i.e., graphic rules to draw symbols and connections. Furthermore, each algorithm takes into account a specific set of aesthetics that express the readability criteria adopted for the drawing. In addition, we consider computational complexity and implementation issues. These concepts are introduced and discussed to provide a general framework in whch the problem of automatic graph drawing can be better understood and to establish a basis of comparison for the algorithms surveyed.
In Section I11 we introduce a comprehensive approach to automatic graph drawing and propose an algorithm general enough to cover a wide range of applications. This approach is based on a well-known strategy in computer science, namely, to proceed by abstraction levels. In the algorithm the layout process is performed by choosing first the topology of the graph (considered as the more abstract property), then its shape, and finally its metrics. The algorithm, extending previous results presented in [3] , [6] , has the following innovative features.
1) It has the capability of takmg into account constraints on the layout provided by the user as additional input. For example, the user can specify a set of vertices to be placed on the external boundary of the drawing, or a fixed shape for a piece of the drawing.
2 ) It also has several levels of performance/runtime trade-off. For example, very large graphs can be drawn with a fast heuristics, while for small graphs exact optimization procedures can be used. The algorithm has been implemented and is currently part of a graphic tool for the design and documentation of information systems. Several applications of ths tool are discussed in Section IV. Specifically, we show its use both as a self-standing documentation tool and in an interactive design environment. Finally, in Section V we examine future research directions.
THE STATE OF THE ART IN AUTOMATIC GRAPH DRAWING

A. Basic Concepts
In this section we survey state-of-the-art algorithms for producing aesthetically pleasing drawings of graphs. The terminology we use about graphs can be found in many textbooks; see, for example, [19] . The number of vertices and edges of the graph are denoted by n and m , respectively. We categorize algorithms with respect to the following parameters: 1) class of graphs; 2 ) graphic standard; 3) aesthetics; 4) constraints; and 5) computational complexity.
Class of Graphs: Each algorithm is usually targeted to a specific class of graphs, e.g., trees, planar graphs, directed, or undirected graphs. In the next subsections the aigorithms surveyed will be grouped according to this parameter.
Graphic Standard:
The simplest way to draw a graph in the plane consists of placing first the vertices, and then drawing the edges as straight-line segments. This is called the straight-line standard (see Fig. 2 ). Another widely used graphic standard, called grid standard, consists of embedding the graph in a rectangular grid so that the vertices are placed at gnd nodes, and the edges follow the horizontal and vertical tracks of the grid (see Fig. 3 ). Treelike diagrams are usually drawn according to the straight-line standard. When the diagrams are of a more general type, as in [21] , [36] , the grid standard is usually preferred because of its regularity and modularity. Other standards are generally variations of the two aforementioned ones. For example, several algorithms adopt a mixed standard, where vertices are placed at grid nodes, and edges are drawn as polygonal chains that bend only at grid nodes.
Aesthetics: We use the term aesthetics to denote the criteria that concern graphc aspects of readability. A well-admitted aesthetic, valid independently from the graphic standard, is the minimization of crossings between edges. Also, to avoid unnecessary waste of space, it is usual to keep the area occupied by the drawing reasonably small. When the grid standard is adopted, it is meaningful to minimize the number of bends (turns) along the edges, as well as their total length.
Usually, more than one aesthetic is considered in real life applications. Drawings that are optimal with respect to a specific aesthetic are generally not optimal with respect to another one. In Fig. 4 two equivalent diagrams are shown that minimize the number of bends and the number of crossings, respectively. An ideal algorithm should be able to take into account variable weights for the different aesthetics.
Constraints: Aesthetics characterize a tidy drawing from the graphical point of view. However, they cannot deal with features that require knowledge about the meaning of the drawing. For example, if there is a concept of utmost importance, the drawing is usually arranged so that the corresponding symbol is placed in the center of the diagram. Semantic features can be expressed by means of constraints on the drawing, which must be explicitly provided to the algorithm as additional input. Examples of constraints are positioning a group of vertices close one to the other and placing specific vertices on the external boundary of the drawing.
The following taxonomy can be applied to both aesthetics and constraints and is useful to understand their interaction. An aesthetic or constraint may be: 1) local/global: local when it refers only to a part of the 2) hierarchic/flat: herarchic when it concerns the reladrawing, global otherwise.
tive position of a set of symbols, flat otherwise.
Identifying a simple set of aesthetics that capture the intuitive notion of a readable drawing is a significant problem, as pointed out in [41]. In this framework, an analysis of the literature has been performed in [4] to determine the aesthetics most commonly adopted in several information systems diagrams. The results of this analysis are summarized in Table 11 , where the aesthetics are classified according to the local/global and herarchic/flat taxonomy. In Table I11 we give a similar classification for several types of constraints. In the rest of t h s paper, specific aesthetics and constraints will be referred to by means of the acronyms given in Tables I1 and 111 .
In many documentation applications a sequence of drawings is produced by means of successive updates. An example can be found in top-down methodologies for software development, where new diagrams are created by expanding symbols into more complex structures. We would expect two successively generated diagrams to differ only locally, in those places where the expansion has been performed. In this case, dynamic aesthetics and constraints can be considered that minimize the sum of the "distances" width O ( n ) , which is asymptotically optimal in the worst case. Two algorithms with similar structure have been presented by Wetherell and Shannon [53]. The position of each node is assigned by means of two traversals of the tree. Nodes are pushed to the left as much as possible, provided they are correctly placed with respect to their father and sons. The first version of the algorithm is heuristic with respect to the aesthetic AREA. The second one considers a weaker variant of aesthetic SYMM, Le., a node is placed between its sons and finds a drawing of minimum width.
Vaucher [50] independently developed a tree drawing algorithm similar to the one of Wetherell and Shannon. His algorithm seems to produce a minimum-width drawing, although this is not clearly stated in the paper.
Reingold and Tilford [34] observed a drawback common to all of the previous algorithms: the drawing of a subtree is influenced by the positioning of nodes outside that subtree, so that symmetric trees may be drawn asymmetrically (see Fig. 5 ). To guarantee that a symmetric tree be drawn symmetrically, they introduced aesthetic ISO, formulated as follows:
ISO: isomorphic subtrees must have the same drawings, and symmetric subtrees must have mirror image drawings.
The tree drawing algorithm of Reingold and Tilford is simple and elegant:
if the tree is empty or consists of a single node then trivially construct its drawing else recursively draw the left and right subtrees; place the two subdrawings so obtained close to one another so that the minimum horizontal distance between them is 6; position the root halfway between the roots of the subtrees (if one of the subtrees is empty, the root is placed at distance 6/2 from the root of the other sub tree).
. endif 0 ward: once the subtrees-have been recursively drawn and placed close to one another, the root can be positioned halfway between the leftmost and rightmost son. Supowit and Reingold [41] studied the computational complexity of the binary tree drawing problem. Their results can be summarized as follows: 1) the problem of finding a minimum-width drawing of a binary tree subject to aesthetics CROSS, VERT, SYMM, AREA, and ISO is solvable in polynomial time since it is reducible to linear programming; and 2) the discretized version of the earlier problem, where the x coordinates of the nodes are constrained to be integer multiples of 6/2, is instead NP-hard. While the latter result justifies the heuristic approach of Reingold and Tilford, the former leaves open the question of finding an efficient algorithm for the continuous case.
C. Planar Graphs
Planar graphs can be drawn in the plane without crossing edges. Based upon this property, specific algorithms for drawing planar graphs without crossings have been devised [lo] [54] . Since in every planar graph m < 3n -6, some of these algorithms achieve O( n ) time complexity.
Notice that an algorithm for drawing planar graphs can be used also for a nonplanar graph provided crossings are replaced by ficticious vertices.
Wagner [51] and Fary [20] proved that every planar graph admits a planar straight-line drawing. Tutte [48] extended this result by showing that every three-connected planar graph admits a convex drawing, i.e., a planar straight-line drawing such that all the face boundaries are convex polygons (see Fig. 7 ). He also gave a method for finding a convex drawing such that the external face is any prescribed convex polygon, and the position ( x u , y,) of where adj(u) is the set of vertices adjacent to u. Using the results in [26] , the algorithm of Tutte can be implemented in time O( n1 5 ) .
An O ( n ) algorithm for constructing convex drawings has been presented by Chiba et al. [lo] . It is based on the characterization given by Thomassen [47] of the class of planar graphs that admit a convex drawing. The algorithm can be extended to the case of general planar graphs and produces straight-line drawings such that the faces of each three-connected component are drawn as convex polygons. Experiments have shown that this algorithm sometimes distributes vertices unevenly, thus requiring hgh-resolution display devices.
When the grid standard is adopted, aesthetic BENDS is very important for a pleasing drawing. Storer [39] analyzed first the problem of embedding in the grid a planar graph with a given planar representation so that the number of bends is minimum. He conjectured this problem to be NP-hard and gave three heuristics that produce drawings with O( n ) bends. Although these heuristics appear to have polynomial time complexity, a running time analysis is not given. Tamassia [44] disproved Storer's conjecture by presenting an algorithm that finds an embedding with the exact minimum number of bends in O ( n 2 log n ) time. His algorithm is based on a transformation into a minimum cost flow problem and handles constraints on the number of bends allowed on each edge. Furthermore, the area of the embedding is U ( n 2 ) , whch is optimal in the worst case.
A visibility representation for a planar graph consists of representing vertices with horizontal segments and edges with vertical segments so that each edge segment has its endpoints on the segments associated with its incident vertices and does not cross any other vertex segment (see Fig. 8 ). Otten and van Wijk [31] introduced this represen- tation with application to circuit schematics and showed that every planar graph admits one. Tamassia and Tollis [42] presented an algorithm that constructs a visibility representation in O( n) time. They also studied other types of visibility representations in a unified framework. As shown in [43], their algorithm can be modified to construct a grid embedding with O ( n ) bends and O ( n 2 ) area in O( n) time. A more detailed analysis shows that the performance guarantee is the same as the one of Storer's heuris- 
D. Hierarchic Graphs
Graphs representing hierarchic structures are widely used. Examples include PERT networks, subroutine-call graphs, family trees, and organization charts. These graphs have the common property to be directed and acyclic. In the following, they will be denoted as hierarchic graphs. It is usual to represent hierarchic graphs with the straight-line standard by arranging vertices into levels (parallel lines) so that the edges can be all drawn in the same direction, e.g., from top to bottom (aesthetic VERT). See an example in Fig. 10 . Besides VERT, aesthetics CROSS and AREA are widely used for hierarchic graphs. A k-layer graph is a hierarchic graph where the assignment of vertices to the k levels is fixed. A k-layer graph is proper if edges connect pairs of vertices belonging to consecutive levels (see Fig.  11 ). Theoretical results on drawing herarchic graphs have been presented by Di Battista and Nardelli [14], who considered proper k-layer graphs with exactly one source vertex (vertex without incoming edges). They characterized the proper k-layer graphs that admit a drawing without crossings and presented a linear time algorithm for testing the "k-layer planarity." This algorithm produces also a cross-free drawing when the graph is found to be k-layer planar.
Eades et a/. [16] showed that the problem of minimizing crossings in a proper k-layer graph is NP-hard, even for two-layer graphs where the positions of the vertices on the second layer are held fixed. Eades and Kelly [17] gave four heuristics for reducing the number of crossings in a k-layer graph, with running times between O ( m + n log n ) and O( mn'). The experimental results showed that the performance increases with the density and is very good for densities above 0.5, where the density of a two-layer graph with n , vertices on the first level and n 2 vertices on the second level is defined as m/n,n,. Eades and Wormald [ 181 presented another heuristics for reducing crossings in a two-layer graph that guarantees to produce a drawing with at most three times the minimum number of crossings. Warfield [52] developed a "crossing theory" for proper k-layer graphs and gave heuristic methods for reducing the number of crossings. Carpano proposed an iterative method for the reduction of crossings in a two-layer graph, called relative degree algorithm: given a placement of the vertices on level 1, the abscissa of each vertex on level 2 is computed as the average of the abscissas of its neighbors on level 1 (upbaiycenter). Then, a symmetric step is performed by computing the down-baiycenter for the vertices on level 1, maintaining fixed the position of vertices on level 2. Iterating this procedure, the position of the vertices on both levels is guaranteed to converge under mild assumptions. The foregoing algorithm is also extended to the case of k-layer graphs. To deal with general hierarchic graphs, vertices are assigned to levels according to aesthetics VERT and LENGTH. Namely, u is positioned at level i iff the length of a longest path origmating at u is i.
No theoretical results on the performance of the algorithm are given. However, an experimental study conducted on real-life examples showed a significant reduction in the number of crossings (30-50 percent less). An example of a drawing produced is shown in Fig. 12 . The algorithm is part of the GTlVX tool for computer-aided decision analysis, which allows for interactive editing and display of hierarchic graphs. Also, undirected graphs and directed graphs with cycles can be represented. In the former case a different graphic standard is used, called centrifugal representation, where the vertices are placed along concentric circles. In the latter case the adjacency graph of the strongly connected components (which is always acyclic) is displayed, and each strongly connected component is drawn separately as an undirected graph. The algorithm of Sugiyama et al. [40] for drawing general hierarchic graphs appears to be more sophisticated. The mixed standard is adopted, whch allows "long" edges to bend at each level, thus giving more flexibility in the placement of the vertices and permitting a more compact layout. The algorithm consists of three phases: 1) -he first phase assigns vertices to levels. Dummy vertices are added to break edges that span over more than two levels, so that the graph at the end of the first phase is a proper k-layer graph.
2) The second phase sorts the vertices on each level, with the goal of minimizing crossings. It is an iterative method that computes at each iteration a tentative placement. The first iteration scans the graph from level 1 to level k , where at level i ( i = 1; . ., k ) the vertices are sorted according to the up-barycenter. The second iteration is symmetric; it works from level k to level 1 and uses the down-barycenter. Successive iterations alternate between top-down and bottom-up scannings of the levels.
3) The third phase is a fine tuning of the layout that determines the absolute positions of the vertices in the drawing, with the goal of distributing uniformly the vertices The case of directed graphs with cycles is handled by collapsing cycles into supervertices. Experiments performed with a FACOM M190 computer on real-life examples having up to 500 vertices showed a significant reduction of the number of crossings. An example of a drawing produced is shown in Fig. 13 .
The algorithm of Sugiyama et al. has been modified and extended by Rowe et af. Ill], 1271, [37] . The main improvement concerns phase 2. In the original algorithm of Sugiyama et al., when the order given by up-and downbarycenters is very different, the position of some vertices never converges. To overcome this problem, phase 2 has been modified so that the thrd and successive iterations sort by the average of up-and down-barycenters. Other improvements have been made to phase 3. The most important extension is that directed graphs with cycles are also handled by the algorithm. The basic idea is to temporarily reverse the directions of some edges to eliminate all cycles and then apply the hierarchic layout algorithm. This algorithm is part of the GRAB system [37], a general purpose browser for directed graphs that allows operations of edit, display, and automatic layout on directed graphs. The drawing produced by GRAB for the graph of Fig. 13 is shown in Fig. 14. A prototype version of GRAB has been implemented on a Sun workstation.
E. General Undirected Graphs
Because of the difficulty of the general problem, only a few layout algorithms have been presented for the case of arbitrary undirected graphs [15] , [33] . The spring embedder algorithm by Eades (151 is a drawing heuristics based on a physical model of the layout process. The straight-line standard is adopted, and the aesthetics considered are UNIDEN and SYMM. The graph is represented by a mechanical system, where the vertices are replaced by rings, and the edges are replaced by springs. The force F, (u, u ) exerted by a spring on the two endpoint rings u,u, is of logarithmic type ( u, u ) between nonadjacent rings with inverse square law
The model is devised so that the adjacent vertices are put together, but not too close, and nonadjacent vertices remain well apart. The drawing algorithm simulates the evolution of the foregoing system from a given initial state until a stable configuration (local minimum energy) is reached. Experiments conducted have shown that the algorithm produces good drawings for many two-connected sparse graphs (see Fig. 15(a) ). However, poor drawings are obtained for graphs with dense subgraphs and graphs with a small number of bridges (see Fig. 15(b) ). Using a discretized time approximation, the computational load is O( n *) for each simulation step, where about 100 steps were found to be enough for most graphs. The spring embedder is one of the layout tools available in TYGES (typed graph editing system) [23] , an extensible system for editing and displaying graphs that has been implemented on an ICL Perq workstation.
A drawing algorithm specifically targeted to entity-relationship diagrams is presented in [33] . The grid standard is adopted, and a divide and conquer technique is used, where the graph is partitioned into clusters. Fast running time was the main concern in the design of this heuristics, whose goal is to produce quickly a reasonable layout. The previous layout algorithm is intended to be used within DDEW, a graphic tool for database design currently under implementation [32] . The algorithms surveyed in t h s section are briefly summarized in Table IV of Section 111, after the description of our drawing algorithm. 
A GRAPHTHEORETIC APPROACH T o AUTOMATIC GRAPH DRAWING
In this section we describe our approach to automatic graph drawing. We represent the layout problem by means of a general graphtheoretic model that allows homogeneous treatment of a wide range of aesthetics and constraints, and can be thus applied to several classes of diagrams. Graphs are drawn using the grid standard, and vertices are represented by rectangles or by symbols embedded into a rectangle.
The basic idea of the approach is that within the grid standard a drawing is characterized by three fundamental properties, defined in terms of the equivalence classes they establish among drawings of the same graph: 1) topology: two drawings have the same topology if they can be obtained one from the other by means of a continuous deformation that does not alter the sequences of edges contouring the faces of the drawmg; 2) shape: two drawings have the same shape if they have the same topology and can be obtained one from the other by modifying only the lengths of the edges, without changing the angles formed by them; 3) metrics: two drawings have the same metrics if they are identical up to translations.
Each of these properties provides a description of the layout that is a refinement of the previous one. Namely, two graphs with the same metrics have also the same shape, and two graphs with the same shape have also the same topology. At the same time, aesthetics and constraints typically address only one of the above properties; e.g., aesthetics CROSS, BENDS, and AREA deal with topology, shape, and metrics, respectively. Therefore, the hierarchy among topology, shape, and metrics suggests a stepwise generation of the drawing, where at each step one of the properties is taken into account and an intermediate representation is produced.
The algorithm we present has the following features: 1) accepts as input both general undirected graphs and mixed graphs that contain as subgraphs hierarchic structures; 2) adopts the grid standard; 3) deals with a rich variety of aesthetics; 4) allows interactive specification and treatment of several constraints; and 5 ) provides various levels of performance/runtime trade-off, depending on the application needs.
The aesthetics considered by the algorithm are CROSS, BENDS, LENGTH, and AREA. If the graph contains hierarchic subgraphs, the VERT and SYMM aesthetics are also applied. Constraints of type CENTER, EXTERN, NEIGH, SHAPE, and STREAM are accepted, as well as the following constraints (not mentioned in Table 11 ) that are concerned with bounds on the properties of individual edges:
CMAX: upper bound on the number of crossings along a BMAX: upper bound on the number of bends along a LMAX: upper bound on the length of a given edge.
given edge; given edge; Fig. 16 shows an input/output description of the algori t hm.
The algorithm consists of three phases: planarization, orthogonalization, and compaction (see Fig. 17 ). The planarization phase determines the topology of the draw- The orthogonalization phase receives as input a planar representation and produces as output an orthogonal representation that describes the shape of the drawing. Formally, the orthogonal representation is defined as an enriched planar representation, where the sequence of angles along each edge is specified. Aesthetics BENDS, VERT, and SYMM, and constraints BMAX, SHAPE, and STREAM, are considered in this phase.
Finally, the third phase, compaction, determines the metrics of the drawing according to aesthetics AREA and LENGTH, and to constraint L W . Each phase is described in more detail in the next subsections.
A . Planarization
An expanded view of the planarization phase is shown in Fig. 18 . The first step preprocesses the graph in case constraints EXTERN, NEIGH, and SHAPE are present. First, a new dummy vertex x is added to the graph and is connected to all vertices constrained to appear on the external face (constraint EXTERN). A bound CMAX = 0 is imposed on the edges incident upon x. Then the subgraphs of fixed shape (constraint SHAPE) and the groups of vertices that have to appear together in the drawing (constraint NEIGH) are contracted into supervertices. The second step is the kernel of the planarization phase. A modified planarity testing is performed [28] that outputs a maximal planar subgraph G' of the given graph (so if G is planar, G'= G). A planar embedding for G' is determined whose topology is described by the planar representation P'. The " nonplanar" edges are successively added to P', observing whenever possible the crossing bounds associated with the edges (CMAX) and minimizing at each step the number of crossings introduced. Finally, a planar representation P" for the resulting planarized graph G" is computed so that the external face contains vertex x (EXTERN) and is the most possible distant from the vertices to be placed in the middle of the drawing (CENTER). This step is repeated for each subgraph G, condensed into a supervertex because of constraint NEIGH to construct its planar representation P,. Notice that the planar representations of the other condensed subgraphs is already provided by constraint SHAPE.
In the thtrd step the dummy vertex x is removed and the supervertices are expanded into the corresponding structures. This produces the final planar representation P. The overall complexity of the planarization phase is 0(( n + c ) min ( n , m' + l)), where rn' and c are the number of nonplanar edges and crossings, respectively. Notice that if the graph is planar, the complexity is O(n). The heuristic approach used for this phase is justified by the fact that minimizing the number of crossings is an NP-hard problem [25].
B. Orthogonalization
A refined description of the second phase is shown in Fig. 19 . This phase can be performed in two different ways, depending on the user's choice. In the first case, fast orthogonalization, a linear time algorithm is executed to construct the orthogonal representation of the graph. This algorithm is heuristic and takes into account only aesthetic BENDS. However, even if the exact minimum number of bends is not guaranteed, good results are produced in practice, and at most 2.5( n + c) + 4 bends are introduced [43] . In the second case, tidy orthogonalization, all the aesthetics and constraints are taken into account, and a quadratic time algorithm that finds the exact minimum number of bends is used.
The fast orthogonalization procedure is illustrated in Fig. 20 . From the planar representation P shown in Fig.   20 (a), a visibility representation is constructed in linear time using an algorithm described in [42] . The visibility representation shown in Fig. 20(b) , is then transformed into a grid embedding by means of local expansions (see Fig. 20(c) ). Bend-stretchmg transformations are applied to reduce the number of bends, as shown in Fig. 20(d) and (e). For example, in Fig. 20(d) the pairs of concave and convex bends on edges (1, 4) and (4, 6) are removed. The In the rest of t h s subsection we describe the tidy orthogonalization. The first step deals with the hierarchic subgraph G , and takes into account aesthetics SYMM and VERT. The algorithm for t h s step constructs a shape for G , that verifies the previous aesthetics. In the subsequent steps, this shape is maintained fixed by adding a constraint of type SHAPE.
The second step expands each vertex u of degree greater than four into a rectangular skeleton. At this point, two different strategies can be adopted to assign the edges incident upon u to the sides of the rectangle. The simplest strategy consists of placing deg( u)/4 terminals along each side of the rectangle. The edges are associated with the terminals according to their circular order around u, which is given by the planar representation P; ths can be done in linear time. A more sophisticated strategy consists of finding an "optimal" assignment by means of an algorithm based on the concept of k-gonal representation [44] . In this case the time complexity is quadratic, but the layout is improved as shown in Fig. 21 . We conclude the discussion of the expansion step observing that the shape of the rectangular skeletons is kept fixed in the next step by introducing additional constraints of type SHAPE. 
STREAM/E *Another version of the algorithm has the following performance: CROSS/E VERT/E SYMM/E, AREA/G **s is the number of simulation steps used.
'The complexity is O ( n ) for planar graphs and fast orthogonalization and compaction, and U ( k 2 ( n + c )~ logkn)
for nonplanar graphs and tidy orthogonalization and compaction. c is the number of crossings, and k is a parameter related to the tidy expansion step This paper.
Once the expansion step has been performed, the kernel of the orthogonalization phase is executed to find a shape with the minimum number of bends subject to the constraints of type BMAX, SHAPE, and STREAM. The algorithm for this step has quadratic time complexity and is described in the Appendix. The final output of phase 2 is an orthogonal representation H for the graph.
C. Compaction
The thrd phase, compaction, is illustrated in Fig. 22 . As in the previous phase, two algorithms with different performance/complexity trade-offs can be adopted.
The fast compaction algorithm considers only aesthetic AREA and runs in linear time. Namely, if the orthogonal representation H has n vertices, c crossings and b bends, the complexity is O ( n + c + b). The algorithm is a variation of the one described in [22] and can be summarized as follows. First, each face of the orthogonal representation is decomposed into rectangles. Then, two directed graphs, G, and G,, are constructed that represent the constraints imposed by the orthogonal representation H onto the vertical and horizontal metrics, respectively. These graphs are constructed in such a way that the lengths of the longest paths in G, and G, are equal to the minimum height and width of the drawing, respectively. Finally, the lengths of the edges are computed applying the critical path method [19] to G, and G,.
The tidy compaction algorithm has quadratic complexity and takes into account aesthetic LENGTH and constraint LMAX. After the faces of the orthogonal representation have been decomposed into rectangles, a network flow technique is used where each unit of flow represents a unit of length. Two flow networks are used, one for the vertical metrics and one for the horizontal metrics. The nodes of the networks are the face rectangles, and the conservation of the flow at each node means that opposite sides of a rectangle must have equal lengths. Finally, the minimization of the cost of the flow corresponds to the minimum total length of the edges.
Experiments conducted on real-life examples have shown that the algorithm achieves satisfactory runtime performance. We show in Fig. 23 the computation time on a Sun-2 workstation for several graphs with average vertex degree between 3 and 4.
To conclude this section, we compare in Table IV the algorithms presented in Section I1 and our algorithm. The algorithms are grouped according to the class of graphs considered. For each algorithm, we give the graphic standard (S-straight-line, G-grid, or M-mixed) , the aesthetics and constraints taken into account, and the time complexity. Finally, for each aesthetic, we indicate if it is satisfied exactly ( E ) , heuristically with some performance guarantee (G); or heuristically without any performance guarantee ( H ) .
IV. APPLICATIONS
In this section we show several applications of the layout algorithm described in Section 111. This algorithm has been implemented in GIOTTO, a tool for computer-aided production and manipulation of diagrams used in functional analysis and conceptual data design. The automatic layout facility provided by this tool can be used for a variety of purposes: 1) documentation, either as a self-standing system or as a " back-end" for an existing documentation tool; 2) support to a graphic editor, to optimize diagrams produced with the editor; 3) support to a design tool, to perform the layout activities associated with complex design commands. Now, we examine several applications in these areas.
A . Documentation
The simplest use of GIOTTO is as a self-standing documentation tool. In this case, the user declares the structure of a data (or functional) schema by filling in a form. Figs. 24 and 25 show two forms and the corresponding diagrams for an entity-relationship schema and a data-flow schema, respectively. Notice that aesthetic VERT is satisfied for the herarchic substructure of Fig. 24 , consisting of the generalization abstraction between entities PERSON, WOMAN, and MAN. The tool produces a diagram suitably normalized to a particular format, depending on the output device (video, plotter, printer) . Diagrams can be displayed at several detail levels. For example, in entity-relationship schemas, attributes of entities can be declared with a separate form and displayed in a more detailed diagram (see Fig. 26 ).
The attributes are handled by the algorithm as additional symbols, whose connections are kept straight and short using constraints of type BMAX and LMAX.
GIOTTO can also be integrated in existing documentation tools to provide consistency between textual and graphic 
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6-9 9-7 9-4 4-10 10-2 2-1 1 11-7 h GOUERNn Fig. 25 . Data-flow schema and corresponding diagram performed either in user-driven mode (U-mode) or in system-driven mode (S-mode) . For example, in the CREATE command the user declares the symbol to be added and its connections with the rest of the diagram. In U-mode, the placement of the symbol and the routing of connections are performed by the user, while in S-mode the routing is performed by the, system that adopts a simple heuristics. When a new connection is added, the system first attempts to find a free grid path to route it; if no such path exists, it is created by adding new grid tracks. Design sessions consisting of long series of CREATE commands in U-mode may result in diagrams with inaesthetic crowding of connections. This problem can arise also in S-mode, since it provides only a local optimization. Now, the layout facility may be conveniently invoked using the OPTIMIZE command that produces a new diagram with an an example that refers to the information system of a travel company (see Fig. 28) 
C. Support to a Design Tool
Methodologies currently used in data and functional analysis make use of a wide set of design primitives such as 1) EXPAND: replaces a symbol with a more refined struc-2) INTEGRATE: merges two (or more) diagrams into a 3) CHANGE: restructures a diagram according to predeWhen applying these primitives with a graphic editor, it is not meaningful to leave to the designer the responsibility of moving symbols. For example, in the EXPAND command it is often necessary to make space for the new structure. In this case, GIOTTO may be invoked (using constraint SHAPE) to restructure the diagram only in the neighborhood of the modified part. The shape of the unmodified part changes softly so that the user can easily perceive the transformation. See in Fig. 29 panding the entity PLACE of Fig. 24 into one relationship and two entities. In the INTEGRATE command, local restructuring are not meaningful, and GIOTTO is invoked for the whole layout. Concepts resulting from different schemas are drawn with different colors to keep track of the old schemas during the integration process. Fig. 30 shows an entity-relationship schema that may be integrated with the schema of Fig. 28 ; the integrated schema appears in Fig. 31. Finally, Fig. 32 shows the integration of the data-flow schemas of Figs. 25 and 27.
V. FUTURE DEVELOPMENTS
We have presented a comprehensive approach to aesthetic layout of diagrams and have shown applications of a layout algorithm that takes into account several aesthetics and user-defined constraints. The tool presented in Section IV is currently operating on an IBM PC with color display and on a Sun workstation. Both implementations are in Pascal.
The algorithm presented in this paper considers mainly undirected graphs and adopts the grid standard. We are investigating alternative ways to combine together the building blocks of the algorithm. Examples of problems currently under analysis are: 1) giving more priority to the aesthetic BENDS than to the aesthetic CROSS. To this extent, we are studying a new orthogonalization strategy that can modify the planar representation to further reduce the number of bends.
2 ) introducing a preliminary phase that detects global symmetries of the graph, and sets appropriate constraints in order to display them.
Other directions of future research include: extending the graphtheoretic approach described in this paper to herarchc graphs withm the straight-line standard; devising a layout strategy that allows the use of different graphic standards for different parts of the diagram, for example, hlerarchic structures could be drawn with the straight-line standard, and the rest of the diagram with the grid standard; developing a parametric algorithm that can be interactively tailored to specific classes of diagrams, graphic standards, aesthetics, and constraints. A first step in t h s direction is to express the structural properties of diagrams in a formal way (see a preliminary work in [4]). In t h s framework, we are presently investigating a unifying definition of several information system diagrams in terms of graph grammars.
APPENDIX
We describe the kernel of the tidy orthogonalization phase of the algorithm presented in Section 111. This step receives as input a planar representation P, together with constraints of type BMAX, SHAPE, and STREAM. Namely, we are given: 1) a planar representation P, where the sets of vertices, edges, 2) a bound maxbends (e) on the number of bends for each 3) a fixed orthogonal representation H' for a part P' of P.
The aesthetic considered is BENDS. The output is an orthogonal representation H for P with the minimum number of bends such that the bending bounds are satisfied, and the restriction of H to P' is equal to H'.
First, we consider the case in which only the bending bounds are present. The orthogonalization technique is based on a transformation into a network flow problem, where each unit of flow represents an angle of 90". To avoid confusion, the terms node and urc will be used for networks instead of vertex and edge, respectively .
A flow network N = ( U , A ) is constructed from P, as follows. Arcs of N are of two types, A = A , U A , , where the following 1) A, contains a pair of symmetric arcs, (f',f") and (f",f'), for every pair { f", f'} of distinct faces of P that share an edge in their contour. The flow x(f, g) of arc (f, g) E A , denotes the number of 90" angles inside face F that appear along edges separating f from g. The flow of each arc (f, g) has unit cost, zero lower bound, and upper bound (capacity) given by hold:
where E ( f , g ) is the set of edges that separates face f from face g.
2) A , contains arcs of the type ( u , f ) , such that u is a vertex on the contour of face f. Flow x( u , f ) denotes the sum of angles with vertex u inside face f , measured in multiples of 90" (e.g.,x(u,f) = 3 for an angle of 270"). The flow of each arc ( u , f ) of A , has zero cost, a lower bound equal to the number of angles with vertex u inside face f, and an upper bound 5 -deg( u).
The conservation of the flow at vertex nodes means that the sum of the angles around each vertex is equal to 360". The conservation of flow at face nodes means that every face of P is transformed into a rectilinear polygon. Network N has the following properties [44] :
Proposition 1: For each integer circulation x in N , an orthogonal representation H computable from x exists that satisfies the bending bounds and has a number of bends equal to the cost of x.
Proposition 2: For each orthogonal representation H observing the bending bounds, a feasible circulation in N exists whose cost is equal to the number of bends in H.
Proposition 3: There are minimum cost circulations in N taking only integer values.
Hence an orthogonal representation with the minimum number of bends can be computed from a minimum cost circulation in N . Using standard network flow techniques for finding a minimum cost circulation, the orthogonalization algorithm can be performed in time O( n2 log n ) .
To take into account constraints of type SHAPE and STREAM, we observe that imposing the given orthogonal representation H' to E" is equivalent to fixing the flow values of the arcs of a subnetwork N' of N . A simple method to achieve this is to set both the lower and the upper bound of the arcs in N' equal to the requested flow value and then simplifying the resulting network by applying iteratively the following rules: 1) If node u has an incoming arc (w, u ) with both lower and upper bound equal to some value x, then increase the supply of u by x, decrease the supply of w by x, and remove arc ( w , u ) from the network.
2) If node u is isolated, i.e., without incident arcs, then remove it from the network.
This transformation can be performed in linear time and does not increase the asymptotic complexity of the algorithm.
