INTRODUCTION
Calculating an accurate measurement of the credit risk underlying defaultable obliga--26 B.Bade et al the risk management of a financial institution. The trade-off between complying with the Basel capital requirements and the opportunity costs of tying up too much capital makes this task even more challenging. Appropriate models for the probability of a default event (PD), the exposure at the time of default (EAD) and the loss given a default event ( LGD) have to be defined and calibrated by empirical data. In particular, the test of modeling PD and LGD deals with a high level of uncertainty ' Looking at the theoretical and empirical realization of this task in theory as well as in practice, several gaps are identifiable. First ofall, there is a wide range ofliterature on analyzing the drivers of either PD (see, for example, Leland (1994) ; Jarrow and Turnbull (1995) ; Longstaff and Schwartz (1995) ; Madan and Unal (1995) ; Leland and Toft (1996) Rösch and Scheule (2010) ), although empirical data shows that default and recovery rates jointly deteriorate during economic downturns' Figure I Bade et al (2011) provide empirical evidence that default process and recovery process are indeed highly correlated by applying US nonfinancial corPorate bond to an econometric extension of the economic model introduced bY PYkhtin (2003) ' The second gap in the literature is performance comparisons among the different approaches to PD and LGD forecasting' Besides the most recent of Qi and Zhao (2011 ), one exception is Bastos (2010) , who compares simple least squ ares (OLS) estimation procedures of LGD with a nonparametnc tree approach on the basl s of root mean squared errors (RMSEs) and reladve enors (RAEs). Nevertheles s, the authors ofboth papers use data solely from obligations, as do their predecessors from this strand of literature (see, for Bellotti and Crook (2007) and Caselli et al (2008) )' This paper addresses these weaknesses by comparing predictions derived model by Bade et al (2011) with a quick and dirty mean prediction' a model and a model incorporating a perfect correlation between default process as proposedbY Rösch and Scheule (2009 Since we assume an asset value process for the default event, the PD is given as ¡e probability that V¡¡ falls below zero (given the observable covariates). Under the îorrîali|Y assumption, we obtain: PD¡¿: l-øGo+ þ'xX) (2.10) For EL and ERGD, respectively, the assumptions concerning the link between default and recovery process have to be considered' In the general case the parameter esdmates of (2.4) are used to calculate the expected loss by:
YolY' In detail, the model validation framework for our performance comparison consists of five steps, which are repeated 10 000 times in order to exclude sample effects:
. The results for the portfolio loss rate shown in Table 7 are much more widespread.
RESULTS

Single borrower level
Here, the simple prediction by historical average is the best predictor for future portfolio loss rates, followed closely by the 
