Abstract Most of a cell's functional processes involve interactions among proteins, and a key challenge in proteomics is to better understand these complex interaction graphs at a systems level. Because of their importance in development and disease, protein-protein interactions (PPIs) have been the subject of intense research in recent years. In addition, a greater understanding of PPIs can be achieved through the detailed investigation of the protein domain interactions which mediate PPIs. In this chapter, we describe recent efforts to predict interactions between proteins and between protein domains.
Introduction
In recent years, the human and other genome sequencing projects have generated vast amounts of data that identify thousands of new gene products whose functions and interrelationships are not yet known. The overall molecular architecture of all organisms is largely mediated both structurally and functionally through the coordination of protein-protein interactions (PPIs). In particular, the disruption of PPIs may lead to the development of diseases. Thus, correctly identifying the interrelationship between proteins at the systems level is urgent and necessary, since such knowledge would lead to a better understanding of the functional properties that define the behaviors of most complex biological systems.
Experimental techniques [82] to detect PPIs or protein functions have their own limitations, and the resulting data sets are often noisy. Thus, additional approaches are needed to accelerate the recovery of complex protein-interaction systems. Given the vast amount of available biological evidence and the representational power of mathematical models, computational methods are gaining importance. In this chapter, we review three areas to which computational approaches contribute significantly ( Figure 1 ). We first introduce methods targeting protein-protein interaction predictions in Section 2. Then in Section 3 recent advances in identifying domaindomain interactions are presented. Finally, Section 4 reviews various ways to predict protein functions from PPI graphs.
Prediction of protein-protein interactions
The term "protein-protein interactions" refers to the association of protein molecules with each other. The associations are interesting from multiple perspectives, including ascertainment of specific biological processes and pathways such as signal transduction pathways, as well as the systems-level studies of networks on the cellular or organism-wide scale. Because direct pairwise PPIs provide the basic building blocks to carry out the myriad of functions in a cell, comprehensively identifying these interactions is essential for understanding the molecular mechanisms underlying biological functions.
Experimental techniques for deciphering protein-protein interactions have been reviewed by [82] . In general, interactions among proteins can take on many forms (e.g., have an impact on functions of one another, or occur in a common pathway), and many proteins only operate in complexes and through physical contact with other proteins. These factors have prompted the development of various complementary experimental methods for detecting protein-protein interactions. Traditionally, PPIs have been studied individually through the use of genetic, biochemical and biophysical experimental techniques (also termed small-scale methods). The related experiments are generally time-consuming, sometimes requiring months to detect one PPI. In the last several years, large-scale biological PPI experiments have been introduced to directly detect hundreds or thousands of protein interactions at a time. Yeast two-hybrid (Y2H) screens [36, 32, 76, 87] and protein complex purification detection techniques using mass spectrometry [24, 23, 32] are the two most widely used large-scale approaches. However, both methods suffer from high false positive and false negative rates [56] . For the Y2H method, this is due to insufficient depth of screening and misfolding of the fusion proteins. In addition, interaction between "bait" and "prey" proteins has to occur in the nucleus, where many proteins are not in their native compartment. The mass spectrometry based complex identification methods [24, 23, 32] ) may miss complexes that are not present under the given conditions. In addition, tagging may disturb complex formation and weakly associated components may dissociate and escape detections. In general, the resulting data sets are often incomplete and exhibit high false positive and false negative rates [56, 15, 100] . Consequently, even for well-studied model organisms, most true PPIs have not yet been discovered experimentally.
Computationally, protein-protein interaction networks can be conveniently modeled as undirected graphs, where the nodes are proteins and edges represent physical binding interactions. Initially, this graph is missing many edges (false negatives) and contains many incorrect edges (false positives). To complement and extend experimental methods, a variety of computational methods have been successfully applied to predict protein interactions. These approaches may be categorized on the basis of the types of data they considered when making predictions, as follows:
• Over-represented domain pairs or motif pairs observed in interacting protein pairs have been studied and used to infer PPIs. We provide more details of domain-domain interactions in Section 3. Structural information and sequence evidence about PPI interfaces has been used to predict potential PPIs [21, 13] as well.
• Various genomic methods infer protein interactions based on the conservation of gene neighborhood (Figure 2 ), conservation of gene order, gene fusion events, or the co-evolution of interacting protein pair sequences [83, 55] .
• An attractive alternative approach is to integrate various types of evidence from multiple sources in a statistical learning framework. A number of classification methods have been explored and multiple ways of using biological evidences have been studied in this framework [6, 8, 38, 102, 97, 68, 72, 79, 61, 99] .
• High-throughput PPI experiments for elucidating protein-protein interactions have been applied to model organisms in recent years. Unfortunately the derived data sets are noisy and incomplete [56] . Multiple computational techniques have been proposed to improve the data reliability [5, 85, 10] .
In the next sections, we describe in detail methods that fall into the latter three categories.
As mentioned above, interactions among proteins can take on many forms. Most previous computational works either predict direct physical interactions between proteins, or to identify if two proteins operate in the same complex, or to predict if two proteins are functionally linked to each other. The readers should keep this distinction in mind for the following methods. Qi et al. [67] performed a systematic comparison between these tasks and found that the task of identifying co-complex relationship seems to be easier than the other two tasks, with respect to the feature evidence they used.
Genomic Inference with Context
Accurate and large-scale prediction of protein-protein interactions directly from protein sequences is one of the important challenges in computational biology. Reviewed in [83] as "genomic inference methods" (including gene neighbor, gene fusion, and phylogenetic profile approach), this category uses genomic or protein context to infer functional associations between proteins.
Gene neighborhood: The idea of the gene neighborhood approach is shown in Figure 2 . We can see that genes P1, P2 and P3 are neighbors across three different genomes. From this association, we infer that their protein products are likely to associate with one another. The gene neighborhood approach provides strong signals for functional association between gene products within and across species [55] , but this approach is arguably less well suited for specifically detecting physical interactions. Gene fusion: The gene fusion approach [53] , infers protein interactions from protein sequences in different genomes. It is based on the observation that some interacting proteins/domains have homologs in other genomes that are fused into one protein chain. Figure 3 gives an example of "gene fusion." Phylogenetic profile: The phylogenetic profile method [65] is based on the observation that interacting proteins need to be present simultaneously in order to perform their functions. Therefore, the repeated co-occurrence of a pair of proteins across different organisms provides evidence that they interact. As shown in Figure 4 , a phylogenetic profile is constructed for each protein as an N-dimensional vector, where N is the number of genomes under consideration. The presence or absence of a given protein in a given genome is indicated with a 1 or 0 at each position in the profile. Proteins' phylogenetic profiles can then be linked using a bit-distance measure, with linkage indicating physically interaction or functional assocation [65, 83] . This approach can also be used for protein domains, where a profile is constructed for each domain. 
Classification from Multiple Types of Evidence
Studies in this category make use of a classification algorithm to integrate diverse biological datasets ( Figure 5 ). A classifier is trained to distinguish between positive examples of truly interacting protein pairs and negative examples of non-interacting pairs. Many different research groups have independently suggested using supervised learning methods for predicting protein interactions. However, the data sources, approaches and the species they worked on have varied widely. According to these differences, we categorize previous works into four groups: supervised classifiers on protein pairs, kernel based network reconstruction, direct modeling of PPI data sets, and inter-species PPI prediction.
Supervised Classifiers on Each Protein Pair Separately
By transforming multiple biological data sources into a feature vector representing every pair of proteins, the task of predicting pairwise protein interactions can be formalized as a binary classification problem. Each protein pair is encoded as a feature vector where features may represent a particular information source such as related mRNA expressions, domain composition, or evidence coming from experimental methods. There are many possible ways to encode evidence sources into feature attributes and it is an important factor for the reliability of the computational predictions [67] . For instance, pearsons correlation values between two genes could be used as features on selected gene expression sets. Alternatively, feature attributes could describe how likely two proteins interact in other species [55] . A number of proposed methods belong to this group, including naive Bayes classifiers [38] , decision trees [102] , kernel based methods [97, 6] , random forests [52, 68] , logistic regression [4, 52] , and the strategy of summing likelihood ratio scores to predict PPI confidence in human [72, 79, 71] or in yeast [48] . Multiple classifiers were compared for PPI predictions in yeast [67] . Random forests and support vector machines (SVMs) were found to achieve the best performance among them.
These approaches used different types of data, different supervised classifiers and generally treated each protein pair independently for the interaction identification.
The popular STRING database [55] is a successful example of an application of this supervised learning methodology. The authors identified functionally associated protein pairs by computationally integrating known protein-protein associations, coexpression pairs, literature mining and pairs transferred across organisms. The re-sulting STRING database integrates and ranks predicted PPIs, by benchmarking them against a common reference set with the modified sum of likelihood approach. The most recent version of STRING [41] covers about 2.5 million proteins from 630 organisms. The authors claim that this provides the most comprehensive view of PPIs currently available.
Most of the above scoring methods use a set of likely true positives to train the predictive model. However, a single positive training set may be biased and not representative of true interaction space. To address this concern, Yu et al. [101] demonstrated a method to score protein interactions by using multiple independent sets of training positives to reduce the potential bias inherent in using a single training set. Defining negatives can also be problematic, since the absence of an edge in an observed network does not necessarily imply that the edge does not exist in the true network. Several studies attempt to define a set of high-confidence non-interacting proteins [40, 39] ; however, such methods are likely to yield their own biases [7] . Thus, the simpler approach of selecting negatives uniformly at random is generally preferred [28, 6, 103, 69].
Network Reconstruction with Kernel Methods
As mentioned above, multiple data evidence used for PPI predictions are in different formats (e.g. numeric values for gene expression, letter strings for protein sequences). A natural choice for this data integration task is kernel methods [6] , which unify the data representation as special matrices called kernels ( Figure 6(b) ). Kernel methods have been applied successfully on the protein interaction prediction tasks in recent years. The problem of PPI predictions could be framed as the following network reconstruction problem ( Figure 6 ). The input is a graph G = (V, E,Ē), where V is a set of nodes representing each protein, and E,Ē ⊂ V × V are sets of known edges and non-edges, respectively, corresponding to protein pairs that are known to interact or not. This PPI graph is represented as an adjacency matrix in Figure 6 (a) which contains known interactions (black boxes), known non-interactions (white boxes) and pairs with unknown status (gray boxes). In Figure 6 (b), kernel methods build kernel matrices (graphs) based on features of proteins or protein pairs. The key question then is to reconstruct those "?" entries in the input PPI graph (gray boxes of Figure 6 (a)) based on the kernel graph(s) (Figure 6(b) ). Here we describe three interesting papers in this group.
Pairwise kernel between protein pairs: Ben-Hur et al. [6] and Gomez et al. [27] proposed the pairwise kernel approach to use a standard kernel method (such as SVM) for PPI predictions. Treating each protein pair as a data example, a pairwise kernel function computes the similarity between two pairs of proteins. Thus, with n proteins, the resulting kernel matrix (an example in Figure 8 (b)) contains n 4 entries. One way to construct such a kernel is to build them on top of an existing kernel between individual proteins. For example, given a kernel matrix K with each entry describing the inner product between two proteins, the pairwise kernel could be built for the four proteins in Figure 8 (a) as follows: 
The motivation is that protein pair (v 1 , v 2 ) is similar to protein pair (v 3 , v 4 ) if the two proteins v 1 and v 2 are similar to proteins v 3 and v 4 , or vice versa. Later, Martin et al. [54] proposed a similar way to make use of protein properties for PPI prediction task, but with a tensor product kernel. As a continuation of this work, the authors in [70] predicted co-complexed protein pair (CCPP) relationships using kernel methods from heterogeneous data sources. They show that a diffusion kernel [46, 84] based on random walks on the full network topology yields good performance in predicting CCPPs from protein interaction networks (for more details about this kernel, see Section 4.5) . In their setting of direct ranking, a diffusion kernel performs much better than the mutual clustering coefficient. Alternatively, when using SVM classifiers, a diffusion kernel performs much better than a linear kernel. One recent work from Vert et al. [92] explored a closely related approach called the "metric learning pairwise kernel" to convert the problem of direct inference based upon similarities between nodes joined by an edge on the PPI graph to the task of distance metric learning.
Note that the pairwise kernel strategy also belong to the group of methods in Section 2.2.1. Those methods use feature values to describe each protein pair. With an inner product between these features vectors, we could generate a pairwise kernel matrix. Of course, the way to calculate the kernel matrix in equation 1 is more general, since the pairwise kernel could incorporate data from individual proteins (using a pairwise kernel) and protein pairs.
Supervised reconstruction with a kernel between proteins: Because the computational cost for the above pairwise kernel is high, Yip et al. [99] and Yamanishi et al. [97] proposed to work directly with kernels defined on individual proteins. Given such a kernel K (between proteins) and a cutoff t, the method simply predicts interactions for each pair of proteins for which K(v i , v j ) ≥ t. To make use of the training examples, supervised algorithms were presented to reconstruct the kernel matrix based on a sub-matrix of known interactions. Assuming that the sub-network of the adjacency matrix is totally known (as shown in Figure 7) , the goal is to modify the kernel similarity between proteins (as defined by the kernel) to some values that are more consisitent with the partial sub-matrix. Subsequently, simple thresholding is performed on the resulting similarity values to predict PPIs [99] . Yamanishi et al. [97] presented a method in this style to infer protein interaction networks using a variant of kernel canonical correlation analysis (originated from spectral clustering theory). The goal was to identify features from the input kernel (built from the genomic/proteomic evidence) and features from the diffusion kernel that were derived from the known PPI submatrix, so that two features have the highest correlation under certain smoothness requirements.
Kernel matrix completion: Similar to the above supervised network reconstruction, Kato et al. [43] also assume a partially complete adjacent matrix ( Figure 7 ). They formulated supervised network inference as a kernel matrix completion problem, where the inference of edges boils down to estimation of missing entries of a kernel matrix. The goal is to make the resulting matrix closest to a spectral variant of the kernel matrix as measured by the KL (Kullback-Leibler) divergence. An expectation-maximization algorithm is proposed to simultaneously infer the missing entries of the adjacency matrix and the weights of multiple datasets (a weight is assigned to each type of dataset and thereby to select informative ones). The algorithm iteratively searches for the filled adjacent matrix that is closest to the current spectral variant of the kernel matrix, and at the same time, the spectral variants of the kernel matrix which is closest to the current filled matrix. When convergence is reached, the predictions are thresholded from the final complete adjacency matrix.
Local model: Each of the above approaches builds a global model to predict new edges over the network based on the partial knowledge of the network to be inferred ( Figure 8(b) ). This single model may not be able to separate all cases of interacting pairs from non-interacting ones, if there are different subgroups of interactions [99] . For instance, protein pairs involved in transient interactions may use a very different Local model with training set expansion: The accuracy of computational techniques proposed for PPI network reconstruction is consistently limited by the small number of high-confidence examples. Specifically, for the local model approach, the uneven distribution of positive examples across the potential interaction space, with some objects having many known interactions and others few, makes it hard to predict new interaction partners for those proteins having very few known interactions reliably. To address this issue, Yip et al. [99] proposed two semi-supervised learning methods by augmenting the limited number of gold-standard training instances with carefully chosen and highly confident auxiliary examples.
• The first method, prediction propagation is similar to self-training methods [80] described in the the machine learning community. This method uses highly confident predictions from one local model as the auxiliary examples of another. This propagation strategy uses the learning from information-rich regions in the training network to help make predictions in information-poor regions.
• The second method, kernel initialization, takes the most similar and most dissimilar proteins of each protein in a global kernel (between proteins) as the auxiliary examples. Similar to prediction propagation, adding these new examples into the training sets boosts the performance of the local modeling approach.
Inter-species PPI prediction
All of the above studies aim to predict PPIs within a single organism (termed intraspecies PPI prediction ), with most studies focusing on yeast or human. Recently, researchers have begun to extend computational methods to predict PPIs between species (termed inter-species PPI prediction ).
Of particular interests are host-pathgen PPIs. For any host-pathogen system, it is important to understand the mechanism by which a pathogen can infect its host. One method of infection is via protein interactions, where pathogen proteins target host proteins (as described in Figure 9 ). Developing computational methods that identify which PPIs enable a pathogen to infect a host has significant implications in identifying potential therapeutical targets. Davis et al. [16] studied ten host-pathogen protein-protein interactions using structural information with a comparative model: the host/pathogen protein pairs that share similarity to protein complexes with known structures are used to build 3-D structural models of putative complexes, and the modelled pairs are then filtered by functional and genomic experimental information. The technique was applied to ten pathogens and assessed by three independent computational procedures. The results suggest that this method is complementary to experimental efforts in elucidating networks of hostpathogen protein interactions.
Later, Tastan et al. [88] extended the supervised learning framework to predict PPIs between HIV-1 viruses and human proteins. A random forest based classifier was used to integrate multiple biological data types, achieving state-of-the-art performance for this task.
Similar to host-pathgen PPI, several recent papers identify interactions between drugs and target proteins. This is a key area in genomic drug discovery. The au-thors in [96] formalized the drug-target interaction inference as a supervised learning problem on a bipartite graph, where the model extended the metric embedding approach [1] to integrate chemical and genomic spaces into a unified space.
Modeling Experimental PPI Data Sets Directly
Genome-wide, high-throughput PPI experiments for elucidating protein-protein interactions have proven to be one of the most important tools in recent years. However the quality of currently available PPI data sets is unsatisfactory, which limits its usefulness to some degree. A crucial step in analyzing proteomics PPI data is to separate the subset of credible interactions from the background noise. Various computational techniques have been proposed for inference of reliable protein-protein interactions directly from experimental interaction results. In the following, several interesting ones are covered.
Von Mering et al. [56] were among the first to discuss the problem of accurately inferring protein interactions from high-throughput data sources. The proposed solution [56] , which used the intersection of direct high-throughput experimental results, achieved a very low false positive rate. However, the coverage was also very low. Less than 3 percent of known interacting pairs were recovered using this method.
Later, Bader et al. [5] applied logistic regression to estimate the posterior probability that a pair of proteins will interact. Only statistical and topological descriptors were used to predict the biological relevance of protein-protein interactions obtained from high-throughput PPI screens for yeast. Other evidence, such as mRNA expression, genetic interactions and database annotations, were subsequently used to validate the model predictions. They demonstrated that it is possible to define a quantitative confidence measure based entirely on screening statistics and network topology. The main assumption underlying the confidence measure is that nonspecific interactions are highly likely to be technology-specific [5] . This type of analysis is essential for analyzing the growing amount of genomic and proteomics interation data in model organisms.
Aiming to improve the quality of experimentally available PPI data by identifying erroneous datapoints from PPI experiments, Sontag et al. [85] described a probabilistic approach to estimate errors in yeast-two-hybrid experiments, considering both random and systematic errors. The systematic errors arise from limitations of the Y2H experimental protocol: ideally the reporting mechanism in Y2H should be activated if and only if the two proteins being tested truly interact, but in practice, even in the absence of a true interaction, the reporter may be activated by some proteins -either by themselves or through promiscuous interaction with other proteins. The authors described a probabilistic relational model that explicitly models these two types of errors. They use Markov chain Monte Carlo algorithms for inference. In constrast to previous work, which often models Y2H errors as being independent and random, experimental results showed that this approach could make better use of the available experimental data.
Currently no method exists to systematically and experimentally assess the quality of individual interactions reported in interaction mapping experiments. Braun et al. [10] developed an interaction tool kit consisting of four complementary, high-throughput protein interaction assays and provided a standardized confidencescoring method. Based on positive and random reference sets consisting of well documented pairs of interacting human proteins and randomly chosen protein pairs, a logistic regression model was trained to combine the assay outputs and calculate the probability that any newly identified interaction pair is a true biophysical interaction once it has been tested in the the four high-throughput PPI assays. This approach allows a systematic and empirical assignment of confidence scores to all individual protein-protein interactions from high throughput interation experiments.
The above approaches have considered protein pairs independently when inferring the presence of PPIs. In contrast, Jaimovich et al. [37] considered the neighborhood interaction pairs together and employed a relational Markov random field approach for collective inference of PPIs in yeast. The basic idea is shown in Figure 10: In this paper [37] , the authors view the PPI prediction task as a relational learning problem, where observations about different entities are not independent. The method exploits relational probabilistic models to combine multiple types of features, including protein attributes (e.g., localization of proteins) and protein-protein interactions (e.g., experimental interaction assays). The results demonstrated that modeling the dependencies between interactions leads to significantly better predictions. However, due to the model complexity and the difficulties during inference, this model can currently be applied only to a small set of proteins.
Prediction of domain-domain interactions
Many of the experimental and computational approaches described above address the question, "Do these two proteins interact?" In practice, how the proteins interact is also of great interest. Protein interactions occur through physical binding of small regions on the surface of proteins. Therefore, insights into the mechanism whereby a protein carries out its function can be obtained by identifying the interaction site where protein binding takes place. Moreover, detailed knowledge about the binding sites at which an interaction takes place can provide insight into the causes of human disease as well as a starting point for drug design [93] . Unfortunately, this type of information is not typically provided in a protein interaction graph and is not revealed by high-throughput experimental methods.
A protein may contain a single domain or multiple domains, each one typically associated with a specific function [89] . The combination of domains determines the function of the protein, such as its subcellular localization and the interactions it is involved in [34] . There exists a certain degree of conservation in the interaction patterns between similar proteins and domains. It has been found that close homologs almost always interact in the same way [82] . Thus, it is interesting to find out what domains are responsible for binding.
Currently little useful data is available from major databases with respect to relations on the domain level [64] . This lack of data makes computational prediction of domain-domain interactions very important. A series of computational approaches have been developed to predict which domains in a protein pair interact given a set of experimental protein interactions [83] . Domain interactions extend the functional significance of proteins and provide a more detailed view of the protein-protein interaction network (Figure 11 ). Inferring interactions between domains from protein-protein interactions is a challenging task. Various methods have been proposed to predict domain interactions from protein-protein interaction graphs. Most methods begin by annotating protein sequences with domains that can be defined by Pfam, CDD, or other domain databases. The models are typically trained with certain known protein interactions to identify domain-domain interaction pairs. The predicted domain interactions can be evaluated using structural data or by high quality interaction sets. Moreover, the resulting domain interactions can in turn help in predicting protein-protein interactions. It is worthwhile to mention that some of the approaches mentioned in the last section for protein interaction prediction, such as the sequence co-evolution or phylogenetic profiles (reviewed in [64] ) are also applicable to domain interaction prediction [83] . In addition, the following section introduces several methods specifically designed to predict domain-domain interactions from protein interaction data.
Inferences on the interactions among domains can be made by analyzing the domain composition of a set of proteins and their interaction networks. Association method: A characteristic domain or structural motifs can be used to distinguish interacting proteins from non-interacting. Association methods [86, 30, 83] use different classifiers for this purpose, and some of them are tuned specifically to identify domains responsible for protein interactions. Correlated domains are pairs of domains that are found together more often than expected by chance in known PPI pairs. An association method may predict that two proteins interact if they contain correlated domains, one from each protein, whose association value is greater than a predefined threshold. Because some domain pairs can be found quite often in protein interacting pairs, this simple assocation method can be quite successful in identifying novel PPIs.
An examplar case is given in Figure 12 (a). Domain pair (x, a) is the most abundant in all four interacting protein pairs (blue lines) compared with other domaindomain pairs. Taking the domain combination pair as a basic unit, these methods use their frequencies in the interacting and non-interacting sets of protein pairs, for deriving novel protein interactions. For example, Sprinzak et al. [86] use the following score, computed from protein interaction data, to find correlated domains:
where I mn is the number of interacting pairs that contain (d m , d n ), and N mn is the total number of protein pairs that contain (d m , d n ). Dyer et al. [20] extended this idea for identify domain interactions in hostpathogen systems. They integrate a number of public intra-species PPI datasets with protein-domain profiles for predicting and studying host-pathogen PPI networks. The model used intra-species PPIs and protein-domain profiles to compute statistics on how often proteins containing specific pairs of domains interact. These statistics can then be used to predict inter-species PPIs in host-pathogen systems.
Maximum Likelihood Estimation: One drawback of the association method is that it ignores other domain-domain interaction information between the protein pairs and, thus, does not make full use of all of the available information. As in Figure 12 (a), if domains x and a do not appear in any other proteins, then in the association method this pair is assigned the association score S(x, a) = 4/4 = 1. This method ignores other domain-domain interactions among domains b, c, y and z. To infer a domain-domain interaction, other related domain-domain interactions should be taken into account (as shown in Figure 12(b) ). To do so, interactions among other proteins containing domains b, c, y or z must be included, and thus, more domains and proteins are involved. Iterating this process, eventually all proteins and all domains are related and need to be taken into account. In addition, the association method ignores experimental errors (normally quite high in current experimental PPI sets) and treats the observed interactions as real interactions. This noise may lead to the impossibility of having a pattern of domain interactions that is compatible with the protein-protein interaction map.
To address the above two issues, Deng et al. [18] develop a global approach using a maximum likelihood estimation (MLE) method that incorporate all available proteins and domains, as well as experimental errors. They used yeast two-hybrid protein interaction data and treated protein sequences as "bags of domains." The model estimates the probabilities of interactions between every pair of domains. Treating protein-protein interactions and domain-domain interactions as random variables, the two basic assumptions are (1) that two proteins interact if at least one pair of domains of the two proteins interacts and (2) interactions between different domain pairs are independent. Thus, the probability of a potential interaction between a protein pair (i, j) is
where λ mn denotes the probability that domain d m interacts d n . The expectation maximization (EM) algorithm is used to find maximum likelihood estimates of unknown parameters by finding the expectation of the complete data consisting of observed and unobserved data in two iterative steps. Here the observed data includes proteinprotein interactions and the domain composition of the proteins, and the unobserved data includes all putative domain-domain interactions [83] .
The above methods may preferentially identify promiscuous domain interactions, because they focus on those that occur with the highest frequency. Methods are need to detect the low-propensity, high-specificity domain interactions. Thus, Riley et al. [74] proposed the domain pair exclusion analysis (DPEA) method to extend the MLE approach. Riley et al. are specifically interested in extending beyond single proteome prediction to infer domain interactions from the incompletely mapped interactomes of multiple organisms. Their appoach employs a likelihood ratio test to assess the contribution of each potential domain interaction to the likelihood of a set of observed protein interactions from the incomplete interactomes of multiple organisms.
Similarly, Iqbal et al. [35] address the problem of predicting protein domain interactions by using belief propagation, which is a powerful message passing algorithm for probablistic inference. The input to their algorithm is an interaction map among a set of proteins, and a set of domain assignments to the relevant proteins. The output is a list of probabilities of interaction between each pair of domains. The method is able to effectively cope with errors in the protein-protein interaction dataset and systematically resolve contradictions.
Hypothesis test: Nye et al. [62] proposed a statistical method to test the null hypothesis that the presence of a particular domain pair in a protein pair has no effect on whether two proteins interact. The procedure calculates a statistic for each domain pair which takes into account experimental errors and the incompleteness of the dataset. The background distribution is simulated by shuffling domains in proteins so that the network of protein interactions remains fixed. The domain pair with the lowest p value is deemed most likely to interact. The authors point out that, for the majority of test cases, random domain prediction outperforms all methods tested, indicating the low accuracy of all prediction methods of domain interactions.
A set cover approach: Later, Huang et al. [33] proposed an interesting model to map the relationship between interactions of proteins and their corresponding domain architectures to a generalized set cover problem. Figure 13 gives a schematic explanation of the set cover approach. Set Y represents all potential protein pairs, and set X describes all known protein interaction pairs. F = {S i , 1 ≤ i ≤ t} is a family of subsets of Y . The general set cover problem is to find a subset C of F to cover X, such that X ⊆ ∪ S∈C S. Often, C is required to satisfy certain conditions. In this case, F is the set of all domain pairs (d m , d n ). Specifically if a protein interaction pair (P i , P j ) contains domain pair (d m , d n ), then (P i , P j ) belongs to the subset of (d m , d n ). The goal is to find the collection C to cover X, where C is a subset of F and contains all the domain pairs present in the interaction network. The authors applied a greedy algorithm to identify sets of domain interactions which explain the presence of protein interactions to the largest degree of specificity. Using domain and protein interaction data from S. cerevisiae, they claim that this model enables prediction of previously unknown protein interactions.
Prediction with additional information: Recently, researchers started to combine PPIs with a variety of additional types of evidence to predict domain interac- tions. For example, Wang et al. [93] propose a learning method, called InSite, to predict specific regions (domains or motifs) where protein-protein interactions take place. The input includes a library of conserved sequence motifs or domains, a set of protein-protein interactions, and any available indirect evidence on protein-protein interactions and motif-motif interactions, such as expression correlation, gene functional annotation, and domain fusion. InSite makes predictions at the level of individual protein pairs, in a way that takes into consideration the various alternatives for explaining the binding between this particular protein pair. Specifically, this method integrates multiple biological data sets and generates predictions in the form of 'Motif Y on protein P2 binds to protein P5' (as shown in Figure 14) . In contrast to previous methods, which predict bindings between pairs of motif types, InSite makes predictions of interactions of particular occurrences of two motifs. Thus, InSite may give the same motif pair different interaction confidences, depending upon the sequence context and the local neighborhood of the PPI network ( Figure 14) . This approach provides a principal way to integrate all available biological evidence. It also treat PPIs from multiple assays differently, since some of them are noisy and some are indirect. As above, we briefly discuss several important approaches to the task of identifying interacting and/or functionally linked domain pairs. These methods exhibit varying levels of success; however, they usually assume that domains interact independently, which is a limitation. Also part of the prediction errors come from incomplete domain assignments, insufficient coverage of domain databases and limited searching ability of domain profiles. In addition, domain interactions are predicted from protein interactions, whose available data is incomplete and noisy at the current stage [83] .
There exist a number of important problems related to the domain-domain prediction from PPIs, including the interaction sites' prediction or the docking task. Since they are beyond the scope of this chapter, interested audience could refer to the review paper Zhou et al. [104] for the first task and Ritchie et al. [75] for understanding the second: docking problem. Proteins are involved in practically every function performed by a cell. However, despite the availability of large amounts of DNA and protein sequence data, the biological function is still unknown for a large proportion of sequenced proteins. Moreover, a given protein may have more than one function, so many proteins that are known to be in one functional class may have as yet undiscovered functionalities [98] .
Prediction of protein function from PPI networks
Inferences about function can be made via protein-protein interactions because protein interactions directly contribute to protein function. The premise is that the unknown function of a protein may be discovered through its interaction partners. Besides protein interaction evidence, the function of an unannotated protein can be predicted through various other data sets, including sequence homology, phylogenetic profiles, gene expression and so on. Combining multiple data sources together for protein function prediction is an interesting computational problem [66, 11, 90] .
Here we focus on reviewing computational approaches that use protein-protein interaction evidence for protein function inference. It is worth mentioning that the interaction partners for a protein may belong to different functional categories. The problem of functional assignments in the complex protein network of withinfunction and cross-function interactions remains a difficult task [81] .
Previous efforts in this area can be grouped into six categories, which are described in the following sections.
Simple Statistical Test
The basic assumption of functional annotation is that proteins which lie closer to one another in the PPI network are more likely to have similar functions. Thus, a simple statistical test can be used to assign functions to proteins based on the functions of their interaction partners.
For instance, Schwikowski et al. [78] proposed the neighborhood-counting method to assign k functions to a protein by identifying the k most frequent functional labels among its interacting partners. This strategy is simple and effective, but the full topology of the network is not taken into account in the annotation process, and no confidence scores are created for the annotations.
Another typical technique, referred to as the chi-square method [31] , assigns k functions to a protein with the k largest chi-square scores. For a protein p, each function f is assigned a score
, where n f is the number of proteins in the n-neighborhood of p that have the function f . The value e f is the expectation of this number based on the frequency of f among all proteins in the network [81] .
Recently Lee et al. [49] extended the neighborhood-counting [78] method to make network-based prediction of loss-of-function phenotypes in Caenorhabditis elegans. For a given phenotype, each gene in the worm proteome was ranked-ordered by the sum of its linkage weight (log-likelihood score of the gene interaction edge) to the "seed" set of genes already known to show that phenotype. The high-scoring genes are most likey to share the given phenotype.
In general, these simple methods lack a systematic mathematical model.
Graph Topoplogy
Researchers have also explored a variety of graph algorithms for protein functional inference [59, 91, 42] . For instance, Vazquez et al [91] and Karaoz et al. [42] exploit the global topological structure of the interaction network for functional annotation. The basic idea is described with a simple schematic example in Figure 16 . This is a subgraph of the protein interaction network in the yeast Saccharomyces cerevisiae, with yellow nodes representing unannotated proteins and blue nodes representing annotated ones (the associated functions are listed as numbers in brackets adjacent to the nodes). Given one of these proteins with unknown functions, a simplified version of the method (proposed in [78] ) would predict the function that appears most often in the neighbor proteins of known function. This approach would lead to the following classification result (from top to bottom): P3 (2), P4 (3,4,10) and P5 (12) . By contrast, graph algorithms such as the one proposed by Vazquez et al [91] , would also consider the interactions among unclassified proteins. Taking into account the interactions among the three unclassified proteins, one more iteration of the "majority rule" would lead to the following classification: P3 (2,4), P4 (3, 4, 10) and P5 (12) . Thus, this extended method determined another possible function for P3.
The approach proposed in [91] assign proteins to functional classes so as to maximize the number of edges that connect proteins (unannotated or previously annotated) assigned with the same function. Precisely, they maximize
where E is the set of edges between two unannotated proteins, δ is a function that equals 1 if x = y and 0 otherwise, V is the set of nodes (proteins), and h i ( f ) denotes the number of neighbors of protein i previously annotated with function f . The first term in the optimization criterion accounts for unannotated proteins, whereas the second term concerns the interactions between unannotated and previously annotated proteins. This optimization problem can be generalized to the computationally hard problem of minimum multiway cut. The authors solved it heuristically using simulated annealing in [91] . Karaoz et al. [42] additionally consider the case where edges in physical interaction networks are weighted using gene expression data. The approach is a generalization of the well-studied multiway k-cut problem. The authors apply a local search strategy in which the state of the vertex is changed according to the majority of the states of its neighbors. Similarly, Nabieva et al. in [59] developed a network flow algorithm that exploits the underlying structure of protein interaction maps in Fig. 17 A schematic illustration of the function prediction task on a protein network. Modified from Figure 1 in [90] . The task is to predict labels of unannotated proteins marked as "?". For a specific functions proteins having that function are labeled with "1" or other wise "0".
order to predict protein function. Unlike [91, 42] , this method takes advantages of both network topology and a particular measure of locality.
Graph Clustering
Clustering on protein interaction networks can also be used to predict protein function. For example, Samanta and Liang [77] proposed a network-based statistical measure to represent how many common partners two proteins share. They then use this statistic to hierarchically cluster the proteins in the PPI network. The key idea is that two proteins that share a large number of common partners likely have close functional associations. Arnau et al. [3] also applied hierarchical clustering in the protein-protein interaction network to find functionally consistent clusters. Their similarity measurement is derived from the shortest distance between two proteins in the network. Unlike typical graph clustering, Airoldi et al. explored a generative style of clustering [2] . The authors used a latent mixture membership approach to model the protein-protein interaction network. This approach transforms the function prediction objective into learning of the latent groups.
Sharan et al. [81] recently reviewed current computational approaches on functional annotation of proteins in the context of the protein interaction networks. They split the related papers into two types: (1) direct annotation schemes, which infer the function of a protein based on its connections in the network, and (2) moduleassisted schemes, which first identify modules of related proteins and then annotate each module based on the known functions of its members. Methods we cover in other subsections belong to the "direct scheme" category. The current subsection only briefly introduces module-based (we call "graph clustering" based) methods which utilized the modularity assumption of PPI networks. There exist a number of ongoing work that explore this category of strategies for protein function annotation. Readers interested should refer to the overview paper [81] for details. Basically, such methods first attempt to identify coherent groups of genes and then assign functions to all genes in each group. The module-assisted methods differ mainly in their module detection techniques, which include graph clustering, hierarchical clustering, clustering based on network topology, etc. Once a module is obtained, simple methods are usually used for function prediction within the modules.
Probabilistic Propagation on Belief Networks
Although there exist multiple functional classes, we can approach the functional annotation task one fuction at a time. Figure 17 gives a schematic illustration of this case. For a certain functional class, the proteins assigned this function are labeled "1". The proteins which are known to not have this function are labeled "0". The remaining nodes are marked "?". With this assignment, the protein-protein interaction graph in Figure 17 can be treated as a probabilistic belief network of function annotations. A number of probabilistic approaches to protein function prediction have been suggested. Most such approaches have relied on a Markovian assumption, namely, that the function of a protein is independent of all other proteins given the functions of its immediate neighbors [81] . This global approach takes all the network interactions and the functions of known proteins into consideration, propagating function labels from annotated proteins to unannotated proteins [19, 17, 50, 51] .
The Markovian assumption naturally leads to a Markov random field (MRF) model, which was proposed by Deng et al. [19] . In this paper, an MRF was used to assign functions to unknown yeast proteins, with a probability representing the confidence in the prediction. Each protein node is assigned a random variable, with states corresponding to functional annotations in this setting. Thus, the interaction between two known proteins can be classified into one of the three groups: (1,1), (1,0) and (0,0), where numbers describe the involved proteins' functional annotation. The joint belief can then be represented with a Gibbs distribution by considering the classification of all proteins,
where U(x; θ ) = −(αN 1 + β N 11 + γN 10 + κN 00 )
U(x; θ ) represents the potential function of the PPI network given a functional configuration of all proteins X = (x 1 , ..., x N ) (discrete states). N 1 is the number of proteins for class "1," and N ll is the number of protein interactions between category l and l in the network. θ = (α, β , γ, κ) are parameters, where κ is set equal to 1. Z(θ ) is the normalization constant (called the partition function), which is calculated by summing over all the configurations,
Inference in this model is computationally hard. Deng et al. [19] use a quasilikelihood method to estimate the parameters θ . The posterior probability that an unknown protein has the function of interest given the annotations of its neighbors P(x v = 1|x N(v) ) was calculated with a Gibbs sampler.
Letovsky and Kasif [51] assumed a binomial model for local neighbors of a protein annotated with a given term. Also using the MRF propagation this algorithm assigns probabilities for proteins' functional annotation in the network using loopy Fig. 18 Actual values of the diffusion kernel for one parameter setting of diffusion parameter β . Modified from Figure 2 in [90] . Each value on a node shows the kernel value between the node and the central node (orange node). The kernel values diffuse through the nodes on the graph. belief propagation. Leone et al in [50] proposed a belief propagation method on PPI networks in a similar framework.
Later, Wu et al [94] proposed a related probabilisitic model to annotate functions of unknown proteins on PPI networks. Their model is an implicit MRF model that considers all the functions in a single model. This approach allows the model to capture correlations among protein functions. The authors used the conditional distribution and presented a maximum likelihood formulation of the problem. The time complexity of the corresponding learning and inference algorithms is linear in the size of the PPI network.
Mostafavi et al [58] adopted a variation of the Gaussian field label propagation algorithm for gene function prediction. Like the methods described above, this method assigns a score to each node in the network. This score reflects the estimated degree of association that the node has to the seed list defining the given function. The scores can be thresholded to make predictions. Unlike previous approaches using MRFs, the Gaussian field algorithm has a well-defined solution and can be efficiently computed.
Kernel Method
Kernel machines have been applied extensively for discovering functionally similar proteins within interaction networks. This approach has the ability to integrate multiple types of evidence for functional predictions. For instance, Lanckriet et al. [47] and later Tsuda et al. [90] represent each data type using a matrix of kernel similarity values. These matrices are then combined by learning optimal relative weights for the different kernels.
Here we briefly describe how protein-protein interaction data can be used by a kernel method [90] . Normally, a diffusion kernel [46, 84] is calculated on the graph of proteins connected by interactions. The diffusion kernel is a general method for computing pairwise distances among all nodes in a graph, based on the sum of weighted paths between each pair of nodes. Assume that A is the n * n adjacency marix of a graph, and D is the n * n diagonal matrix such that D ii is the node degree of i-th node. The graph Laplacian matrix is defined as L = D − A. The diffusion kernel [46, 84] is then defined as
where the diffusion parameter β > 0 determines the degree of diffusion. This kernel can be interpreted in terms of a "lazy" random walk for sufficiently small β . At each step, the next node is randomly chosen from the neighbor nodes according to the transition probabilities. One can also stay at the same node (which is why the random walk is called "lazy". The kernel value K i j is equivalent to the probability that a random walk starting from i will stay at j after infinite time steps. Figure 18 shows the actual values of diffusion kernels with one possible β . When β is large enough, the kernel values among distant nodes can capture the long-range relationships between proteins [90] . Diffusion kernels offer several benefits: (1) these kernels consider similarities among all protein pairs on the graph, not just immediate neighbors, (2) node degrees are taken into account in the kernel calculations, and (3) the parameter β is relatively easy to tune and has a clear meaning. Lanckriet et al. [47] (and many others) used a diffusion kernel [46, 84] to summarize PPI graph evidence for functional predictions. Later, Tsuda and Noble [90] proposed a locally constrained variant of the diffusion kernel. They showed that computing the diffusion kernel is equivalent to maximizing the von Neumann entropy, subject to a global constraint on the sum of the Euclidean distances between nodes. This global constraint allows for high variance in the pairwise kernel distances. Thus, the authors proposed an alternative, locally constrained diffusion kernel and demonstrated that the resulting kernels allow for more accurate support vector machine predictions of protein functional classifications from the metabolic and protein-protein interaction networks.
Functional Identification Toward Annotation Taxonomy
The above two subsections handle the task of protein function prediction as multiple binary classications, where the methods treat each function at a time and make predictions for each term independently. A more general approach to protein function prediction uses labels that follow a directed acyclic graph taxonomy as defined by the Gene Ontology (GO) [14] . The GO defines a set of terms to which any given protein may be annotated. In GO representation, the parent-child relationship among terms implies that the child term is either a special case of the parent term or describes a process or component that is part of the parent process/component. In either case, there is a clear directional dependency. Specifically, a protein positively annotated to a child term is, by definition, also positively annotated to the parent term(s), but not vice versa. As a logical consequence, a protein that is negatively annotated to a parent term is also negatively annotated to the child term(s). A negative annotation indicates that a protein has been experimentally verified not to be involved in a particular function.
Researchers proposed a variety of methods for systematically predicting protein function considering its taxonomy structures at the same time. Here we list three representative approaches as following:
Markov Random Field Extension: A MRF model was extended to chain graphs in [11] to directly incorporate the structure of the Gene Ontology into the graphical representation for protein classification. The authors presented a method in which each protein is represented by a replicate of the Gene Ontology structure, effectively modeling each protein in its own annotation space. Belief propagation was used to make predictions at all ontology terms.
Ensemble Framework: Guan et al. [29] describe an ensemble framework based on SVMs that considers correlation between multiple function terms (see Figure 19) . A single SVM is used to predict a certain function for an unknown protein by integrating diverse datasets. In the context of the Gene Ontology hierarchy, single SVM classifiers are combined through Bayesian networks to correct their predictions based on the hierarchical relationship between GO terms in the GO directed acyclic graph. For each GO term, the method included all neighboring nodes in its Markov blanket to construct the Bayesian network. Shown in Figure 19 , Y 1 is the GO node of interest in this example. Thus this Bayesian network was constructed with the local Markov blanket surrounding Y 1.
Reconciliation Method: Similar to the above paper, Obozinski et al. [63] proposed to predict GO terms using an ensemble of discriminative classifiers. This paper focused on reconciliation methods for combining independent predictions to obtain a set of probabilistic predictions that are consistent with the topology of the ontology. Eleven distinct reconciliation methods were investigated: three heuristic methods; four variants of a Bayesian network; an extension of logistic regression to the structured case; and three novel projection methods including isotonic regression and two variants of a Kullback-Leibler projection method. The authors found that many apparently reasonable reconciliation methods yield reconciled probabilities with significantly lower precision than the original, unreconciled estimates. On the other hand, the isotonic regression method seems to be able to use the constraints from the GO network to its advantage, usually performing better than the underlying, unreconciled predictions.
Recently, in a special issue of Genome Biology, several research groups [66] used GO annotation as a benchmark to compare methods of protein function predictions with GO hierarchy structure being considered. Readers could refer to [66] for more discussion.
Related General Topics
All sub-problems covered in this chapter are instances of more general tasks like "link prediction", "entity labeling", "structural output learning" or "graph mining" in the machine learning, data mining, and social network analysis communities. Methods proposed in related research fields have great potentials to be used for protein-protein interaction prediction, protein function identification or domaindomain interaction detection in the near future. As the literature on these topics is vast, this section will briefly discuss just a few related studies as a guide.
Statistical Relational Learning (SRL) As an area of growing interest in machine learning, statistical relational learning [25, 26] takes an object oriented approach to clearly distinguish between entities, relationships and their respective attributes in a probabilistic setting. Unlike most previous learning algorithms that assume all training examples are mutually independent, SRL methods try to capture complex relations among examples. A simple example of a relational system is a recommendation system: based on the attributes of two entities, i.e. of the user and the item, one wants to predict relationships like the preference (rating, willingness to purchase, ...) of this user for this item. One can exploit the known relationship attributes and the attributes of entities to predict unknown entity or relationship attributes [95] . This case is quite similar to protein-protein interaction prediction where we want to find the interaction preference of one protein to another. Various paradigms of SRL have been proposed in recent years, including probabilistic relational models, Bayesian logic programs, relational dependency networks, Markov logic networks, infinite relational model [44] , infinite hidden relational model [95] and etc (surveyed in [60, 25, 26] ). Several methods have software package available online, for instance, the open-source Alchemy system [45] provided a series of algorithms for statistical relational learning and probabilistic logic inference, based on the Markov logic representation [73] . It has been applied to problems in entity resolution, link prediction, information extraction and others [45] .
Graph-Based Semi-Supervised Learning Semi-supervised learning (SSL) [12] occupies the middle ground, between supervised learning (in which all training examples are labeled) and unsupervised learning (in which no label data is given). In application domains where unlabeled data are plentiful, such as bioinformatics, SSL got growing interests in recent years. One category of SSL algorithms consider dependencies between the labels of nearby examples on a constructed graph [105, 9] to perform joint inference. These models train to encourage nearby data points to have the same class labels, which is exactly protein function detection aims for. The graph-based SSL can obtain impressive performance using a very small amount of labeled data [12] . As we know from above, for a large number of protein functional categories, there exist very few annotated genes from experimental tests. Graphbased SSL might make better functional predictions for these classes. Mostafavi et al. [58] made some attemps in this direction.
Mining of Entity-Relation Graphs In the data mining research community, relational or semi-structured data is naturally represented in a graph schema, where nodes denote entities and edges between nodes represent the relations between entities [22] . Such graphs are heterogeneous, since they include different types of nodes and different types of edges [57] . Many social networks could be described as entity-relation graphs. Using email system as an example, the graph inludes emailmessage, from-to-person, email-address and time entities which are inter-connected via relations derived from textual and structural information residing in a corporate database or a personal computer [57] . Similarly, protein interaction network could be converted to this schema easily where proteins, protein function annotations or domain compositions could be treated as different types of entities. Given an entity-relation graph, a popular question of interest is how to determine the nature of relationship between two entities that are not directly connected in the graph. The classical strategy [22] proposed in the literature performs random "lazy" graph walks on the entity-relation network to measure entity similarities. This strategy is closely related to graph-based SSL methods where "labels" (or "similarity") from a start node propogate through edges in the graph, e.g. ccumulating evidence of relatedness over multiple connecting paths. The problem of "entity proximity" has connections to all three tasks we covered in this chapter. For instance, protein function prediction could be treated ("implicitly") as a task of finding how similar an unknown protein is, to a known protein in terms of a specific functional category.
Summary
Biology relies on the concerted action of a number of biomolecules organized in networks, including proteins, small molecules, DNA and RNA. A key challenge is to understand the interactions among these molecules. The role of computational research on protein-protein interactions includes not only prediction, but also understanding the nature of the interactions and their binding residues on interaction interfaces. This chapter surveys recent efforts to predict interactions between proteins and between protein domains.
Predicting protein functions is one of the most important challenges of current computational biology research. A large number of computational techniques have been suggested for functional annotation using interaction networks; we have reviewed a few typical approaches in this chapter.
