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ntroduction 
NOUS faisons reference aux Chapitres XI et XII du Trait6 de Eilenberg [l] pour la 
Gfinition et la Thkorie des fonctions (partielles) rationnelles et sequentielles 
gZnhalis&es d’un monoi’de libre dans un autre. Nous nous proposons de montrer ici 
qu’au prix d’une perte de simplicitk dans leur formulation certaines parties des 
theorZ?rnes classiques de Ginsburg et Rose [3] et ck Eilenberg s’appliquefit 5 we 
amille un peu iffkente que nous appellerons famlllc des fonctions sow- 
skquentielles (sSq: . 
Dans ce qui suit A * et B * sont les monoi’des libres engendres par les ensembles 
A et B ; B * est consid& comme un sous-monoi’de du groupe libre B(*) (engendrk 
par B) et 0 est le zero de I’algkbre de B(*) sur 2%. Si X est une partie de A *, on 
peliera pour abreger function de X toute application de X dans l’union de B * et 
n’importe quelle function dont I’image est 0. 
a 0 un entier nature1 fixe. Pour chaque n 2 0 OIJ dksigne par 
l’ensemble A ‘M * \ A k+‘?4 * des mots de A * dont la longueur est comprise 
k:ntre k et k + n. LTI famille ssq est I’union sur tous les n finis des sous-familles 
sSq(n) des fonctions sous-skquentielles de dimension au plus n dont la definition est 
la suivante: 
ion. sSq(n) est 
onction p de A * et 
la famille des fonctions (;v 
une application a -+ pa de 
* telles du’il 
ans l’union de 
ensemble de n fD,nctions p (f F, satisfaisant l’i 
d$finition sont satis = a et ssez 
ctio~99) et 
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La motivation pour envisager la possibihte que LY et P soient differentes provient 
du cas des fonctions ayant un domaine fini, des restrictions de fonctions 
sequentielles generali&s a un domaine (reconnaissable) arbitraire ou de l’exemple 
8.2. du Chapitre XI de [I]. 
Les resultats principaux sent les Proprietes 2 et 3 qui constituwt des adaptations 
au cas sous-Gquentiel d’une partie des Theoremes classiques de Ginsburg et Rose 
. La PropriM I situe ce. c fonctions parmi les fonctions definies par des 
transducteurs finis au sens de Nivat 171. 
2. Urme autre dkfinition 
Nous commen$ons par construire certainei; fonctions de A “A * (k 3 0, fixe) dont 
la Propri&e 1 a la fin de cette section etablit l’equivalence avec les fonctions 
sow-sequentielles. 
Soit Q un ensemble fini (nork vide). Un Q-transducteur sow-skquentiel est un 
triple (cc, 1 A,, u) our 
F est un morphisme du monoi’de A * dans un monoiTde de Q x Q-matrices ayant 
leurs entrees dans B * U 0 et au plus une entree non nulle par ligne; 
PA est UN Q-vecteur ligne 5 coordonnees dans B* U 0 ayant exactement une 
coordonnk non nulle; 
v est une application de F0 = A k dans les Q-vecteurs colonnes B coordonnees 
dans 63* UO. 
Les conditions sur p signifient que ce morphisme st monomial et impliquent 
que pour chaque mot a le vecteur ah = IA. ap ait au plus une coordonnee non 
nulle, qui est alors un mot de B *. 11 en resulte que le transducteur (p, A, V) definit 
une fonction LY d,e A kA * par l’identite: 
( f) a c3 =IA*ap*fv (a E A *, f E FO). (2) 
Evidemment on retrouve (pour A et B finis) les machines GquentkAes 
g&r&ah&es classiques en prenant k = 0 (done F = (I}), pour 1 A le Q-vecteur ayant 
une coordonnee 6gale 5 1 et les autres B 0 et pour lv le Q-wcteur dont toutes les 
coordonn6es ent kgales a 1. 
. La fonction CY d&“nie par le Q-trar tsdwteur sous&quentiel (p, A, v) est 
sous-se’quentielle de dimension au plus Ca-d Q. 
we. Pour chaque mot a de A ’ on note /r/3 et qa la valeur de la,coordonrGe non 
ile du vecteur ah et ‘son indice si ce vectew n’est pas nul; sinsn ap = 0 et q4 = 
maintenant v B une fonction 
) et on corwient que chaque q dbigne la fon 
valeur de la coordonnee 4 du vecteur fv (f E A kA *). On a 
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( f) a * =ah*fu=a/3*fq, 
pour tout CI E A *, f E A hA *, done, en particulier, 
(= AhA*\Ah+n+l A *) ce qui ach&ve la wkification. 
Notre objectif est d’&ablir une rkiproque de cet &an& (Propriety 1 ~~desso~~). 
Afin de ne pas trop restreindre la g&n&alit& nous consid6rons une 
contenant ous les mats de longueur au plus 2n et les faeteurs 
memores et une fonctlon a fixe de l’ensemble GF, ( = {gf 
Nous supposons qu’il existe une fonction /3 de G et une applicat 
dans l’union de 8 et d’un ensemble R de n fonctions (# 0) de F” telles que l’on ait: 
Quand G = A *, a! est par definition une fonction sows6quentielle de dimension 
s n. Nous supposons que n est minimum (par rapport B a) c’est-&dire que I’an ne 
peut pas effectuer un autre choix de /? tel que (1) soit satisfaite par un systltme de 
n’ s n fonctions p. Ceci implique dvidemment que D,, = {g E G: p = pi} soit non 
vide pour chaque p E R. La donn6e de a ne determine pas complktement p et R. 
En particulier, d’apks (l), chacune des relations g/3 = 0 ou F,pg ( = {fpg : f E F,}) = 
0 pour un not g de G kquivaut B (gF,)a = 0. 0n pourra done supposer qu’elles 
sont toujours simultanement vkifikes ou non, c’est-s-dire que p et R satisfont la 
prem i&e condition de norm alisa tion : 
(0). Pour chaque g E G, gp = 0 ssi ps = 0. 
LJne second condition est la suivante: 
(Min). Pour chaque p E R, les mots de (D# n’ont pas de facteur droit commun 
dans B *\ 1 (oti I& designe comme toujours le domaine propre de p). 
Supposons en eff et que 6 E B * \ 1, soit un facteur droit commun de tous les mots 
de la forme &I (d E DP). Sans alterer la validit de (1) on peut remplacer chaque 
d@ par le mot d@ l b-’ de B* B condition de substituer B p la fonction, notee b[pl, 
envoyant chaque f sur b l (fp).(f E F,). 
Cette notation b[p] seta constamment uti isee dans la suite. n particulier, 
i =O,l,..., I*S nous designerons par En-j la relation sur 1 embk des fonctions de 
F, telle que (p, p’) E En-j ssi il existe un 616 
t meme restriction 5 F,-, ( == 
grobpe, chaque est une relation d’6quivalence et, par construction, lets 
ferment une suite croissante, L’emploi de ces relations est dfi 
La relation En se riduit ti Z’identite’ SW 
ve. Supposons ( r 
on a for= b(fp)= pour chaque f E F, don 
Soient maintenant 19, =T E R et f E Fn tels que fp = t# 0. On a s = fm = br done 
b = ST-’ 06 7, s E I3 *. Si t est le @US long facteut droit commun dans B * de p et s, 
c’est-a-dire si r = ut, J = ut air les mots u, 2;’ de B * n’ont pas de facteur droit 
commun dans B * j 1, on a b = VU-’ SOUS forme reduite. Ceci montre d’une part que 
b = I, c’est-&dire que p = a quand u = v = 1 et, d’autre part., que M (resp. v) est 
’ un facteur gauche commun des mots de F,p (resp. F,or). 
11 reste done seulement averifier que n ne serait pas minimal s! !h await U, V# 1. 
Supposons done u# I. On pcut substituer B p la fonction p’ = u-$11 quitte & 
remplacer chaque dp par LIP * u (d E D,,) et de mEme pour CC On a ah-s p’ = a’ ce 
qui acheve la preuve. IXl 
Nous designons maintenant par G, le sous-ensemble forme des mots g de G 
pour lesquels gA n est contenu dans G. 11 est non vide puisque G contient tous les 
mots de longueur &!n l RI = (p,: g E GJ. 
2.3.0. Soit p E RI U 0 tel que F,,-,p = 0. 0n a p = 0. 
&ewe. Supposons au contraire p# 0, c’est-a-dire qu’il e&e un mot h de F, pour 
kquel hp# 0. Puisque F,-rp = 0 on doit avoir h E F, \ F,_, = A&+” ce qui permet 
de l’ecrire sous la forme h = ~42 l 6 0 a,h, = ho avec al, ct2,.  . , a, des letters de A 
et h, E A k. 
Comme p E R1 on peut prendre un mot d = do dans D,, n G, ce qui fait que 
& E G. Posons di = &I * l l ai; pi = pdj (P = ~0); hi = ai+l l l l a,h, pour 0 e i G 12. 
Utilisant l’identite (1) et di trj = dh on a: 
OZdp*hp=(d~)a!=(dihi)ar=diP *hipi. 
Ceci implique diP# 0 et hipi f 0. Comme hi E Fa-i, on en d&lit que Pes pi 
appartiennent k R et satisfont F”-ipi # 0 pour 0 < i G n. 
Prenons maintenant i s n - 1, f E F”-1-i et g = al. 9. ai f E &I. D’aprtis 
l’hypothese Fn-,p = 0 on a: 
0 = dip 8 gp = (dg )a = (di f)a = dip l fpi l 
On vient d’observer que dipf 0 et que, par cotr&quent, fpi = 0. Comme ceci est 
vrai de tout mot f de F--l-i, OII voit que F”-l-ipi = 0 (0~ I G n - 1). 
Comparant ces relations avec les relations ktablies plus haut on en colncltit 
que les pi forment UII systhie de A + 1 fonctions distinctes de R ce qui contredit le 
fait que Card R = n et etablit F+ = 0, c’est-&dire p = 0. CJ 
(“;’ tels que p’ et b[ p] aient rm? e restriction 2 Fn__ ,. 
n raisan dlz p f: et 6%~: 19 remarqL$ precedente on a fp# 0 pour au mains 
un f E FL. Par consequent b = (fjf)(“p)-’ E IV* est d6termin6 par es restrictims 
de p et p’ h F’+ 
Procedant de la meme f 
pour un mot h de F”. LX 
groupe), on peut 
Mment bien d&in 
Scit I2 = al 9 * 9 a, h, = k, comme 
d=d,cX&nG,,d’==d; 
p = pa; p’ = pb. On a: 
r v h a = d’P l hp’ = d: 
06 d&d’/3#0 et hp’= c l (hp). La premikre s&e d’kquations montre que les d,f3 
sent diffkents de 0 et que les pi sont dans R. La deuxi&me s&e nene & la &me 
conclusion en ce qui concerne les d$3 et les pl quand c 0, et l’on trouve alors que 
hipi = yi l ~l-,pil ~ti y, est 1’6l~ment de B(*’ @al B (d&3)-’ l (d’p) l c l (d/3)-* l (d$3) 
(0~ i s n). S*+au contraire c = 0, on a (d’h)a = 0 done h,p: = 0 et on peut krire la 
meme reldtlon en prenant tous les yi 6gaux B 0 (OS i G n). 
Soient maintenant i s n - 1, f E Fn_,_i, g = aI l . . a, f E Fner comme dans 2.2.0. 
On a: 
(&)a! = dp l gp = dtfl  fpir 
oii ici gp’ = b l (gp) avec b# 0. 
Comme d.@,d’f3# 0 on a fp: = 0 ssi fpi = 0. Par con&quent, quand &p# 0, on 
peut Ccrire fp: = ~1 9 (fpi) 06 Xi est 1’616ment de W”’ obtenu en substttuant b ti c 
dans l’expression de yi. Si d# = 0 on a fp: = fpj = 0 et peut prendre X, - I I Dans 
les deux cas Xi est independant du choix de f daw 1-I. 
On d6duir de ce calcul que chaque paire (pj, pi) appartient 5 la relation n 1 I 
pourO~z~n-- 1 cependant que le calcul prkkdent avec le mot h a;lait montrQ 
E,,- i pour les m&mes valeurs de l’indice 
0, on peut meme &re sur que (p,, p:) 
h,p :,. 
Etant dona;nke la dkfinition des bquivalenc 
Q s i s n} forment 
uand c = 0 ces fo 
2.2. cl 
On pourrait rbsumer les deux remarques qui pr&dent par I’assertion unique: 
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La restriction de En_ 1 ii R U est k’ identitk. 
Nous introduisons desormais l’hypothese supplementaire que 1 = R. Hle est 
trivialement satisfaite quand 63 = A * puisque dans ce cas til est lui aussi egal a A *. 
SoientaEAetpER U I1 existe une et un 
p-42) pour lequel (D& nD,#f!L On a pea = 
existe un tnot b de B *, (note’ ah& (p. rr)), tel que @a)/3 = g/3 0 b pour tout g E UP (tel 
que ga E G). 
reuve. Puisque R1 = R on peut prendre un mot g dans D,, n G1. Soit (I = pea. 
Pour chaque fE F,_, on a: 
Par consequent, quand (aF&)p = 0 on a F,-Iu = 0, d’oti l’on concluf a = 0 g&e 
ci 2.3.0 et u E I;<, = R. 
Dans ie cas contraire, p# 0, gp# 0 et, d’apres 2.3.0, on peut trouver un f E F,_, 
pour iequel (af)p f 0, ce qui entraine f~# 0 et pet-met de definir b = 
(g/v-‘((gwv = ((&#_W-’ E B (*) La premiere equation montre que b ne ’ 
depend pas du choix de j’ dans F,-I et la seconde qu’ii est aussi indkpendant de 
choix de g dans I&, n i),a-’ ( = {g E Q,: ga E Q,}). Prenons un alutre mot g’ dans 
Q, et soit CT’ = pspn. ‘On a de meme b’ = ((af)p)(fv’)-’ E B(*! el: par consequent 
fd = b’b-‘(ftr) p our chaque f E F,,-, d’ou l’on conclut que c+’ == c d’apres 2.3.1. 
Ceci etablit l’existence de l’apnlication (p, a)+ p 9 a et le fait que 
reste B verifier que b est bien un mot de B*. 
Tous les termes de Equation g/3 l (af )p = (ga)/3 . fcr sont dans B *. 11 existe done 
un mot c de B* tel que l’une des alternatives suivantes soit realisee: 
soit g/3 = (gcr)p l c; fv = c(@f)p) et b = c-l, 
soit (ga )P = gB * c ; (af)p = c (fc) et b = C. 
e on a directement b E ans la premiere c est un facteur droit 
/? puisque p a est contenu dans ainsi qu’on vient de le 
ypothese de normalisation ( in) faite au d4but de la discussion 
on a alors c = ce qui montre que b E * dans Iles deux cas. q 
Nous souiignon~ une consequence *.&e pour la suite: 
vien t i K l’existence 
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(a E A). Elle s’etend a une action de 
definition chaque fonction p de a !a forme p = pIea pouraum 
‘de A *. La remarque resulte alors immediatement de ce aue Card 
5 I1 existe WI R -transducteur sous-Squentiel (pi, A, v) tel que cy soit la restriction ii 
1~5 de la fonction d@nie par celui-ci. 
C’est une conseq ence directe de l’enonce precedent. A chaque lettre a de 
x R matrice a~ dont chaque entree (p, a) est &gale a a~@, o) 
lu $ i, selon que cr = p l a ou non (p, clr E R). Cette application s’etend a un 
morphisme monomial. 
Pour chaque mot a de A * on note ah le -vecteur Ligne dont la coordonnee p 
est egale a a@ si p = pa et a 0 sinon (p E R) avec ah = 0 quand ap = 0. Par 
induction sur la longueur de a on verifie que ah = IA l ap (a E G). 
Enfin on d&nit le R-vecteur fu (f E Fo) par la condition que $a coordonnee cp 
soit fp (p E R). Par definition on a identiquement 
ce qui etablit le resultat. Cl 
Compte tenu de 2.1, on a done comme corollaire immediat la: 
Les ftwctions sous-sequentielles de dimension au plus n sont les 
fonctions definies p;ir les O-transducteur: sous-sequentiels ou Card (0) s 
Nous con&tons cette section par une derniere remarque. Dans la preuve de 
celle-ci, &ant c%nnee une fonction ar et tine partie Y de A * on note Y& le piu.% 
long facteur gauche commun des mots de Ycl! avec la convention que Yti = 0 quan 
Ya! =o. 
eux fonciions sous-st!quentielles de dimensiovr G n aya 
* de telle sorte 
B$finissons pour chaque g E Go une fonction cs de I% par la condition que 
f or, = 0 ou = (&IQ&)-l((gf)cr) selon que (~E,)Q 5 0 ou non (f E Fn). 11 existe des 
mots lbg de B* tels que pB = bp[~~](g E G) et, posant ={u~: g E G,}\O, oii 
&$&lit de 2.2 et de la d&inition de 1’6quivalence que cellte-ci se r&duit ZI l’identite 
sur S UO. I1 y a done bijection entre R et S ob, par construction ce dernier 
ensemble st compEtement d&ermine par la restriction de cy h %. Ceci permet de 
definir une application v’ dz F, dans iles R-vecteur olonne par la condition que la 
valeur de la coordonn6e p de fv’ soit fu (f E PER) 03 sESU0 est la 
fonction correspondant B p. De fait fv = b l fv' ob b est la R x R matrice diagonale 
dont les entrees non nulles sont les mots bg dCfinis ~1~s haut. 
A chaque mot g de Go on associe aussi le R-‘~cteur ligne gA’ 6gal 5 z&o si 
(gEI )a = 0 et dont, sinon, la seule coordonn& non tulle a pour indice ps et est 
.choisie de telle sorte que gh ’ l fv’ = (gf)a! (f E &). Ceci est possible (de faGon 
unique) puisque de fait gh’ = gh l 6-f 
Compte tenu de la remarque faite au debut de la preuve et de la bijection entre R 
et S, on peut maint‘enarat construire pour chaque lettre a E A une R x R matrice 
monomiale cr$ & entrkes dans B (*I U 0 unique qUi satisfasse (ga)h ’ = gh ’ l a~ ’ 
(ga E Go). Par construction up’ = t-‘(ap)b et l’on a d$nc (af)ac = lh’. a@ ft.9 
pour tous les f E F, et a E A * ce qui achkve de montrer que ar est entikrement 
d&erminee par sa restriction B &. 0 
3. Connectioin avec les fonctions rationnelles et se 
Dans toute cette sect,on, nous supposons que Ies ensembles A et B sont finis. 
Le premier &once de ceite section peut &re consid&+ comme l’application au 
cas particulie:r des fonctions sous-skquentielles d’une partie d’un theor5me cla- 
que de Ginsburg izst Rose [4]. 
La theorie de Ellenberg (111, Chap. IX, 7), &tab u’une fonction rationnelle QI 
est definie par un morphisme p de A * sur un t-non e de Q x Q matrices (Q, fini) 
h. entrees Gans B * U 0, un Q-vecteua ligne lh et un -vecteur colonne 0, nyant une 
coordonn6e @ale B 1 et les autres nulles, ces objects satis aisant la condition que 
acy =lA 0 ape IU E B * LJ @ pour chaque mot Q de ,Ac *. La r&me th6orie permet de 
e paur chaque 4 E Q il existe des mats cz e 0’ E * tels que les vecteurs 
ah = IA 9 ap et a’u = ap l 11 a:ent leur conrchonnke d’in ce q non nulle. Soit 
it = Card Q = dim@). On garde la notation & la fin de la section 
prWden r noter le plus long fa&;teur gauche commun des note de Ycu. Comme 
signe la longueur*du mot b. 
e 
e 
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S?lp{l(af)a 1 - I(aF,)& : aEA*}<~ (3 
ou (a&) 6 designe le plus long facteur commun gauche des mots de Ea forme (a&x 
(fe Fn). 
Preuve, 11 est immedi ue la condition (3) est n&essaire. ur etablir qu’elle est 
nte on utilise t us pour decrire la fonction 
lelle cy et pour ut mot a on g facteur gauche 
commun des coordo 0n note ah’ le 
-vecteur (ap)-‘[ah] dont chaque coordonnee ah’q est &gale a (a@)-‘. ahq 
q E C?) en convenant que a@ et ah’ sont nulls quand ah = 0. nftn n designe 
l’extension aturelle aux vecteurs du morphisme nvoyant I3 * sur le monoi’de trivial 
(1) et P est l’egsemble des Q-vecteurs (ahw: a F A 
Soit p E P\O tel que p = ahw pour une infinite de mots a. Comme chard Q = n 
on peut trouver des riots a de longueur < 2” - 1 et g de longueur c 2” tels qlae 
ahrr = (ag)An = g. On a done (ag”)Aa = Q pour tout m a 0. 
Supposons que le vecteur (ag)A’ ne soit pas egal B ah’ B une permutation pres de 
ses coordonmks. Comme (a&A = ah gp, il g’ = h 
(1 s D s I), deux indices distincts q, q’ E 0 et b tels que 
btn (ah”) Ai = aA:* b, et = (ah”)A,‘# soient pour tout deux mats 
differents de 0 n’ayant aucun facteur gauche commun non trivial. Utilisant de 
Q n, on peut f, E F, = b,c, (ah “f’)a 
6;~’ (c, c’E B*) ce la condition 
au co%traire ne sont 
p P\O. CHtaque mot assez long admet un facteur gauche Q’ de tongueur 
a’h ‘. Par consequent acy = a/3 l (a’A’* v) = a/3 l 1~: oti 
L’ensemble R U 0 = (IpA: a 65 A *) est done un 
e fonctions de F. = A k pour k = 0 ce qui etablit fe resultat. B 
On peut ncpter le contre-exemple suivant dans lequel A = {a,, a*} et B = {b}. 
Soient 4, et 2 les morphismes de A * dans B * definis par: 
Nous caractkisons 
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que: 
. Soit a une fonction sous-sZquentieiie de dimension au plus yt telle 
(4) 
pour tout mot f de FnLl = AL% *\A k+nA. ’ et toute iettre a de A. 
II existe une fonction sequentielle g&n& aWe ayant meme restriction que (Y 2 
LP’A *. 
ve. LJtilisant les notatiorls de la section psMdente, nous vhifions d’abord 
l’existence d’une application (p, f; a) -+ mpsf de (I? x FO) x A dans B * U 0 telle que 
l’sa ait: 
our cela nous utiiisons l’appkation (p, e,)+ p l Q (de (W U 0) X A dans R U 0 
construite dans 2.4 et le fait d6jh observe que II,-, contient oujours au moins un mot 
g de longueur s n - 1 (9 E I?)). 
En vertu de I’hy;M&se (4) on a dBn,s (4.1) soit (gfa)cr = 0 soit (gfa jcy = (gf)a l b 
avec (gf)a# 0 et b E: B *. On convlendra que b = 0 si (gf)ir - 0. Maintenant 
l’identitk (I) montre que (g’fja! = g’p l fp et (g’fa)ar = g’p l (fa)p quelque soit 
g ’ !E: DP. Done (fa)p = fp . b et, Ydentiquement, (g’fa)a = (g’f)a l b (go% LIP). On 
peut done d&G a~=~,,. = b
Soit maintenant Q I’ensemble des suites de k + 1 fonctions de R U 
q1=(0,0,... , pl) et dkfinissons une application Q x A -+ Q par la condition que si 
4 z (Pi,, I%7 . G . , P,~+,) et 6~ E A, q l G = (pi,, pj3, . . . , p:,_,, p’) avec p’ = pik&_, l a dans la 
notation de 2.4 si ,D’# et sinon q l a = 
Cktte application s’ end h une actio n pose Q={q,-a: 
aEA*\AkA*)et Q”={ql~a:aEAkA*}.Commechaqueq~Q”\qoatoutes 
ses composantes diffkentes de par construction on voit que les ensembles Q’ et 
XA dansB*UO 
“\ qo, on peut krire 
pose a~, = (ga)cu ou 
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