We study the slow-down and speed-up of diffusion in temporal networks with nonMarkovian contact sequences. We introduce a causality-preserving time-aggregated representation that allows to analyze temporal networks from the perspective of spectral graph theory. With this we provide an analytical explanation for the frequently observed slow-down of diffusion in empirical non-Markovian temporal networks. We derive an analytical prediction for the magnitude of this slow-down and validate our prediction against two empirical data sets. Counterintuitively, we further show that non-Markovian properties can result in a speed-up of diffusion that can be related to the spectral properties of the underlying temporal network.
The evolution of dynamical processes in networks with time-varying topologies can deviate significantly from what one would expect from their corresponding static, time-aggregated representations. While the effects of node activity patterns, persistence and concurrency of interactions, as well as inter-event time distributions have been studied extensively [1, 2, 3, 4, 5, 6, 7, 8] , non-Markovian properties in the contact sequences of temporal networks have been identified only recently as an independent mechanism that significantly affects dynamical processes [9, 10, 11, 12, 13, 14] . It has been shown that non-Markovian properties (i) alter the topology of causal interactions and (ii) slow-down diffusion processes in real-world temporal networks [11] . So far, an analytical explanation for this phenomenon, as well as for significant variations observed across different systems, is missing. To fill this gap, in this Letter we introduce an analytical approach to study diffusion dynamics in temporal networks with non-Markovian contact sequences. In particular, (i) we introduce higher-order time-aggregated representations of temporal networks that preserve causality, (ii) we show that spectral properties of these representations explain the slow-down of diffusion processes in temporal networks compared to aggregate networks, (iii) we show that non-Markovian properties can also result in a speed-up of diffusion, and (iv) we derive an analytical prediction for direction and magnitude of the change expected in a temporal network and validate it against empirical data.
We define a temporal network G T to consist of directed, time-stamped edges (v, w; t) for nodes v, w and discrete time stamps t. A (first-order) aggregate network G (1) can then be defined, where a directed edge (v, w) between nodes v and w exists whenever a time-stamped edge (v, w; t) Figure 1 : Two temporal networks G T (top) andĜ T (bottom) giving rise to the same weighted, aggregate network G (1) (left panel). In the right panel, two second-order aggregate networks G (2) (left) andĜ (2) (right) are shown that correspond to the two temporal networks G T andĜ T . Both second-order aggregate networks are consistent with G (1) .
exists in G T for some time stamp t. In addition, edge weights w (1) (v, w) can be defined as the (relative) number of edge occurrences in the temporal network. A simple way to illustrate temporal networks are time-unfolded representations, in which time is unfolded into an additional topological dimension. In the resulting representation nodes v are replaced by temporal copies v t for each time step t, while time-stamped edges (v, w; t) are represented by edges (v t , w t+1 ). In Fig. 1 , time-unfolded representations of two different temporal networks (top, bottom) resulting in the same weighted aggregate network (left) are shown.
An important characteristic of temporal networks is that, compared to their corresponding timeaggregated representations, the temporal transitivity of paths does not necessarily hold. By this, we mean that a path (a, b) → (b, c) in a time-aggregated network does not imply that a and c are connected via a time-respecting path in the underlying temporal network [9, 15] . A time-respecting path connecting a and c only exists if the edge (a, b; t) occurs before (b, c; t ), i.e. t < t . Hence, the order of interactions in temporal networks affects the topology of time-respecting pathsand thus causality -in dynamic complex systems. A particularly simple way to study causality in temporal networks is in terms of the statistics of time-respecting paths of length two, socalled two-paths consisting of edges (a, b; t) → (b, c; t ) for t < t . Recent studies on the statistics of two-paths revealed that -compared to what one expects from a weighted time-aggregated network -nodes often preferentially mediate information flows between particular pairs of their neighbors, a phenomenon termed betweenness preference [11] . Thus, such temporal networks have non-Markovian characteristics, since the next contact in a contact sequence depends not only on the current, but also on the previous one. This characteristic is present in real-world systems and significantly changes dynamical processes [11, 12, 13] .
In this Letter, we study the effect of these correlations on diffusion dynamics in temporal networks. In particular, we utilize a random walk process and study the time needed until node visitation probabilities converge to a stationary state [16, 17] . This convergence behavior of a 2/20 random walk is a simple proxy that captures the influence of both the topology and dynamics of temporal networks on general diffusive processes [18] . A standard approach to assess the convergence behavior of random walks is to study the evolution of the total variation distance between observed node visitation probabilities and the stationary distribution [19] . For a distribution π k of visitation probabilities of nodes v after k steps of a random walk and a stationary distribution π, the total variation distance is defined as
The convergence time t( ) of a random walk can then be defined as the minimum number of steps k after which ∆(π k , π) falls below a given threshold distance .
To illustrate the effect of non-Markovian properties, we study random walk convergence for three empirical temporal networks: (AN) time-stamped interactions in ant colonies [20] ; (RM) timestamped social interactions between students and academic staff [21] ; and (FL) time-ordered flight itineraries passing through airports in the US 1 . We compute average convergence times t agg ( ) and t temp ( ) after which the total variation distance of a random walk falls below a threshold in (i) the weighted aggregated network and (ii) a temporal network model derived from the empirical contact sequence respectively. To focus on non-Markovian properties and exclude effects of inter-event time distributions, this model only preserves the weighted aggregate network as well as the statistics of two-paths in the data. For some threshold we define a slowdown factor S( ) := t temp ( )/t agg ( ) capturing the change of diffusive behavior in the temporal compared to the aggregate network. Fig. 2 shows the slow-down for the three empirical networks and different convergence thresholds . Even though networks are of comparable size 2 , deviations from the corresponding aggregate networks in the limit of small are very different. For = 10 −5 and (RM) the slow-down factor is S ≈ 8.63 ± 0.01, while for (AN) it is S ≈ 2.21 ± 0.02. For (FL), we obtain S ≈ 0.957 ± 0.002, indicating a speed-up of convergence compared to the aggregate network.
In the following we provide an analytical explanation for the direction of this change (i.e. slowdown or speed-up) as well as for its magnitude in specific temporal networks. In particular, we show that spectral properties of higher-order, time-aggregated networks allow to calculate an analytical estimate S * for the slow-down S observed in empirical temporal networks. Our approach utilizes a state space expansion to obtain a higher-order Markovian representation of non-Markovian temporal networks. This means that a non-Markovian sequence of interactions in which the next interaction only depends on the previous one (i.e. one-step memory), can be modeled by a Markovian stochastic process that generates a sequence of two-paths. For this, we define a second-order aggregate network G (2) = V (2) , E (2) in which each node e ∈ V (2) represents an edge in the first-order aggregate network G (1) . As edges E (2) , we define all possible 1 We use a 10 % sample of airline tickets sold in the USA, freely available via the RITA TranStats Airline paths of length two in G (1) , i.e. the set of all pairs (e 1 , e 2 ) for edges e 1 = (a, b) and e 2 = (b, c) in G (1) . Based on a temporal network G T , weights w (2) (e 1 , e 2 ) in the second-order network are defined based on the frequency of two-paths (a, b; t − 1) → (b, c; t) in G T , while proportionally correcting for multiple two-paths (a , b; t − 1) → (b, c ; t) passing through node b at the same time. We define 3
where δ (a,b;t) = 1 if edge (a, b; t) exists in the temporal network G T and δ (a,b;t) = 0 otherwise. By this construction we obtain a second-order aggregate network G (2) where (i) each node represents an edge in the underlying temporal network, (ii) each edge represents a two-path, and (iii) weights w (2) capture the statistics of two-paths in the temporal network. Two second-order aggregate networks G (2) andĜ (2) with weights corresponding to the example networks G T andĜ T are depicted in the right panel of Fig. 1 . This construction allows to define a second-order Markov model generating contact sequences exhibiting "one-step memory" and thus reproducing the statistics of two-paths. For two-paths e 1 → e 2 we define entries of a transition matrix T (2) for a random walk in G (2) with weights w (2) as
If T (2) is primitive, the Perron-Frobenius theorem guarantees that a unique leading eigenvector π of T (2) exists 4 . This eigenvector captures the stationary activation frequencies of edges in contact sequences generated by a random walk with transition matrix T (2) (examples corresponding to temporal networks shown in Fig. 1 are provided in supplementary material).
Interpreting T (2) as transition matrix of a random walker in G (2) , we obtain a second-order Markov model generating contact sequences that preserve (i) the weights in the first-order aggregate network, and (ii) the statistics of two-paths. In line with recent observations that one-step memory is often sufficient to characterize time-respecting paths in empirical temporal networks [13] , in the remainder of this Letter we focus on such second-order models. However, our findings can be generalized to n-th order networks G (n) and matrices T (n) that capture the statistics of time-respecting paths of length n. From this perspective, the weighted aggregate network G (1) can be seen as a first-order approximation where weights w (1) capture the statistics of paths of length one. Contact sequences generated by a random walk in G (1) with transition probabilities proportional to edge weights w (1) preserve the statistics of edges but destroy the statistics of two-paths. As such, a random walk in G (1) represents a null model that changes the statistics of time-respecting paths and thus alters causality in temporal networks. The same null model can be defined based on G (2) by constructing a maximum entropy transition matrix T (2) which (i) preserves the weights w (1) of edges in G (1) and (ii) creates "Markovian" temporal networks. For e 1 = (a, b) and e 2 = (b, c), the entriesT
e 1 e 2 corresponding to a two-path e 1 → e 2 are given asT
Each transition matrix T (2) whose leading eigenvector π satisfies π e = w (1) (a, b) (∀ edges e = (a, b)) defines a statistical ensemble of temporal networks constrained by a weighted timeaggregated network G (1) and a given two-path statistics. The entropy of this ensemble can be defined based on the entropy growth rate of T (2) as
π e e ∈E (1)
Different from entropy measures previously applied to dynamic networks [22] , this measure quantifies to what extent the next step in a contact sequence is determined by the previous contact. For a transition matrix T (2) , the ratio of entropy growth between T (2) and the (maximum entropy) modelT (2) can be given as
This ratio ranges between 0 for transition matrices generating deterministic contact sequences and 1 for the caseT (2) representing Markovian temporal networks. A value of Λ H (T (2) ) < 1 highlights that the statistics of two-paths deviates from what is expected based on the first-order aggregate network. As such, Λ H is a simple measure capturing the importance of non-Markovian properties in temporal networks.
Diffusion in Temporal
Networks. An interesting aspect of the second-order representation G (2) is that temporal transitivity holds, i.e. the existence of edges (e 1 , e 2 ) and (e 2 , e 3 ) in G (2) implies that a time-respecting path e 1 → e 2 → e 3 exists in the temporal network G T 5 . This enables the use of algebraic methods and hence to relate diffusion dynamics in temporal networks with spectral properties of the matrix T (2) . In particular, the convergence time of random walks is related to the second largest eigenvalue of its transition matrix. For a primitive stochastic matrix with (not necessarily real)
show that the number of steps k after which the total variation distance ∆(π k , π) between the visitation probabilities π k and the stationary distribution π of a random walk falls below is proportional to 1/ ln(|λ 2 |) (see supplementary material included in this article for a detailed derivation). For a matrix T (2) capturing the statistics of two-paths in an empirical temporal network (see Eq. 2), and a matrixT (2) representing the "Markovian" model derived from the aggregate network G (1) (see Eq. 3), an analytical prediction S * for the change of convergence speed that is due to non-Markovian properties can be derived as
where λ 2 andλ 2 denote the second largest eigenvalue of T (2) andT (2) respectively. Depending
Data Analysis. Based on this approach, we analytically study the effect of non-Markovian characteristics in the empirical networks introduced above. For each data set we construct matrices T (2) andT (2) as defined in Eqs. 2 and 3, and we compute the entropy growth rate ratio Λ H for the corresponding statistical ensembles. For (RM) we obtain Λ H (T (2) ) ≈ 0.39 and for (AN) Λ H (T (2) ) ≈ 0.43, while for (FL) Λ H (T (2) ) ≈ 0.82. This indicates that the topologies of time-respecting paths in all three cases differ from what is expected from the first-order aggregate networks. The impact of these differences on diffusion can be quantified by means of the analytical prediction S * (T (2) ): For (RM) we obtain S * (T (2) ) ≈ 8.74 and for (AN) S * (T (2) ) ≈ 2.03, while for (FL) S * (T (2) ) ≈ 0.93. These predictions are consistent with the behavior observed in numerical simulations in the limit of small (see Fig. 2 ). The significantly smaller magnitude of the slow-down S in (AN) compared to (RM) can neither be attributed to differences in system size nor inter-event time distribution (which are removed by our model). A spectral analysis of T (2) can explain the smaller slow-down of (AN) compared to (RM) by a "better connected" causal topology indicated by a smaller S * . For (FL), the analytical prediction S * (T (2) ) ≈ 0.93 is consistent with the asymptotic empirical speed-up observed in Fig. 2 . The non-linear behavior of S( ) can be understood by recalling that Eq. 6 assumes that only λ 2 contributes to the convergence time, which holds in the limit of small . As increases, an increasing number of eigenvalues and eigenvectors have non-negligible contributions to the empirical slow-down S.
In order to highlight a simple mechanism that can give rise to both a slow-down or speed-up of diffusion, we introduce the following toy model. The model generates non-Markovian temporal networks consistent with a uniformly weighted aggregate network with two interconnected communities, each consisting of a random 4-regular graph with 50 nodes. A parameter σ ∈ (−1, 1) controls whether two-paths between nodes in different communities are -compared to a "Markovian" realization -over-(σ > 0) or under-represented (σ < 0). The Markovian case coincides with σ = 0. Realizations generated for any parameter σ are consistent with the same weighted aggregate network (see supplementary material included in this article for model details). Fig. S3 shows the effect of σ on the entropy growth rate ratio Λ H (blue, dashed line) and the predicted slow-down S * (black, solid line). All non-Markovian realizations of the model (i.e. σ = 0) exhibit an entropy growth rate ratio Λ H < 1. Whether this results in a speed-up (S * < 1) or slow-down (S * > 1) depends on how order correlations are aligned with community structures. For σ < 0, time-respecting paths across communities are inhibited and diffusion slows down compared to the aggregate network (S * (T (2) ) > 1). For σ > 0, non-Markovian properties enforce time-respecting paths across communities and thus mitigate the decelerating effect of community structures on diffusion dynamics (S * (T (2) ) < 1) [23] . This intuitive interpretation can be substantiated by a spectral analysis (see supplementary material included in this article).
In summary, we introduce second-order aggregate representations of non-Markovian temporal networks. This abstraction allows to define Markov models generating statistical ensembles of temporal networks that preserve (i) the weighted aggregate network and (ii) the statistics of time-respecting paths of length two (see Eq. 2). A transition matrix for this model can easily be computed based on empirical contact sequences. The ratio of entropy growth (see Eq. 5)
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slow-down speed-up between this transition matrix and that of a null model generated from a first-order aggregate network allows to assess the importance of non-Markovian properties in temporal networks. We show that spectral properties of the transition matrices capture the connectivity of the causal topology of temporal networks and allow to predict (i) whether non-Markovian properties slowdown or speed-up random walk convergence and (ii) the magnitude of this change (see Eq. 6). With this, we provide one of the first analytical explanations for changes in diffusion dynamics observed in empirical temporal networks. Finally, we argue that the higher-order aggregate networks introduced in this Letter are simple static representations of temporal networks which -in contrast to first-order aggregate networks -preserve causality. This approach provides interesting perspectives for (i) temporal community detection by spectral clustering, (ii) refined centrality measures in dynamic networks, and (iii) analytical studies of dynamical processes in complex systems with time-varying interaction topologies.
Supplementary Material
This supplementary material contains illustrative examples, technical details about the derivation of the slow-down factor S * as well as details about a model for non-Markovian temporal networks that can be parameterized to produce temporal networks that slow-down or speed-up diffusion. We further include a spectral analysis of second-order aggregate networks that substantiate our interpretation that temporal correlations can mitigate the decelerating effect of communities on diffusion dynamics.
Illustrative Examples In our Letter, we introduce matrices T (2) (Eq. 2 in the Letter) and T (2) (Eq. 3 in the Letter) representing a second-order Markov model for interaction sequences in temporal networks with one-step memory. For the temporal network example G T shown in Fig. 1 (middle-top) of our Letter and its second-order aggregate network G (2) shown in Fig. 1 (right panel), T (2) (rows/columns ordered as indicated) is given as 
As normalized leading eigenvector π of T (2) we obtain π = . The leading eigenvector π captures the stationary activation frequencies of edges and thus corresponds to the relative weights of edges in the network G (1) (see relative weights of G (1) shown in Fig. 1 (left panel) of the Letter). Based on a weighted first-order aggregate network G (1) , in Eq. 3 of our Letter we further introduce a matrixT (2) that corresponds to a "Markovian" temporal network consistent with G (1) . For the example G (1) shown in Fig. 1 of our Letter,T (2) is given as 
Again, as leading eigenvector ofT (2) we obtain π = , confirming that the stationary activation frequencies of edges in the temporal network ensemblesT (2) and T (2) are the same. This confirms that temporal networks generated by T (2) andT (2) are consistent with the same weighted aggregate network G (1) .
The fact that T (2) corresponds to non-Markovian temporal networks can be confirmed by computing the entropy growth rate ratio Λ H (T (2) ) (see Eqs. 4 and 5 in our Letter). For the matrices T (2) andT (2) we obtain Λ H (T (2) ) = 0.84 and thus Λ H (T (2) ) < 1.
Derivation of Slow-Down Factor In our Letter, we argue that changes of diffusion dynamics in temporal networks as compared to their static counterparts, are due to the change of connectedness or conductance of the corresponding second-order aggregate network. We further show that these changes are captured by a slow-down factor which can be computed based on the second-order aggregate networks corresponding to a particular non-Markovian temporal network and its Markovian counterpart. In the following, we substantiate our approach by analytical arguments, highlighting the conditions under which our prediction is accurate.
For a second-order aggregate network G (2) with a weight function w (2) , let us consider a transition matrix T (2) as defined in Eq. 2 of our Letter. The influence of the eigenvalues of T (2) on the convergence behavior of a random walk can then be studied as follows. For a sequence of eigenvalues 1 = λ 1 ≥ |λ 2 | ≥ . . . ≥ |λ n | of T (2) with corresponding eigenvectors v 1 , . . . , v n , we define the eigenmatrix U := (v i ) i=1,...,n . We further define a stochastic row vector x = π 0 = (p 1 , . . . , p n ) which we assume contains the initial node visitation probabilities before the random walk starts. Since U is not necessarily regular (n.b. tat G (2) is directed) we use a Moore-Penrose pseudoinverse [24] U −1 of U as well as diagonal matrix D = diag(λ 1 , . . . , λ n ) to obtain an eigendecomposition of T (2) as
We can then transform the vector x into an eigenspace representation of T (2) and obtain a = xU −1 such that x = n i=1 a i v i . With this, the node visitation probability vector π k after k steps can be expressed as
Repeated substitution according to the eigenvalue equation
Assuming that T (2) is primitive, for the Perron-Frobenius eigenvalue λ 1 we obtain 1 = λ 1 > |λ 2 | and the normalized first eigenvector a 1 v 1 corresponds to the unique stationary distribution π = π k of the Markov chain given by T (2) . For the first term in the sum above, we thus obtain
a difference vector δ(k) whose components δ j (k) capture the difference between node visitation probabilities π k (j) and the stationary distribution π(j) for each node j after k steps of the random walk can be defined as
The total variation distance
after k steps can then be given as
where (v i ) j denotes the j-th component of eigenvector v i . Under the condition that |λ 2 | is not degenerate (i.e. |λ 2 | > |λ 3 |) and using the fact that |λ i | < 1 for i ≥ 2 (n.b. that T (2) is primitive and thus G (2) is necessarily strongly connected) for k sufficiently large one can make the following approximation:
For a sufficiently small convergence threshold > 0, the convergence time k after which the total variation distance falls below can then be calculated as follows:
Here, we utilize the fact that, since |λ 2 | > |λ 3 |, both λ 2 and a 2 v 2 are necessarily real and thus
Based on the result above, the convergence time t( ) after which total variation falls below (i.e. ∀k ≥ t( ) : ∆(π k , π) ≤ ) is than given as
We now consider the null modelT (2) corresponding to a Markovian temporal network model derived from G (2) (and thus to a random walk running on the weighted aggregate network) according to Eq. 3 in our Letter. Based on the sequence of eigenvalues 1 =λ 1 ≥ |λ 2 | ≥ . . . ≥ |λ n | ofT (2) with corresponding eigenvectorsṽ 1 , . . . ,ṽ n , a convergence timet( ) after which total variation distance falls below can then be derived analogously as:
, ) that captures the slow-down (or speed-up) of convergence that is due to non-Markovian properties can then be defined based on t( )/t( ):
We then define the proportional slow-down S * (T (2) ) in the limit of small (or large k) as
We remark, that this slow-down is due to the difference in the spectral gap of T (2) as compared to the null-modelT (2) derived from the weighted aggregate network corresponding to both T (2) andT (2) . The prediction S * (T (2) ) holds for sufficiently large k or -equivalently -for a sufficiently small total variation distance . Furthermore, we assumed thatT (2) is primitive and that λ 2 is non-degenerate.
If the spectral gap |λ 2 | of the second-order network corresponding to the Markovian temporal network is larger than the gap |λ 2 | corresponding to a non-Markovian case, S * (T (2) ) > 1. In this case, the conductance ofG (2) is larger than that of G (2) and the non-Markovian properties slow down random walk convergence. If -on the other hand -|λ 2 | is smaller than |λ 2 |, the conductance ofG (2) is smaller than that of G (2) . In this case S * (T (2) ) < 1, meaning that the non-Markovian properties of a temporal network speed up random walk convergence.
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We finally note that for |λ 2 | = |λ 3 |, a similar slow-down ratio can be derived for the chi-square distance based on the upper bounds on the second-largest eigenvalues for general directed networks with arbitrary eigenvalue spectra following the arguments put forth in [25] . Based on this approach the prediction would look like
, with the eigenvalue sequence of the transition matrix sorted by their real parts, i.e. Re(
where n is the dimension of T (2) and I n is the corresponding identity matrix. This is equal to applying the prediction S * to a transition matrix of a lazy random walk with self-loop probability 1/2. This approach can alleviate periodicity and assure that |λ 2 | > |λ 3 | at least for the transition matrix of a lazy random walk.
Details of Model for non-Markovian Temporal Networks
A particularly important finding in our Letter is the fact that non-Markovian characteristics can give rise both to a slow-down and speed-up of diffusion dynamics when compared to their static aggregated counterparts. To illustrate this fact, we introduce a simple toy model for temporal networks in which non-Markovian properties can either inhibit or enforce time-respecting paths across two pronounced communities that are present in the static aggregate network. In our Letter we argue that the presence of order correlations which enforce time-respecting paths across communities is a particularly simple mechanism by which non-Markovian properties in temporal networks can speed up diffusion dynamics. With this we further highlight one possible mechanism by which non-Markovian properties can effectively mitigate the decelerating effect of community structures on diffusion dynamics.
In the following, we formally define our toy model and substantiate our interpretations in the Letter by means of a spectral analysis of the second-order aggregate networks corresponding to different points in the model's parameter space. The model is based on a directed, weighted aggregate network G (1) with two communities, each consisting of a random k-regular graph with n nodes. To interconnect the two communities, we randomly draw edges e = (v 1 , v 2 ) and e = (v 1 , v 2 ) from the two communities respectively, remove e and e and instead add edges (v 1 , v 1 ) and (v 2 , v 2 ) thus maintaining a k-regular aggregate network. We further assign uniform weights ω 1 to all edges, thus obtaining a network as shown in the schematic illustration in Fig. S2 (left panel). For the simulations in the letter, we use k = 4 and n = 50, thus obtaining a network with 100 nodes and 400 directed edges.
For this first-order network G (1) , we construct a second-order network G (2) corresponding to Markovian edge activations as shown in Fig. S2 (right panel) . Since G (1) has 400 edges, G 2 has Figure S2 : Schematic representation of our model for non-Markovian temporal networks. The first-order aggregate network G (1) (left) consists of two pronounced communities connected by directed inter-community links (x, y) and (y, x). Weights in the corresponding second-order aggregate network G (2) (right) are changed by means of a parameter σ (right). Positive values for σ enforce two-paths across communities (green) and inhibit two-paths within communities (red). 400 nodes, each corresponding to a directed edge in the first-order network. As weights in the second-order network G (2) , we consider a uniform constant ω 2 which corresponds to a Markovian case in which consecutive edge activations are independently drawn. We use the following simple strategy to introduce non-Markovian properties. We first identify all edges (x, y) that interconnect the two communities, i.e. where x is a node in community 1 and y is a node in community 2. For these edges, we then identify two nodes a, b such that a is a node in community 1 adjacent to x and b is a node in community 2 adjacent to node y. The basic idea of the model is to change the weights of those two-paths that involve edges (a, x), (x, y), (y, x) and (x, a). The statistics of these two-paths is captured by the weights of edges connecting nodes (a, x), (x, y), (x, a), (a, x) in the second-order network (see Fig. S2 (right panel) ).
Based on a parameter σ ∈ (−1, 1), the weights of the second-order edges (a, x) → (x, y) and (y, x) → (x, a) are set to ω 2 (1 + σ), while the weights of second-order edges (a, x) → (x, a) and (y, x) → (x, y) are set to ω 2 (1 − σ). Weights of second-order edges including the nodes b and y are adjusted analogously (see Fig. S2 (right panel) ). By this means, positive values for σ increase the weights of two-paths across communities at the expense of two-paths within communities. Negative values for σ increase the weights of two-paths within communities at the expense of two-paths across communities. A value of σ = 0 yields a second-order aggregate network with uniform weights ω 2 which -by construction -corresponds to a Markovian case.
For σ = 0, the above procedure leads to transition matrices T (2) =T (2) which are however consistent with the same weighted aggregate network G (1) . This can be confirmed by checking that for all σ ∈ (−1, 1), the stationary activation frequencies of edges captured by the leading eigenvector π of T (2) is the same. The change of second-order weights by our model imply
Since the j-th component of the stationary distribution of the second-order network is given by π j = i π i T (2) ij the changes above only influence entries π (x,a) and π (x,y) in the leading eigenvector of T (2) . Letπ =πT (2) and π = πT (2) . Then for π (x,a) we can write
Recall that our transformations only change the entries for (x, a) and (x, y) therefore it holds that π (i,x) =π (i,x) for all i. This yields
Further we can plug in the definitions for T (2) from above and also use that T (2)
for all i / ∈ {a, y}.
SinceT (2) is built from a regular graph it holds that ω 2 =T
(i,x)(x,a) for all i. Hence,
In the last step we use that the stationary distributionπ is uniform and thusπ (a,x) =π (y,x) .
From an analogous argumentation, we can derive π (x,y) =π (x,y) . We thus confirm that π =π and the stationary distribution is preserved for σ ∈ (−1, 1). We finally refer the reader to a related model for non-Markovian temporal networks, which has been introduced very recently, during the revision of our manuscript [26] . Different from our approach, the model introduced in [26] generates realizations that do not preserve a given weighted aggregate network, which however is the particular focus of our approach.
Spectral Analysis of the Model
The results provided in our Letter show that temporal correlations which are not reflected in the first-order aggregate representation of temporal networks can nevertheless slow-down or speed-up diffusion dynamics. Our interpretation of this effect is that temporal correlations can either mitigate or enforce the decelerating effect of community structures on diffusion dynamics [23] . In the following, we substantiate this interpretation. By means of a spectral analysis of the second-order networks resulting from our model, we show that non-Markovian properties indeed mitigate or enforce community structures in the causal topology of time-respecting paths.
We first define a Laplacian matrix for the second-order aggregate network based on the matrix T (2) as L = I n − T (2) where I n is the n-dimensional identity matrix. This allows us to study the algebraic connectivity as well as the Fiedler vector of the weighted second-order networks for different points in our model's parameter space. Algebraic connectivity is defined as the second-largest eigenvalue λ 2 (L) of the Laplacian L. Its magnitude has been shown to reflect how "well-connected" a network is and whether its topology exhibits small cuts [27, 28] . σ indeed result in better connected second-order networks compared to a "Markovian" case. On the other hand, negative values for σ result in second-order networks with smaller algebraic connectivity.
The Fiedler vector is the eigenvector v 2 (L) corresponding to the second-largest eigenvalue λ 2 (L).
The distribution of the entries of v 2 (L) is related to the existence of communities and it is thus frequently used for divisive spectral partitioning of networks [29] . The insets in Fig. S3 show the entries (v 2 ) i of the Fiedler vector. For σ = −0.75, the strong community structure in the second-order network shows up as two separate value ranges with different signs, while the two entries close to zero represent edges that interconnect communities. Apart from the larger algebraic connectivity, the distribution of entries in the Fiedler vector for σ = 0.75 shows that the separation between communities is less pronounced.
