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THE NORTH SEA PROBLEM. V 
FREE MOTIONS OF A ROTATING RECTANGULAR BAY 1 ) 
BY 
H. A. LAUWERIER 
(Communicated by Prof. J. F. KOKSMA at the meeting of June 25, 1960) 
l. Introduction 
This paper is a sequel to N.S.P. IV. The free motions of a rotating 
rectangular bay are studied with special reference to the North Sea. 
In particular it will be studied what happens if there is a small coefficient 
of friction A and if the coefficient of Coriolis Q is not small. The notation 
is that of the previous paper. The bay is determined by O<x<n and 
0 < y < b in dimensionless Cartesian coordinates. The side y = b represents 
the open end at the ocean. 
In view of the considerable theoretical difficulties of the general case 
we have restricted ourselves to the discussion of the lowest eigenvalues 
with the assumption that b is large. Luckily enough the value of b = 2n 
for the North Sea case may be considered as very large. Further we have 
considered those free motions which are integrable along the ocean 
boundary and to which consequently a finite "energy integral" may be 
associated. It appears that for A# 0 only the corner (n, b) is a singularity. 
The pilot model of an infinitely wide bay which is discussed in section 3 
suggests for the North Sea model the existence of a double infinity of 
triples of eigenvalues. Each triple consists of a negative real eigenvalue 
(pure damping) and two conjugate complex eigenvalues with a negative 
real part (damped oscillation). 
In section 8 it is shown that for large b the lowest eigenvalues can be 
obtained from an equation which involves two unknown functions A(x) 
and B(x). These functions can be determined from a set of orthogonality 
relations and they are discussed in the sections 6 and 7. 
It is shown in section 9 that there exists a small negative real eigenvalue 
which for the North Sea model is about -0.074. 
If, however, A= 0 there are only purely imaginary eigenvalues iw. 
Then there are no eigenvalues in the interval 0< lwl <f2. The lowest 
eigenvalues of the North Sea model are very near to ± iQ. 
2. The mathematical problem 
The free motions 
(2.1) u=u(x, y)ePt, v=v(x, y)ePt, C=~(x, y)ePt 
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of the rectangular bay 0 < x < n, 0 < y < b are determined by the equations 
(2.2) 
~ (p:-A)~-Q~+~x=O 
J (p,-A~v+~u+ C~=O 
( Ux+ Vy +pC=O, 
and the boundary conditions 
(2.3) 
~ ii= 0 for 
) ~=0 for 
~ C= 0 for 
x=O and 
y=O, 
y=b. 
X=n, 
We note that the variables and constants are dimensionless and that 
they are identical with those of the preceding paper (cf. IV 2.2). In 
the numerical application to the North Sea case we shall take 
(2.4) b=2n A=0.12. 
Then the scale of the dimensionless time variable 1s approximately 
1.4 hour. 
Only those free motions will be considered for which the "energy 
integral" is finite, i.e. 
1l b 
(2.5) f f (iiii*+vv*+U*)dxdy<oo. 
0 0 
From the equations (2.2) there follows 
(2.6) Re{(p + A)(iiu* + vv*) + u*tx + v*ty} = o. 
Integrating this result over the rectangle O<x<n, O<y<b we obtain 
by also using the boundary conditions (2.3) 
1l b 1l b 
(2.7) Re{(p+A) f f (uu* +vv*) dx dy- f f (iix* +vy*)t dx dy}=O. 
0 0 0 0 
In view of the continuity equation we obtain 
1l b 1l b 
(2.8) {Re(p+A)} f f (iiii*+vv*)dxdy+{Rep} f f tt*dxdy=O. 
0 0 0 0 
Hence the admissible eigenvalues are situated in the strip 
(2.9) -A:;::;Re p:;:;O. 
From the equations (2.2) we may derive the following results 
(cf. I 2.11 sqq.) 
(2.10) 
where 
(2.11) x2 def p(p +A)+ Q2pj(p +A), 
and (cf. I 2.18) 
(2.12) 
where 
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~ p-1"'2u= -(~x+tg Y~u) 
( p-1u2v= -(Cu-tg rCx), 
(2.13) def n tg y = ~4(p+A)-l, 0 ~ Rey ~ fn. 
3. The free motions of an infinitely wide bay 
As a pilot model of the rectangular bay O<x<n, O<y<b we shall 
consider the strip - oo<x< oo, O<y<b where y=O is a coast and y=b 
an ocean boundary. We shall consider only those free motions which 
do not depend on the variable x. Then the Helmholtz equations (2.10) 
reduce to simple ordinary differential equations e.g. 
(3.1) (d~2- "'2) t = 0, 
with the boundary conditions 
(3.2) ~c = o 
oy 
and 
(3.3) 
for y = 0, 
for y=b. 
The free motions have the elementary form 
- ny (3.4) C =cos (2n+1) 2b' 
where n=O, 1, 2, .... 
The eigenvalues follow easily from (3.1) viz. 
(3.5) p(p+A) + Q2 ~ =- (2n+ 1)2 ~ P+A 4b2 • 
For each value of n there are consequently three eigenvalues, one real 
and negative and two conjugate complex with a negative real part. 
For D=0.6 and A=0.12 the first few eigenvalues are 
n=O -0.0173 -0.111 ± 0.649 i 
n= 1 -0.0730 -0.084 ± 0.958 i 
n=2 -0.0975 - 0.071 ± 1.385 i . 
We note that the lowest real eigenvalue is very small, which corresponds 
to a slow aperiodic damping. 
For Q = 0 the equation (3.5) reduces to one of the second degree 
(3.6) p(p+A) =- (n+f)2 ~ 
with for each integer n a conjugate pair of complex eigenvalues. Also 
for A= 0 the degree is lowered. Then we have 
(3.7) 
with two purely imaginary eigenvalues for each n. 
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If we write p=iw we may write (3.7) in the form 
(3.8) 
This means that the presence of the Coriolis force Q tends to increase 
the eigenvalues w when considered as a function of Q. Moreover there 
are no eigenvalues in the range ( -Q, Q). 
It is conjectured that the same features hold for a rectangular bay. 
The following tentative statements will be made 
l. The eigenvalues of a rectangular bay appear in groups of three, one 
real and negative, two conjugate complex with a negative real part. 
2. For A=O there are no eigenvalues in the interval ( -Q, Q) other than 
the trivial one at the origin. 
3. The "lowest" eigenvalue of the North Sea is real and negative. 
4. The free motions for Q = 0 
a. If ). = Q = 0 the problem reduces to 
( 4.1) (Ll-p2) t = 0 
with 
(4.2) c.t = 0 ox for x = 0 and x = n, 
(4.3) c.t = 0 oy for y =0, 
(4.4) t=O for y =b. 
The free motions have the elementary form (cf. 3.4) 
(4.5) t =cos mx cos (2n+ 1) ;t, 
where m and n are arbitrary integers. The eigenvalues are (cf. IV 6.18). 
(4.6) 
The lowest eigenvalue, for which m = n = 0, IS 
(4. 7) 
The corresponding mode is 
i:n 
p = ± 2b. 
(4.8) :ny i:nt C = cos 2b exp ± 2b . 
With the North Sea data of b = 2n and a time scale of 1.4 hour the main 
free period is accordingly about 35 hours. 
b. If Q=O and .A.#O the equation (4.1) must be replaced by 
(4.9) (Ll-q2) t=O, 
where 
(4.10) q2 def p2 + Ap, 
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but the boundary conditions {4.2), (4.3) and {4.4) remain the same. The 
free motions (4.5) also remain the same but the eigenvalues are now 
(4.ll) = _ .q ± . { 2 + (2n+ 1)2:n;2 _ 1 ~ 2 }t p 2 I m 4b2 411. • 
It follows from this expression that for A<nfb all modes are oscillatory 
with a small damping term. For the North Sea this inequality certainly 
holds. In the theoretical case A~ nfb the first few modes would be 
aperiodically damped motions. 
The lowest eigenvalue is here 
(4.12) p =- tA ± ii (~- A2t 
5. The free motions in the general case 
The free motions in an infinite channel bounded by x = 0 and x = n 
are (cf. IV section 3). 
a. two Kelvin waves 
(5.1) l ::~t exp ± {s(x-!n) -qy} 
t= ±(p+A)l exp ± {s(x-!n)-qy}, 
b. an infinity of Poincare waves l u = (n2 + s2) sin nx exp ± VnY (5.2) V=nvn (cos nx ± IXn sin nx) exp ± VnY 
t=(p+A)n (cos nx ± fJn sin nx) exp ± VnY 
for n=1, 2, 3, ... , 
and where 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
s2 def Q2p(p +A)-I, 
Vn2 def n2 + "2' 
def pQ 
IXn = nvn' 
def Qvn 
fJn = (p+A.)n. 
The free motions in the rectangular bay 0 < x < n, 0 < y < b can be 
represented as a linear combination of the Kelvin and Poincare waves 
in the following way 
(5.7) ) 
00 
u = _! n-1 vn-1 (n2+s2) On sin nx e-•n11 + 
n~l - ! n-1 Vn -1 (n2 + s2) Dn sin nx e-•n(b- 11!, 
n~l 
(5.8) j v = pl(p+A)-l 0 e•(a:-tn>-qy_ pl(p+A)-t D e-•(a:-tn)-q(b-!1> + 00 00 
+ _! On(cosnx+1Xnsinnx)e-•n11 + _! Dn(cosnX-IXnSinnx)e-•n(b-yJ, 
~ n=l n=l 
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t = 0 es(x-tnl-qv + D e-s(x-tn)-q(b-vl + 
00 
(5.9) + :2 (p+ A.) Yn - 1 On(cos nx+ Pn sin nx) e-•n11 + 
00 
- :2 (p+A.) Yn-1 Dn(cos nx-Pn sin nx) e-•n(b-Yl. 
We have still to satisfy the conditions at y=O and y=b. The coast 
condition at y = 0 gives 
( 5.1 0) 
where 
( 5.11) 
00 
:2 On(cosnx+cxnsinnx) =(/J(x), 
n~l 
l (/J(X) =- pl(p+OOA.)-t 0 es(x-tnl+pl(p+A.~-t D e-s(x-tn)-qb+ 
-:2 Dne-•nb(cosnx-cxnsmnx). 
n~l 
The ocean condition at y = b gives 
00 
( 5.12) ! (p+ A.) vn-1 Dn(cos nx- Pn sin nx) = 1p(x), 
n~l 
where 
( 5.13) 
~ 1p(X) = 0 e~x-ln)-qb + D e-s(x-tlnl + 
? + n~l (p +A.) Vn - 1 On e-•nb (cos nx+ Pn sin nx). 
The coast condition (5.10) will be discussed in section 6. It turns out 
that there exists an orthogonal function A(x) satisfying 
" (5.14) ~ J A(x) (cos nx + iXn sin nx) dx = 0 
0 
for n= 1, 2, 3, ... and 
" 
(5.15) ~ J A(x) dx = 1. 
0 
Then it follows from (5.10) that 
(5.16) J A(x) (/l(x) dx = 0. 
0 
Further for n --+= the coefficients On are of the following order 
( 5.17) 
The ocean condition will be discussed in section 7. It will appear that 
there exists an integrable orthogonal function B(x) with 
" 
(5.18) ~ J B(x) (cos nx-Pn sin nx) dx = 0 
0 
for n= 1, 2, 3, ... and 
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" 
(5.19) ~ J B(x) dx = 1, 
0 
except in the case A.=O and JwJ <!2. 
Further it follows that 
" ( 5.20) f B(x)1p(x)dx = 0, 
0 
and that for n -+ oo 
(5.21) D = (~ l)n-lD' + O(n-1-2y/n) n nl-2 y/n ' 
where D' is a constant. 
This result is also valid for A=O and Jwl >Q when Re y=O. However, 
for A.= 0 and I wl < Q with Re y =in we have by putting 
( 5.22) p=iQ th (), 
where () is real 
(5.23) 
where D' and D" are constants. 
It follows from (5.7), (5.8), (5.9), (5.17) and (5.21) that for O<Re y<in 
the elevation t is uniformly bounded in the rectangle 0 < x < n, 0 < y < b 
but that the stream u, v has a singularity at the ocean corner (n, b) of 
the following kind 
(5.24) 
where r denotes the distance {(n~x)2+ (b~y)2}t. 
If Re y = 0 the right-hand side of ( 5.24) must be replace{! by O(ln r), 
if Re y=in by O(r-1). 
It follows that the energy integral (2.5) is finite except when Re y =in, 
i.e. when A.=O and ~!2<w<f2. 
6. The coast condition 
In this section an orthogonal function A(x) will be determined which 
satisfies (5.14) and (5.15). Let us assume the existence of the following 
expansion 
(6.1) 
00 
1 = L an (sin nx + cxn cos nx), 
n~l 
O<x<n, 
then it can easily be shown that 
00 00 
(6.2) A(x) = L an sin nx = 1 ~ L cxnan cos nx. 
n~l n~l 
The proof follows from observing that for an the following two expressions 
hold 
(6.3) 
and 
(6.4) 
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1'& 
an = ~ J A(x) sin nx dx 
0 
1'& 
-()(.nan=~ J A(x) cos nx dx. 
0 
Elimination of an gives (5.14). The relation (5.15) follows at once from (6.2). 
From (6.1) and (6.2) an integral equation for A(x) can be derived. 
By using (6.3) we have 
"' (6.5) 00 2 •1 = A(x) + L ()(.n n J cos nx sin n~ A(~) d~, 
n=l 0 
which may be written in the form 
"' (6.6) A(x) + ~ J K(x, ~)A(~) d~ = 1, 
0 
where 
00 
(6. 7) . K(x, ~) = L ()(.n{sinn(x+~)- sinn(x-~)}, 
n=l 
The kernel function is apparently continuous and uniformly bounded 
in the square O~x, ~~n. Hence (6.6) represents an ordinary Fredholm 
equation. The existence of A(x) is eventually secured by (6.6). 
It follows from (6.6), (5.4) and (5.5) that A(x) can be considered as a 
function of the two parameters p!J and "2. We shall now derive an 
expansion of A(x) for small values of p!J. 
We put 
(6.8) A(x) = 1+p!JA(l> (x) +p2!J2A(2) (x)+ ... 
Then it follows from (6.5) that 
1'& 
2 00 1 f A<I>(x) =-- L -cos nx sin n~ d~, 
n n=l nv, 
0 
or 
(6.9) 
where Ll denotes a summation over the odd indices 1, 3, 5, .... 
For A (2l(x) it can be derived that 
(6.10) A(2)(x} = ~ ~ {~ Fmn} ~ 
n k2 kl m2vm nvn ' 
where 
" 
(6.11) r def2 f . d mn = n COS mx Sin nx X, 
0 
431 
and where 12 denotes a summation over the even indices 2, 4, 6, .... 
The explicit expression of r mn is 
(6.12) 4 n Fmn=----
n n2-m2' 
if m and n have the same parity, otherwise r mn = 0. 
7. Tke ocean condition 1) 
We repeat the ocean condition (5.12) 
00 
(7.1) 1 (p+.il) Pn-1 Dn (cos nx-,Bn sin nx) = 1p(x), 
n~1 
where 1p(x) may be considered as a given function. 
O<X<n, 
By changing x to n- x this can be written in the standard form (see 
LAUWERIER [1] section 5). 
00 
(7.2) 1 bn (sin nx+8n cos nx) = f(x), 
n~1 
where 
(7.3) ( u2)-! 8n = cotg y 1 - 7i2 
with O~Re y~!n. 
The properties of the expansion (7 .2) are as follows. 
Unless Re y = ln there exists an orthogonal function Zo(x) such that 
(7.4) 
for all n. 
If 
(7.5) 
"' f Zo(x) (sin nx+8n cos nx) dx = 0 
0 
" f lo(x) f(x) dx = 0 
0 
the expansion (7 .2) is possible and the asymptotic behaviour of the 
coefficients bn is as follows 
(7.6) b = _{J_ + O(n -2-2yfn) 
n n2-2YI" ' 
provided Re y > 0. 
For the condition (7.1) this means that B(x) exists for Re r~ln and 
that for n ~ oo. 
(7.7) D = (-I)n-1 D' + O(n-1-2Yi") n n1-2y/n ' 
where D' is a constant. 
If Re r=ln we may put 
(7.8) r=ln-i8, 
1) Cf. also the corresponding section in N.S.P. II. 
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where () is real. In that case there is no integrable orthogonal function 
and the expansion (7.1) would give 
(7.9) 
where D' and D" are constants. 
We note that the relation (7.8) is equivalent to 
(7.10) p= -A+iQ the. 
It follows from the discussion at the end of section 5 that free motions 
with a characteristic value determined by (7.10) have non-integrable 
singularities in both ocean corners. Therefore they do not belong to the 
class of free motions which are considered here. 
The remaining part of this section will be devoted to the determination 
of the orthogonal function B(x) in some special cases. As in the previous 
section B(x) is also determined by the expansion 
00 
(7.11) 1 = L bn(sinnx-fJncosnx), O<x<n. 
n~l 
We have 
00 00 
(7.12) B(x) = L bn sin nx = 1 + L fJnbn cos nx. 
n~l n~l 
In view of (5.6) B(x) can be considered as a function of the independent 
parameters tg y and u2. We shall first assume that tg y is small so that 
B(x) can be developed in the following power series 
(7.13) B(x) = 1 +tg yB<I>(x) + tg2 yB<2>(x) + ... 
In a completely analogous way as in the case of A(x) it can be derived that 
(7.14) B<I>(x) = ~ Ll ~~ cos nx 
and 
(7.15) 
Next it will be assumed that u2 is small and that B(x) can be developed 
as follows 
(7.16) B(x) = B 0 (x) + u2B1(x) + O(u4). 
It follows from (5.18) and (5.19) that 
"' (7 .17) ~ J Bo(x) (cos nx-tg y sin nx) dx =bon· 
0 
Hence we have in view of II (4.11) 
(7.18) Bo(x) = cosy (tg tx) -2yfn. 
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The following term can be derived from (7.ll) and (7.12). 
By putting 
(7.19) fJn = tg y { 1 + 2~2 + 0(0)} 
and 
(7.20) 
it follows that 
(7 .21) 00 (2 ) 00 ! cosy ~ n-2 en ;: cos nx = ~ bn(l) sin (nx-y) 
n=l n=l 
and 
00 
(7.22) B1(x) = ~ bn(l) sin nx. 
n=l 
This problem may be solved in the following way. The set of 
biorthogonal functions km(x) with respect to sin (nx-y), m, n= 1, 2, 3, ... , 
is determined by (see LAUWERIER [1] section 3). 
"' (7.23) ~ J km(x) cos (nx+y) dx = bmn· 
0 
The functions km(x) can be derived from the expansions 
00 
(7.24) cos mx = ~ bn sin (nx-y) 
n=l 
by means of 
00 
(7.25) km(x) = ~ bn sin nx. 
n=l 
The explicit form of km(x) is 
(7.26) km(x) = - (tg fx) 1 - 2Yfn i em-J (1- 2") sin jx. 
i=l 1£ 
These functions are continuous and zero at x = 0 and x = n. 
Hence it follows easily that 
(7.27) B1(x) =- t cosy .. ~1 n-2 en en kn(x). 
Hence we have obtained the remarkable fact that B1(x) is continuous 
and zero at x=O and x=n. 
8. The eigenvalue equation 
In view of the considerable complications of the general case we shall 
restrict ourselves to the discussion of the lowest eigenvalues for which 
Rex2> > -1. 
Moreover it will be assumed that b is so large that the terms with the 
exponential factors exp-vnb occurring in (5.ll) and (5.13) can be 
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neglected. Then the coast condition (5.10) and the ocean condition (5.12) 
may be approximated by 
(8. 1) ~I On(cosnx+1Xnsinnx) =- p!(p+A)-!Oe·'lx-tnl+ 
( n~l + pt(p +A) -t D e-s(x-inl-ab, 
and 
00 
(8.2) L (p+A)vn- 1 Dn (cosnx-fJnsinnx) =Oe•lx-tnl-ab+De-slx-tnl. 
n~l 
From (5.16) and (5.20) it follows that 
" " (8.3) 0 f e•lx-tnl A(x) dx- e-qb D f e-slx-tnl A(x) dx = 0, 
0 0 
and 
" "' (8.4) c-ab 0 f e•lx-J\nl B(x) dx+D f e-slx-tnl B(x) dx = 0. 
0 0 
From (8.3) and (8.4) the following approximate eigenvalue equation 
follows at once for the lowest eigenvalues 
( ) b V--,- . . l A1 l B1 8.5 2 p2+Ap=m- n A 2 + n B2 ' 
where 
" (8.6) Al def ~ J E:'lx-tnl A(x) dx, 
0 
" 
(8.7) A2 cter ~ J e-s(x-tnl A(x) dx, 
0 
" (8.8) Bl ctet ~ J e•lx-tnl B(x) dx, 
0 
" 
(8.9) B2 cter ~ J e-slx-tnl B(x) dx. 
0 
It is interesting to see what becomes of (8.5) for Q = 0. Then it follows 
from (6.8) and (7.13) that A(x)-B(x)-1 so that (8.5) is equivalent to 
(3.6) with n=O or (4.11) with m=n=O. 
We shall now suppose that A=O. Then we may put p=iw with w>!J. 
It follows from (5.14) and (5.15) that 
(8.10) A(:n:-x)=A*(x) 
and from (5.18) and (5.19) that 
(8.11) B(:n:-x) = B*(x). 
Hence we must have A2 = A 1 * and B2 = B1 *. In that case the eigenvalue 
equation (8.5) becomes 
(8.12) bw = !:n:- arg A1 + arg B1. 
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This relation must be compatible with w>f2 whatever (large) value of b 
is chosen. In view of the discussions of the sections 6 and 7 this implies that 
(8.13) for w--+ !2+0. 
In section 10 this case will be considered in detail. Here the equation 
(8.12) will be studied for small values of Q. 
It follows from (8.6) with (6.8) that 
(8.14) Al = 1 + 8iwf2 Ll 1-+ O(Q4) 
:n n4Vn2-w2 
since A 1 is an even function of Q. Hence 
(8.15) 
In a similar way it follows from (8.8) and (7.13) that 
(8.16) Bl = 1 + 8i.Q2 "' V~ + O(Q4) 
:rr;2w ...:::.1 n4 ' 
and 
(8.17) 8.Q2 Vn2- w2 arg B1 = - 2- L1 4 + 0(!24 ). :nw n 
Substitution of (8.15) and (8.17) in (8.12) gives 
(8.18) 
If this is applied to the rectangular model of the North Sea where b = 2n 
there follows that (cf. IV 7.12). 
(8.19) 
Hence the force of Coriolis has the tendency to increase the lowest 
eigenvalue. However, the North Sea value of !2=0.6 is certainly too 
large to justify the use of (8.19) since the outcome must exceed the 
value of Q. 
9. The eigenvalue equation for real negative p 
We shall show that the eigenvalue equation (8.5) has a solution for 
a real negative value of p. If p is real we may take arg q = arg s = tn. 
Then A(x) and B(x) are real and A2 =A1* and B2 =B1*. From (6.8), (6.9) 
and (8.6) it follows that 
(9 _1) A 1 =shts:n{ 1 +4p.Q"' s2 cthis:n }+O( 2QZ). 
ts:n :rr; kl n2(n2 + s2)vn p 
From (7.16), (7.18) and (8.8) it follows that 
(9.2) Bl = co;y J es(x-in) (tg tx)-2Yi"dx+O(u2). 
0 
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If we write q=ie and s=ia so that e and a are positive and real the 
eigenvalue equation (8.5) can be approximated by 
" (9.3) 4pQ L a2 cotg 1an J . 1 · bn = .l:n;- -- Y + arg e'"'"'-~"> (tg 1x)-2Yi" dx. 
<:: 2 n 1 n2(n2-a2)v,. 2 
0 
This equation may be reduced to a little rougher approximation by noting 
that for large y 
" (9.4) arg J ei"("'-t"> (tg lx)-2Y'" dx ~ arg e-l"'" = -la:n:. 
0 
Further we note that the contribution of the second term on the right 
hand side of (9.3) is rather small. Therefore we have approximately 
(9.5) be=l:n:(1-a). 
For the North Sea case with b=2:n:, .A=0.12 and D=0.6 the equation 
(9.5) gives the real and negative root p= -0.0745. 
We note that with this value of p 
e= o.o58 
tg y= 13.2 
0'=0.767 
2yf:n:=0.95. 
The more accurate equation (9.3) gives p= -0.0744. 
10. The case .A=O and m--+ D+O 
For A= 0 the eigenvalue equation (8.5) takes the form (8.12) or 
(10.1) bm=l:n:-arg A1 +arg B1. 
For m--+ D+O the orthogonal function A(x) has a limit A'(x) which is 
determined by 
" 
(10.2) If , ( iQ2. ) n . A (x) cos nx + --;:;:2 sm nx dx = 0 
0 
and 
" ( 10.3) ~ J A'(x) dx = 0. 
0 
Then also arg A1 has the limit 
" (10.4) arg ~ J enr.,-ln> A'(x) dx. 
0 
It follows from (6.8), (6.9) and (6.10) that 
(10.5) 
or 
(10.6) 8Q3 1 lim arg A1 = - 2 I 1 5 + O(.Q6). 
w-+D n n 
However, for m--+ D+O the orthogonal function B(x) has no limit. 
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We shall write 
(10. 7) w = Q coth !nO 
so that 
(10.8) y= -!nOi 
and 
(10.9) 
It follows from (7.16) and (7.18) that for (;l -J>- oo 
(10.10) 
so that B 1 can be approximated by the expression 
(10.11) (3(8) def n- 1 ch !n8 f emx-tnl (tg !x)w dx. 
0 
We shall then derive an expression for arg (3(8). By making the sub-
stitutions 
(10.12) tg tx = t . 1+it x = - 1 ln 1 _ it , 
we obtain 
00 
(10.13) (3(8) = 2n- 1 e-lnll ch !nO J G ~~:) -w ti8 1 ~t2 • 
0 
If next a complex variable z is introduced by means of 
(10.14) z=in+i ln t 
we obtain 
(10.15) 1 +e-nB .r dw (3( 0) = . eew (cotg 1w)w -. -2:nl 2 Sill W ' 
where the path of integration is the vertical Re z= in. 
For the expression (10.15) we may write for 8 -J>- oo 
o+ 
(3(8) = 1 ~::"a J eBw (iw)-1-W {l + O(w2)} dw, 
so that 
(10.16) (2B)W (3(8) = F(1+i.Q) {l + 0(8-2)}, 
from which it follows that 
(10.17) (3(8) = [(s~~:ny exp i {Q ln 28-arg T(l +iQ)} J {I +0(8-2)}. 
Hence we have approximately 
(10.18) arg B1 ~ Qln 28-arg T(1+iQ). 
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If Q is very small we have 
(10.11) T(1 +iQ) = -OQ+ O(Q3), 
where 0 is Euler's constant 0.5772 .... 
Then (10.1) is approximately 
(10.12) bw = ln + Q(ln 20 + 0). 
In the numerical case of the North Sea with b=2n and Q=0.6 the 
relation (10.12) leads to roughly 0=35 so that w is unbelievably near to Q. 
It may be safely conjectured that an exact treatment of the eigenvalue 
equation must lead to a similar conclusion. 
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