Given a cubic equation x 1 y 1 z 1 + x 2 y 2 z 2 + · · · + x n y n z n = b over a finite field, it is necessary to determine the minimal number of systems of linear equations over the same field such that the union of their solutions exactly coincides with the set of solutions of the initial equation. The problem is solved for arbitrary size of the field. A covering with almost minimum complexity is constructed.
Introduction
Throughout this paper F q stands for a finite field with q elements, and F The purpose of this article is to estimate the minimum number of cosets of linear subspaces in F 3n q one must choose in order to precisely cover the set of all solutions of the homogeneous cubic equation x 1 y 1 z 1 + x 2 y 2 z 2 + · · · + x n y n z n = b over F q .
The general covering problem was investigated by the first author in [1] - [3] in connection with linearized disjunctive normal forms of Boolean functions. A linearized disjunctive normal form (l.d.n.f.) of a Boolean function f is a representation of the form f = f 1 ∨ · · · ∨ f p , where each f j ∈ L(n) is a product of linear functions; the latter term designates those functions which can be represented as linear polynomials over F 2 . Since every literal x i or x i = x i + 1 is a linear function, it follows that every disjunctive normal form is an l.d.n.f. (in spite of this terminology, which may suggest the converse inclusion). The fact that the length (i.e., number of disjunctive terms) of an l.d.n.f. is invariant with respect to the affine group of transformations of the n-dimensional unit cube enables one to apply algebraic methods in the study of the set L(n) and of the l.d.n.f. representations. All major results of the theory of l.d.n.f. are summarized in [3] .
Since in l.d.n.f. each linear conjunction is a product of linear polynomials over F 2 , the problem of finding the shortest l.d.n.f. representation of a Boolean function can be reformulated as a problem of covering sets in F n 2 by the least possible number of cosets of linear subspaces. From this point of view one naturally can consider the same problem (coverings by cosets) in the case of a finite field of an arbitrary characteristic p. For quadratic equations this was done in [4] . The present work is a natural continuation of [4] .
According to a well-known theorem [7] , any quadratic form over F q can be reduced by a nondegenerate linear transformation to the form x 1 x 2 +x 3 x 4 +· · ·+x n−3 x n−2 +q(x n−1 , x n ), where q(x n−1 , x n ) is possibly a degenerate quadratic. So one obtains general results on the coset coverings of quadratics just by investigating this form. Unfortunately, forms of higher degrees, in general, cannot be reduced to convenient representations, but one still can restrict the attention to homogeneous equations of a special form:
For cubics it is done in this paper.
In particular, if sl(q, n, 3) is the minimum number of cosets required to cover precisely the set of solutions of
q , then we show that
(1) Our upper bound is constructive and it provides a covering close to minimal. Comparing (1) with the estimates of sl(q, n, 2) in [4] : sl(q, n, 2) = q n − 1, when b = 0, and
n , when b = 0, one may cautiously conjecture that in general
, when b = 0. Coverings by cosets were also considered by R. Jamison in the study of 1-intersection sets in affine spaces over finite fields. In [6] the minimum number of cosets of k-dimensional subspaces of a vector space V over a finite field F required to cover the nonzero points of V is established. Several generalizations of Jamison's results and applications to finite geometry have been obtained by A. Bruen in [5] .
Upper bound: Canonical coverings
Denote by z(ᾱ) the number of all coordinates ofᾱ equal to zero. Observe that the number of all ordered vector pairsᾱ,β such thatᾱ ·β =γ, for some particularγ, is equal
The solutions of the equation
can be covered by the cosets of solutions of the following linear systems
When b = 0 we must also add the systems
It is easy to see that the solutions of systems (3) (or (4)) for differentᾱ andβ do not intersect. Further we call a covering of solutions of (2) by the cosets corresponding to (3) and (4) a disjoint covering. Each system (3) has q n−1 solutions, since its rank is 2n+1 with the number of variables equal to 3n, and similarly each system (4) has q n solutions. For a fixedγ there are
(n−k) . Consequently, if N is the number of solutions of (2), then
and similarly
Cosets corresponding to (3) and (4) can be unified into cosets having larger dimension in the following way. Consider (3) (for (4) the procedure is similar ). Let 
contains only the equations x i = 0 with an index i for which µ i = 1; similarly out of y 1 = 0, . . . , y k = 0 it contains only the equations y i = 0 with an index i for which µ i = 0. Further we refer to the covering of solutions of (2) by the cosets corresponding to these new constructed systems as canonical. The number of systems (3) for someγ, and accordingly the number of disjoint cosets, was equal to (2q − 1)
. After their unification into canonical cosets we have reduced the number of cosets down to 2 z(γ) (q − 1) n−z((γ) . Summing over all possible values of z(·) we obtain that the length of the canonical covering is equal to
This is the upper bound for sl(q, n, 3). Comparing with the lower bound for sl(q, n, 3) we see that the canonical covering is close to the minimal possible.
Lower bound for the length of covering
Let N ᾱ,β stand for a disjoint coset, i.e. one of the cosets in the disjoint covering. As it was shown in Section 2 the set N of all the solutions of (2) can be represented as
where
Obtaining a lower bound in (1) is equivalent to obtaining a bound on the dimension of an arbitrary coset in N. So suppose M ⊆ N, where M is a coset of a certain subspace
. . ,γ k . We will prove as separate lemmas the following statements, whose proofs are given in the next section: Let s = min T (γ) =∅ z(γ). Since T (γ) can be covered by some canonical coset, let C be the linear subspace of solutions in F 3n q of the system
corresponding to the canonical system by which T (γ) is covered, without the last equation in it. System (6) contains 2n − s equations. The coset T (γ) is a shift of H ∩ C, and such is any other T (γ ) = ∅ by (iii).
Let
So p ≤ 3n − rank( (7) Using the estimate in Lemma (4.4) we get 
Lemma 4.2 If the set of vector pairs
Proof Let ᾱ 1 ,β 1 and ᾱ 2 ,β 2 be from the quadratic coset. Then Now we prove a simple combinatorial lemma on set coverings which was used in Section 3 to obtain the lower bound in (1). • π 0 is nonempty, 
Lemma 4.4 Suppose we have a finite set N represented as a union of disjoint sets
L 0 , L 1 , . . . , L n−1 .
• Order (number of elements) of π i is fixed for Π i and |π
i | > |π i−1 |, • π i ⊂ L i ∪ L i+1 ∪ . . . ∪ L n−1 .|L i | |π i | − n.
Proof
We use induction on n. When n = 1 the statement is trivial. Now suppose n > 1, and consider some covering of N. If there is π 0 such that π 0 ∩ L 0 = ∅ then replace it by π 1 , π 1 ⊃ π 0 . If there are two subsets of type Π 0 not completely (only partially) in L 0 , we replace them by two other subsets of the same type in such a way that ether one of them does not intersect L 0 or completely lies in it. These two procedures do not change the overall number of subsets used in the covering, and after repeating them a finite number of times, we will arrive at a covering where possibly only one π 0 is not completely in L 0 . Now we replace π 0 ∩ L 0 by some other subset of type Π 0 , and π 0 \π 0 ∩ L 0 by some π 1 . We have obtained a covering containing utmost one more subset than the number of subsets in our initial covering and where all π 0 -s lie in L 0 . Applying the induction hypothesis to
. . , Π n−1 , and to L 0 and Π 0 we see that the statement of the lemma holds.
2
Recall that in Section 3 we defined T (γ) = ᾱ·β=γ M ∩ N ᾱ,β , where N ᾱ,β is a disjoint coset and M is an arbitrary coset in the set of solutions N. We also defined
Consider an affine sum of T (γ)-s,γ ∈ Γ:
as the union of all sums of the form
Taking into account that T (γ)-s are the parts of the same coset M one can easily check that 
So we have 
On the other hand, if
, where not all λ 2 , . . . , λ p+1 are equal to 0, according to (9) and (10) must give as a result one of Note that along with the main proposition we have proved the following important equality:
Lemma 4.8 All T (γ),γ ∈ Γ, are translates of the same linear subspace.
By Lemma (4.5) T (γ i ) and T (γ j ) are cosets, so the equality |T (γ i )| = |T (γ j )| implies dim T (γ i ) = dim T (γ j ) since |T (γ)| = q dim T (γ) . To prove the lemma we use a well-known relation where L 1 and L 2 are linear subspaces. From this relation it follows that dim (
As it was proven every T (γ i ) is a coset, so T (γ i ) = L i +φ i for some linear subspace L i and some vectorφ i . Moreover, based on Lemma (4.7) dim (L i ) = d, 1 ≤ i ≤ k. Now (12) can be rewritten as
where 
