Head-related transfer function (HRTF) is characterized as sound transmission from sound source to listener's eardrum. When a listener hears a sound that is filtered with the HRTFs, the listener can localize a virtual target (sound image) as if the sound had come from the position corresponding to that at which the HRTFs were measured. A moving sound image can be generated to switch HRTFs of successive direction in real-time. While many virtual auditory displays (VADs) based on synthesis of HRTFs have been proposed, most of them can synthesize only a few sound images due to lack of computation power. In this article, the VAD system implemented based on graphics processing unit (GPU) was introduced. In our system, the convolution of HRTFs is parallelized on GPU to realize a high-speed processing. In addition, the multiple HRTFs each of which is corresponding to sound sources at different position are processed in parallel to control multiple sound image simultaneously. In this article, the performance of our system was evaluated not only objectively but also subjectively. The results showed that our current system can present at least 40 sound images simultaneously in real-time.
INTRODUCTION
Head-related transfer functions (HRTFs) [1] are known to comprehensively include localization cues. If a sound signal convolved with a head-related impulse response (HRIR), which is a time-domain representation of a HRTF, is presented a listener, he/she can localize a virtual target (sound image). The virtual auditory display (VAD) system can be achieved by synthesizing HRTFs appropriately [2] . The software-based VAD in which all processings are executed on CPU (central processing unit) have been implemented with the performance advances of computers. However, such systems can present only a few sound images concurrently [3] . The recent graphics processing unit (GPU) which is used for image processings can operate other general-purpose computation, and often shows a better performance by parallel processing than CPU. We have implemented a VAD system based on such general purpose computing on GPU (GPGPU). Our system can present multiple sound images simultaneously corresponding to different source directions by parallelizing processing of multi-channel convolutions.
In this article, the implementation of the system to reproduce multiple sound sources is described. The performance of the system is shown by two types of evaluation: one is an objective evaluation by measuring a processing time, the other is a subjective one by listening test.
AUDITORY DISPLAY SYSTEM BASED ON GPGPU

Outline of the System
In the VAD system based on GPGPU, the directions of virtual sound sources are determined based on the data obtained from a motion sensor to select corresponding HRTFs. Then, convolutions of source signals with the corresponding HRTFs are executed. The sound signals for all directions are superimposed and presented to a listener.
Implementation of the Convolution on GPU
In the VAD system, only processings suitable for parallelization are handled on GPU. Input sound signals are divided into short time blocks. The movement of the listener or the source is reproduced by switching HRTFs to be convolved with. Fig. 1 shows a single block of processing in the developed VAD system. As shown in this figure, trimming a block from a source signal, copying the signal to GPU, receiving data from GPU, and transferring to output buffer are carried out on CPU. The processing relevant to reproduction of sound images including convolution with HRTFs is carried out on GPU.
Effective Implementation for Computation on GPU
In the system, memory coalescing is taken into consideration to effectively work parallel access to the global memory on GPU [4] . As shown in Fig. 2(a) , when discontinuous threads in GPU are assigned to contiguous memory address at which HRIR data are stored, the performance is degraded because simultaneous access (coalescing) is not effective. On the other hand, threads assigned along data sequence of HRIR as shown in Fig 2(b) can be processed effectively.
Since the VAD system is assumed to reproduce a number of sound sources, the size of data to be handled may be enormous almost as much as the amount of memory on GPU. Therefore, the global memory whose capacity is the largest is used to store almost all data. The shared memory whose capacity is small but its access is fast is also available. In the system, this memory is used for computation of addition related to convolution to achieve faster processing speed. In addition, the algorithm of adding computation is implemented as shown in Fig. 3 . This figure shows an example of summing 8 data. If addition is sequentially carried out, it takes 7 steps; while it is reduced to 3 steps by adding all pair of adjacent data in parallel. In the system, all data are arranged in advance so that the addition effectively works.
OBJECTIVE EVALUATION ON NUMBER OF SOUND SOURCES CONCURRENTLY PROCESSED ON GPU
The processing time for a single block was measured to evaluate the performance of the system. If that time is shorter than the corresponding duration of one block, the system can process sounds seamlessly. The measurement was carried out for steps 2 -8 in Fig. 1 . Table 1 shows the specification of the computer on which the VAD system was implemented. Table 2 shows the measurement conditions. The duration corresponding to a single block is 512/44100 ≈ 11.6 × 10 −3 = 11.6 ms. This is sufficiently short as compared with 45 ms which is the detection threshold related to sound localization reported by Yairi et al. [5] .
The results of the measurement are shown in Fig. 4 . The abscissa is the number of sound source(s); the ordinate is the processing time. It is found out that processing of 48 sound sources is possible within the processing time of 11.6 ms. Therefore, the system is expected to have the performance to concurrently process for multiple sound sources less than 48.
SUBJECTIVE EVALUATION ON NUMBER OF SOUND SOURCES CONCURRENTLY PROCESSED ON GPU Experimental Method and Conditions
A listening test was conducted to subjectively evaluate the performance of the system. This is a preliminary experiment, thus the subject was one adult male. As shown in Fig. 4 , if the number of sound sources is larger than 48, the system cannot complete the processing in duration corresponding to a single block, resulting distortion in output signal.
In this experiment, two stimuli each of which was convolved with different number of HRTFs were presented successively to the subject. The subject was asked to judge whether the two stimuli sound the same or not. The sound source convolved the HRTF of 0
• was only audible, while those of the other directions were inaudible (convolution with all zero values) so that the sound levels of all stimuli becomes the same. The conditions of the number of sound sources were set at 1, 40, 42, 43, 44, 45, 46, 47, 48, thus the combinations of those were 9 × 9 = 81. Each pair was evaluated five times in random order. The sound source was a music with a duration of 4 s.
Results
If the numbers of sound sources for both stimuli were small, the subject should have judged that the two stimuli were the same because the presented sounds were not distorted, while he detected between them if the numbers for one or both stimuli were large. Fig. 5 shows the probability of the subject's response "different" for a certain pair of the number of sound source(s). The abscissa is the number of sound source(s) firstly presented; the ordinate is that presented secondly. The larger the probability is, the darker the color is.
For example, a pair of stimuli for the number of sound source(s) was one and 45, the subject was likely to respond "same", while the responses "difference" were frequently showed if the stimuli for the number of those was 48 , which was the largest value for the system to process within a single block obtained from the measurement of processing time described in previous section. That implies that the subject detected distortions in the presented sounds. The binomial test was conducted to determine the number of sound sources significantly detected distortion. It is noted that the ratio is significantly large only if the subject responded "different" five times for the same pair because number of trials obtained in this experiment is little. Fig. 6 shows the results of the binomial test. The black cell denotes the ratio is significantly large (marginally significant). In case the number of sound sources is larger than 45, the subject responded significantly "different". The result suggests that the system cannot present more than 45 sound sources simultaneously without detecting any distortions.
DISCUSSIONS
The numbers of sound sources which the system can present simultaneously are different between the results obtained by the objective and subjective evaluations. The measurement of processing time was carried out for processes mainly executed on GPU, whereas the system used in subjective evaluation involves all the processing. That may lead the maximum number obtained by the subjective evaluation to be smaller than that obtained by the objective one. The results suggested that the system can present up to 45 sound sources simultaneously without detecting any distortion.
It is considered that the two main factors contributed to the processing speed for convolutions: one is the parallelization of processing, the other is the computation of addition using the shared memory. The VAD system using only global memory were implemented and evaluated previously [6, 7] . The evaluation methods were the same as those conducted in this article. The results showed that the maximum number of sound sources was 40. Comparing this with the results in this article, while improvement in processing with adding computation using the shared memory seems slight improved the performance, the parallelization with memory coalescing greatly improved the performance. These findings are important for the VAD system developed on GPU.
CONCLUSION
In this article, the virtual auditory display system which can present multiple sound sources simultaneously was developed based on GPGPU. The number of sound sources which the system can concurrently process was evaluated objectively and subjectively. From the results of the measurement of processing time (the objective evaluation), the system could process up to 48 sound sources without delay. On the other hand, the results obtained from the subjective evaluation showed that the system could present up to 45 without detecting any distortion.
Through these investigations, it was concluded that the VAD system based on GPGPU used in this article can present 45 sound sources. The memory coalescing greatly influence the performance of the system. The performance is expected to be improved with the advancement of GPU. That is the future task.
