Abstract. This article elaborates a bounding approximation scheme for convex multistage stochastic programs (MSP) that constrain the conditional expectation of some decision-dependent random variables. Expected value constraints of this type are useful for modelling a decision maker's risk preferences, but they may also arise as artefacts of stage-aggregation. It is shown that the gap between certain upper and lower bounds on the optimal objective value can be made smaller than any prescribed tolerance. Moreover, the solutions of some tractable approximate MSP give rise to a policy which is feasible in the (untractable) original MSP, and this policy's cost differs from the optimal cost at most by the difference between the bounds. The considered problem class comprises models with integrated chance constraints and conditional value-at-risk constraints. No relatively complete recourse is assumed.
Introduction
A multistage stochastic program (MSP) constitutes a mathematical model of a real-life decision problem under uncertainty in which several decisions must be made based on different levels of information [1, 26, 36] . The correct representation of the underlying uncertainty and the corresponding information structure is crucial. Usually, a suitable set of decision-relevant random parameters is modelled as a vector-valued stochastic process in discrete time. Whenever a decision is due to be taken, complete and accurate information about the past and present realizations of this process is assumed to be available, whereas future realizations are known only in terms of their joint (conditional) probability distribution. Typically, one attempts to find decisions that are subject to a set of explicit constraints and optimal with respect to an appropriate objective criterion. Without much loss of generality, we will assume in this article that the objective criterion is to minimize expected cost.
Stochastic programming techniques have been successfully used in a vast number of very different applications, see e.g. [49] for a recent survey. Although it is relatively easy to formulate a given decision problem as an MSP, its solution is rarely possible without significant approximations. The reason for this is that the original MSP formulation usually involves continuously distributed random parameters and too many decision stages. Traditional approximation schemes replace the underlying stochastic process (with an infinite number of sample paths) by a finitely supported approximate process, which can be represented as a scenario tree. This amounts to approximating the original MSP over an infinite-dimensional function space by a numerically tractable MSP over a finite-dimensional Euclidean space. Different approaches to scenario tree construction or scenario generation apply to problems with different structural properties, and they provide different error estimates and convergence characteristics, see also the survey in [27] . Among the most wide-spread techniques range the moment-matching method [23] , the Monte Carlo and Quasi-Monte Carlo schemes [29, 34, 47, 48] , a class of methods based on probability metrics [8, 19, 22, 35, 38] , as well as the internal sampling methods [5, 6, 12, 21, 24] , which generate the scenarios dynamically within the solution procedure of the MSP. The present article further elaborates on yet another class of scenario generation methods, which received continuing attention for several decades: the so-called bounding approximation schemes [2, [9] [10] [11] [13] [14] [15] [16] [17] 25, 30, 32] .
They provide deterministic upper and/or lower bounds on the optimal value of the original MSP, and their applicability relies on certain convexity properties of the recourse (cost-to-go) functions of the underlying problem. Traditionally, these methods were analyzed in a one-or two-stage setting. The fewer multistage extensions were cast in a dynamic programming framework, see e.g. [15, 16, 30] .
By using more abstract measure-theoretic methods due to Wright [51] , the author reconsidered these bounding approximation schemes in a mathematical programming context [31] . Although addressing multistage problems, the use of dynamic programming recursions was completely avoided. In this setting, the bounding approximations could be combined with another approximation based on stage-aggregation, which resulted in a substantial complexity reduction. The present article discusses further benefits of the bounding approximations introduced in [31] , proves their asymptotic consistency, and demonstrates that they apply even if the underlying MSP contains certain expected value constraints.
Expected value constraints have first been studied by Prékopa [36, 37] . They arise in different contexts and prove particularly useful for modelling a decision maker's risk attitude. An inequality constraint involving present decisions and future random outcomes, for instance, can be assumed to hold with probability 1, with probability p < 1, or in expectation. In the first case, it might entail a cumbersome feasible set depending largely on certain worst-case scenarios, which are difficult or even impossible to predict. If the cost of violating the constraint in a few unlikely scenarios is not too high, this pessimistic (robust) approach will lead to overly conservative decisions. A simple remedy to overcome this pessimism is by requiring the constraint to hold with probability p 1, in which case it becomes a so-called chance constraint [4] . Although we may now obtain more reasonable decisions, chance constraints have serious mathematical drawbacks, i.e., they can lead to nonconvex or even disconnected feasible sets. They are also qualitative in nature: extreme violations of the constraint are penalized no more than slight violations. Let us assume for a moment that the constraint function under consideration is nonnegative and can be interpreted as a form of loss or shortfall. Depending on the particular application, a more satisfactory approach could be to constrain the expectation of the shortfall. As follows from
Markov's inequality, requiring the expected shortfall to be smaller than some (strictly positive) target value implies infinitely many chance constraints to hold for a continuum of significance levels. Conversely, a well-known formula for expected shortfall functions [28, § 5] can be used to prove that an expected value constraint of the above kind corresponds to an integral of chance constraints over a continuum of threshold levels. For this reason, constraints on expected shortfall were termed integrated chance constraints (ICC) by Klein Haneveld [18, 28] .
They allow the shortfall to become negative in certain scenarios, thereby avoiding overly conservative decisions. Moreover, they are quantitative in nature as they prefer small losses to large losses. Under reasonably general assumptions, they even preserve convexity of the feasible set. ICCs thus share many of the convenient properties of conventional chance constraints without exhibiting their unpleasant side effects.
As discussed above, expected value constraints are useful for controlling the risk associated with certain decision strategies, e.g. by means of ICCs. Another popular way to mitigate any kind of shortfall risk is by imposing constraints on the conditional value-at-risk (CVaR) of the losses [40] . facilitates the development and assessment of a flexible approximation scheme in Section 4. We then derive computationally accessible upper and lower bounds on the optimal objective value. Section 5 goes one step further and characterizes a computationally accessible decision strategy which is practically feasible and whose objective value lies between the bounds determined beforehand. A systematic approach to reducing the gap between the bounds is presented in Section 6.
In particular, we show that this gap can principally be made smaller than any prescribed tolerance. After an illustrative example in Section 7, conclusions are drawn in Section 8.
Problem Formulation
Consider a cost minimization problem under uncertainty with expected value constraints. Assume that decisions may be selected at different time points (or stages) t = 1, . . . , T when new information about the underlying random parameters becomes available. To formalize the treatment of uncertainty, we let all random objects be defined on a complete probability space (Ω, Σ, P ), which is referred to as the sample space in probability theory. As in [31] , we further use the following definition of a stochastic process.
Definition 2.1 (Stochastic Process).
We say that ζ is a stochastic process with
Z t such that each random vector ζ t maps (Ω, Σ) to the Borel space (Z t , B(Z t )) and each Z t is a convex closed subset of some finite-dimensional Euclidean space. Moreover, we define combined random vectors ζabove kind. By convention, random objects (i.e., random variables, random vectors, or stochastic processes) appear in boldface, while their realizations are denoted by the same symbols in normal face. Note that we will mostly deal with stochastic processes taking values in compact state spaces. By boundedness, these processes have finite moments of all orders.
A general nonlinear multistage stochastic program (MSP) with expected value constraints can now be formulated as
Here, η and ξ are two given stochastic processes with state spaces Θ and Ξ, respectively. Note that η impacts only the objective function of P, whereas ξ appears exclusively in the constraints. To keep notation simple, we also introduce the combined data process ζ := (η, ξ) with state space Z := Θ × Ξ. The information F t available at time t by observing the data process is formally represented as the σ-algebra induced by the random data revealed from time 1 up to time t, that is,
. Furthermore, we use the convention F := F T and
be the filtration induced by the data process.
1 Minimization in P is over a convex set of stochastic processes x with common state space X ⊂ × T t=1 R nt . These processes are referred to as strategies, policies, decision rules, or decision processes. The set of admissible strategies is defined as
By definition, X(F) merely contains F-adapted strategies. This implies that decisions are chosen non-anticipatively with respect to the underlying data process, see e.g. [46] . For later use, let X 0 (F) be the linear hull of X(F).
The real-valued cost function c : X × Θ → R and the vector-valued constraint functions f t : X × Ξ → R mt for t = 1, . . . , T are assumed to be Borel measur-able and bounded. This minimal requirement will be further tightened, below, to ensure applicability of the approximation scheme presented in Section 4 and beyond. The objective criterion in P is to minimize expected cost. Decisions are subject to a set of almost sure constraints, which are assumed to hold in expectation (conditional on the stagewise information sets, respectively).
By our assumptions on the cost and constraint functions, the minimization problem P is in fact well-defined. 2 For the further analysis, we impose the following regularity conditions:
(C1) c is convex in x, concave in η, and continuous on X × Θ;
(C2) f t is convex and continuous on X × Ξ for each t = 1, . . . , T ;
(C3) X t is a convex compact subset of R nt for each t = 1, . . . , T ;
(C4) problem P is strictly feasible.
Strict feasibility means that there is an ε > 0 and a policy x s ∈ X(F) such that
where 1 t is the element of L ∞ (Ω, Σ, P ; R mt ) with all components equal to 1.
Notice that strict feasibility fails to hold in the presence of equality constraints (which can be represented as two opposing inequality constraints in P). This, however, is no serious deficiency since any model involving equality constraints can be recast as a model without equality constraints by redefining X.
Lagrangian Reformulation
In order to derive a flexible approximation scheme for problem P, we rewrite it in terms of a suitable Lagrangian function, using the elegant language of conjugate duality theory due to Rockafellar [39] . Various duality schemes for convex 2 A priori, P neither needs to be solvable nor feasible.
stochastic programs are reported in literature, see e.g. [42] [43] [44] [45] [46] . Our approach is strongly inspired by [43] and starts with embedding P into a parametric family of convex stochastic programs. The underlying perturbation parameter u constitutes a stochastic process which ranges over the linear space
Concretely speaking, we consider the family of minimization problems
where the parametric objective function F :
From the regularity conditions (C1) and (C2) it is immediately clear that F is convex. Note also that P(0) is in fact equivalent to the original problem P. In analogy to the well-known set X(F) of admissible primal decision processes, we can now define a set Y (F) of admissible dual decision processes,
where Y denotes the closed nonnegative orthant of × L(x, y) := inf
It is easy to calculate that
where the Lagrangian density L : X ×Y ×Θ×Ξ → R associated with the problem data is defined as
By the basic regularity conditions, L is convex in (x, ξ), concave in (y, η), and continuous on its domain. An elementary calculation yields
L(x, y) , which implies that the original stochastic program P can be rewritten in terms of the Lagrangian function, i.e., minimize sup
By interchanging the operations of minimization and maximization in the above primal problem, we can introduce a corresponding dual problem.
When constructing computationally tractable approximations for problem P, we will heavily exploit the structural properties of the underlying Lagrangian function. In the course of a subsequent convergence analysis, moreover, we will study the solution sets of P, D, and of the corresponding approximate problems. The properties of the dual solution set, arg max D, are intimately tied to certain properties of the optimal value function ϕ : U 0 (F) → [−∞, +∞], which is defined through ϕ(u) := inf P(u). Note that ϕ is monotonically decreasing and convex as follows from a simple projection argument [39, Theorem 1]. Our convergence analysis will further be based on the following elementary result.
if and only ifx solves P,ȳ solves D, and one has inf P = sup D.
Discretization
In the remainder of this article we will assume that ζ constitutes an admissible process in the following sense. 
whereζ := (η,ξ) is a serially independent process with state spaceẐ :=Θ ×Ξ.
The transformations H o :Θ → Θ and H c :Ξ → Ξ are linear and lower blocktriangular with respect to the temporal structure, i.e., the matrix elements of H o coupling η t andη s (and those of H c coupling ξ t andξ s ) are zero for all s > t.
It is worthwhile to remark that the admissible processes cover all ARMA processes and are suitable for modelling many real-life stochastic phenomena.
Under the assumption that the data process belongs to the class of admissible processes, we now address the approximation of multistage stochastic programs subject to the regularity conditions (C1)-(C4). To this end, we first construct discrete stochastic processes η u and ξ u with state spaces Θ and Ξ, respectively.
Thus, η u has the same range as the data process η of Section 2, and ξ u has the same range as ξ. As for the original data processes, we simplify notation by introducing a combined process ζ u = (η u , ξ u ) with state space Z. One should think of ζ u as an approximation for ζ. Next, we denote by F u the filtration induced by ζ u , i.e.,
where F u,t := σ(ζ u,t ), and we use the convention
Having introduced the necessary notation, we can now state the basic properties of ζ u . Concretely speaking, we require the following relations to hold for suitable versions of the conditional expectations, respectively.
It is shown in [31, § 4] that for every given tolerance ǫ > 0 there exists a discrete processes ζ u subject to (4.2a)-(4.2d) with ζ − ζ u ∞ ≤ ǫ. Such ζ u can systematically be constructed. The construction in [31] further implies that
for suitable versions of the conditional expectations, respectively.
Next, introduce another discrete process ζ l = (η l , ξ l ) such that η l and ξ l are valued in Θ and Ξ, respectively. Again, ζ l is supposed to approximate the original data process ζ. The induced filtration F l is constructed as usual, i.e.,
where F l,t := σ(ζ l,t ), and we use the convention F l := F l,T . Using these notational conventions, we require ζ u to satisfy the following conditions for suitable versions of the conditional expectations, respectively.
From the argumentation in [31] it follows that for every given tolerance ǫ > 0 we can construct a discrete processes ζ l subject to (4.3a)-(4.3d) with ζ − ζ l ∞ ≤ ǫ. In addition, this ζ l may be assumed to satisfy the conditions
for suitable versions of the conditional expectations, respectively. It should be pointed out that the construction of ζ l depends in no way on the construction of ζ u and vice versa. In mathematical terms, we may thus assume ζ u and ζ l to be conditionally independent given ζ. This assumption will be needed for our convergence proof in Section 6.
If we replace the true data process ζ by ζ u and the true filtration F by F u in P, then we obtain an approximate optimization problem denoted P u . Another approximate problem P l is obtained by substituting ζ l for ζ and F l for F.
Note that replacing the filtrations has a primal and a dual effect, that is, after substitution the primal decisions as well as the constraints are adapted to the approximate filtration. With these conventions, we are now ready to generalize a main result of [31] . 
A Posteriori Error Estimate
In this section we will assume that suitable approximate processes ζ u and ζ l subject to the conditions (4.2) and (4.3), respectively, have been chosen. We will also assume that these processes are finitely supported, such that the upper and lower approximate problems P u and P l are indeed equivalent to finite-dimensional convex mathematical programs.
Theorem 5.1. Assume the conditions (C1), (C2), and (C3) hold. If the approximate problem P u has a finite infimum and is solved by some strategy x u , then
Proof. The first inequality follows immediately from Theorem 4.2. By using the Lagrangian reformulation of P, the saddle structure of the Lagrangian density L, and the basic properties of the approximate process ζ u , we further obtain inf P ≤ sup
The first inequality in (5.4) follows from (4.2a) and (4.2c). Next, we use the conditional version of Jensen's inequality for moving the conditional expectations out of the Lagrangian density. This is allowed by convexity of the Lagrangian density in the first and the fourth arguments, and since y and η are F-measurable.
Repeated application of the conditional Jensen inequality justifies the third line.
Here, we exploit concavity of the Lagrangian density in the second and the third arguments together with the F u -measurability of x u and ξ u . Finally, the fourth inequality holds by the assumptions (4.2b) and (4.2d). It entails relaxation of the dual feasible set from those decisions which are representable as the conditional
The last line of (5.4) corresponds to the optimal value of the upper approximate problem and is finite by assumption. This implies that the supremum over Y (F) in the first line of (5.4) is attained by y = 0, and
We can therefore conclude thatx is feasible in P, and the corresponding objective value E(c(x, η)) satisfies the postulated inequalities.
Whereas Theorem 4.2 provides an a priori estimate of the minimal cost achievable in theory under the (unknown) true optimal policy, Theorem 5.1 suggests a computationally accessible near-optimal policy and provides an a posteriori estimate of the minimal cost achievable in practice. In fact, if x ⋆ denotes an optimal solution to problem P, we may conclude from Theorem 5.1 that
Thus, the error of implementing the suboptimal policyx instead of some true optimal policy x ⋆ is bounded by inf P u − inf P l . This difference is computationally accessible and estimates the approximation error as defined by Pflug [35, Sec-
Evaluation ofx for some given realization of ζ reduces to the evaluation of a weighted sum over some subset of the (finite) support of x u . 5 Of particular interest is the recommended first stage decisionx 1 . If ζ 1 constitutes a degenerate deterministic random vector, as is usually assumed in practice, it is reasonable to set ζ Finally, it is worthwhile to remark thatŷ = E(y l |F) is feasible in D if y l solves the dual D l corresponding to the lower approximate problem P l . The dual 5 As only the marginal distribution of ζ u is relevant for the solution of problem P u , the optimal policy x u can be chosen conditionally independent of ζ given ζ u . Under this premise, calculation of the expectation E(x u |F) is straightforward.
policyŷ is computationally accessible, and its objective value lies between inf P l and inf P u . This result can be proved in a similar same manner as Theorem 5.1.
Details are omitted for brevity of exposition.
Convergence
The asymptotic consistency of MSP approximations has been the subject of several investigations. Pennanen [33] 
for suitable versions of the conditional expectations. This observation establishes assertion (i). The proof of assertion (ii) is analogous.
Proof. Assume first that p < ∞. By using the conditional Jensen inequality and the law of iterated conditional expectations, we find
Thus, the claim is established for p < ∞. For p = ∞ the statement follows from the above argument and the well-known relation lim p→∞ ζ p = ζ ∞ , whereζ is any random vector in L ∞ (Ω, Σ, P ; Z).
In the next lemma we use this elementary result to prove strict feasibility of the approximate problems. For the sake of simple notation, let 1 : for all t = 1, . . . , T . For the further argumentation we fix some t and definê
where G can be either of the filtrations F or F u J for J ∈ N, and Y t (G) is the projection of Y (G) to the space of dual stage t decisions. Then, the (vectorial) inequality (6.6) involving a conditional expectation is equivalent to a family of (scalar) inequalities involving only unconditional expectations, i.e.,
From the relation (4.2e) it is easily seen that E(y t |F) is an element ofŶ t (F) whenever y t is an element ofŶ t (F u J ). Thus, (6.7) implies
Moreover, it must not drop below 0 (0.8) at the end of the first (second) period.
The production decision x t may depend only on information about η t and ξ t .
Capacity constraints confine x t to the interval [0, 1], and the expected reservoir volume at the end of the second stage (conditional on first stage information)
must not be smaller than 1. This is rather a regulatory than a physical restriction which takes account of the fact that the model has a finite horizon, whereas real operation of the plant has an indefinite horizon.
Let us assume that η 1 = 1.9 and ξ 1 = 0 are deterministic, while η 2 and ξ 2 are independent and follow uniform distributions over Θ := [
, 2] and Ξ := [0, 1 2 ], respectively. Using the notation of Section 2, the above decision problem translates to a two-stage stochastic program as follows.
Here, the state space X of the primal decision process is set to the two-dimensional unit square [0, 1] 2 . The almost sure lower bound on terminal reservoir volume (the fourth constraint in P) generates an induced constraint on x 1 , see [44, 50] .
Thus, P fails to have relatively complete recourse. However, it satisfies the basic regularity conditions (C1)-(C4), which ensure applicability of the approximation scheme advocated in this article.
As the random parameters of the first stage are deterministic, we have to discretize only ζ 2 = (η 2 , ξ 2 ). In order to keep notation simple, we suppress the fixed stage index in the subsequent discussion. We construct a sequence of discrete random vectors {ζ u J } J∈N in the following way (detailed background information is provided in [31, § 4] ). For each J ∈ N, let λ J be a discrete random variable uniformly distributed over Λ J := {1, . . . , J} 2 , i.e., the event {λ J = (i, k)} has probability J −2 for (i, k) ∈ Λ J . Furthermore, for each J ∈ N and (i, k) ∈ Λ J , we introduce a two-dimensional random vector ζ J,i,k := (η J,i,k , ξ J,i,k ) which is uniformly distributed over the rectangle Z J,i,k := Θ J,i × Ξ J,k , Θ J,i := [ Here, the symbol '∼' stands for equivalence in distribution. Since only the distribution of ζ has practical relevance for the stochastic program P, there is no loss of generality to assume that (7.13) holds with equality. Next, each ζ J,i,k is approximated by a discrete random vector ζ These strong results are not for free. We require the state spaces of the data and (primal) decision processes to be compact, which is a standard assumption.
However, we also require the constraint functions to be jointly convex in the decisions and the random parameters, which rules out stochastic recourse and technology matrices in linear stochastic programs. In addition, the proposed discretization scheme seems to apply only to admissible data processes in the sense of Definition 4.1.
Extensions to problems with stochastic technology matrices might be possible under certain circumstances and are subject of ongoing research. Other extensions to more general stochastic processes with complex interstage dependencies have been discussed by the author in a dynamic programming framework [30] .
