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Distributed Opportunistic Scheduling for MIMO
Ad-Hoc Networks
Man-On Pun, Weiyan Ge, Dong Zheng, Junshan Zhang and H. Vincent Poor
Abstract— Distributed opportunistic scheduling (DOS) proto-
cols are proposed for multiple-input multiple-output (MIMO)
ad-hoc networks with contention-based medium access. The
proposed scheduling protocols distinguish themselves from other
existing works by their explicit design for system through-
put improvement through exploiting spatial multiplexing and
diversity in a distributed manner. As a result, multiple links
can be scheduled to simultaneously transmit over the spatial
channels formed by transmit/receiver antennas. Taking into
account the tradeoff between feedback requirements and system
throughput, we propose and compare protocols with different
levels of feedback information. Furthermore, in contrast to the
conventional random access protocols that ignore the physical
channel conditions of contending links, the proposed protocols
implement a pure threshold policy derived from optimal stopping
theory, i.e. only links with threshold-exceeding channel conditions
are allowed for data transmission. Simulation results confirm
that the proposed protocols can achieve impressive throughput
performance by exploiting spatial multiplexing and diversity.
I. INTRODUCTION
In a wireless ad-hoc network, multiple users communicate
over wireless links by autonomously determining network
organization, link scheduling, and routing. Similarly to other
wireless systems, wireless ad-hoc networks encounter critical
design challenges imposed by time-varying fading channels
and co-channel interference. In the conventional random ac-
cess protocols (e.g. CSMA), a link proceeds to transmit its
data after a successful channel contention, regardless of its
current channel conditions. This may cause system throughput
degradation if the successful link is deep-faded. To circumvent
this obstacle, a distributed opportunistic scheduling (DOS)
scheme has been proposed for wireless ad-hoc networks in
[6]. In contrast with the conventional random access protocol,
DOS restricts data transmission to the successful links whose
channel conditions exceed thresholds pre-designed using op-
timal stopping theory. For those successful links with channel
conditions below the threshold, their data transmission oppor-
tunity is forgone, which allows other links to re-contend for
the channel. This process continues until a successful channel
contention is achieved by a link with good channel conditions.
It has been demonstrated in [6] that DOS can substantially
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outperform the conventional random access protocol in terms
of system throughput. Despite its good performance, the
scheduling scheme proposed in [6] is devised for single-
antenna ad-hoc networks.
The recent success of multiple-input multiple-output
(MIMO) techniques has inspired much research interest in
MIMO ad-hoc networks. However, compared to the con-
ventional single-link point-to-point MIMO transmission, by
and large it is still an open issue on how to fully harvest
the intrinsic spatial degrees of freedom of a MIMO ad-hoc
network in a distributed fashion [2]. Taking an initial step,
we propose novel MIMO DOS protocols with emphasis on
exploiting spatial multiplexing and spatial diversity gains for
MIMO ad-hoc networks in this work. More specifically, we
consider a MIMO ad-hoc network where each user is equipped
with M antennas, where M ≥ 2. To exploit the spatial
multiplexing and diversity gains provided by the multiple
antennas, we develop MIMO DOS protocols in which multiple
links (in contrast to a single link in [6]) are probed and
opportunistically selected. To facilitate the proposed multi-
link channel contention and data transmission, a group-based
splitting channel contention scheme is proposed. Based on
the channel contention outcomes and the instantaneous rate,
one or multiple links are scheduled to transmit over the M
spatial channels if their channel conditions exceed thresholds
designed using optimal stopping theory. The resulting pro-
tocols are shown to achieve higher system performance by
exploiting the spatial multiplexing and spatial diversity gains.
Furthermore, we investigate the tradeoff between feedback
requirements and throughput gain by developing protocols
with either full channel state information (CSI) at the trans-
mitter (CSIT) or CSI at the receiver only (CSIR). For the
sake of presentational clarity, we concentrate on systems with
M = 2 in this work. However, it should be emphasized that
the proposed protocol can be generalized for systems with
M > 2 antennas in a straightforward manner.
II. TWO-GROUP MIMO SCHEDULING PROTOCOL WITH
CSIT (TG-CSIT)
A. Protocol Description
We consider a single-hop ad-hoc network in which each
node is equipped with two antennas. Suppose K active links,
i.e. K pairs of source-destination (S-D) nodes {Sk, Dk}, k =
1, 2, · · · ,K , contend for data transmission over two spatial
channels constructed by transmit beamforming.
Each source node first randomly categorizes itself into one
of the two equal-probable groups, namely Group 1 and Group
1 2 N
Fig. 1. An example of two-channel probing and data transmission where 0 and 1 indicate idle/collision state and successful channel contention, respectively.
2, before its first channel contention. To facilitate the channel
probing of each group, the channel time is divided into meta-
slots composed of two mini-slots of duration τ , each of which
is exclusively assigned to one group as shown in Fig. 1. A
source node contends for both spatial channels in the mini-
slots assigned to its group while all idle nodes eavesdrop
communications of both groups. If only one link has contended
in a mini-slot, the channel contention is considered successful
under the assumption that both the designated destination node
and other idle nodes can perfectly decode the contending
messages. We define the random duration of achieving at least
one successful channel contention in a meta-slot as one round
of channel probing.
Let i and m denote the group and spatial channel in-
dices with i,m ∈ {1, 2}, respectively. For presentational
convenience, we denote by {c1, c2} the channel state of a
meta-slot with ci being “1” for successful channel contention
by the i-th group and “0” for either unsuccessful channel
contention or lack of active links (idle). Thus, each probing
round is completed with one of three possible channel states,
namely, {0, 1}, {1, 0} and {1, 1}. At the end of each probing
round, the destination node of each successful link returns
information about the link conditions to its source node.
Based on the feedback information, the source node compares
the channel conditions against thresholds pre-designed using
optimal stopping theory, i.e. if the instantaneous transmission
rate is above a pre-designed threshold, the source node will
proceed data transmission; otherwise, the source node will
forgo the opportunity and let other links to contend in the
next meta-slot.
B. Signal Model
In this section we develop the signal model for channel state
{1, 1}, assuming Li is the successful link of the i-th group for
i = 1, 2. Extension to the signal models for {0, 1} and {1, 0}
will be outlined in Sec. II-E whereas the trivial case {0, 0} is
excluded from our following discussions.
For channel state {1, 1}, Li is the only contending link in
the i-th group. Thus, the received signal by node DLj from
node SLi , j = 1, 2, can be written as
yLi,Lj =
√
ρLi,Lj ·HLi,Lj · dLi + nLj , (1)
where ρLi,Lj is the average signal-to-noise ratio (SNR),
HLi,Lj is the complex channel gain matrix between node SLi
and node DLj , dLi is the transmitted data symbols from node
SLi with E
{
|dLi |2
}
= 1 and nLj is modeled as a circularly
symmetric white Gaussian noise with CN (0, I). Note that (1)
represents the desired signal model for i = j whereas it stands
for the interference signal model for i 6= j.
In this work, we concentrate on a homogenous network and
assume
ρLi,Lj =
{
ρs, i = j,
ρn, i 6= j. (2)
Furthermore, we assume that node DLj has perfect informa-
tion about ρs, ρn and HLi,Lj by exploiting the preambles
transmitted from node SLi during its channel contention.
C. Statistics of Transmission Rate with CSIT
Next, we investigate the statistics of transmission rate in the
presence of two successful links for the following two cases:
only one successful link is selected for data transmission or
both links are scheduled to transmit data simultaneously.
1) Single-link (SL) transmission: We start from the case
with only one transmission link, which amounts to the
conventional MIMO point-to-point transmission. Assuming
node SLi has perfect information of HLi,Li and constructs
parallel transmission channels along the eigenvectors of
HHLi,LiHLi,Li , the resulting data rate is given by
r(SL-CSIT)Li =
2∑
m=1
log (1 + ρsλLi,m) , (3)
where λLi,m is the eigenvalue of HHLi,LiHLi,Li for m = 1, 2.
The joint probability density function (PDF) of the eigenvalues
has been shown to be [4]
fΛLi (λLi,1, λLi,2) =
1
2
e−(λLi,1+λLi,2) (λLi,1 − λLi,2)2 .
(4)
Utilizing (4) and (3), the PDF of R(SL-CSIT)Li can be computed in
the following fashion:
f
R
(SL-CSIT)
Li
(r) =
1
2
∫ r
0
e−(λLi,1+v) (λLi,1 − v)2 dλLi,1, (5)
where
v =
1
ρs
[
2r−log(1+ρsλLi,1) − 1
]
. (6)
Subsequently, the corresponding CDF of R(SL-CSIT)Li can be
obtained by
F
R
(SL-CSIT)
Li
(r) =
∫ r
0
f
R
(SL-CSIT)
Li
(r′) dr′. (7)
2) Two-link (TL) transmission: For the case in which both
successful links transmit simultaneously, the signal received
by node DLi becomes the superposition of signals from the
two source nodes and is given by
y(TL-CSIT)Li =
√
ρs ·HLi,Li ·dLi+
√
ρn ·HLj,Li ·dLj +nLi , (8)
where j 6= i. Clearly, (8) amounts to a point-to-point MIMO
signal model in the presence of interference. Only a few
analytical results on the exact channel capacity are available
in the literature [1]. To keep the following analysis tractable,
we approximate the interference term as a zero-mean Gaussian
noise with variance ρn. Thus, the data rate of link Li is given
by
r(TL-CSIT)Li =
2∑
m=1
log
(
1 +
ρs
1 + ρn
λLi,m
)
, (9)
and we have the sum-rate of the two links as
r(TL-CSIT)L1,L2 = r
(TL-CSIT)
L1
+ r(TL-CSIT)L2 . (10)
Recalling that HLi,Lj for i, j ∈ {1, 2} are statistically
independent, the PDF of R(TL-CSIT)L1,L2 can be computed as
f
R
(TL-CSIT)
L1,L2
(r) =
∫ r
0
f
R
(SL-CSIT)
L1
(rL1) fR(SL-CSIT)
L2
(r − rL1) drL1 ,
(11)
where f
R
(SL-CSIT)
Li
(rLi) is given in (5) except that ρs is replaced
by ρs1+ρn . Finally, the corresponding CDF can be obtained as
F
R
(TL-CSIT)
L1,L2
(r) =
∫ r
0
f
R
(TL-CSIT)
L1,L2
(r′) dr′. (12)
D. Information Feedback
Figure 2 gives a schematic diagram of the chan-
nel contention and feedback for channel state {1, 1}. At
the end of each probing round, node DLi feeds back{
r(SL-CSIT)Li , r
(TL-CSIT)
Li
,HLi,Li
}
to node SLi .
L1
L2
L1
L2
Feedback
FeedbackL1 L1,L1
(SL-CSIT)
L1
(TL-CSIT)
L2 L2,L2
(SL-CSIT)
L2
(TL-CSIT)
Fig. 2. Schematic diagram of the channel contention and feedback for TG-
CSIT in channel state {1, 1}.
Assuming that the feedback channel is error-free, node
SLi receives
{
r(SL-CSIT)Li , r
(TL-CSIT)
Li
,HLi,Li
}
from node DLi and
overhears
{
r(SL-CSIT)Lj , r
(TL-CSIT)
Lj
,HLj,Lj
}
from node DLj . Then,
node SLi will choose the transmission strategy that maximizes
the transmission rate given by
r∗ (TG-CSIT)L1,L2 = max
{
r(SL-CSIT)L1 , r
(SL-CSIT)
L2
, r(TL-CSIT)L1,L2
}
. (13)
For a reasonably large ρs (more specifically, ρs > ρ2n), (13)
can be simply approximated as
r∗ (TG-CSIT)L1,L2 ≈ r(TL-CSIT)L1,L2 , (14)
which holds when the multiplexing gain outweighs the signal-
to-interference-noise (SINR) loss due to the presence of two
simultaneously active links. In the following, we use (14) in
place of (13).
E. Extension to Channel States {0, 1} and {1, 0}
The signal model discussed above can be straightforwardly
extended to channel states {0, 1} and {1, 0}. Assuming Li is
the only successful link, r(SL-CSIT)Li and r
(TL-CSIT)
Li
can be evaluated
from (3) and (9), respectively, except that r(TL-CSIT)Li contains no
useful information in channel states {0, 1} and {1, 0}. If node
SLi overhears no feedback beyond that from node DLi , node
SLi can safely assume that it is the only successful link and
subsequently compare r(SL-CSIT)Li against the threshold for the data
transmission decision.
F. Optimal Threshold Design
In this section, we invoke optimal stopping theory to design
the rate threshold such that the decision whether to transmit
data or not maximizes the average system throughput. Denote
by pℓ and Ii the channel contention probability of the ℓ-th link
and the link index set of Group i for i = 1, 2, respectively.
The probability of a successful channel contention by links of
Group i can be computed as
pi,s =
∑
ℓ∈Ii
pℓ
∏
j∈Ii
j 6=ℓ
(1 − pj). (16)
Subsequently, the instantaneous transmission rate at the end
of each probing round can be treated as a compound random
variable (r.v.) as
R(TG-CSIT) =
2∑
i=1,j 6=i
pi,s (1− pj,s) ·R(SL-CSIT)Li
︸ ︷︷ ︸
{1,0} and {0,1}
+ p1,s · p2,s ·R(TL-CSIT)L1,L2︸ ︷︷ ︸
{1,1}
.
(17)
Invoking the renewal theorem, the rate of return after N
probing rounds can be subsequently defined as [6]
x(TG-CSIT) =
E
{
R(TG-CSIT)(N) · T
}
E {TN} , (18)
where T is the data transmission duration, and TN is the time
duration including both T and the time elapsed over the N
probing rounds. As shown in [6], the optimal protocol that
maximizes the average rate of return in (18) is a pure threshold
policy and the maximal throughput x(TG-CSIT)max can be found by
solving (19) where δ = τ/T .
x(TG-CSIT)max =
2∑
i=1,j 6=i
pi,s (1− pj,s)
∫ ∞
x
(TG-CSIT)
max
r d
[
F
R
(SL-CSIT)
Li
(r)
]
+ p1,s · p2,s
∫ ∞
x
(TG-CSIT)
max
r d
[
F
R
(TL-CSIT)
L1,L2
(r)
]
2δ +
2∑
i=1,j 6=i
pi,s (1− pj,s)
(
1− F
R
(SL-CSIT)
Li
(x)
)
+ p1,s · p2,s
(
1− F
R
(TL-CSIT)
L1,L2
(x)
) , (19)
G. Protocol Summary
Here, we summarize the operation of the proposed protocol.
Suppose the source node of a successful link, SLi , receives
feedback on
{
r(SL-CSIT)Li , r
(TL-CSIT)
Li
,HLi,Li
}
from its destination
node DLi at the end of each probing round. If node SLi
cannot overhear feedback from the other group, it will compare
r(SL-CSIT)Li against x
(TG-CSIT)
max and proceed to data transmission only
when r(SL-CSIT)Li ≥ x(TG-CSIT)max ; otherwise, SLi will give up the
transmission opportunity and let other links to contend for
the channel in the next probing round. On the other hand, if
SLi detects the existence of another successful link from the
other group, it will compare r(TL-CSIT)Li + r
(TL-CSIT)
Lj
against x(TG-CSIT)max ,
for i 6= j. Both links will transmit data simultaneously if
r(TL-CSIT)Li +r
(TL-CSIT)
Lj
exceeds x(TG-CSIT)max . Otherwise, no links will pro-
ceed to data transmission. During data transmission, HLi,Li is
exploited to generate the eigen-beamforming matrix necessary
for creating the parallel channels.
In the sequel, this protocol is referred to as two-group
MIMO scheduling with CSIT (TG-CSIT) since nodes are
categorized into two groups for channel contention and perfect
CSI is required at the transmit node.
III. TWO-GROUP MIMO SCHEDULING PROTOCOL WITH
CSIR (TG-CSIR)
In TG-CSIT, an M × M channel gain matrix HLi,Li is
required to be returned to the source node of each successful
link, which may entail a formidable feedback burden for
a large M . To reduce the feedback amount, we consider
a protocol that requires full CSI at the receivers only, and
feedback of two real-valued data rates, which we refer to as
the two-group MIMO scheduling protocol with CSIR (TG-
CSIR) in the sequel.
Similar to TG-CSIT, TG-CSIR also splits the contending
links into two groups and assigns mini-slots to each group for
channel contention. As a result, each successful probing round
also ends with one of the three states {1, 0}, {0, 1} and {1, 1}.
However, TG-CSIR reduces the required feedback amount by
allowing each link to transmit only one data stream over the
two spatial channels. In other words, each link only reaps the
diversity gain for states {1, 0} and {0, 1} whereas the spatial
multiplexing gain is exploited only in state {1, 1} by allowing
two links to transmit simultaneously.
For states {1, 0} and {0, 1}, the received signal by node
DLj from node SLi can be written as
y′ (SL-CSIR)Li,Lj =
√
ρLi,Lj · h′Li,Lj · d′Li + n′Lj , (19)
where h′Li,Lj is the effective channel gain vector between
nodes SLi and DLj , d′Li is the transmitted data symbol and
n′Lj is the noise term modeled as CN (0, I). Since perfect
CSI is assumed to be available to node DLi , the maximal SNR
γ (SL-CSIR)Li is achieved by pre-multiplying the received signal with
h′HLi,Li . After some calculation, we can find the CDF of γ
(SL-CSIR)
Li
as
FΓ(SL-CSIR)
Li
(γ) = 1−
(
1 +
γ
2
)
e−
γ
2ρs . (20)
Thus, the resulting data rate is given by
r(SL-CSIR)Li = log(1 + ρsγLi) (21)
whose CDF takes the following form.
F
R
(SL-CSIR)
Li
(r) = 1−
(
1 +
2r − 1
2ρs
)
e
− 2
r
−1
2ρ2s . (22)
For state {1, 1}, node DLi is interfered by node SLj for
i 6= j and its received signal can be written as
y′ (TL-CSIR)Li =
√
ρs ·h′Li,Li ·d′Li +
√
ρn ·h′Lj ,Li ·d′Lj +n′Li . (23)
Since h′Li,Li and h
′
Lj ,Li
are known to node DLi , the opti-
mal combining (OC) technique provides the maximum SINR
γ (TL-CSIR)Li whose CDF can be shown to be [3], [5]
FΓ(TL-CSIR)
Li
(γ) = 1−
(
1 +
1
2ρn
)
e−
γ
ρs +
1
2ρn
e−
1+2ρn
ρs
γ . (24)
Hence, the CDF of the resulting data rate r(TL-CSIR)Li =
log
(
1 + γ (TL-CSIR)Li
)
is given by
F
R
(TL-CSIR)
Li
(r) = 1−
(
1 +
1
2ρn
)
e−
2r−1
ρs +
1
2ρn
e−
1+2ρn
ρs
(2r−1),
(25)
and the corresponding PDF can be computed as
f
R
(TL-CSIR)
Li
(r) =
(
1 +
1
2ρn
)
r2r−1
ρs
(
e−
2r−1
ρs − e− 1+2ρnρs (2r−1)
)
.
(26)
Finally, we are ready to compute the sum-rate of the two links
defined as
r(TL-CSIR)L1,L2 = r
(TL-CSIR)
L1
+ r(TL-CSIR)L2 . (27)
Since h′Li,Lj for i, j ∈ {1, 2} are assumed to be statistically
independent, r(TL-CSIR)L1 and r
(TL-CSIR)
L2
are also statistically indepen-
dent. Therefore, the CDF of R(TL-CSIR)L1,L2 is given by
F
R
(TL-CSIR)
L1,L2
(r) =
∫ r
0
F
R
(TL-CSIR)
L2
(r − rL1) fR(TL-CSIR)
L1
(rL1) drL1 .
(28)
Upon obtaining F
R
(TL-CSIR)
Li
(r) and F
R
(TL-CSIR)
L1,L2
(r), we can treat
the instantaneous data rate as a compound r.v. R(TG-CSIR) and
define the corresponding rate of return x(TG-CSIR) in a similar
fashion as shown in (17) and (18). It is clear that the optimal
strategy for TG-CSIR is also a pure threshold policy in which
the threshold can be computed from (19) with F
R
(TL-CSIT)
Li
(r)
and F
R
(TL-CSIT)
L1,L2
(r) replaced by F
R
(TL-CSIR)
Li
(r) and F
R
(TL-CSIR)
L1,L2
(r),
respectively. It is easy to see that TG-CSIR requires only
node DLi to feed back
{
r(SL-CSIR)Li , r
(TL-CSIR)
Li
}
, irrespective of M ,
which results in substantial feedback reduction for a large M
compared to TG-CSIT. However, this feedback reduction is
obtained by sacrificing partial achievable multiplexing gain.
IV. SINGLE-GROUP MIMO SCHEDULING (SG) PROTOCOL
WITH CSIT (SG-CSIT)
For comparison purposes, we also consider a straightfor-
ward extension of the DOS scheme proposed in [6]. In this
protocol, all links are allowed to contend in each mini-slot and
the transmission rate of a successful link, r(SG-CSIT) , is given
by (3). Since all nodes belong to one group compared to two
groups in TG-CSIT/CSIR, this protocol is referred to as single-
group MIMO scheduling protocol with CSIT (SG-CSIT) in the
sequel. It is straightforward to show that the average rate of
return of SG is given by
x(SG-CSIT) = p′s
E [r(SG-CSIT)T ]
E [TN ]
, (29)
where p′s is defined in (16) with Ii containing all link indices.
The corresponding maximal average rate of return can be
found by solving (30):
x(SG-CSIT)max =
p′s
∫∞
x
(SG-CSIT)
max
r d [FR(SG-CSIT)(r)]
δ + p′s [1− FR(SG-CSIT)(x(SG-CSIT)max )]
, (30)
where FR(SG-CSIT)(r) can be computed from (7).
V. SIMULATION RESULTS
In this section, we conduct Monte Carlo experiments to
assess the performance of the proposed protocols. Unless
otherwise specified, we set p1,s = p2,s = e−1, ρn = 1 and
δ = 0.1. Furthermore, the unit of throughput is nats/sec/Hz.
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for TG-CSIT.
Figure 3 shows the network throughput as a function of
the threshold for TG-CSIT. It is clear from Fig. 3 that the
throughput is maximized when the threshold is set to x(TG-CSIT)max ,
which is indicated by the line labeled “y = x”.
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Fig. 4. Maximal throughput of the proposed protocols as a function of SNR.
Figure 4 depicts the maximal throughput as a function of
ρs for the proposed schemes. Inspection of Fig. 4 confirms
that TG-CSIT achieves substantial performance improvement
over SG-CSIT. In particular, Fig. 4 reveals that TG-CSIT
outperforms SG-CSIT and TG-CSIR by 10% and 40% at
SNR=20 dB, respectively. It should be emphasized that SG-
CSIT achieves more throughput over TG-CSIR at the cost of
more feedback amount.
VI. CONCLUSION
In this paper, three distributed opportunistic scheduling pro-
tocols, namely TG-CSIT, TG-CSIR and SG-CSIT, have been
proposed for MIMO ad-hoc networks. To fully harvest the
multiplexing and spatial diversity gains provided by multiple
antennas in a distributed fashion, links are divided into groups
during channel contention such that multiple links may be con-
sidered for data transmission simultaneously over parallel spa-
tial channels generated by multiple transmit/receive antennas.
Furthermore, to maximize the overall system throughput, a
pure threshold policy has been derived using optimal stopping
theory. Thus, data transmission is only scheduled for success-
ful links with channel conditions exceeding the pre-designed
threshold. It has been demonstrated by simulation that all
three proposed protocols can achieve impressive throughput
performance and that TG-CSIT outperforms TG-CSIR at the
cost of increased feedback.
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