Abstract-Predicting the performance of parallel scientific applications is becoming increasingly complex. Our goal was to characterize the behavior of message-passing applications on different target machines. To achieve this goal, we developed a method called parallel application signature for performance prediction (PAS2P), which strives to describe an application based on its behavior. Based on the application's message-passing activity, we identified and extracted representative phases, with which we created a parallel application signature that enabled us to predict the application's performance. We experimented with using different scientific applications on different clusters. We were able to predict execution times with an average accuracy greater than 97 percent.
INTRODUCTION
T O measure the performance of a parallel machine, researchers have often used a set of application kernels as benchmarks. However, it is not always possible to characterize the performance using only benchmarks [1] , as each benchmark usually reflects a narrow set of kernel applications at best. Computers exhibit different performance indices associated with applications as they run them. Accurately predicting the performance of parallel applications is becoming increasingly complex, but the time required to run the application thoroughly is an onerous requirement, especially if we want to predict the performances of different systems.
It is important to determine which system is more appropriate to execute a scientific algorithm and predict its execution time. Accurate performance estimations are thus instrumental in helping a system resource scheduler efficiently schedule user jobs. if the system resources administrators know the number of requested resources and how long the resources are requested using the signature, they can make an efficiently queued plan for the system.
We propose the extraction of valuable information about the performance characteristics of an application and lets us predict the performance of the application on parallel machines (clusters) and use this information without needing to run the full application. This performance characterization (the signature) will constitute the performance metadata of an application.
The system throughput is defined as the number of jobs completed per unit of time and is an important performance metric for users, who expect minimal response time. The signature can help the system administrators who are concerned with the overall resource utilization by knowing the execution time of the application due to the use of the signature. A job schedule can maximize the system throughput especially in high-throughput computing clusters.
To determine the performance of a parallel application, our methodology can help the user to compare using different structuring strategies, minimizing the communication delays, quickly and precisely. The signature execution time (SET) is shorter than the application execution time (AET), allowing the user (developer) to concentrate on the significant portions of the application (phase), which are the components of the signature.
We have created a methodology called parallel application signatures for performance prediction (PAS2P), that consists of two stages:
A) Application analysis and signature generation. PAS2P analyzes the application behavior with a specific data set (workload), in a previous work [2] , we explain how we can predict the performance changing the workloads.
To characterize message-passing applications, PAS2P instruments and executes applications on a base machine and produces a trace log. The collected data are used to characterize computation and communication behavior. Fig. 1 shows an overview of our approach. To obtain the machineindependent application model, the traces are assigned timestamps from a global clock according to causality relationships between communication events, using an algorithm inspired by Lamport and Time [3] . We thus obtain a single logical trace of the complete distributed system. When we have the logical trace, it is important to identify the most relevant sequences (phases).
Our goal at this point is to gather these phases and assign them a weight; such phases will be selected to constitute the signature according to their weight (number of times they occur), and their execution time.
B) Performance prediction. When we have the signature, we can execute it on different systems. The signature measures the execution time of each phase and estimates the entire application run time on each system by aggregating all relevant phase execution times (PhaseET) using the obtained weights.
To evaluate the quality of the predicted performance, we conducted a set of experiments to extract signatures from different applications, including CG, BT, LU and SP from NPB [4] , Sweep3D [5] , Parallel Ocean Model (POP) [6] , SMG2000 [7] , GROMACS [8] and MD Moldy [9] . We ran the obtained signatures on three different clusters, using a different number of nodes (cores) and including different interconnection networks. We were able to predict the execution time with an average accuracy of more than 97 percent.
In the following section, we present related work. In Section 3, we describe the proposed methodology. In Section 4, we present the performance prediction model. Section 5 provides the experimental results and discusses the obtained prediction results, and Section 6 presents the performance of the PAS2P tool. In the last section, we present conclusions and future work.
RELATED WORK
Gustafson [10] proposed a method that creates two profiles, a hardware signature and an application signature. For this method, information about the application workload, hardware characteristics and mapping becomes necessary. In our proposed method, these hardware characteristics are obtained when the signature is executed. Its execution time is smaller than the execution time of the entire application, the signature carries out a fast characterization of the machine.
Other studies have focused more on the creation of an application signature. Laura et al. [11] extracted the signature of an application using tools that allowed them to capture its profile, emphasizing memory access patterns. They ran these results on a network simulator to predict the parallel application performance. The difference between this approach and our approach is that our signature is the real code of the application; when we execute it on different parallel computers, real memory access patterns and the real computational resource requirements are used to evaluate the performance.
Sodhi et al. [12] and Wu et al. [13] claimed that it is possible to obtain a benchmark of an application using execution traces. They extracted information from the communications trace seeking similarity between those communications and creating mimic code to measure application performance. We propose the extraction of inter-process communication information from the trace and the attachment of computational timing. We used this method to create a signature by means of checkpoints, i.e., using application segments to predict application performance instead of creating mock-ups.
Girona et al. [14] is a performance predictor simulator for message-passing applications. It helps users develop and tune parallel applications on any machine while providing an accurate prediction of their performance on the target parallel machine. In our approach, we create a signature that represents the application; this signature can be executed on different systems quickly without needing a simulator.
The SimPoint tool [15] searches for phases in the behavior of parallel programs on shared-memory machines. Perelman et al. first focus on demonstrating the ability to identify similar intervals of execution across threads in a single run. Finally, phase analysis is used to select simulation points to guide multi-threaded simulation. Our technique creates a methodology to generalize the focus to a broader spectrum, i.e., all message-passing scientific applications, and to create a signature.
Bohrer et al. [16] is a simulation system used to model systems based on the PowerPC architecture. It provides construction blocks for the creation of simulators that range from functional to highly accurate but increases the simulation time. Conversely, what we propose is the creation of a signature of the parallel application that represents the same application and is executed on real machines, with the potential advantage of running it on different real systems quickly (as its run time is only a small fraction of the execution time of the entire application). Without a network simulator, it can also be executed in simulated systems under development.
Yang et al. [17] developed a methodology for predicting applications using "partial performance". They argued that it is enough to observe partial executions of a parallel application because codes are iterative and behave predictably after an algorithm initialization period. According to their methodology, a limited number of time steps are used to capture the performance of an application, which are maintained throughout the entire execution. Our signature intends to analyze the entire execution to provide better prediction quality.
Casas et al. [18] , show an approach focused on the automatic detection of phases of an MPI application execution. This detection is based on Wavelet Analysis. They focus on scientific applications that are executed using thousands of processors, generating huge tracefiles and using visualization tools as Vampir [19] . In the same area, Noeth et al. [20] show a method to compress tracefiles while maintaining low overhead. A major problem for visualization tools is the size of the tracefiles. If we reduce the size of the tracefile to analyze, the tool will still have to visualize thousands of processes. The algorithms that detect phases are related to our work to reduce the tracefiles, but our goal is that the users can analyze their applications, extract the phases and construct the signature to predict the application execution time on target machines without requiring visualization tools. In this paper, we have refined the PAS2P stages of analysis and performance prediction. We extended the method to create the signature automatically, making it transparent to the user, allowing the creation and execution of the signature in parallel environments using any MPI library. We describe the stages and algorithm optimizations of the methodology centered on a single stage unlike the previous published papers. We developed an extensive experimental validation, since we were able to generate signatures by accessing a larger number of cores.
PAS2P METHODOLOGY
Applications typically possess highly repetitive behavior, and parallel applications are no exception [21] , [22] . To characterize the computational-related and communicationrelated behavior of parallel applications, we identify these repetitive portions of an application. We use this information to create a signature that, when executed, allows the prediction of the execution time for the machine on which the signature was run.
As Fig. 2 shows, a sequence of stages is necessary to obtain the relevant portions (phases) of an application and their weights. With this information, we create a completely machine-independent signature for each application that can be executed on other systems in a shorter amount of time, as the signature execution time is a small fraction of the entire runtime of an application. Finally, we predict the full execution time of the parallel application by adding the execution time of all phases multiplied by their weights.
In this section, we describe each stage of the PAS2P methodology. Section 3.1, namely data collection, describes the application instrumentation. Section 3.2 describes the application model, which is a machine-independent model. Section 3.3 describes how we identify the patterns by extracting phases, and Section 3.4 describes the signature.
Data Collection
To instrument the applications, we must collect their communication and computation times. We create a dynamic library, libpas2p, using LD_PRELOAD to produce a trace of the binary (application). To instrument the application with libpas2p, it will be necessary that the application is compiled with dynamically linked libraries. Libpas2p intercepts the MPI functions before the MPI library executes it.
Starting from the concept of "Basic Block" (BB) [21] , which is a code sequence with exactly one entry point and one exit point, we define similar concepts for parallel applications:
Event. The action of sending or receiving a message.
The event structure contains the following information:
Id. Event identifier (given in order of occurrence). Physical time. time at which the event occurs. Logical time (LT). time at which the event occurs depending on communications events. Process. process where the event occurs.
Type of event. þK (if it is a Send) or -K (if it is a
Receive), where K is the number of involved processes.
Size. the communication volume of the message being transmitted (Bytes).
Number of event. the number of the event in the process.
Relation. the relation between one event and another, e.g., a Send event belongs to the same message as a Receive event.
Parallel Application Model
In parallel applications, logical ordering between computing nodes becomes necessary. To achieve this, we move from multiple physical local clocks to a single logical global clock. In a previous study [23] , we showed a logical clock based on the order of precedence of events across processes, as defined by Lamport and Time [3] . In order to analysis the application, the happened-before relation is used [24] to evaluate the feasibility of using distributed computing infrastructures such as clusters or computational grids. When we increased the number of processes, we found that the prediction quality was falling. An increasing number of phases meant that these phases could be grouped as similar. This problem occurred because there is a nondeterministic ordering of receives.
To solve the non-deterministic event (reception) problem, we introduced an algorithm [25] inspired by Lamport. Using this algorithm, we defined a new logical ordering in which, when one process sends a message at a logical time, its reception is modeled to arrive at LT þ 1 and never afterwards, as in Fig. 3 . The Lamport algorithm assigns the LT using happened before, but the Receive events occur as [nondeterministic] events. PAS2P ordering assigns the LT to the Recv event, based on the relation between the Recv and the Send event. In the case of collective communications (MPI_Bcast, MPI_Allreduce, MPI_Alltoall, etc.) and barriers, when a collective communication occurs, we select from all processes the event with the biggest LT and we assign LT þ 1 to the events that compose the collective communication in all application processes. We show the flowchart of the algorithm in Appendix A of the supplementary We now describe the operation of the algorithm through an example (Figs. 4 and 5 and Table 1 ), where we take the first event of each process and, as shown in Table 1 , drop/ insert it from/into the queue. The first column corresponds to the events being removed from the queue, the second column corresponds to events currently in the queue, and the third column shows the events being inserted into the queue.
Execution starts with the insertion of the first events from each process, IDs 1, 7, 13, and 19, into the queue (first step). We then remove the event with ID 1 from the queue (second step) and insert the event with ID 2 into the queue (third step), as in Table 1 . As the event with ID 1 (CurrentEvent) has been removed from the queue, we must search for an event (BackEvent) from the same process (fourth step) and assign the corresponding LT. As the event with ID 1 is the first event in the process, we assign LT ¼ 0 (fifth step) and LT ¼ 1 (sixth step) to the reception event. The event with ID 7 is then removed (Table 1) , and the same procedure of assigning a LT to the events we are removing from the queue is followed until the queue is empty (seventh step).
When all events have been assigned a LT, we introduce a new concept: Tick: Logical time unit. We create a logical trace, where the LTs are assigned using the LT for the Send (LTSend) and Reception (LTRecv) events, as in Fig. 4 . We know that the message reception ordering may change in the execution due to variable delays in the interconnection network; therefore, we perform a permutation only inside the LTRecvs of the logical trace so that the reception events are in ascending order. Finally, after locating the events, we divide the LTRecv into more LTs, as in Fig. 5 ; i.e. there can only be one event for each process at a particular LT.
Pattern Identification
To identify the most relevant portions (phases) of the parallel application, we have proposed a method [26] where we define a parallel basic block (PBB) as the computational time delimited by two ticks. The first tick is defined as an Entry Point and has at least one event, and the second tick is defined as the Exit Point, also having at least one event. PBBs with similar behavior (computational time between two events or communication volume and type of communication of each event) are renamed, as they essentially comprise the same PBB.
The proposed method to extract these phases creates them directly from the logical trace. Unlike the previously proposed algorithm for detecting phases, we can now identify phases as similar when before in our previous algorithm, we could not; therefore, we created a robust similarity algorithm generating fewer phases, through which the prediction quality increased. This method generates the longest possible phases; i.e. until another event occurs or is repeated and has the same type of communication in any process. Every time one phase grows in a tick, we search for an existing phase using similarity.
To explain the pattern identification algorithm, we use an example of a master/worker application where the workers start sending a message to the master then the master sends responses back to the workers illustrated in Fig. 6 . Appendix B, which is available in the supplemental material section, shows the flowchart of this algorithm. We use these figures to describe how the algorithm extracts the phases from the logical trace. The steps we follow are:
1) A Startpoint is created and defined as the beginning point of a phase by a tick, from the first tick of the logical trace, as in Fig. 6a . 2) The phase extends to the following tick if it is not the end of the logical trace, as in Fig. 6b . Every time it expands by a tick, the existing phases are searched for a match. 5) The similarity is used to determine whether the phase already exists and meets this criteria:
a) The phase sizes (number of ticks) to be compared must be the same. b) Every event in the phase is compared thus:
-We make a comparison of two events to see if they have the similar communication type and the communication volume.
-A computational time between two events: if two events have similar computational time ( greater than or equal to 85 percent). -A communication of type "0" represents that no event occurred at the tick of a process; when we compare "0" communication with any communication type, we label them as similar events. c) A phase is similar if the number of similar events is greater than or equal to 80 percent (configurable value) of the total number of events that comprise the phase.
-If a phase is similar, the weight of the existing phase increases. -If it is not similar, it is saved as a new phase.
6) We go back to step 1 to create a Startpoint from the tick at which the last saved phase ends, as in Fig. 6e . After completely shifting the logical trace, we obtain the phases shown in Fig. 6f , create weights for each phase and define the relevant phases.
Weight. This will be given by the frequency at which each phase repeats.
Relevant phase. A phase representativeness is given if the phase represents 1 percent or more of the entire application execution time. This is, when its weight multiplied by the phase execution time is equal or greater than 1 percent of the total application runtime. 
Parallel Application Signature
In this section we show how PAS2P constructs the signature once the phases have been obtained. After analyzing the trace files generated by the PAS2P instrumentation, the phases and their weights are saved in a phase table. Fig. 7 shows an example of this table, obtained from the execution of an application with four processes. It contains the startpoint and endpoint of each phase that will be used to measure its execution time. Each row of the table represents a phase, whose startpoint and endpoint are defined by the number of sends where the phase occurs. The last two columns show the Phase ID and the weights of the phase.
The checkpoint operation is implemented before the starting point of the specific phase to guarantee the correct warm-up time for the machines components (e.g., cache and TLBs) [27] as shown in Fig. 8 . When the Startpoint of a phase occurs during execution, it sends a signal to all processes to coordinate and make the coordinated checkpoint [28] . Previous work on PAS2P used the BLCR library [29] , which requires installation at the kernel level. We have analyzed different checkpointing libraries and selected the DMTCP library [30] , which is a transparent user-level checkpointing library. The DMTCP creates snapshots of the application and the dynamically linked libraries and creates a binary that will contain the statically linked libraries.
To construct the signature, we have to instrument the application (binary); to do this, we use the same library we have been using to create the trace logs. This library interacts with the application, as well as with the external libraries. Another issue is how to detect relevant phases during the execution of the application. So, to construct the signature, we re-run the application loading the Libpas2p library and the phase table to instrument and detect where the phases occur.
As shown in Fig. 9a , Libpas2p detects a phase and calls the DMTCP library to create the checkpoint. Once it is done, the DMTCP returns the control to the Libpas2p to add the checkpoint into the signature. After completing the checkpoint for the last phase, the signature terminates the execution because it is not necessary to continue its execution. Finally we generate the signature, which is an instrumented code that knows where each phase begins and ends. A demonstration about the construction of the signature using the phase table of Fig. 7 is available in Appendix C of the supplementary material.
PREDICTION METHODOLOGY
To predict the execution time (PET) of the application on a target machine, Equation (1) is used. When we multiply the execution time of each phase (PhaseETi) by its weight (Wi defined as the number of phase repetitions), we obtain the application execution time
Run the signature means executing its constituent phases, the signature restarts the first checkpoint and after the warm-up begins measuring from the point a phase starts until it ends (communication events) as in Fig. 10 . When a phase is measured, the signature terminates the checkpoint execution and restarts the next checkpoint. This method is repeated for all phases, as shown in Fig. 9b . Finally, the signature applies the Equation (1) to predict the execution time. A demonstration about execution of the signature is available in Appendix C of the supplementary material. As Fig. 11 shows, the signature execution time comprises from the time it takes to restart the checkpoint to measure phase A until it finishes the prediction model. When phase A is measured, the signature terminates the checkpoint execution and restarts at the next checkpoint. When phase B is measured, all processes generate MPI messages to inform process 0 that they have finished and process 0 applies Equation (1) to predict the application execution time.
EXPERIMENTAL RESULTS
In this section, we validate the prediction methodology demonstrating that the signature works and is able to obtain an accurate prediction of the application in a short time (signature execution time). Section 6 gives more details on the set of experiments we carried out in order to show the overhead generated by the instrumentation, the time required to analyze the tracefiles and the construction time of the signature. We show the signature execution for each application on three clusters, varying the number of cores. We predict their execution times and report the prediction quality of each signature. Table 2 shows the characteristics of these machines.
To evaluate the prediction quality and validate the proposed methodology, we performed an experimental evaluation on target machines, labeled A, B, C and for the experiments with different ISA (Cluster D) we show them in Appendix E, available in the supplemental material. We present the results obtained for the CG, BT and SP from the NPB, Sweep3D, POP, and SMG2000.
The method used to obtain the results involves executing each application, as shown in Fig. 1 . We add a new block named experimental validation, illustrated in Fig. 12 , where we execute the application on base machine to extract the signature and then we execute the signature in target machine changing the mapping policies to obtain the predicted execution time (PET). Finally, we execute the whole application on target machine to compare the predicted execution time with the application execution time to obtain the prediction execution time error (PETE).
To present how we obtain the predicted execution time, Table 3 shows information about the execution carried out in the base machine, as well as how we select the relevant phases based on the total number of them there, and once the signature has been constructed, Table 3 shows information about the execution of the signature, each phase's execution time and the signature prediction results. We executed the application MD Moldy with 256 processes to analyze and extract the phases to construct the signature. Table 3 also shows the size of the trace file and time required to analyze the trace file produced by the instrumentation, as well as its size (5.2 GB). When we analyzed the trace file, we extracted the 13 phases that compose the total application behavior. From here, to construct the signature we selected the most relevant phases, those ID's that represent 1 percent or more of the application execution time.
To obtain the prediction execution time (PET), it is necessary to execute the signature on the target machine to measure each phase execution time. This time also includes the computation and communication time of each phase on the target machine. Finally, using Eq. (1), we obtain the predicted execution time. In the same Table 3 , we perform the same procedure, that is, we execute the application LU from NAS Parallel Benchmarks, and GROMACS with a different number of processes. See Appendix D, which is available in the supplemental material. Appendix D, available in the online supplemental material, presents information about the analysis and its relevant phases, as well as their weights used to construct the signature and ultimately predict the execution time of each application. We applied our prediction methodology to the above applications to extract phases and obtain the application signatures. After running the signatures from all applications, we obtained the execution time for each phase and the signature execution time, the SET is the sum of the execution times of all constituent phases. To obtain the predicted execution time, we multiply the execution time of each phase by the weight vector given by the PAS2P tool and add the times obtained.
Construct the Signatures on Cluster A (Base Machine) and Predict the AET for Target Machine
In this section we have constructed the signature on base machine (cluster A), aiming to validate our methodology being able to make predictions changing the mapping policies. Information about the executions on the base machine is shown in Appendix F, available in the online supplemental material. Once we have the signature, we take the signature to predict the performance for target machine (cluster B). We executed the applications shown in Table 4 , which also shows the number of processes and the workload used for the application analysis to extract the signature. Table 5 shows the results from cluster B (target machine) with different number of cores, indicating that the application runtime may vary depending on the number of cores, the core architecture (i.e., CPU speed, CPU cache, and interconnection between the cores) and the interconnection network. When comparing columns 3 (SET) and 7 (AET), it can be seen that the SET is notably shortened compared with the AET. Column 4 shows the percentage value obtained by dividing the SET by the AET, showing that the signature represents a small fraction of the application execution time. Column 5 shows the predicted execution time. Finally, column 6 presents the prediction execution time error.
These results show that the signature execution time decreased by 98.26 percent, meaning that the signature represents 1.74 percent of the application execution time. We also see that the prediction quality has an average accuracy of over 97.55 percent.
Construct Signatures on Cluster C (Base Machine) and Predict the AET for Target Machine
We used the same applications and changed the number of processes and workload for cluster C. As shown in Table 6 , we instrumented each application to generate a tracefile to be used as input for the PAS2P tool giving phases and weights, which we use to build the signatures on the base machine. The information about the execution of the signature on the base machine is presented in Appendix F, available in the online supplemental material. After generating signatures on cluster C, we moved them to cluster A to predict the time that the application takes to run. In this case, we have two different interconnection networks: cluster C has an Infiniband network, and cluster A has a Gigabit Ethernet network; each rack in cluster A has two dual-core processors, and cluster C has four quad-core processors.
We used cluster A as the target machine and executed the signature to obtain the prediction execution time for the application. As Table 7 shows, a yielding maximum error of 6.4 percent appears when we execute the entire application due to the execution of the relevant phases and not the total number of phases that the application has.
We have generated signatures with 256 processes on the base machine using 256 cores, the target machine (cluster A) has 128 cores; therefore, on cluster A, we mapped the signature assigning two processes to share the same core. The data shown in Table 7 allows us to analyze the signature executions on target machine. As we can see, once we have migrated the signature to a target machine that has fewer cores than the base machine on which it was created, the prediction error is still low and the SET compared with the AET is maintained below 8 percent. Finally, we ran the selected applications on the three clusters with different characteristics, generating signatures from 32 to 256 processors. In this case, we obtained an overall prediction error of 3 percent.
As a summary of our experimental results, we conclude that the proposed prediction methodology using signatures to predict the application execution time has enabled us to achieve two main objectives.
The first objective was to create a signature that had the same behavior as the application with an average prediction error of 3 percent. A portion of this error depends on the number of relevant phases that form the signature. If we take all the application phases, including both the relevant and not-relevant phases (initialization phases and finalization phases), this prediction error is reduced because the application execution time is the sum of the execution times of all phases.
The second objective was to make the prediction execution time fall within a bounded time using the signature execution. In this experimental validation, the signature execution time represents 1.74 percent of the total application execution time.
PERFORMANCE OF THE PAS2P TOOL
In this section, we show the overhead and the time PAS2P requires to instrument, analyze and construct the signature. We carried out an additional set of experiments using Sweep3d and sweep.150 as input. We have also used the CG, BT, SP, FT and LU applications from NAS using the class D as input. In SMG2K we used as input -n 200 -solver 3 -iterations 550 compiled with 128 processes. The applications mentioned above were executed on cluster C, then we proceeded to analyze and construct the signature to execute it afterwards, using this same cluster as a target machine.
Once PAS2P finished instrumenting the applications, we obtained the tracefiles. The size of the tracefiles is shown in column TFSize of Table 8 . Column TFAT shows the time PAS2P requires to be able to analyze, create the application model and extract the phases. In the same Table 8 , the Total Phases column gives the number of phases detected on every application used and from which we select the most relevant. The last column signature construction time (SCT) gives the time required to construct the signature. Being able to construct the signature requires to re-running the application in order to make the checkpoints, which we need to execute the relevant phases. To get the SCT we have to measure from the re-execution application until the last checkpoint saved, adding the time needed to make checkpoints.
The PAS2P tool instruments the application generating an overhead as shown in Table 9 . We had previously executed the applications without any instrumentation (AET) to be able to compare them with the execution of the application instrumented by PAS2P (AETPAS2P). The overhead caused by PAS2P instrumentation depends on the number of communication events that the applications have to perform. In this case, of all the applications we tested, LU has the highest overhead.
The same Table 9 shows the SET, which is the time required to measure the phases and predict the execution time of the application. Comparing both columns (AET versus SET) we can see that there is a considerable reduction in the AET. The last column shows the overhead given by total time it takes to generate and run the signature to achieve a performance prediction on target machine. We must point out that the construction of the signature is created only one time on base machine, then, to predict the performance, we migrate the signature to the target machines without the need to analyze the application again. Is an important note that the application FT has the highest overhead. When we analyzed the phases of the application (Table C. 2 of the Appendix C, available in the online supplemental material), we found out that the highest weight was 20, meaning the application has little repetitiveness. The overhead in FT is due to the high SCT, this is, if we have to construct the signature we have to make a checkpoint to the phase but at the same time we have to guarantee the warm up of machine, therefore, the checkpoint is made after the phases have occurred a series of times, which is why the SCT is greater than the AET. Anyway, the signature is constructed only once in base machine. To predict the performance in difference machines only we have to execute the same signature in a very bounded time.
In case the application does not have a repetitiveness (communication repetitiveness), PAS2P can extract the phases, but the time to execute the phases will be similar as to execute the whole application. Another example is the master/worker pattern, where the master sends the job to the workers, then the workers compute and when they end the job send their results to the master. In this kind of applications PAS2P detects one phase with a weight of 1 and executing this phase will be the same as to execute the whole application.
CONCLUSIONS AND FUTURE WORK
The PAS2P methodology allows us to generate a model of a parallel application and automatically extract its most significant phases to create a signature whose execution lets us predict the application's performance on different parallel computers. We tested our methodology over different clusters using a set of scientific applications, varying the number of cores or CPU type. We used dual core, 2 Â quad-core and 4 Â quad-core. In addition, we used different interconnection networks, such as Gigabit Ethernet and Infiniband, obtaining an average 97 percent prediction quality. As a utility, using the signature as meta-information allows us to evaluate the execution time of programs in service queues in order to provide useful information for schedulers.
To predict the performance of an application, we construct a signature that depends on the number of processes the application itself has executed. Nevertheless, the signature is able to execute using different mappings, increasing or decreasing the number of CPUs to know the application execution time using different system resources. The prediction that the signature gives would only be useful for the data set employed in the construction of the application signature. To predict with a different data set, we would have to re-execute the application for each one of them, in order to analyze and extract the phases that will compose the signature.
PAS2P has some limitations when it comes to extracting phases of applications with very little communication repetitiveness. When this happens, the runtime of the phases would be very similar to the execution time of the entire application. Additionally, PAS2P cannot predict I/O applications. Another limitation is that we cannot port the signature to the target machine since the target machine has a different ISA than the base machine. In this case, we can just construct the signature again, using the information from the phases and weight extracted in the base machine.
We propose that the PAS2P tool be used to help programmers identify performance issues when designing scientific algorithms, enabling the generation of a parallel application model. PAS2P allows us to easily create a signature that can be executed on other machines by simply extracting the application phases. It also enables us to predict how the application's performance will be on target machines by its execution. We have tested our methodology on a set of scientific applications, making variations on the number of nodes and the interconnection networks, obtaining a good prediction quality.
