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Abstract
We study the Ising model on Z2 and show, via numerical simulation, that allowing
interactions between spins separated by distances 1 and m (two ranges), the critical temper-
ature, Tc(m), converges monotonically to the critical temperature of the Ising model on Z4
as m→∞. Only interactions between spins located in directions parallel to each coordinate
axis are considered. We also simulated the model with interactions between spins at dis-
tances of 1, m and u (three ranges), with u a multiple of m; in this case our results indicate
that Tc(m,u) converges to the critical temperature of the model on Z6. For percolation,
analogous results were proven for the critical probability pc [B. N. B. de Lima, R. P. Sanchis
and R. W. C. Silva, Stochastic Process. Appl. 121, 2043 (2011)].
Keywords: Multi-range Ising model; Phase transition; Percolation
1. Introduction
The Ising model and percolation are among the most important problems in statistical
mechanics. The former, introduced in 1920 by Wilhelm Lenz [1], exhibits a continuous
transition between paramagnetic and ferromagnetic phases as temperature T is varied, while
the latter, proposed in 1957 by Broadbent and Hammersley [2] to characterize transport in
random media, exhibits a transition between phases with and without global connectivity
as the concentration p is varied. A key question regarding these models is the critical value,
Tc or pc. For the hypercubic lattice Zd, the critical value is known exactly only for d = 1
and d = 2 [3, 4, 5]. Although quite precise estimates for the critical point are available in
some other cases [6-18], the exact values are unknown. The present study is motivated by a
recent work of Lima, Sanchis and Silva [19], who consider percolation on Zd adding n bonds
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of distinct lengths. They show that when these lengths tend to infinity, the percolation
threshold converges to that of Z2d(n+1). Here we investigate whether an analogous result
holds for the critical temperature of the Ising model.
In [19], the authors consider bonds of length
m1 = k1,m2 = (k1 × k2), ...,mn = ( k1 × k2 × ... × kn )
parallel to each coordinate axis, where ki ∈ {2, 3, ...} for all i, and prove that, if d ≥ 2, the
critical point converges to the critical point of percolation on Zd(n+1) as ki →∞, for all i, in
both bond and site percolation. This model is called multi-range percolation. These authors
also conjecture that convergence is monotone and nonincreasing in each variable ki. Recent
numerical work suggests that, if d = 2, this conjecture is valid for n = 1 and n = 2 [20].
These results raise the question whether other models exhibiting phase transitions and
having local interactions between sites (bonds), have properties similar to multi-range per-
colation. In this study, we provide numerical evidence suggesting that this is the case for the
Ising model in d = 2 dimensions, for n = 1 (two ranges) or n = 2 (three ranges). We believe
the same should occur for any n and d ≥ 2, as observed in percolation. Our results apply to
the critical temperature, Tc, allowing its determination in higher dimensions by simulating
the model with multiple ranges in lower dimensions, reducing computational complexity
and cost. Here, nonincreasing monotone convergence is obtained by considering the inverse
critical temperature Kc instead of Tc.
Turban obtained analytical results for an Ising model with n = 1 in one dimension [21].
He studied a chain of N sites with m − spin interactions with coupling constant J in a
field H. Using a change of spin variables, this model can be transformed into the multi-
range Ising model in d = 1 with n = 1 and first-neighbor interactions H and mth-neighbor
interactions J . Turban showed that this model can be reinterpreted as a 2d Ising model in
zero external field and with first-neighbor interactions H and J (one for each direction) on
the rectangular lattice of size N
m
×m. In the thermodynamic limit N
m
→∞ and m→∞, this
model displays the critical behavior of the Ising model in two dimensions. Similar results
were obtained for the Potts model [22].
The multi-range Ising model on Zd is defined as follows. Let ui denote the i-th component
of the vector ~u ∈ Zd. Fixing a positive integer n and a sequence, not necessarily ordered,
~kn = (k1, . . . , kn) of integers greater than one, define mi =
∏i
j=1 kj, for 1 ≤ i ≤ n, and the
graph G
~kn
d = (Zd,E1 ∪ (∪ni=1Emi)), where
El = {(~v, ~w) ∈ Zd × Zd;∃! i ∈ {1, . . . , d} with |vi − wi| = l and vj = wj,∀j 6= i}
is the set of all bonds of length l that are parallel to one of the coordinate axes. This implies
that G
~kn
d is Zd decorated with all bonds parallel to each coordinate axis having lengths
1,m1,m2, . . . ,mn. Therefore, this graph has n+ 1 different ranges.
The energy of a spin configuration {σ} is
2
H = −J
n∑
u=0
∑
{i,j}
(i,j)∈Emu
σiσj
where m0 ≡ 1. The spins σi take values {−1,+1} and J is the coupling constant (we take
J = 1.).
The remainder of this paper is organized as follows. Section 2 describes our simulation
procedure and Section 3 discusses the results obtained. Key conclusions and open questions
are summarized in Section 4.
2. Numerical Procedure
We use the Wolff algorithm [17] to estimate the mean magnetization 〈M〉, Binder cumu-
lant U , and magnetic susceptibility χ on L×L square lattices with periodic boundaries. For
n = 1 (two ranges), we simulate the model with m1 = m, where m ∈ {2, 5, 8, 10, 13, 16, 19};
for n = 2, we use m1 = m and m2 = m
2 where m ∈ {2, ..., 6}. We study system sizes
768 ≤ L ≤ 2048 (n = 1) and 1280 ≤ L ≤ 2560 (n = 2) (Note: For n = 1 with m = 16 and
m = 19 , and n = 2 with m = 6, we only consider 1024 ≤ L ≤ 2048 and 1536 ≤ L ≤ 2560,
respectively, to reduce finite-size effects). The number of Wolff steps following equilibration
ranges from 2× 106 (L = 768) to 106 (L = 2560). We use one fifth of the number of Wolff
steps previously mentioned for equilibration.
We estimate the inverse critical temperature, Kc(m), using a procedure similar to that
of [18]. Initially, we estimate the critical exponent ν through the relation,
dU
dK
∣∣∣∣
max
∼ L 1ν . (1)
The effective inverse critical temperature, Kc(m;L), for a system of length L, can be
taken as the value that maximizes
dU
dK
or χ. Thus, for each m and L, we obtain two estimates
for Kc(m;L). Given estimates Kc(m;L) for a series of L values, Kc(m) is estimated using
the finite-size scaling (FSS) relation,
Kc(m) ≈ Kc(m;L) + λL− 1ν + θL−2, (2)
where λ and θ are constants. The correction term ∝ L−2 is used because without it, the
residuals for certain values of m and n exhibit a systematic (parabolic) dependence on L.
For n = 2, we also estimated the critical exponents γ and β using the FSS relations,
χmax ∼ L
γ
ν and 〈M〉
∣∣∣∣
K=Kc(m;L)
∼ L−βν (3)
where χmax represents the maximum of χ for size L. The left side of the second expression
represents the mean magnetization calculated at the effective inverse critical temperature
Kc(m;L) (estimated through χ).
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Figure 1: (Color online) Graphs obtained for n = 2 considering m = 2 (size ranges: 1, 2 and 4). In the
left panel, we determine 1ν (black squares),
γ
ν (red circles) and −βν (blue triangles) in a log-log plot using
relations (1) and (3). The right panel shows the estimated Kc(m) using the finite-size scaling (2), considering
the function dU
dK
(black squares) and χ (red circles).
Table 1: Fitting parameters for Kc(m) using Eq. (4).
n Function a b c (Kc) R-Square
1
χ 0.1015(15) -2.069(23) 0.149642(59) 0.999990
dU
dK
0.1008(17) -2.061(26) 0.149655(53) 0.999987
2
χ 0.0880(59) -3.280(104) 0.092207(79) 0.999755
dU
dK
0.0866(27) -3.260(50) 0.092190(39) 0.999976
To estimate lim
m→∞
Kc(m) we use a three-parameter fit of the form
Kc(m) = am
b + c, (4)
where a, b and c are fitting parameters. Details of the uncertainty analysis are provided in
the supplementary material.
3. Results
For n = 2 with m = 6, Figure 1 shows log-log plots of the data used to determine the
critical exponents and Kc(m) through relations (1), (2), and (3). The best-fit values of a, b
and c using Equation 4 are summarized in Table 1 and Figure 2. They suggest that Kc(m)
follows a power law as a function of m and converges to the inverse critical temperature of
the Ising model on Z4 (0.1496947(5) [11]) for n = 1, and on Z6 (0.09229(4) [12]) for n = 2.
The small discrepancies between our results and previous estimates for Kc(Z6), obtained
using χ, are likely due to the limited number of Wolff steps employed for each L value
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Figure 2: Analysis of Kc(m) as a function of m. Left: n = 1, right: n = 2. The inverse critical temperature
appears to converge monotonically to Kc(Z4) (n = 1) and to Kc(Z6) (n = 2).
Table 2: Estimated inverse critical temperature and critical exponents for n = 1.
m1 Kc (χ) Kc
(
dU
dK
)
ν
2 0.173823(7) 0.173822(49) 0.999(19)
5 0.153280(24) 0.153295(53) 0.961(10)
8 0.150995(40) 0.151095(57) 0.945(17)
10 0.150501(50) 0.150528(60) 0.947(9)
13 0.150185(67) 0.150139(64) 0.926(20)
16 0.149941(83) 0.149975(68) 0.902(9)
19 0.149879(100) 0.149901(72) 0.907(68)
analyzed and/or the limited number of m values analyzed. Our goal was to be able to study
several cases to analyze the behavior of Kc(m) varying m, which required about five months
of cpu time on 50 cores with speed 3.2 GHz.
On the basis of the results obtained and the fact that there is analytical proof of conver-
gence of pc for the multi-range percolation model on the square lattice [19], we conjecture
that the same holds for the multi-range Ising model.
The estimated values of Kc(m) and the critical exponents are listed in Table 2 (n = 1)
and Table 3 (n = 2). We note that the critical exponents are close of the two-dimensional
Ising model (ν = 1, γ = 7
4
, β = 1
8
[23]) for m1 = 2 and m2 = 4. Our results for larger m
values are consistent with a shift toward mean-field exponents (ν = 1
2
, γ = 1, β = 1
2
[23]),
although the present data are insufficient to verify convergence.
For the multi-range percolation model with three ranges, 1, m and u, the effective critical
point varies in an irregular manner when u is fixed and m varies between 1 and u [20].
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Table 3: Estimated inverse critical temperature and critical exponents for n = 2.
m1 m2 Kc (χ) Kc
(
dU
dK
)
ν γ β
2 4 0.101266(13) 0.101234(19) 0.982(15) 1.725(20) 0.141(24)
3 9 0.094619(23) 0.094591(23) 0.982(21) 1.696(41) 0.141(17)
4 16 0.093133(32) 0.093156(26) 0.921(29) 1.518(69) 0.198(30)
5 25 0.092296(41) 0.092642(30) 0.953(15) 1.437(45) 0.285(31)
6 36 0.092508(51) 0.092434(33) 0.926(53) 1.244(90) 0.392(26)
Figure 3: Effective inverse critical temperature Kc(m;L) in model with sizes 1, m and u, where u is fixed
and m varies between 1 and u (L = 1536). The curve in the figure is guide for the eye.
We obtain numerical evidence showing analogous behavior in the multi-range Ising model.
The effective inverse critical temperature Kc(m;L) was estimated considering u = 15 and
1 < m < u for L = 1536 (see Figure 3).
4. Conclusion
We simulate the Ising model on Z2 with n + 1 interaction ranges, obtaining evidence
that the critical temperature of these models converges monotonically (following a power
law) to that of the Ising model on Z2(n+1) for n = 1 and 2. A more general result holds
for percolation; this model on Zd with n different ranges, each being a multiple of the pre-
vious one, the critical point converges to the critical point on Zd(n+1); whether the same
is true for Ising models is a question left for future study. Moreover, our findings raise
the question whether other models with local interactions and which exhibit phase transi-
tions exhibit similar connections between the number of interaction ranges and the critical
6
temperature. The present study also allows us to estimate the critical temperature for the
higher-dimensional Ising models by simulating the multi-range Ising model on Z2, raising
the possibility of a computationally efficient method to study critical properties of models
in higher dimensions.
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Supplementary Material - Uncertainty analysis.
Due to the large amount of data analyzed and the extensive time required to obtain them,
we have simplified obtaining uncertainties. To explain the methodology, we will separate
the cases analyzed in two groups. Group I consists of cases m = 2 and m = 19 for n = 1,
and m = 2 and m = 6 for n = 2. Group II contains the remaining cases. We describe the
steps used to estimate the uncertainty of each parameter in the following.
(1) Uncertainty in Kc(m;L) - Group I
For each n and m in this group, we determine χ and U for q values of the inverse critical
temperature in the vicinity of Kc(m;L) (q = 10). This step is performed dividing the
number of Wolff steps, following equilibration, into five parts. Uncertainties in χ(m,L,K)
and U(m,L,K) are estimated as the standard deviation of the mean. This procedure was
perfomed only for the two largest values of L, which we will denote for L1 and L2.
Let Kc,χ(m;L) be the value of K that maximizes χ for a given m and L. Kc,χ(m;L)
is determined by fitting a cubic spline to the simulation data (q points) and locating the
maximum of this polynomial. We estimate the uncertainty in Kc,χ(m;L) via the following
procedure. For each m, n, L and K, let the χ values be χ1, ..., χq and the associated
uncertainties be δ1, ..., δq. For each i ∈ {1, ..., q} let ∆Ki be the difference in Kc,χ(m;L)
calculated using χi + δi and using χi, with all other χ’s taking their central values. Then
we have for the uncertainty in Kc,χ(m;L),
∆Kc,χ(m;L) =
√
(∆K1)2 + · · ·+ (∆Kq)2. (5)
The estimates for Kc(m;L) obtained by maximizing the derivative of U are derived in
a similar manner. The derivative is determined fitting U using a five-parameter logistic
function U = a1 +
a2−a1
(1+(a3/K)a4 )a5
to the data for U in the vicinity of Kc(m,L), again using
q points. We then calculate the derivative of the logistic function to estimate dU
dK
(U ′). A
similar procedure was used to estimate the uncertainties in χmax(m;L) and U
′
max.
(2) Uncertainty in Kc(m) - Group I
We estimate the critical exponent ν using the relation (1) and, using the relation (2),
perform a three-parameter fit to determine the central value Kc(m) and a fitting uncertainty
∆f . We calculated δLi , the uncertainty in Kc(m) induced by ∆Kc,χ(m;Li), as the difference
in the value obtained through the fit of points using Kc,•(m;Li) + ∆Kc,•(m;Li) and Kc(m),
with all other Kc,•(m;Li)’s taking their central values (the symbol • denotes χ or dUdK ).
The final uncertainty estimate in Kc(m) is
∆Kc(m) =
√
(δL1)
2 + (δL2)
2 + (∆f )2. (6)
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(3) Uncertainty in Kc(m) - Group II
We did not estimate uncertainties for Kc,•(m;L) in this group, as these data were ob-
tained in single runs. To estimate the uncertainty in Kc(m) we perform a linear interpolation
using the uncertainties obtained for group I (Table 4). We assume that ∆Kc(m) grows with
m due finite size effects; the uncertainties determined for group I support this assumption.
Table 4: Uncertainty estimates for group I.
n m ∆Kc(m)(χ) ∆Kc(m)(U
′)
1
2 1.99× 10−5 2.32× 10−5
19 3.85× 10−5 3.49× 10−5
2
2 1.31× 10−5 1.93× 10−5
6 5.08× 10−5 3.30× 10−5
(4) Uncertainties in Kc(Z4) and Kc(Z6)
For estimate the uncertainties in Kc(Z4) and Kc(Z6) via Eq. (4), we use the same
procedure used to estimate ∆Kc,χ; in this case we have q = 7 data points for n = 1, and
q = 5 for n = 2 (q is the number of m values analyzed).
(4) The critical exponents
For group I, we estimate the uncertainty in ν using a similar procedure to that used
for Kc(m). Using (1), we perform a linear fit to log (L) versus log (U
′
max) to determine
the central value ν and a fitting uncertainty ∆f . We calculated the uncertainties δLi in-
duced by ∆U ′max(m;Li) as the difference in the value obtained through the linear fit using
U ′max(m;Li) + ∆U
′
max(m;Li) and ν, with all other U
′
max(m;Li)’s taking their central val-
ues. The final uncertainty estimate is
∆ν =
√
(δL1)
2 + (δL2)
2 + (∆f )2. (7)
The uncertainties in the critical exponents γ and β are obtained similarly.
For group II, the only estimated uncertainty for each critical exponent was that obtained
by the uncertainty of the linear fit. Therefore these uncertainties are probably underesti-
mated.
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