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Motivated by recent studies which show that topological phases may emerge in strongly correlated
electron systems, we theoretically study the strong electron correlation effect in a three-dimensional
(3D) topological insulator, which effective Hamiltonian can be described by the Wilson fermions.
We adopt 1/r long-range Coulomb interaction as the interaction between the bulk electrons. Based
on the U(1) lattice gauge theory, the strong coupling expansion is applied by assuming that the
effective interaction is strong. It is shown that the effect of the Coulomb interaction is equivalent to
the renormalization of the bare mass of the Wilson fermions, and that as a result, the topological
insulator phase survives in the strong coupling limit.
PACS numbers: 71.27.+a, 11.15.Ha, 11.15.Me, 03.65.Vf
I. INTRODUCTION
Recently discovered topologically nontrivial phases
have attracted many researchers and offered a new direc-
tion to modern physics1,2. Topologically nontrivial phase
and trivial phase, in the presence of time-reversal sym-
metry, are distinguished by the Z2 invariant
3,4. Strong
spin-orbit coupling is known to be essential to realize
topological phases, since topological phases originate in
the parity change in the lowest unoccupied band from
even to odd induced by spin-orbit coupling. Topolog-
ical phases are characterized by the gapless edge (sur-
face) states which are protected by time-reveral symme-
try. In 3D topological insulators, the surface states are
described by the two-component massless Dirac fermions.
The bulk states in such as Bi2Se3 are described by the
four-component anisotropic massive Dirac fermions5. It
is known that the surface states are robust against per-
turbation and disorder6,7. What about against electron
correlation, i.e. Coulomb interaction? This is a natural
question, because it has been revealed that strong elec-
tron correlation is important in many systems and may
induce novel phenomena.
A novel Mott-insulating phase was found recently in
an iridate8, a 5d-electron system, and has gathered much
attention. Remarkably, the phase is induced by the coop-
eration of strong spin-orbit coupling and strong electron
correlation. Evolved by this discovery, many studies have
been done intensively in systems where both spin-orbit
coupling and electron correlation exist, for the search for
novel phases induced by them. Especially, it is of inter-
est that topological phases such as the quantum spin Hall
insulator9 and the Weyl semimetal10 are predicted in iri-
dates. These results suggest that topological phases may
emerge in strongly correlated d-electron systems. Preced-
ing studies mainly focus on the competition between the
spin or charge ordered phase and the topological phase
in Hubbard-like models on honeycomb lattices11–19, other
2D lattices20–24 and 3D lattices25–28. Another study on
the surface Dirac fermions shows that the Dirac fermions
become massive with finite correlation strength due to
the spotaneous magnetization29.
On the other hand, the electron correlation effect in
graphene, a two-dimensional Dirac fermion system, has
been studied widely. In graphene in vacuum, the cou-
pling constant becomes effectively large due to the small
Fermi velocity. It has been predicted that a finite band
gap is induced in charge neutral graphene in vacuum.
In such a case, the strong coupling lattice gauge the-
ory is applied30–38. The chiral condensate is the order
parameter for the insulator-semimetal transition in the
lattice gauge theory. It is noteworthy that lattice Monte
Carlo studies show quantitatively correct critical value of
the coupling strength below which the system becomes
gapless31,32,38 (graphene on a SiO2 substrate is conduct-
ing). These results motivated us to do this study.
In this paper, we focus on the strong electron correla-
tion effect in a 3D Dirac fermion system on a lattice which
is a simple model describing a topologically nontrivial
state. We adopt 1/r long-range Coulomb interaction as
an interaction between the bulk electrons, because the
screening effect in Dirac fermion systems is considered
to be weak due to the vanishing of the density of states.
This situation is nothing but what is described by the
U(1) lattice gauge theory. Therefore, we can perform
the strong coupling expansion of the lattice gauge theory
by assuming that the effective coupling constant is large.
The procedure is as follows. First we derive the effective
action by the strong couling expansion. Next we calcu-
late the effective potential (the free energy per unit vol-
ume at zero temperature) with the use of the Hubbard-
Stratonovich transformation and the mean-field approx-
imation. Finally we obtain the value of the chiral con-
densate as the stationary point of the effective potential.
Our model, the Wilson fermions, breaks chiral symmetry
by itself, and thus we cannot use the chiral condensate as
the order parameter for the the insulator-semimetal tran-
sition. We regard the chiral condensate as a correction
to the bare mass.
The main purpose of this study is devided into two
2parts: (I) answer the question that whether the topo-
logical insulator phase survives at the limit of infinitely
strong Coulomb interaction between the bulk electrons,
or not. To do this, we have to obtain the value of the
chiral condensate, which corresponds to a correction to
the bare mass, in the strong coupling limit. (II) search
for the phase in which time-reversal and inversion sym-
metries are spontaneously broken due to electron cor-
relation. Such a phase, ”Aoki phase” has been con-
firmed in the lattice quantum chromodynamics (QCD)
with Wilson fermions39–41 and was suggested recently in
a mean-field study of Wilson fermions with the short-
range interaction42.
II. MODEL
It is known that the effective Hamiltonian of 3D topo-
logical insulators such as Bi2Se3 is described by the Wil-
son fermion5:
H0(k) =
∑
j
sin kj · αj +m(k)β, (1)
where m(k) = m0+ r
∑
j (1− cos kj), r > 0, j (= 1, 2, 3)
denotes spacial axis, and αj , β are the Dirac gamma
matrices given by
αj =
[
0 σj
σj 0
]
, β =
[
1 0
0 −1
]
. (2)
The energy of this system is measured in units of vF/a
with vF and a being the Fermi velocity and the lat-
tice constant, respectively. The Hamiltonian (1) has
time-reversal (T ) symmetry and inversion (I) symmetry,
i.e., T H0(k)T
−1 = H0(−k) and IH0(k)I
−1 = H0(−k)
are satisfied, where T = 1 ⊗ (−iσ2)K (K is the com-
plex conjugation operator) and I = σ3 ⊗ 1. In the
Hamiltonian (1), the spinor is written in the basis of[
c†
kA↑, c
†
kA↓, c
†
kB↑, c
†
kB↓
]
, where c† is the creation oper-
ator of an electron, A, B denote two orbitals, and ↑ (↓)
denotes up- (down-) spin5.
In the presence of time-reversal symmetry and inver-
sion symmetry, the Z2 invariant of the system is given
by3,4
(−1)ν =
8∏
i=1
{−sgn [m (Λi)]} , (3)
where Λi are the eight time-reversal invariant momenta.
It is easily shown that if 0 > m0 > −2r or −4r > m0 >
−6r (m0 > 0, −2r > m0 > −4r, or −6r > m0), the
system is topologically nontrivial (trivial).
Let us consider a strongly correlated topological insula-
tor in the Euclidean spacetime, which is described by the
Wilson fermions with 1/r Coulomb interaction between
the bulk electrons. We start from the Euclidean action of
(3+1)D Wilson fermion interacting with electromagnetic
field on a lattice, which is given by
SF =−
∑
n,µ
[
ψ¯nP
−
µ Un,µψn+µˆ + ψ¯n+µˆP
+
µ U
†
n,µψn
]
+ (m0 + 4r)
∑
n
ψ¯nψn,
(4)
where P±µ = (r ± γµ)/2. Here n = (n0, n1, n2, n3) de-
notes a site on a spacetime lattice and µˆ (µ = 0, 1, 2, 3)
denotes the unit vector along µ-direction. Un,µ is the
link variable, which is defined by Un,µ = e
iagAµ(n+µˆ/2),
where Aµ = (A0,A) is the four-vector potential, a is
the lattice constant, and g2 = e2/ǫ with e and ǫ be-
ing electric charge and the permittivity of the system,
respectively. Although the timelike Wilson term (the
term proportional to r) is introduced artificially to elim-
inate fermion doublers, the spatial Wilson terms have
a physical meaning (arise due to strong spin-orbit cou-
pling). In this paper, according to the Hamiltonian (1),
we adopt the Dirac representation in the Euclidean space-
time ({γµ, γν} = 2δµν):
γ0 =
[
1 0
0 −1
]
, γj =
[
0 −iσj
iσj 0
]
, γ5 =
[
0 1
1 0
]
, (5)
where j = 1, 2, 3 and σj are the Pauli matrices.
In the case of 3D topological insulators, the Fermi ve-
locity vF is about 3× 10
−3c where c is the speed of light
in vacuum. Then the interactions between the bulk elec-
trons can be regarded as only the instantaneous Coulomb
interaction (Aj = 0) like in the case of graphene
30–38, so
the action (4) is rewritten as
SF = S
(τ)
F + S
(s)
F + (m0 + 4r)
∑
n
ψ¯nψn, (6)
where

S
(τ)
F = −
∑
n
[
ψ¯nP
−
0 Un,0ψn+0ˆ + ψ¯n+0ˆP
+
0 U
†
n,0ψn
]
S
(s)
F = −
∑
n,j
[
ψ¯nP
−
j ψn+jˆ + ψ¯n+jˆP
+
j ψn
]
,
(7)
and Un,0 = e
iθn (−π ≤ θn ≤ π). The Wilson fermions
breaks chiral symmetry by itself (the terms proportional
to r and m0), i.e., the action (6) is not invariant under
the chiral transformation ψ → eiθγ5ψ. In our model,
chiral symmetry is equivalent to the symmetry of the
pseudospin for two p-orbitals A and B. The pure U(1)
gauge action on a lattice is given by
SG = β
∑
n
∑
µ>ν
[
1−
1
2
(
Un,µν + U
†
n,µν
)]
, (8)
where β = vF/g
2. The plaquette contribution Un,µν is
defined by
Un,µν = Un,µUn+µˆ,νU
†
n+νˆ,µU
†
n,ν , (9)
3where Un,j = 1 in our case. The total action on a lattice
is written as
S = SF + SG. (10)
The dielectric constant ǫr of Bi2Se3 is rather large
43 (ǫr =
ǫ/ǫ0 ≈ 100). This means that the Coulomb interaction
between the bulk electrons in Bi2Se3 is considered to be
weak. In fact, the value of β is approximated as
β =
vFǫr
4πc
·
4πǫ0~c
e2
≈ 3, (11)
and we cannot perform the strong coupling expansion in
Bi2Se3. However, we think it would be important from
a theorerical viewpoint to examine the strong electron
correlation effect in Dirac fermion systems which describe
topologically nontrivial states.
III. EFFECTIVE ACTION
Let us perform the strong coupling expansion. The
strong coupling expansion has been often used in
QCD44–48 where the coupling between fermions (quarks)
and gauge fields (gluons) are strong. We can carry out
the U0 integral by using the SU(Nc) group integral for-
mulae:∫
dU1 = 1,
∫
dUUab = 0,
∫
dUUabU
†
cd =
1
Nc
δadδbc.
(12)
Our case corresponds to the case ofNc = 1. In the follow-
ing, we derive the effective action Seff [ψ, ψ¯] by carrying
out the U0 integral:
Z =
∫
D[ψ, ψ¯, U0]e
−SF−SG =
∫
D[ψ, ψ¯]e−Seff . (13)
First we consider the strong coupling limit (β = 0). In
this case, the timelike partition function is given by
Z
(τ)
SCL[ψ, ψ¯] =
∫
DU0e
−S
(τ)
F . (14)
Integration with respect to U0 is carried out to be
Z
(τ)
SCL = exp
[∑
n
ψ¯nP
−
0 ψn+0ˆψ¯n+0ˆP
+
0 ψn
]
. (15)
Here we have used the fact that the grassmann variables
ψ’s and ψ¯’s satisfy ψ2 = ψ¯2 = 0. We can rewrite this
term as
ψ¯nP
−
0 ψn+0ˆψ¯n+0ˆP
+
0 ψn = −tr
[
MnP
+
0 Mn+0ˆP
−
0
]
, (16)
where we have defined (Mn)αβ = ψ¯n,αψn,β and used
(P±0 )αβ = (P
±
0 )βα. The subscripts α and β denote the
component of spinors.
Next we evaluate the term of the order of β. In order to
evaluate the plaquette contributions from SG, we use the
cumulant expansion48,49. Let us define an expectation
value:
〈A〉 ≡
1
Z
(τ)
SCL
∫
DU0A[U0]e
−S
(τ)
F . (17)
Then using this definition, the full timelike partition
function can be expressed as
Z(τ) =
∫
DU0e
−S
(τ)
F −SG = Z
(τ)
SCL
〈
e−SG
〉
. (18)
The contribution from SG is given by
∆S ≡ − log
〈
e−SG
〉
= −
∞∑
n=1
(−1)n
n!
〈SnG〉c , (19)
where 〈· · · 〉c is a cumulant. The correction to the action
up to O(β) is given by
∆S = 〈SG〉c = 〈SG〉
= −
β
2
∑
n
∑
µ>ν
〈
Un,µν + U
†
n,µν
〉
.
(20)
The expectation value of Un,µν is evaluated as follows
48:
〈Un,µν〉 ≃
∫
dUn,0Un,µνe
−s
(τ)
P , (21)
where s
(τ)
P is the plaquette-related part of S
(τ)
F . We see
that the terms with (µ, ν) = (i, j) become constant and
find only (µ, ν) = (j, 0) terms to survive:

〈Un,j0〉 = −tr
[
V +n,jP
+
0 V
−
n+0ˆ,j
P−0
]
,〈
U †n,j0
〉
= −tr
[
V −n,jP
+
0 V
+
n+0ˆ,j
P−0
]
,
(22)
where we have defined
(
V +n,j
)
αβ
= ψ¯n,αψn+jˆ,β and(
V −n,j
)
αβ
= ψ¯n+jˆ,αψn,β.
Finally, substituting Eqs. (15) and (20) to Eq. (18),
we obtain the effective action up to O(β):
Seff =(m0 + 4r)
∑
n
ψ¯nψn −
∑
n,j
[
ψ¯nP
−
j ψn+jˆ + ψ¯n+jˆP
+
j ψn
]
+
∑
n
tr
[
MnP
+
0 Mn+0ˆP
−
0
]
+
β
2
∑
n,j
{
tr
[
V +n,jP
+
0 V
−
n+0ˆ,j
P−0
]
+ (V + ←→ V −)
}
.
(23)
IV. EFFECTIVE POTENTIAL AND CHIRAL
CONDENSATE
In this section, we derive the effective potential with
the use of the extended Hubbard-Stratonovich transfor-
mation (EHS)35–37,48, and then we obtain the value of the
4chiral condensate as the stationary point of the effective
potential. We apply the EHS to the trace of arbitrary
two matrices. Introducing two auxiliary fields R and R′,
we obtain
eκtrAB ∝∫
D[R,R′] exp

−κ
∑
αβ
[
(Rαβ)
2 + (R′αβ)
2
−(Aαβ +B
T
αβ)Rβα − i(Aαβ −B
T
αβ)R
′
βα
]
 ,
(24)
where κ is a positive constant and the superscript T de-
notes the transpose of a matrix. Two auxiliary fields take
the saddle point values Rαβ =
〈
A+BT
〉
βα
/2 and R′αβ =
i
〈
A−BT
〉
βα
/2, respectively. Defining Q = R+ iR′ and
Q′ = R− iR′, Eq. (24) is rewritten as
eκtrAB ∝∫
D[Q,Q′] exp
{
−κ
[
QαβQ
′
αβ −AαβQβα −B
T
αβQ
′
βα
]}
,
(25)
with the saddle point values Qαβ =
〈
BT
〉
βα
and Q′αβ =
〈A〉βα.
A. Effective Potential in the Strong Coupling Limit
We consider to decouple the third term in the ef-
fective action (23) to fermion bilinear form. To do
this, we set (κ,A,B) = (1,MnP
+
0 ,−Mn+0ˆP
−
0 ) in Eq.
(25). In this case, the saddle point values are given by
Qαβ = −
〈
Mn+0ˆP
−
0
〉
αβ
and Q′αβ =
〈
MnP
+
0
〉
βα
. Here let
us assume that
〈Mn〉 = σe
iθγ5 = σ(cos θI + i sin θγ5)
= σ
[
cos θ i sin θ
i sin θ cos θ
]
,
(26)
because we are now interested in the phase structure
of the Wilson fermions interacting via the long-range
Coulomb interaction in the strong coupling limit, i.e.,
the mass term (the terms proportional to the identity ma-
trix) is important when determining the phase is whether
topologically trivial or nontrivial (see Eq. (3)). We are
also interested in the possibility of the existence of the
symmetry broken phase (”Aoki phase”) in this model.
Thus the pseudoscalar modes iγ5 should be taken into
account. Then it follows that{ 〈
ψ¯ψ
〉
= σ cos θ ≡ φσ〈
ψ¯iγ5ψ
〉
= σ sin θ ≡ φpi.
(27)
The terms
〈
ψ¯ψ
〉
and
〈
ψ¯iγ5ψ
〉
decribe the chiral conden-
sate and the condensate of pseudoscalar mode, respec-
tively.
The Wilson fermions breaks chiral symmetry by itself
(the terms proportional to r and m0). Hence we cannot
use the value of
〈
ψ¯ψ
〉
to determine the system is whether
insulating or semimetallic, unlike in the case of graphene
where chiral symmetry is not broken in the noninteract-
ing limit. We regard the value of the chiral condensate〈
ψ¯ψ
〉
as a correction to the bare mass.
Substituting (κ,A,B) = (1,MnP
+
0 ,−Mn+0ˆP
−
0 ) to Eq.
(25), we obtain
exp
{
−
∑
n
tr
[
MnP
+
0 Mn+0ˆP
−
0
]}
∼ exp
{
−
∑
n
[
(1 − r2)φ2σ + (1 + r
2)φ2pi
+
1
2
ψ¯n
[
−(1− r2)φσ + iγ
T
5 (1 + r
2)φpi
]
ψn
]}
,
(28)
where we have applied the mean-field approximation for
the chiral condensate and the condensate of pseudoscalar
mode. Thus the effective action in the strong coupling
limit expressed by the two auxiliary fields φσ and φpi is
given by
Seff(φσ , φpi) =NsNτ
[
(1− r2)φ2σ + (1 + r
2)φ2pi
]
+
∑
k
ψ¯kM(k;φσ, φpi)ψk,
(29)
with
M =
∑
j
iγj sin kj +m0 + r
(
4−
∑
j
cos kj
)
−
1
2
(1− r2)φσ + iγ
T
5
1
2
(1 + r2)φpi .
(30)
Here Ns = V and Nτ = 1/T with V and T being the
volume and the temperature of the system, respectively
and we have done the Fourier transform from n = (n0,n)
to k = (k0,k).
The effective potential at zero temperature per unit
spacetime volume is given by
Feff(φσ , φpi) = −
1
NsNτ
logZ(φσ, φpi). (31)
Integration with respect to ψ and ψ¯ is carried out by the
formula
∫
D[ψ, ψ¯]e−ψ¯Mψ = detM. Therefore we need
to calculate the determinant of M. From Eq. (30), the
matrix M is written explicitly as
M =
[
m˜(k) + r σj sinkj + i
1+r2
2 φpi
−σj sin kj + i
1+r2
2 φpi m˜(k) + r
]
≡
[
A B
C D
]
,
(32)
where
m˜(k) = m0 −
1− r2
2
φσ + r
∑
j
(1− cos kj) . (33)
5As we see from Eq. (33), the chiral condensate φσ corre-
sponds to a correction to the bare mass m0 in the origi-
nal Hamiltonian (1). That is, m(k) in the noninteracting
Hamiltonian (1) changes to m˜(k) in the strong coupling
limit. The term ”r” of m˜(k)+ r in Eq. (32) originates in
the timelike components of the action. After a straight-
forward calculation, we have
detM = detA · det
(
D − CA−1B
)
=
[∑
j
sin2 kj + [m˜(k) + r]
2
+
(1 + r2)2
4
φ2pi
]2
.
(34)
The same result can be derived by the formula detM =√
det(MM†). Finally we arrive at the effective potential
in the strong coupling limit:
Feff(φσ , φpi) = (1− r
2)φ2σ + (1 + r
2)φ2pi − 2
∫ pi
−pi
d3k
(2π)3
× log
[∑
j
sin2 kj + [m˜(k) + r]
2 +
(1 + r2)2
4
φ2pi
]
.
(35)
The values of φσ and φpi are obtained by the stationary
conditions ∂Feff(φσ , φpi)/∂φσ = ∂Feff(φσ, φpi)/∂φpi = 0.
When r = 1, Eq. (35) does not depend on φσ . In this
case, the stationary point is obtained by the following
equation:
φσ =
1
4NsNτ
∫
D[ψ, ψ¯, U0]
∑
n ψ¯nψne
−S∫
D[ψ, ψ¯, U0]e−S
= −
1
4NsNτ
1
Z
dZ
dm0
=
1
4
dFeff
dm0
.
(36)
When r > 1, the coefficient of the first term in Eq. (35),
1 − r2, becomes negative and thus Eq. (35) does not
have the stationary point. This is because the logarith-
mic term is doninant when φσ is small and then φ
2
σ term
becomes dominant as φσ gets larger. Therefore the con-
dition that the coefficient of φ2σ must be positive is needed
for Eq. (35) to have the stationary point. This fact is
consistent with the requirement of the reflection positiv-
ity of lattice gauge theories with Wilson fermions50.
In the chiral limit (r = m0 = 0), the effective potential
is a function of only σ, reflecting the chiral symmetry of
the action. This is understood as follows: in the chiral
limit, the action is invariant under the chiral transfor-
mation ψ → eiθγ5ψ. This transformation doesn’t depend
on the value of θ, and thus the effective potential also
doesn’t depend on it. Note that this effective potential
corresponds to that of the staggered fermion (SF) model
for graphene35,36 except for an additional factor 4 by set-
ting r = 0 and changing from (3+1)D to (2+1)D:
Feff(φσ, φpi) = 4F
SF
eff (φσ, φpi). (37)
This result is reasonable, because the two cases describes
the same system where the 23 = 8 fermion doublers ap-
pear.
B. Effective Potential Up to O(β)
Let us evaluate the O(β) contribution to the effective
potential. We write the fourth term in the effective action
(23) as ∆S1 +∆S2(≡ ∆S). Then we should choose such
that (κ,A,B) = (β/2, V +n,jP
+
0 ,−V
−
n+0,jP
−
0 ) in Eq. (25)
for ∆S1:
e−∆S1 ∝ exp

−β2
∑
n,j
[
SαβS
′
αβ −AαβSβα −B
T
αβS
′
βα
] ,
(38)
with the saddle point values Sαβ =
〈
BT
〉
βα
=
−
〈
V −n+0,jP
−
0
〉
αβ
and S′αβ = 〈A〉βα =
〈
V +n,jP
+
0
〉
βα
. Sim-
ilarly, setting (κ,A,B) = (β/2, V −n,jP
+
0 ,−V
+
n+0,jP
−
0 ) in
Eq. (25) for ∆S2, we obtain
e−∆S2 ∝ exp

−β2
∑
n,j
[
TαβT
′
αβ −AαβTβα −B
T
αβT
′
βα
] ,
(39)
with the saddle point values Tαβ =
〈
BT
〉
βα
=
−
〈
V +n+0,jP
−
0
〉
αβ
and T ′αβ = 〈A〉βα =
〈
V −n,jP
+
0
〉
βα
.
Next we decompose
〈
V +n,j
〉
and
〈
V −n,j
〉
into spinor com-
ponents as follows:


〈V +n,j〉 ≡ v
+
s + iγ5v
+
p +
∑
µ
γµv
+
vµ +
∑
µ
iγ5γµv
+
aµ,
〈V −n,j〉 ≡ v
−
s + iγ5v
−
p +
∑
µ
γµv
−
vµ +
∑
µ
iγ5γµv
−
aµ,
(40)
where the first, second, third and fourth terms are the
components of scalar, pseudoscalar, vector and pseu-
dovector (axial vector) mode, respectively. The terms〈
V +n,j
〉
and
〈
V −n,j
〉
are equivalent to the propagator from
a point to another point. Only the scalar and vector
modes appear when parity is not broken, and the pseu-
doscalar and pseudovector modes may also appear when
parity is broken. Therefore these four modes should be
considered in Eq. (40).
After the calculation in the appexdix, we obtain the
O(β) contribution to the action as
6∆S =β
∑
n,j
[
(1− r2)v−s v
+
s + (1 + r
2)v−p v
+
p + (1− r
2)v−v0v
+
v0 − (1 + r
2)
∑
l
v−vlv
+
vl − (1 + r
2)v−a0v
+
a0 + (1 − r
2)
∑
l
v−alv
+
al
]
+
∑
n,j
[
ψ¯nA−ψn+jˆ + ψ¯n+jˆA+ψn
]
,
(41)
where
〈A−〉 =
β
4
[
−(1− r2)v−s + (1 + r
2)iγ5v
−
p − (1− r
2)γ0v
−
v0 + (1 + r
2)
∑
l
γlv
−
vl + (1 + r
2)iγ5γ0v
−
a0 − (1− r
2)
∑
l
iγ5γlv
−
al
]T
,
〈A+〉 =
β
4
[
−(1− r2)v+s + (1 + r
2)iγ5v
+
p − (1− r
2)γ0v
+
v0 + (1 + r
2)
∑
l
γlv
+
vl + (1 + r
2)iγ5γ0v
+
a0 − (1− r
2)
∑
l
iγ5γlv
+
al
]T
.
(42)
Then doing the Fourier transform and combining Eqs. (29) and (41), we get the effective action up to O(β) with
auxiliary fields:
Seff = S
aux
eff
(
φσ, φpi , v
±
s , v
±
p , v
±
vµ, v
±
aµ
)
+
∑
k
ψ¯kM
(
k;φσ, φpi , v
±
s , v
±
p , v
±
vµ, v
±
aµ
)
ψk. (43)
For the explicit forms of Sauxeff and M, see the appendix.
Finally, after eliminating the auxiliary fields v’s by the stationary conditions, we arrive at the effective potential up
to O(β) given by
Feff (φσ, φpi) =(1− r
2)φ2σ + (1 + r
2)φ2pi − 2
∫ pi
−pi
d3k
(2π)3
logX0 −
β
3
(1 + r2)
∑
j
[∫ pi
−pi
d3k
(2π)3
sin2 kj
X0
]2
−
β
3
(1 + r2)
[
1 + r2
2
φpi
∫ pi
−pi
d3k
(2π)3
∑
j cos kj
X0
]2
−
β
3
(1− r2)

∫ pi
−pi
d3k
(2π)3
m˜(k) + r
X0
∑
j
cos kj


2
+O(β2),
(44)
where we have defined X0 =
∑
j sin
2 kj + [m˜(k) + r]
2
+ (1+r
2)2
4 φ
2
pi .
V. NUMERICAL RESULTS
At first, we found that the value of φpi is zero at the
stationary point for any set of (r,m0). Hence in the fol-
lowing, we set φσ = −σ and φpi = 0 in Eq. (35) to cal-
culate the value of the chiral condensate σ. The term
iψ¯γ5ψ is odd under both time-reversal and inversion.
Therefore, this means that the phase with spontaneously
broken time-reversal and inversion symmetries does not
arise in the strong coupling (electron correlation) limit. A
mean-field study of Wilson fermions with the short-range
interaction from the weak coupling42 and a lattice strong
coupling expansion study of the Kane-Mele model on a
honeycomb lattice51 suggest the existence of this phase.
Such a phase, ”Aoki phase” (where parity and flavor sym-
metry are spotaneously broken) has also confirmed in the
lattice QCD with Wilson fermions39–41. We mention the
main difference between this analysis and lattice QCD ex-
cept for the gauge group as follows. Our effective model
has only temporal (timelike) link variablies in contrast
with lattice QCD. Spatial link variables are absent, like
in the case of free fermions. Parity-flavor symmetry is
not spontaneously broken in free fermions. This is one of
the reasons why the parity broken phase does not appear
in this analysis.
Them0-dependence of the chiral condensate σ is shown
in Fig. 1(a). The value of σ is expected to be quantita-
tively correct, based on the fact that the result of a strong
coupling expansion study in graphene35,36 is in good
agreement with that of lattice Monte Carlo studies30–33.
As mentioned above, in the noninteracting limit (i.e. at
β = ∞), the system with 0 > m0 > −2r (m0 > 0) is
identified as a topological (normal) insulator. The chi-
ral condensate is equivalent to a correction to the bare
mass. Hence it is natural to define the effective mass in
Eq. (33):
meff = m0 + (1− r
2)σ/2. (45)
The phase diagram with r = 0.5 in the strong coupling
limit calculated by the Z2 invariant (Eq. (3)) is shown in
Fig 1(b). In the strong coupling limit, the system with
0 > meff > −2r (meff > 0) is identified as a topological
(normal) insulator. From this phase diagram, we see that
the effect of the long-range Coulomb interaction is to shift
the region of the topological insulator phase. This result
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FIG. 1. (Color online) (a) m0-dependence of the chiral con-
densate σ in the strong coupling limit (β = 0). (b) Phase
diagram with r = 0.5 in the strong coupling limit. The
phase boundaries are determined by the condition meff = 0
or meff = −2r.
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FIG. 2. (Color online) β-dependence of the chiral condensate
σ at m0 = −r.
doesn’t contradict that of a mean-field analysis from the
weak coupling42.
The β-dependence of the chiral condensate σ is shown
in Fig. 2. We see that σ is a monotonically decreas-
ing function of the coupling strength β. This behavior
is consistent with a mean-field analysis from the weak
coupling42. Our result shows that the mass gap remains
finite, in contrast to the mean-field analysis in which the
mass gap becomes infinity in the strong coupling limit.
We see also that as r becomes smaller, the rate of de-
crease of σ becomes notable. Namely, as the original
mass of doublers becomes smaller, the energy gap of the
system becomes smaller, as is understood intuitively.
From Fig 2, it is concluded that the gapped phases
(normal or topological insulator phases) are stable in the
strong coupling region. This contrasts with the result
of the strong coupling expansion in graphene35,36. In
graphene, the rate of decrease of σ from β = 0 to β = 0.5
is about 60%36, whereas that of our model is about 3%
at r = 0.2. Namely, in our model, the topological insula-
tor phase survives in the strong coupling limit, although
graphene undergoes the semimetal-insulator transition in
the strong coupling region.
VI. DISCUSSION AND SUMMARY
So far we have obtained the value of the effective mass
up to of the order of the coupling strength β. We can
connect the phase boundary in the noninteracting limit
and that in the strong coupling region. A possible phase
diagram of the Wilson fermions interacting via the long-
range Coulomb interaction is shown in Fig. 3. A sim-
ilar behavior of the phase boundary between the topo-
logical insulator phase and the normal insulator phase
have been obtained in a mean-field analysis of the Wilson
fermions with the short-range interaction42. One might
wonder why the topological insulator phase survives at
infinite coupling. If the interaction is short-range, i.e.,
Hubbard-like, the antiferromagnetic phase is considered
to be dominant. However, in the present case, the inter-
action is pure 1/r Coulomb interaction. This difference
may affect the phase structure. A lattice strong coupling
expansion study of the Kane-Mele model on a honey-
comb lattice shows a similar result that when spin-orbit
coupling is sufficiently strong, the topological insulator
phase survives in the strong coupling limit.
To summarize, we have studied the strong electron
correlation effect in a 3D topological insulator which
effective Hamiltonian can be described by the Wilson
fermions. Based on the U(1) lattice gauge theory, we
have performed the strong coupling expansion. It was
found that the effect of long-range Coulomb interaction
corresponds to the renormalization of the bare mass. The
values of the chiral condensate, which is regarded as a
correction to the bare mass in the strong coupling limit,
are expected to be correct quantitatively. The behavior
of the chiral condensate in our model is similar to that
of the lattice QCD with Wilson fermions. The phase
where time-reversal and inversion symmetries are spon-
taneously broken (”Aoki phase”) was not found in the
strong coupling region, in contrast to the case of lattice
QCD. It was also found that the gapped phase is sta-
ble in the strong coupling region. This suggests that the
topological insulator phase survives in the strong cou-
pling limit. In this study, the bulk property of a 3D
topological insulator was examined. It will be interest-
ing to examine the strong correlation effect in the surface
Dirac fermions.
8-3 -2 -1  0  1
Topological
Insulator
Normal
Insulator
Normal
Insulator
 0
FIG. 3. (Color online) A possible phase diagram of theWilson
fermions interacting via the long-range Coulomb interaction
(r = 0.5).
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Appendix A: Detailed calculation of the effective potential up to O(β)
In this appendix, we show the detailed calculation of the effective Potential up to O(β). The terms which consist
of only auxiliary fields in Eqs. (38) and (39) are obtained as
SαβS
′
αβ =
〈
BT
〉
βα
〈A〉βα = −
〈
V −n+0,jP
−
0
〉
αβ
〈
V +n,jP
+
0
〉
βα
= −tr
[
〈V −n,j〉P
−
0 〈V
+
n,j〉P
+
0
]
= (1− r2)v−s v
+
s + (1 + r
2)v−p v
+
p + (1 − r
2)v−v0v
+
v0 − (1 + r
2)
∑
l
v−vlv
+
vl − (1 + r
2)v−a0v
+
a0 + (1− r
2)
∑
l
v−alv
+
al,
(A1)
and
TαβT
′
αβ =
〈
BT
〉
βα
〈A〉βα = −
〈
V +n+0,jP
−
0
〉
αβ
〈
V −n,jP
+
0
〉
βα
= −tr
[
〈V +n,j〉P
−
0 〈V
−
n,j〉P
+
0
]
= (1− r2)v−s v
+
s + (1 + r
2)v−p v
+
p + (1− r
2)v−v0v
+
v0 − (1 + r
2)
∑
l
v−vlv
+
vl − (1 + r
2)v−a0v
+
a0 + (1− r
2)
∑
l
v−alv
+
al.
(A2)
The fermionic terms in Eq. (38) are obtained as
−AαβSβα =
(
V +n,jP
+T
0
)
αβ
〈V −
n+0ˆ,j
P−T0 〉βα = ψ¯n
(
P+0 〈V
−
n,j〉P
−
0
)T
ψn+jˆ (A3)
with
P+0 〈V
−
n,j〉P
−
0 =
1
4
[
(r2 − 1)v−s + iγ5
{
(r2 + 1)v−p − 2rv
−
a0
}
+ γ0 · (r
2 − 1)v−v0
+
∑
k
γk · (r
2 + 1)v−vk + iγ5γ0
{
−2rv−p + (r
2 + 1)v−a0
}
+
∑
k
iγ5γk · (r
2 − 1)v−ak
]
,
(A4)
and
−BTαβS
′
βα =
(
V −
n+0ˆ,j
P−T0
)
βα
〈V +n,jP
+T
0 〉αβ = ψ¯n+jˆ
(
P−0 〈V
+
n,j〉P
+
0
)T
ψn (A5)
9with
P−0 〈V
+
n,j〉P
+
0 =
1
4
[
(r2 − 1)v+s + iγ5
{
(r2 + 1)v+p + 2rv
+
a0
}
+ γ0 · (r
2 − 1)v+v0
+
∑
k
γk · (r
2 + 1)v+vk + iγ5γ0
{
2rv+p + (r
2 + 1)v+a0
}
+
∑
k
iγ5γk · (r
2 − 1)v+ak
]
.
(A6)
Similary, the fermionic terms in Eq. (39) are obtained as
−AαβTβα =
(
V −n,jP
+T
0
)
αβ
〈V +
n+0ˆ,j
P−T0 〉βα = ψ¯n+jˆ
(
P+0 〈V
+
n,j〉P
−
0
)T
ψn (A7)
with
P+0 〈V
+
n,j〉P
−
0 =
1
4
[
(r2 − 1)v+s + iγ5
{
(r2 + 1)v+p − 2rv
+
a0
}
+ γ0 · (r
2 − 1)v+v0
+
∑
k
γk · (r
2 + 1)v+vk + iγ5γ0
{
−2rv+p + (r
2 + 1)v+a0
}
+
∑
k
iγ5γk · (r
2 − 1)v+ak
]
,
(A8)
and
−BTαβT
′
βα =
(
V +
n+0ˆ,j
P−T0
)
βα
〈V −n,jP
+T
0 〉αβ = ψ¯n
(
P−0 〈V
−
n,j〉P
+
0
)T
ψn+jˆ (A9)
with
P−0 〈V
−
n,j〉P
+
0 =
1
4
[
(r2 − 1)v−s + iγ5
{
(r2 + 1)v−p + 2rv
−
a0
}
+ γ0 · (r
2 − 1)v−v0
+
∑
k
γk · (r
2 + 1)v−vk + iγ5γ0
{
2rv−p + (r
2 + 1)v−a0
}
+
∑
k
iγ5γk · (r
2 − 1)v−ak
]
.
(A10)
Then doing the Fourier transform and combining Eqs. (29) and (41), we get the effective action up to O(β) with
auxiliary fields:
Seff = S
aux
eff
(
φσ, φpi , v
±
s , v
±
p , v
±
vµ, v
±
aµ
)
+
∑
k
ψ¯kM
(
k;φσ, φpi , v
±
s , v
±
p , v
±
vµ, v
±
aµ
)
ψk, (A11)
where
Sauxeff =NsNτ

(1 − r2)φ2σ + (1 + r2)φ2pi + β
∑
j
[
(1− r2)v−s v
+
s + (1 + r
2)v−p v
+
p + (1− r
2)v−v0v
+
v0
−(1 + r2)
∑
l
v−vlv
+
vl − (1 + r
2)v−a0v
+
a0 + (1 − r
2)
∑
l
v−alv
+
al
]}
,
(A12)
and
M =m0 + r

4−∑
j
cos kj

+ σ
2
(
r2 − 1
)
cos θ +
∑
j
β
4
(r2 − 1)
[
v−s e
ikj + v+s e
−ikj
]
+ iγT5
σ
2
(
r2 + 1
)
sin θ
+ iγT5
∑
j
β
4
(r2 + 1)
[
v−p e
ikj + v+p e
−ikj
]
+ γT0
∑
j
β
4
(r2 − 1)
[
v−v0e
ikj + v+v0e
−ikj
]
+
∑
j
iγj sin kj
+
∑
j,l
γTk
β
4
(r2 + 1)
[
v−vle
ikj + v+vle
−ikj
]
+ i
∑
j
(γ5γ0)
T β
4
(r2 + 1)
[
v−a0e
ikj + v+a0e
−ikj
]
+
∑
j,l
i (γ5γl)
T β
4
(r2 − 1)
[
v−ale
ikj + v+ale
−ikj
]
.
(A13)
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We replace the auxiliary fields to make the calculation easier as follows:
v∓s = S1 ∓ iS2, v
∓
p = ∓iP1 + P2, v
∓
v0 = iV0,1 ± V0,2,
v∓vk = ∓Vk,1 − iVk,2, v
∓
a0 = ∓A0,1 − iA0,2, v
∓
ak = −iAk,1 ∓Ak,2.
(A14)
Using the formula detM =
√
det(MM†), we obtain
detM =

M2s +M2p +M2v0 +∑
j
M2vj +M
2
a0 +
∑
j
M2aj


2
, (A15)
where we have defined M as
M =Ms + iγ
T
5 Mp + iγ
T
0Mv0 +
∑
j
iγjMvj + (γ5γ0)
T Ma0 +
∑
j
(γ5γj)
T Maj. (A16)
The final form of the effective potential (Eq. (44)) is obtained by the stationary conditions:
∂Feff
∂S
=
∂Feff
∂P
=
∂Feff
∂V
=
∂Feff
∂A
= 0, (A17)
where S, P , V and A are the auxiliary fields defined in Eq. (A14).
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