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Abstract 
This paper is to develop a statistical model that predicts the number of approved asylum seekers using profiles of 32 European countries in a 
panel data setting. The ordinary least squares (OLS) linear regression, the fixed effects and the random effects models are explored and 
compared. In addition, the clustering results in 2014 are compared with manually generated clusters. The evaluation results show that the fixed 
effects model (with “country” and “year” effects) wins out. The k-means clustering and the hierarchical clustering with complete-link have a 
better performance within a classification on the number of approved asylum seekers. Our study finds the related country profiles, which build 
a bridge to the study of refugee problem. 
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1. Introduction 
The refugee problem is one of the most common and perennial social phenomena that has been existing throughout human 
history. It has recurrently occurred in a vicious manner in Europe where the migration trend is reshaped by political upheaval in 
the Middle East, Africa, and South Asia. The number of illegal border-crossing detections in the European Union (EU) started to 
surge in 2011. Migrants and refugees streaming into Europe from Africa, the Middle East, and South Asia have presented 
European leaders and policymakers with their greatest challenge since the debt crisis (Park [10]). How many refugees each 
country will take has been a complex and debatable problem. Although the EU has launched refugee quota plans, the EU 
countries seem not to take the quota well. The report from Nolan [9] shows that the September EU plan has been described as a 
waste of time by Péter Szijjártó, the Minister of Foreign Affairs and Trade of Hungary. 
One of the many reasons that the compulsory quota system is unsatisfactory is that many more people have entered the 
European Union since the original debate on the distribution of 120,000 immigrants. Since the crowd is a mixture of refugees and 
migrants, and it is difficult to separate them, acceptance of the quota may cause a wave of massive migration. 
An asylum seeker is defined as a person fleeing persecution or conflict, and therefore seeking international protection under 
the 1951 Refugee Convention on the Status of Refugees; a refugee is an asylum seeker whose claim has been approved. The 
United Nations also considers migrants fleeing war or persecution to be refugees, even before they officially receive asylum 
(Syrian and Eritrean nationals, for example, enjoy prima facie refugee status). An economic migrant, by contrast, is a person 
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whose primary motivation for leaving his or her home country is economic gain. The term "migrant" is seen as an umbrella term 
for all three groups (Park [10]). 
On November 13th, 2015, Paris, the capital of France, was attacked by terrorists, one of whom was later revealed as a 
registered Syrian refugee. This tragedy resulted in 129 deaths and over 200 wounded, and has heavily impacted the EU’s already 
fragile migration strategies. However, the report from Kingsley [6] has suggested that instead of a “close border strategy,” a more 
logical response is to create an organized system of mass-resettlement from the Middle East itself.  
How many refugees each country will take is one of the most challenging problems for policy makers and European leaders 
today but its currently proposed solution is under sever debate and seldom taken. 
Moraga and Rapoport [8] propose a comprehensive system of tradable refugee-admission quotas with a matching mechanism 
in the context of the Syrian refugee crisis. The proposal has three main components: a distribution of refugee quotas across 
countries in terms of some criterion, a matching mechanism allowing both refugees and receiving countries to choose their 
preferences, and a permission to trade quotas assigned by the European Commission to make it less costly for the countries to 
host refugees with more benefits. The first component is the focus of our study. The authors have also stressed its importance as 
a prerequisite for the countries to implement the coordinated policy. There are quite a few studies trying to assess the “fair” share 
of refugees each EU country should take with respect to its “capacity.” Thielemann et al. [12] suggest that more than one third of 
refugees should have been moved to other countries in the EU in 2010 based on a “combined capacity index” assessment for 
asylum related costs and pressures between the receiving countries. Wagner and Kraler [13] compared seven quota distribution 
rules based on a different key (a weighted addition of country profiles like population size, GDP, unemployment rate and 
geographical area) applied to the mean number of asylum applications in the EU 28 from 2009 to 2013. In addition, the European 
Commission ([2], [3]) introduces an eighth quota distribution rule, which is basically a replication of rule number 1 that replaces 
the geographical element with the average number of spontaneous asylum applications and the number of resettled refugees per 
one million inhabitants from 2010 to 2014. The previous studies take the country profiles into consideration in determining a 
refugee quota for each EU country; however, the number of country profiles is too small and all of them are taken as “weights” 
or “percentages,” neglecting the quantitative side. Also, the quotas are derived from the number of asylum applications rather 
than a model with the number of approved asylum seekers or the number of refugees directly.                                   
A data-driven prediction of refugee acceptance with data mining procedure proposed in this study is expected to be an 
improvement to the first step of the new system and a new reference to policy makers and European leaders. With this study, we 
intend to develop a statistical model to predict how many refugee applications would be approved and explore the relationship 
between refugee acceptance and country profiles based on a panel data setting over the time period from 2008 to 2014 for 32 
European countries including the 28 EU members, as well as Iceland, Liechtenstein, Norway and Switzerland.  
2. Data description 
We obtain the number of approved asylum applications from 2008 to 2014 for the 32 European countries from Eurostat: 
http://ec.europa.eu/eurostat/data/database., the website of the statistical office of the European Union, which provides statistics 
in European countries. The data of country profiles is obtained from the World Bank Data: http://data.worldbank.org/. Each 
country contains 60 attributes, including population, economics, education, health and environment.  
2.1. Data merge 
The two data sets are combined to create a new data frame. The dependent variable is the number of approved asylum 
application and the independent variables are the attributes of country profiles. 
A location variable is also included as geographical area element to complement the country profiles. We divide the 32 
countries into three categories: frontier, second-frontier and rear countries. The frontier countries are those border upon refugee 
countries, for example, Turkey, Greece and Egypt. The second-frontier countries are most central European countries which 
border on the frontier countries. The rear countries are those farthest to the refugee countries, like most northern European 
countries. Location variable is numbered with 1 to 3 to represent frontier, second-frontier and rear countries respectively. 
2.2. Data pre-processing and missing data implementation 
Some variables of country profiles have much larger values. In order to avoid the influence of different units, the unit of “total 
population” is transformed from “person” to “million people.” Moreover, the units of “GNI using Atlas method (current US $),” 
“GNI on purchasing power parity (current international $),” “GDP (current US $),” “personal received remittances (current US 
$)” and “foreign direct investment net inflows (current US$)” are changed to “current billion US $” and “current billion 
international $.” In addition, the units of “GNI per capita using Atlas method (current US $)” and “GNI per capita on purchasing 
power parity (current international $)” are transformed to “current thousand US $” and “current thousand international $.” 
A covariate with abundant missing entries is lack of information to show the relationship with the dependent variable. We 
delete the variables in which more than 20% of all (more than 45) are missing values. Therefore, there are 36 covariates left.  
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Figure 1(a) demonstrates the pattern of missing data in the dataset after the initial deletion of 25 variables. The left histogram 
shows the proportion of samples having missing data with respect to each variable in a descending order. The variable “high-
technology exports (% of manufactured exports)” possesses the largest proportion of missing samples. The plot on the right more 
comprehensively illustrates the position of missing values for each variable, where a red cell means a missing value and a navy 
blue cell means that the entry is not missing. Since there are still missing values in the dataset, the missing value imputation is 
necessary before doing the next step. 
We perform the multiple imputation using predictive mean matching as an imputation method and generate five imputed 
datasets. Figure 1(b) is a combination of six density plots for each variable having missing values either in the observed data or 
in five imputed datasets. Each density after imputation is shown in a magenta line and the density before imputation is shown in 
a blue line. The distributions are similar for most variables, so the imputed values should be “plausible values.” Finally, a 
complete dataset with no missing values is generated by averaging the five imputed datasets. 
 
a                                                                                             b 
                                                                                                                                             
 
 
 
 
 
 
 
 
 
 
 
 
3. Method 
The OLS linear regression, the fixed effects and the random effects models are chosen to predict the number of approved 
asylum seekers based on the different variables of country profiles. In addition, clustering is performed on the countries in 2014 
based upon the selected predictors (except location variable) from the regression model. 
3.1. OLS linear regression model (without “country” and “year” effects)  
The OLS linear regression model without considering heterogeneity of countries and years is usually an initial choice for 
panel data analysis. Since the original response variable is highly right skewed and a log transformation makes it more like a 
normal distribution.  
The logarithm of the number of approved asylum seekers is firstly regressed on the all remaining variables of country profiles. 
Four candidates: Model 1, 2, 3 and 4 are generated by “stepwise” automatic selection method based on the Akaike information 
criterion (AIC). Then, the “best” linear model is derived with the evaluation on the four candidates in Section 4.1. 
Some fluctuations among the countries and a growth trend among the years can be detected, according to the mean differences 
in the logarithm of the number of approved asylum seekers among the countries and the years in Figure 2. Therefore, the fixed 
effects and the random effects models need to be considered.  
 
 
 
 
  
 
 
 
 
 
Figure 1. (a) Missing data pattern of dataset after initial variable deletion; (b) Density plots of observed and imputed datasets. 
Figure 2. Heterogeneity of mean response among the countries and the years. 
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3.2. Fixed effects model (with “country” and “year” as fixed effects) 
According to Gelman [4], one important assumption to use the fixed effects model is that something within the country may 
influence the predictors of country profiles or our response variable and we need to control for this. Another important 
assumption is that each country has its own unique time-invariant characteristics and should have no correlation with other 
country’s characteristics. One example is the political system of a particular country since it impacts country profiles but have 
changed modestly over a long period of time. The fixed effects model with “country” as a fixed effect can be statistically written 
as  
 
                                                                 itiitkkitit XXY HDEEE  ,,110 ... ,                                                                       (1)         
  
where i refers to different countries and j refers to different measurements within countries measured at different points in time.  
itY  is the log of the number of approved asylum seekers and iD (i = 1, ..., n) is the unknown intercept for each country (n entity-
specific intercepts). In terms of linear model terminology, itkX ,  represents the ݇௧௛ predictor of country profiles and is its 
coefficient. itH  is assumed to be the error term. In addition, “year” effect can be added to the above fixed effects model and it 
becomes 
                                                            ittiitkkitit XXY HJDEEE  ,,110 ... ,                                                                    (2) 
 
where tJ  (t = 1, ..., T) is the unknown intercept for each time point and other notations are same with the Equation (1).  
In our study, we at first add “country” as a fixed effect to the “best” OLS linear regression model. Table 1 shows the largest 
five fixed effects and the corresponding countries. As we expect, the five countries are the high receivers of asylum seekers and 
they exert the strongest positive influences on taking more asylum seekers. 
              Table 1. The Top 5 largest fixed effects and the countries (“country” effect). 
Malta Netherlands Belgium United  Kingdom Italy 
24. 8821 12.9375 10.8326 9.9033 9.8514 
 
Then, “year” is another fixed effect to be added to the above fixed effects model. Table 2 shows the largest five fixed effects 
and the corresponding countries in this case. All the countries are same with those in Table 1.  
              Table 2. The Top 5 largest fixed effects and the countries (“country” and “year” effects). 
Malta Netherlands Belgium United  Kingdom Italy 
21.2594 6.7091 3.4869 2.2023 1.1004 
3.3. Random effects model (with “country” as a random effect) 
Kohler and Kreuter [7] states that the fixed effects models are designed to study the causes of changes within a country and 
this effect is time-invariant. Sometimes there is a variation of the effect within each country among the years and it is assumed to 
be random, for example, new policies proposed each year. The random effect model can be represented as 
 
                                                           itititkkitit XXY HPDEEE  ,,110 ... .                                                       (3) 
 
D is the intercept. There are two errors under this situation, where itP  is the between-country error and itH  is the within-country 
error. Other notations are same with Equation (1) and (2). 
We treat “country” as a random effect and fit a random effects model based on the selected profiles from the “best” OLS 
linear regression model. The interpretation of the coefficients is tricky since both the within- and between-country effects are 
included. 
3.4. Clustering 
In addition, we classify the countries into three clusters based on the selected predictors (without location variable) from the 
“best” OLS linear regression model in the year of 2014 so as to explore how close the clusters to the classification of high, 
medium and low receivers of asylum seekers. The location variable is excluded since it is already a categorical variable for 
countries. We choose the year of 2014 due to the seriousness of Syrian refugee crisis at that time. 
Initially, we standardize each variable before doing clustering in order to avoid the differences among the units. Then, the k-
means clustering (k-means), the hierarchical clustering with single-link (hclust-single), complete-link (hclust-complete) and 
average-link (hclust-average) are compared. Figure 3 illustrates how clusters are established with the four methods. As it can be 
kE
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seen, the k-means clustering and the hierarchical clustering with complete-link outperform the other two methods to demonstrate 
three distinct clusters of the countries, but the clustering results still need to be evaluated in terms of our purpose in Section 4.3. 
 
 
Figure 3. Three clusters based on the four different methods. 
4. Evaluation 
In this section, the four candidates of OLS linear regression models are evaluated to choose the “best” model based on the 
adjusted R-squared (a measure for the goodness-of-fit of a model), the root mean squared error (RMSE) of leave-one-out cross 
validation (a measure of the prediction performance of a model) and the variance inflated factor (VIF). Moreover, several 
statistical tests are used for a pairwise comparison among the “best” OLS linear regression model, the fixed effects model (with 
“country” effect), the fixed effects model (with both “country” and “year” effects) and the random effects model. Besides, an 
evaluation of clustering results is performed using the purity and the entropy. 
4.1. Evaluation of OLS linear regression models 
Table 3 is a summary of the adjusted R-squared values and the RMSEs of leave-one-out cross validation for Model 1 to 4.  
                                    Table 3. Evaluation results of the four candidates. 
Four Candidates Adjusted R-squared RMSE  
Model 1  0.8605 0.9989 
Model 2  0.8566 1.0097 
Model 3 0.8034 0.8999 
Model 4 0.7474 0.8999 
 
The adjusted R-squared values show that Model 1 and 2 are better while the RMSEs of leave-one-out cross validation 
recommend Model 3 and 4. In other words, Model 1 and 2 have a better fitting while Model 3 and 4 have a better prediction 
performance. Therefore, it is hard to make a decision only depending on the two criteria. 
The VIF is a measure of multi-collinearity, which leads to biased estimation of coefficients. If there is no predictor with VIF > 
10, then the model has no serious problem of multi-collinearity. Model 1 to 3 have predictors with VIFs much greater than 10, 
but Model 4 possesses no predictors with VIF > 10 according to Table 4. Therefore, Model 4 is the best one with no multi-
collinearity. 
            Table 4. The VIF of each predictor in Model 4. 
Population density (people per sq. km of 
land area 
GNI per capita, Atlas method (current billion 
US $) 
Mortality rate, under-5 (per 1,000 live 
births) 
1.5963 3.8647 2.4952 
Improved water source (% of population 
with access) 
Agriculture, value added (% of GDP) Imports of goods and services (% of 
GDP) 
1.8119 2.4768 2.5909 
Mobile cellular subscriptions (per 100 
people) 
Internet users (per 100 people) Merchandise trade (% of GDP) 
1.2262 4.0054 2.4128 
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Net barter terms of trade index (2,000 = 100) Personal received remittances (current billion 
US $) 
Location 
1.7677 1.5268 4.3101 
 
The coefficient estimate of each predictor and the corresponding p-value are shown in Table 5. In addition, Figure 4 illustrates 
the results after verifying the assumptions of a linear model, like the normality and homoscedasticity of error terms, and these 
assumptions are satisfied in Model 4. 
            Table 5. The coefficient estimates and the corresponding p-values in Model 4. 
Attribute Name Coefficient Estimate  P-value 
Population density (people per sq. km of land 
area 
0.002918 ͳǤͻͷ ൈ ͳͲିଽ 
GNI per capita, Atlas method (current billion 
US $) 
0.01109 0.0947 
Mortality rate, under-5 (per 1,000 live births) 0.4137 ͻǤͷ͸ ൈ ͳͲିଵସ 
Improved water source (% of population with 
access) 
0.3036 0.0045 
Agriculture, value added (% of GDP) -0.8527 0.0000 
Imports of goods and services (% of GDP) -0.0055 0.0000 
Mobile cellular subscriptions (per 100 
people) 
0.0374 ͹ǤʹͶ ൈ ͳͲିଵଶ 
Internet users (per 100 people) 0.0394 0.0005 
Merchandise trade (% of GDP) 0.0078 0.0202 
Net barter terms of trade index (2,000 = 100) -0.0360 ͳǤͶͳ ൈ ͳͲିହ 
Personal received remittances (current billion 
US $) 
0.1412 ͳǤͲ͸ ൈ ͳͲିଽ 
Location (= 2) -1.266 ͶǤͶ͸ ൈ ͳͲି଺ 
Location  (= 3) 0.5923 0.1634 
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Figure 4. Verifying the assumptions of a linear model in Model 4. 
4.2. Choice among OLS linear regression model, fixed effects model and random effects model 
The Partial F tests are used to test Model 4 vs. the fixed effects model (with “country” effect) and the fixed effects model 
(with “country” effect) vs. the fixed effects model (with “country” and “year” effects).  
According to Greene [5], the Hausman test is used to decide between the fixed effects model (with “country” effect) and the 
random effects model with the null hypothesis: preferred model is the random effects vs. the alternative: the fixed effects. Baltagi 
[1] provides the Breusch-Pagan Lagrange multiplier (LM) test to compare Model 4 with the random effects model. Table 6 
summarizes each test with the null hypothesis, the corresponding p-value and the testing result.   
 
          Table 6. Several tests with the null hypotheses and the p-values for model selection.  
Test  Null hypothesis  P-value Testing result 
Partial F test the fixed effects model (with “country” effect) is no 
better than Model 4 
0.0000 the fixed effects model (with “country” 
effect) is better than Model 4 
Partial F test  the fixed effects model (with “country” and “year” 
effects) is no better than fixed effects model (with 
“country” effect) 
0.0005 the fixed effects model (with “country” 
and “year” effects) is better than the 
fixed effects model (with “country” 
effect) 
Hausman test  the random effects model is better than the fixed 
effect model (with “country” effect) 
ͳǤ͸ͷͳ ൈ ͳͲି଼ the random effects model is no better 
than the fixed effect model (with 
“country” effect) 
Breusch-Pagan 
Lagrange multiplier 
(LM) test  
Model 4 is better than the random effects model  0.0000 the random effects model is no better 
than Model 4 
 
The testing results show that the overall best model is the fixed effects model (with “country” and “year” effects), which 
possesses a high adjusted R-squared (= 0.9445) and a low RMSE of leave-one-out cross validation (= 0.6877). Therefore, the 
selected model fits the data well and shows a pretty good prediction performance. Table 7 gives the corresponding coefficient 
estimates of the country profiles, which are selected from Model 4, in the fixed effects model (with “country” and “year” 
effects). 
 Table 7. The coefficient estimates of the selected country profiles from Model 4 in the fixed effects model (with “country” and “year” effects). 
Attribute Name Coefficient Estimate  
Population density (people per sq. km of land area -0.01873 
GNI per capita, Atlas method (current billion US $) -0.002489 
Mortality rate, under-5 (per 1,000 live births) -0.08092 
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Improved water source (% of population with access) 0.1214 
Agriculture, value added (% of GDP) 0.0843 
Imports of goods and services (% of GDP) -0.01621 
Mobile cellular subscriptions (per 100 people) 0.001167 
Internet users (per 100 people) 0.01398 
Merchandise trade (% of GDP) 0.0006614 
Net barter terms of trade index (2,000 = 100) -0.01149 
Personal received remittances (current billion US $) 0.08979 
Location (= 2) 3.63 
Location  (= 3) -0.6017 
 
4.3. Evaluation of clustering 
We manually separate the 32 countries into three clusters based on the data in 2014: low receiver (the number of approved 
asylum seekers < 1,000), medium receiver (1,000 < the number of approved asylum seekers < 10,000) and high receiver (the 
number of approved asylum seekers > 10,000).  
Table 8 exhibits the purity and the entropy of each clustering result in Section 3.4 compared with the manually generated 
clusters. The higher purity and the lower entropy in the k-means clustering and the hierarchical clustering with complete-link 
indicate that they are more reasonable within the classification on the number of approved asylum seekers.  
                                        Table 8. The purity and the entropy of each clustering method. 
 k-means hclust-single hclust-complete hclust-average 
Purity 0.6250 0.5313 0.6250 0.5313 
Entropy 1.1703 1.4047 1.1882 1.4047 
5. Results and conclusions 
Our study shows that the fixed effects model (with “country” and “year” effects) has the best fit and prediction performance 
among the all models. The “country” and “year” effects play important roles in the number of approved asylum seekers. In terms 
of profiles in a particular country within a specific year, improved water resource, increased Internet users, higher personal 
received remittances and a higher proportion of agriculture in GDP contribute to a larger number of approved asylum seekers. 
Mobile cellular subscription and merchandise trade also have a slightly positive correlation to the number of approved asylum 
seekers. Population density, mortality rates and imports of goods and services in GDP, however, have a negative impact on 
accepting asylum seekers. In addition, given other similar country profiles, a rear country accepts a similar number of asylum 
seekers to a frontier country, while a second-frontier country takes the largest number of refugees. 
To visualize the goodness of the selected model, we have taken the year of 2014 as an example. The number of approved 
asylum seekers (a red histogram) with its estimated value (a blue histogram) for each country in 2014 are quite similar in Figure 
5.   
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Figure 5. Comparison between the true and estimated number of approved asylum seekers for each country in 2014.    
The k-means clustering and the hierarchical clustering with complete-link provide better clues to cluster countries by taking 
how many refugees in 2014. On the other hand, the clustering results further verify the selected country profiles that are related 
to the number of approved asylum seekers. 
Consequently, this study provides a detailed connection between refugee acceptance and the country profiles through a data 
mining procedure. We aim to show a more robust quantitative reference and support from a statistical perspective to policy 
makers so as to accelerate the process when allocating new quotas of refugee acceptance among European countries by taking 
the related country profiles into consideration. 
6. Future studies 
The future work includes an extension of the study on the related country profiles and other underlying characteristics which 
indirectly impact the refugee acceptance. Moreover, we will explore other advanced data mining techniques for this problem. 
RE-EM Tree in Sela and Simonoff [11] is a possible choice since it combines the advantages of fixed effects and random effects 
models with the regression tree. 
Acknowledgements 
We would like to thank Dr. Yu-Ru Lin for her advice and supervision on this project. We really appreciate her dedication and 
attention to each step of the improvement. 
References 
[1] Baltagi, B., Econometric analysis of panel data, John Wiley & Sons, 2008. 
[2] European Comission, A European Agenda on Migration. Communication from the Commission to the European Parliament, the Council, the European 
Economic and Social Committee and the Committee of the Regions. Brussels, 13.5.2015, COM (2015) 240 final. 
[3] European Commission, Proposal for a Council Decision establishing provisional measures in the area of international protection for the benefit of Italy and 
Greece. Brussels, 27.5.2015, COM (2015) 286 final. 
[4] Gelman, A., Hill, J., Data analysis using regression and multilevel/hierarchical models, Cambridge University Press, 2006. 
[5] Greene, W. H., Econometric analysis, Pearson Education India, 2008. 
[6] Kingsley, P., Why Syrian refugee passport found at Paris attack scene must be treated with caution. Retrieved Nov. 16th, 2015, from the Guardian: 
http://www.theguardian.com/world/2015/nov/15/why-syrian-refugee-passport-found-at-paris-attack-scene-must-be-treated-with-caution, 2015. 
[7] Kohler, U., Kreuter, F., Data analysis using Stata, 2nd edition. Stata press, 2009. 
[8] Moraga, J. F. H., Rapoport, H., Tradable Refugee-admission Quotas (TRAQs), the Syrian Crisis and the new European Agenda on Migration. IZA Journal of 
European Labor Studies, 2015; 4(1): 1-13. 
[9] Nolan, D., Refugee crisis: EU divided as Hungary attacks migrant quota as 'unrealisable and nonsense'. Retrieved Oct. 17th, 2015, from the Telegraph: 
http://www.telegraph.co.uk/news/worldnews/europe/hungary/11884665/Refugee-crisis-EU-divided-as-Hungary-attacks-migrant-quota-as-unrealisable-and-
347 Rong Zhang and Mingyue Fan /  Procedia Engineering  159 ( 2016 )  338 – 347 
nonsense.html, 2015. 
[10] Park, J., Europe's Migration Crisis. Retrieved Oct. 17th, 2015, from Council on Foreign Relations: http://www.cfr.org/migration/europes-migration-
crisis/p32874, 2015. 
[11] Sela, R. J., Simonoff, J. S., RE-EM trees: a data mining approach for longitudinal and clustered data. Machine learning, 2012; 86(2): 169-207. 
[12] Thielemann, E. R., Williams, R., Boswell, C., What system of burden-sharing between Member States for the reception of asylum seekers?. Study. 
Directorate General for Internal Policies, Policy Department C: Citizens’ Rights and Constitutional Affairs, Civil Liberties, Justice and Home Affairs, 
European Parliament, Brussels, 2010. 
[13] Wagner, M., Kraler, A., An Effective Asylum Responsibility-Sharing Mechanism, ICMPD Asylum Programme for Member States – Thematic Paper, 2014. 
 
 
