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Abstract. In this paper, we study the Cauchy problem of a higher-order µ-Camassa-
Holm equation. We first establish the Green’s function of (µ − ∂2x + ∂4x)−1 and local
well-posedness for the equation in Sobolev spaces Hs(S), s > 72 . Then we provide the
global existence results for strong solutions and weak solutions. Moreover, we show
that the solution map is non-uniformly continuous in Hs(S), s ≥ 4. Finally, we prove
that the equation admits single peakon solutions.
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1 Introduction
The Camassa-Holm equation
mt + 2mux +mxu = 0, m = (1− ∂2x)u (1.1)
was introduced in [2] to model the unidirectional propagation of shallow water waves over a flat
bottom. u(t, x) represents the fluid velocity at time t and in the spatial direction x. It is a
re-expression of the geodesic flow both on the diffeomorphism group of the circle [14] and on the
Bott-Virasoro group [31]. Eq.(1.1) has a bi-Hamiltonian structure [25] and is completely integrable
[2, 9]. Moreover, it has been extended to an entire integrable hierarchy including both negative
and positive flows and shown to admit algebro-geometric solutions on a symplectic submanifold
[36]. The Cauchy problem of (1.1), in particular its well-posedness, blow-up behavior and global
existence, have been well-studied both on the real line and on the circle, e.g., [1, 8, 10–13, 16–
19, 26, 27, 33, 43]. Eq.(1.1) with weakly dissipative term was studied in [42].
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Equation (1.1) has been recently generalized into some µ-versions and higher order forms.
Khesin et al. in [30] introduced a µ-version of Camassa-Holm equation as follows
mt + 2mux +mxu = 0, m = (µ− ∂2x)u, (1.2)
where u(t, x) is a time-dependent function on the unit circle S = R/Z and µ(u) =
∫
S
udx denotes its
mean. This equation describes the propagation of weakly nonlinear orientation waves in a massive
nematic liquid crystal with external magnetic filed and self-interaction. Moreover, Eq.(1.2) is also
an Euler equation on Ds(S) and it describes the geodesic flow on Ds(S) with the right-invariant
metric given at the identity by the inner product [30]
〈f, g〉µ = µ(f)µ(g) +
∫
S
f ′(x)g′(x)dx .
In [30, 32], the authors showed that Eq.(1.2) is bi-Hamiltonian and admits both cusped and smooth
travelling wave solutions which are natural candidates for solitons. The orbit stability of periodic
peakons was studied in [3]. A weakly dissipative µ-Camassa-Holm equation was studied in [34].
For the higher order Camassa-Holm equation, [5, 15] considered the following equation
mt + 2mux +mxu = 0, m =
k∑
j=0
(−1)j∂2jx u, (1.3)
which describes exponential curves of the manifold of smooth orientation-preserving diffeomor-
phisms of the unit circle in the plane. In [5], Coclite et al. established the existence of global weak
solutions and presented some invariant spaces under the action of the equation. Tian et al. [40]
investigated the global existence of strong solutions to Equation (1.3) with k = 2. Ding and Lv
[21] studied the existence of global conservative solutions to (1.3). Recently, Coclite and Ruvo [7]
showed the convergence of the solution to (1.3). Ding et al. [20, 22] discussed traveling solutions
of (1.3) and their evolution properties.
In this paper, we will consider a µ-version of (1.3) with k = 2 as follows
mt + 2mux +mxu = 0, m = (µ− ∂2x + ∂4x)u, (1.4)
where u(t, x) is a time-dependent spatially periodic function on the unit-circle S = R/Z and
µ(u) =
∫
S
udx denotes its mean.
We first give the Green’s function of the operator (µ− ∂2x + ∂4x)−1 and local well-posedness of
(1.4). Then we show the global existence of strong solutions to (1.4). Next, for any T0 > 0 and
s ≥ 4, we prove that the data-to-solution map is Ho¨lder continuous from any bounded subset of
Hs(S) into C([0, T0];H
r(S)) with 0 ≤ r < s, but is not uniformly continuous from any bounded
subset of Hs(S) into C([0, T0];H
s(S)). Motivated by the recent work [6], we establish the existence
of global weak solution in H2(S) without using an Ole˘ınik-type estimate (see [4, 43]), which is
not easy to be verified in numerical experiment. Lastly, we show the existence of single peakon
solutions.
We noticed that Mclachlan and Zhang [35] have studied another higher-order Camassa-Holm
equation as follows
mt + 2mux +mxu = 0, m = (1 − ∂2x)k, (1.5)
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which is derived as the Euler-Poincare´ differential equation on the Bott-Virasoro group with respect
to the Hk metric. A µ-version of (1.5) with k = 2, first proposed in [24], was very recently studied
in our recent paper [41], in which we also established the Green’s function of the operator (µ−∂2x)−2
and showed it admits single peakon solutions, but they are completely different from the results
in the present paper.
The rest of the paper is organized as follows. In Section 2, the Green’s function of the operator
(µ−∂2x+∂4x)−1 and local well-posedness for (1.4) with initial data in Hs(S), s > 72 , are established.
In Section 3, we show the global existence of strong solutions. The Ho¨lder continuity and non-
uniform continuity of solution map for the equation is established in Section 4. In Section 5, we
show the global existence of weak solutions. The existence of single peakon solutions is proved in
Section 6.
2 Preliminaries
In this section, we will give the Green’s function of the operator A−1µ := (µ− ∂2x + ∂4x)−1 and
establish the local well-posedness for Eq. (1.4).
2.1 Green’s function
To construct the peaked solutions in the last section, we need to investigate the Green’s
function of the operator A−1µ . We denote the Fourier transform of f by f̂ .
For a periodic function g on the circle S = R/Z, we have
µ̂(g)(k) =
∫
S
µ(g)(x)e−2piikxdx = µ(g)
∫
S
e−2piikxdx = µ(g)δ0(k),
where
δ0(k) =
{
1, k = 0,
0, k 6= 0.
Since µ(g) = ĝ(0), we have µ̂(g)(k) = δ0(k)ĝ(k). Thus,
Âµg(k) = ̂(µ− ∂2x + ∂4x)g(k) = [δ0(k) + (2πk)2 + (2πk)4]ĝ(k).
If g is the Green’s function of the operator A−1µ , that is, g satisfies Aµg = δ(x), then [δ0(k) +
(2πk)2 + (2πk)4]ĝ(k) = 1. Thus,
g(x) =
∑
k∈Z ĝ(k)e
2piikx =
∑
k∈Z
1
δ0(k)+(2pik)2+(2pik)4
e2piikx
= 1 + 2
∑∞
k=1
cos 2pikx
(2pik)2+(2pik)4 .
By Weierstrass’s criterion, we know the series
−∑∞k=1 sin 2pikx2pik+(2pik)3 , −∑∞k=1 cos 2pikx1+(2pik)2
uniformly converge in [0, 1) ≃ S. From Dirichlet’s criterion, we know that the series∑∞
k=1
(2pik) sin 2pikx
1+(2pik)2
3
converge for any x ∈ [0, 1) ≃ S, and uniformly converge in any closed interval [α, β] ⊂ (0, 1).
Thus, g(x) is two-times continuously differentiable on [0, 1) ≃ S and three-times continuously
differentiable on [α, β] ⊂ (0, 1). It follows that ‖∂ixg‖L∞(S) <∞ (i = 0, 1, 2, 3).
Note that
g(x) = 1 + 2
∑∞
k=1
cos 2pikx
(2pik)2+(2pik)4
= 1 + 2
∑∞
k=1
(
1
(2pik)2 − 11+(2pik)2
)
cos 2πkx
= 1 + 2
∑∞
k=1
cos 2pikx
(2pik)2 − 2
∑∞
k=1
cos 2pikx
1+(2pik)2 .
Since the Green’s functions of (µ− ∂2x)−1 and (1− ∂2x)−1 are gµ(x) = 12 (x− 12 )2 + 2324 and g1(x) =
cosh(x− 12 )
2 sinh( 12 )
respectively, that is,
gµ(x) = 1 + 2
∞∑
k=1
cos 2πkx
(2πk)2
, g1(x) = 1 + 2
∞∑
k=1
cos 2πkx
1 + (2πk)2
,
the Green’s function g(x) is given by
g(x) = gµ(x)− g1(x) + 1
= 12 (x− 12 )2 −
cosh(x− 12 )
2 sinh( 12 )
+ 4724 , x ∈ [0, 1) ≃ S,
and is extended periodically to the real line, that is
g(x) = 12 (x− [x]− 12 )2 −
cosh(x−[x]−12 )
2 sinh( 12 )
+ 4724 , x ∈ R.
The graph of g1(x)− gµ(x) can be seen in Fig.3 in [32]. Note that µ(g) = 1.
The inverse v = A−1µ w is given by
v(x) = (g ∗ w)(x) = (gµ ∗ w)(x) − (g1 ∗ w)(x) + (1 ∗ w)(x)
= (µ− ∂2x)−1w − (1− ∂2x)−1w +
∫ 1
0 w(x)dx
= (x
2
2 − x2 + 2512 )µ(w) + (x− 12 )
∫ 1
0
∫ y
0 w(s)dsdy +
∫ 1
0
∫ y
0
∫ s
0 w(r)drdsdy
− ∫ x0 ∫ y0 w(s)dsdy − (1− ∂2x)−1w.
Since (µ− ∂2x)−1 and (1− ∂2x)−1 commute with ∂x, the following identity holds
A−1µ ∂xw = ∂xA
−1
µ w,
that is, A−1µ commutes with ∂x.
For any s ∈ R, Hs(S) is defined by the Sobolev space of periodic functions
Hs(S) = {v =
∑
k
v̂(k)e2piikx : ‖v‖2Hs(S) =
∑
|Λ̂sv(k)|2 <∞},
where the pseudodifferential operator Λs = (1− ∂2x)
s
2 is defined by
Λ̂sv(k) = (1 + 4π2k2)
s
2 v̂(k).
We can check that Aµ = µ− ∂2x + ∂4x is an isomorphism between Hs(S) and Hs−4(S). Moreover,
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when w ∈ Hr+j−4(S) for j = 0, 1, 2, 3, we have A−1µ ∂jxw ∈ Hr(S) with
‖A−1µ ∂jxw‖2Hr(S) =
∑
k(1 + 4π
2k2)r| ̂A−1µ ∂jxw(k)|2
=
∑
k(1 + 4π
2k2)r| (2piik)jδ0(k)+(2pik)2+(2pik)4 ŵ(k)|2
=
∑
k(1 + 4π
2k2)r+j−4(1 + 4π2k2)4−j | (2piik)jδ0(k)+(2pik)2+(2pik)4 |2|ŵ(k)|2
≤ 24−j∑k(1 + 4π2k2)r+j−4|ŵ(k)|2
= 24−j‖w‖2Hr+j−4(S).
(2.1)
2.2 Local well-posedness
The initial-value problem associated to Eq. (1.4) can be rewritten in the following form:
µ(ut)− utxx + utxxxx + 2µ(u)ux − 2uxuxx − uuxxx + 2uxuxxxx + uuxxxxx = 0, t > 0, x ∈ R,
u(t, x+ 1) = u(t, x), t ≥ 0, x ∈ R,
u(0, x) = u0(x), x ∈ R.
(2.2)
or, equivalently,
ut + uux + ∂xA
−1
µ
(
2µ(u)u+ 12u
2
x − 3uxuxxx − 72u2xx
)
= 0, t > 0, x ∈ R,
u(t, x+ 1) = u(t, x), t ≥ 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
(2.3)
On the other hand, integrating both sides of Eq. (2.3) over S with respect to x, we obtain
d
dt
µ(u) = 0.
Then it follows that
µ(u) = µ(u0) := µ0.
Thus, Eq. (2.3) can be rewritten as{
ut + uux + ∂xA
−1
µ
(
2µ0u+
1
2u
2
x − 3uxuxxx − 72u2xx
)
= 0, t > 0, x ∈ S,
u(0, x) = u0(x), x ∈ S.
(2.4)
Applying the Kato’s theorem [28], one may follow the similar argument as in [34] to obtain
the following local well-posedness result for Eq. (2.4).
Theorem 2.1. Given u0 ∈ Hs(S), s > 72 , there exist a maximal T = T (u0) > 0, and a unique
solution u to Eq. (2.4) such that
u = u(·, u0) ∈ C([0, T );Hs(S)) ∩C1([0, T );Hs−1(S)).
Moreover, the solution depends continuously on the initial data, and T is independent of s.
Lemma 2.1. (See [10]) Assume f(x) ∈ H1(S) satisfies that ∫
S
f(x)dx = a02 . Then, for any ε > 0,
we have
max
x∈S
f2(x) ≤ ε+ 2
24
∫
S
f2x(x)dx +
ε+ 2
4ε
a20.
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Corollary 2.1. For f(x) ∈ H1(S), if ∫
S
f(x)dx = 0, then we have
max
x∈S
f2(x) ≤ 1
12
∫
S
f2x(x)dx.
Lemma 2.2. Let u0 ∈ Hs(S), s > 72 , and let T be the maximal existence time of the solution u to
Eq. (2.4) with the initial data u0. Then we have∫
S
(u2x + u
2
xx)dx =
∫
S
(u20,x + u
2
0,xx)dx := µ
2
1, ∀ t ∈ [0, T ). (2.5)
Moreover, we have
‖ux(t, ·)‖L∞(S) ≤
√
3
6
µ1
and
‖u(t, ·)‖L∞(S) ≤ |µ0|+
1
12
µ1.
Proof. A direct computation gives
d
dt
∫
S
(u2x + u
2
xx)dx = 0, which implies (2.5).
Since u(t, ·) ∈ Hs(S) ⊂ C3(S) for s > 72 , and
∫
S
uxdx = 0, Corollary 2.1 and (2.5) implies that
max
x∈S
u2x(t, x) ≤
1
12
∫
S
u2xx(t, x)dx ≤
1
12
∫
S
(u20,x + u
2
0,xx)dx =
1
12
µ21.
It then follows that
‖ux(t, ·)‖L∞(S) ≤
√
3
6
µ1.
Note that ∫
S
(u(t, x) − µ0) = 0.
By Corollary 2.1, we have
max
x∈S
(u(t, x)− µ0)2 ≤ 1
12
∫
S
u2x(t, x)dx ≤
1
12
‖ux(t, ·)‖2L∞(S),
which implies that
‖u(t, ·)‖L∞(S) − |µ0| ≤ ‖u(t, ·)− µ0‖L∞(S) ≤
1
12
µ1.
Hence, we get
‖u(t, ·)‖L∞(S) ≤ |µ0|+
1
12
µ1.
This completes the proof of the lemma. ✷
3 Global existence of strong solution
In this section, we present the global existence of strong solution to Eq. (2.4). Firstly, we will
give some useful lemmas.
Lemma 3.1. (see [29]) If r > 0, then Hr(S) ∩ L∞(S) is an algebra. Moreover,
‖fg‖Hr(S) ≤ cr(‖f‖L∞(S)‖g‖Hr(S) + ‖f‖Hr(S)‖g‖L∞(S)),
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where cr is a positive constant depending only on r.
Lemma 3.2. (see [29]) If r > 0, then
‖[Λr, f ]g‖L2(S) ≤ cr(‖∂xf‖L∞(S)‖Λr−1g‖L2(S) + ‖Λrf‖L2(S)‖g‖L∞(S)),
where Λr = (1− ∂2x)r/2 and cr is a positive constant depending only on r.
Lemma 3.3. (see [23, 38]) If f ∈ Hs(S) with s > 32 , then there exists a constant c > 0 such that
for any g ∈ L2(S) we have
‖[Jε, f ]∂xg‖L2(S) ≤ c‖f‖C1(S)‖g‖L2(S),
in which for each ε ∈ (0, 1], the operator Jε is the Friedrichs mollifier defined by
Jεf(x) = jε ∗ f(x), (3.1)
where jε(x) =
1
ε j(
x
ε ) and j(x) is a nonnegative, even, smooth bump function supported in the inter-
val (− 12 , 12 ) such that
∫
R
j(x)dx = 1. For any f ∈ Hs(S) with s ≥ 0, we have Jεf → f in Hs(S) as
ε→ 0. Moreover, for any p ≥ 1, the Young’s inequality ‖jε∗f‖Lp(S) ≤ ‖jε‖L1(R)‖f‖Lp(S) = ‖f‖Lp(S)
holds since j(x) is supported in the interval (− 12 , 12 ).
Now we give the following theorem, which is a sufficient condition of global existence of solu-
tion to Eq. (2.4).
Theorem 3.1. Let u0 ∈ Hs(S), s > 72 , and let T be the maximal existence time of the solution u
to Eq. (2.4) with the initial data u0. If there exists K > 0 such that
‖uxxx(t, ·)‖L∞(S) ≤ K, t ∈ [0, T ),
then the Hs(S)-norm of u(t, ·) does not blow up on [0, T ).
Proof. Note that the product uux only has the regularity of H
s−1(S) when u ∈ Hs(S). To deal
with this problem, we will consider the following modified equation
(Jεu)t + Jε(uux) + ∂xA
−4
µ
(
2µ0Jεu+
1
2Jε(u
2
x)− 3Jε(uxuxxx)− 72Jε(u2xx)
)
= 0, (3.2)
where Jε is defined in (3.1).
Applying the operator Λs = (1− ∂2x)s/2 to Eq. (3.2), then multiplying the resulting equation
by ΛsJεu and integrating with respect to x ∈ S, we obtain
1
2
d
dt‖Jεu‖2Hs(S) = − (ΛsJε(uux),ΛsJεu)
− (ΛsJεu, ∂xΛsA−4µ (2µ0Jεu+ 12Jε(u2x)− 3Jε(uxuxxx)− 72Jε(u2xx))) . (3.3)
In what follows next we use the fact that Λs and Jε commute and that Jε satisfies the properties
(Jεf, g) = (f, Jεg) and ‖Jεu‖Hs(S) ≤ ‖u‖Hs(S).
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Let us estimate the first term of the right hand side of (3.3).
|(ΛsJε(uux),ΛsJεu)|
= |(Λs(uux), JεΛsJεu)|
= |([Λs, u]ux, JεΛsJεu) + (uΛsux, JεΛsJεu)|
= |([Λs, u]ux, JεΛsJεu) + (Jεu∂xΛsu,ΛsJεu)|
= |([Λs, u]ux, JεΛsJεu) + ([Jε, u]∂xΛsu,ΛsJεu) + (uJε∂xΛsu,ΛsJεu)|
≤ ‖[Λs, u]ux‖L2(S)‖JεΛsJεu‖L2(S) + ‖[Jε, u]∂xΛsu‖L2(S)‖ΛsJεu‖L2(S)
+ 12 |(uxΛsJεu,ΛsJεu)|
. ‖u‖C1(S)‖u‖2Hs(S),
(3.4)
where we have used Lemma 3.2 with r = s and Lemma 3.3. Here and in what follows, we use
“ . ” to denote inequality up to a positive constant. Furthermore, we estimate the second term
of the right hand side of (3.3) in the following way∣∣(ΛsJεu, ∂xΛsA−4µ (2µ0Jεu+ 12Jε(u2x)− 3Jε(uxuxxx)− 72Jε(u2xx)))∣∣
≤ ∥∥∂xA−4µ (2µ0Jεu+ 12Jε(u2x)− 3Jε(uxuxxx)− 72Jε(u2xx))∥∥Hs(S) ‖u‖Hs(S)
. ‖2µ0Jεu+ 12Jε(u2x)− 3Jε(uxuxxx)− 72Jε(u2xx)‖Hs−3(S)‖u‖Hs(S)
. (|µ0|‖u‖Hs−3(S) + ‖ux‖L∞(S)‖u‖Hs−2(S) + ‖ux‖L∞(S)‖u‖Hs(S) + ‖uxxx‖L∞(S)‖u‖Hs−2(S)
+‖uxx‖L∞(S)‖uxx‖Hs−3(S))‖u‖Hs(S)
≤ (|µ0|+ ‖ux‖L∞(S) + ‖uxx‖L∞(S) + ‖uxxx‖L∞(S)) ‖u‖2Hs(S),
where we have used Lemma 3.1 and (2.1).
Since u(t, ·) ∈ Hs(S) ⊂ C3(S) for s > 72 , and
∫
S
uxxdx = 0, Corollary 2.1 implies that
‖uxx(t, ·)‖L∞(S) ≤
√
3
6
‖uxxx(t, ·)‖L2(S) ≤
√
3
6
‖uxxx(t, ·)‖L∞(S), t ∈ [0, T ).
Thus, ∣∣(ΛsJεu, ∂xΛsA−4µ (2µ0Jεu+ 12Jε(u2x)− 3Jε(uxuxxx)− 72Jε(u2xx)))∣∣
.
(|µ0|+ ‖ux‖L∞(S) + ‖uxxx‖L∞(S)) ‖u‖2Hs(S), (3.5)
Combining (3.4) and (3.5) and using Lemma 2.2, we have
1
2
d
dt‖Jεu‖2Hs(S) .
(|µ0|+ ‖u‖L∞(S) + ‖ux‖L∞(S) + ‖uxxx‖L∞(S)) ‖u‖2Hs(S)
. (|µ0|+ µ1 + ‖uxxx‖L∞(S))‖u‖2Hs(S).
(3.6)
Letting ε→ 0, we get
1
2
d
dt‖u‖2Hs(S) ≤ c(1 + ‖uxxx‖L∞(S))‖u‖2Hs(S),
where c is a constant depending on s and u0. An application of Gronwall’s inequality and the
assumption of the theorem yield
‖u‖2Hs(S) ≤ e2c(1+K)t‖u0‖2Hs(S),
which completes the proof of the theorem. ✷
8
Theorem 3.2. Let u0 ∈ Hs(S), s > 72 . Then the corresponding strong solution u of the initial
value u0 exists globally in time.
Proof. By using the local well-posedness theorem and a density argument, it suffices to show
the theorem for s ≥ 5. Assume that u0 ∈ Hs(S), s ≥ 5. Let u be the corresponding solution of
Eq. (2.4) on [0, T ) × S, which is guaranteed by Theorem 2.1. Multiplying Eq. (1.4) by m and
integrating over S with respect to x yield
1
2
d
dt
∫
S
m2dx =
∫
S
m(−2mux − umx)dx = −3
∫
S
uxm
2dx. (3.7)
Note that in Lemma 2.2 we have
‖ux(t, ·)‖L∞(S) ≤
√
3
6
µ1.
Then
d
dt
∫
S
m2dx ≤
√
3µ1
∫
S
m2dx.
By Gronwall’s inequality, we have ∫
S
m2dx ≤ e
√
3µ1t
∫
S
m20dx.
Note that ∫
S
m2 = µ(u)2 +
∫
S
u2xx + 2
∫
S
u2xxx +
∫
S
u2xxxx ≥ ‖uxxxx‖2L2(S).
Since u ∈ H5(S) ⊂ C4(S) and ∫
S
uxxxdx = 0, Corollary 2.1 implies that
‖uxxx‖L∞(S) ≤
√
3
6 ‖uxxxx‖L2(S) ≤
√
3
6 ‖m‖L2(S) ≤
√
3
6 e
√
3
2 µ1t‖m0‖L2(S).
Theorem 3.1 ensures that the solution u does not blow up in finite time, that is, T = ∞. This
completes the proof of Theorem 3.2. ✷
4 Non-uniform dependence on initial data
In this section, we will first give an estimate of the solution size in time interval [0, T0] for any
fixed T0 > 0, and then we show that, for any s ≥ 4, the data-to-solution map is Ho¨lder continuous
from any bounded subset of Hs(S) into C([0, T0];H
r(S)) with 0 ≤ r < s, but is not uniformly
continuous from any bounded subset of Hs(S) into C([0, T0];H
s(S)).
Similar as the proofs of in [41], we can obtain the following Lemma 4.1 and Theorem 4.1.
Lemma 4.1. Let u be the solution of Eq. (2.4) with initial data u0 ∈ Hs(S), s ≥ 4. Then, for any
fixed T0 > 0, we have
‖u(t)‖Hs(S) ≤ ecT0‖u0‖Hs(S), t ∈ [0, T0], (4.1)
where c = c(s, T0, u0) is a constant depending on s, T0 and ‖u0‖H4(S).
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Theorem 4.1. Assume s ≥ 4 and 0 ≤ r < s. Then the solution map for Eq. (2.4) is Ho¨lder
continuous with exponent
α =
{
1, if 0 ≤ r ≤ s− 1,
s− r, if s− 1 < r < s
as a map from B(0, h) with Hr(S)-norm to C([0, T0];H
r(S)) for any fixed T0 > 0. More precisely,
we have
‖u(t)− w(t)‖C([0,T0];Hr(S)) ≤ c‖u(0)− w(0)‖αHr(S),
for all u(0), w(0) ∈ B(0, h) := {u ∈ Hs(S) : ‖u‖Hs(S) ≤ h} and u(t), w(t) the solutions correspond-
ing to the initial data u(0), w(0), respectively. The constant c depends on s, r, T0 and h.
Next, we prove that the data-to-solution map is not uniformly continuous. Firstly, we will
recall some useful lemmas.
Lemma 4.2. (see [27]) Let σ, α ∈ R. If n ∈ Z+ and n≫ 1, then
‖ cos(nx− α)‖Hσ(S) ≈ nσ.
Relation is also true if cos(nx− α) is replaced by sin(nx− α).
Lemma 4.3. (see [39]) If s > 32 and 0 ≤ σ + 1 ≤ s, then there exists a constant c > 0 such that
‖[Λσ∂x, f ]v‖L2(S) ≤ c‖f‖Hs(S)‖v‖Hσ(S).
Lemma 4.4. (see [27]) If r > 12 , then there exists a constant cr > 0 depending only on r such
that
‖fg‖Hr−1(S) ≤ cr‖f‖Hr(S)‖g‖Hr−1(S).
4.1 Approximate solutions
The approximate solutions are of the form
uω,n(t, x) = ωn−1 + n−s cos(nx− ωt),
where ω is in a bounded subset of R and n ∈ Z+. Now we compute the error of the approximate
solutions.
Note that
∂tu
ω,n = ωn−s sin(nx− ωt)
and
∂xu
ω,n = −n−s+1 sin(nx− ωt).
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Since A−1µ commutes with ∂x, we have
F1 := ∂tu
ω,n + uω,n∂xu
ω,n = − 12n−2s+1 sin(2nx− 2ωt),
F2 := 2µ(u
ω,n)∂xA
−1
µ u
ω,n = −2n−s+1µ(uω,n)A−1µ sin(nx− ωt)
= −2n−s+1[ωn−1 + n−s−1(sin(n− ωt) + sin(ωt))]A−1µ sin(nx− ωt),
F3 :=
1
2∂xA
−1
µ (u
ω,n
x )
2 = 12n
−2s+3A−1µ sin(2nx− 2ωt),
F4 := −3∂xA−1µ uω,nx uω,nxxx = 3n−2s+5A−1µ sin(2nx− 2ωt),
F5 :=
7
2∂xA
−1
µ (u
ω,n
xx )
2 = − 72n−2s+5A−1µ sin(2nx− 2ωt).
By (2.1) and Lemma 4.2, for n≫ 1, we have
‖F1(t, ·)‖Hσ(S) = 12n−2s+1‖ sin(2nx− 2ωt)‖Hσ(S) . n−2s+1+σ,
‖F2(t, ·)‖Hσ(S) = ‖ − 2n−s+1[ωn−1 + n−s−1(sin(n− ωt) + sin(ωt))]A−1µ sin(nx− ωt)‖Hσ(S)
. (n−s + n−2s)‖A−1µ sin(nx− ωt)‖Hσ(S) . (n−s + n−2s)‖ sin(nx− ωt)‖Hσ−4(S)
. n−s−4+σ + n−2s−4+σ,
‖F3(t, ·)‖Hσ(S) = 12n−2s+3‖A−1µ sin(2nx− 2ωt)‖Hσ(S) . n−2s+3‖ sin(2nx− 2ωt)‖Hσ−4(S)
. n−2s−1+σ,
‖F4(t, ·)‖Hσ(S) = 3n−2s+5‖A−1µ sin(2nx− 2ωt)‖Hσ(S) . n−2s+5‖ sin(2nx− 2ωt)‖Hσ−4(S)
. n−2s+1+σ,
‖F5(t, ·)‖Hσ(S) = 72n−2s+5‖A−1µ sin(2nx− 2ωt)‖Hσ(S) . n−2s+5‖ sin(2nx− 2ωt)‖Hσ−4(S)
. n−2s+1+σ.
Thus, for the error F :=
∑5
i=1 Fi of the approximate solution, we have the following estimate.
Lemma 4.5. If ω is bounded, then for n≫ 1, we have
‖F (t, ·)‖Hσ(S) . n−2s+1+σ + n−s−4+σ + n−2s−4+σ + n−2s−1+σ.
In particular, if s > 1+σ2 , then
‖F (t, ·)‖Hσ(S) . n−rs ,
where rs > 0 and
rs =
 2s− 1− σ, if
1+σ
2 < s ≤ 5,
s+ 4− σ, if s > 5.
4.2 Difference between approximate and actual solutions
Let uω,n be the solution of Eq. (2.4) with initial data given by the approximate solution u
ω,n
evaluated at time zero. That is, uω,n solves the following Cauchy problem
∂tuω,n + uω,n∂xuω,n + ∂xA
−1
µ (2µ(uω,n)uω,n +
1
2 (∂xuω,n)
2 − 3∂xuω,n∂3xuω,n
− 72 (∂2xuω,n)2) = 0, t > 0, x ∈ S,
uω,n(0, x) = u
ω,n(0, x) = ωn−1 + n−s cos(nx), x ∈ S.
(4.2)
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Using Lemma 4.2, we obtain
‖uω,n(0, ·)‖Hs(S) = ‖uω,n(0, ·)‖Hs(S) = ‖ωn−1 + n−s cos(nx)‖Hs(S) . 1.
By Theorem 2.1, we know that uω,n is the unique solution of (4.2) and exists globally in time. To
estimate the difference between the approximate and actual solutions, we let v = uω,n−uω,n, then
for t > 0 and x ∈ S, v satisfies the following Cauchy problem
∂tv = F − 12∂x[(uω,n + uω,n)v]− 2µ(uω,n)∂xA−1µ v − 2µ(v)∂xA−1µ uω,n
− 12∂xA−1µ [∂x(uω,n + uω,n)∂xv] + 3∂xA−1µ (∂xuω,n∂3xv) + 3∂xA−1µ (∂3xuω,n∂xv)
+ 72∂xA
−1
µ [∂
2
x(u
ω,n + uω,n)∂
2
xv], t > 0, x ∈ S,
v(0, x) = 0, x ∈ S.
(4.3)
Lemma 4.6. If n≫ 1, s ≥ 4 and 52 < σ ≤ s, then for any fixed T0 > 0, we have
‖v(t, ·)‖Hσ(S) . n−rs , t ∈ [0, T0].
Proof. Applying Λσ to both sides of (4.3), multiplying the resulting equation by Λσv and inte-
grating it with respect to x, we obtain
1
2
d
dt‖v(t, ·)‖2Hσ(S)
=
∫
S
ΛσF · Λσvdx− 12
∫
S
Λσ∂x[(u
ω,n + uω,n)v] · Λσvdx
−2µ(uω,n)
∫
S
Λσ∂xA
−1
µ v · Λσvdx− 2µ(v)
∫
S
Λσ∂xA
−1
µ u
ω,n · Λσvdx
− 12
∫
S
Λσ∂xA
−1
µ [∂x(u
ω,n + uω,n)∂xv] · Λσvdx+ 3
∫
S
Λσ∂xA
−1
µ (∂xu
ω,n∂3xv) · Λσvdx
+3
∫
S
Λσ∂xA
−1
µ (∂
3
xuω,n∂xv) · Λσvdx+ 72
∫
S
Λσ∂xA
−1
µ [∂
2
x(u
ω,n + uω,n)∂
2
xv] · Λσvdx
:=
∑8
i=1Gi.
By Ho¨lder inequality, we know
|G1| = |
∫
S
ΛσF · Λσvdx| ≤ ‖ΛσF‖L2(S)‖Λσv‖L2(S) = ‖F‖Hσ(S)‖v‖Hσ(S).
For G2, we have
|G2| = | − 12
∫
S
Λσ∂x[(u
ω,n + uω,n)v] · Λσvdx|
= | − 12
∫
S
[Λσ∂x, (u
ω,n + uω,n)]v · Λσvdx− 12
∫
S
(uω,n + uω,n)Λ
σ∂xv · Λσvdx|
= | − 12
∫
S
[Λσ∂x, (u
ω,n + uω,n)]v · Λσvdx+ 14
∫
S
∂x(u
ω,n + uω,n) · (Λσv)2dx|
≤ 12‖[Λσ∂x, (uω,n + uω,n)]v‖L2(S)‖Λσv‖L2(S) + 14‖∂x(uω,n + uω,n)‖L∞(S)‖Λσv‖2L2(S)
. ‖uω,n + uω,n‖Hs(S)‖v‖2Hσ(S),
where we have used integrating by parts, the Sobolev imbedding theorem and Lemma 4.3.
According to (2.1), we have
|G3|+ |G4|
= |2µ(uω,n)
∫
S
Λσ∂xA
−1
µ v · Λσvdx|+ |2µ(v)
∫
S
Λσ∂xA
−1
µ u
ω,n · Λσvdx|
≤ 2‖uω,n‖L2(S)‖Λσ∂xA−1µ v‖L2(S)‖Λσv‖L2(S) + 2‖v‖L2(S)‖Λσ∂xA−1µ uω,n‖L2(S)‖Λσv‖L2(S)
= 2‖uω,n‖L2(S)‖∂xA−1µ v‖Hσ(S)‖v‖Hσ(S) + 2‖v‖L2(S)‖∂xA−1µ uω,n‖Hσ(S)‖v‖Hσ(S)
. ‖uω,n‖L2(S)‖v‖Hσ−3(S)‖v‖Hσ(S) + ‖v‖L2(S)‖uω,n‖Hσ−3(S)‖v‖Hσ(S)
. (‖uω,n‖Hs(S) + ‖uω,n‖Hs(S))‖v‖2Hσ(S).
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Since 52 < σ ≤ s, by (2.1) and Lemma 4.4, we get
|G5|+ |G8|
= | 12
∫
S
Λσ∂xA
−1
µ [∂x(u
ω,n + uω,n)∂xv] · Λσvdx| + | 72
∫
S
Λσ∂xA
−1
µ [∂
2
x(u
ω,n + uω,n)∂
2
xv] · Λσvdx|
≤ 12‖Λσ∂xA−1µ [∂x(uω,n + uω,n)∂xv]‖L2(S)‖Λσv‖L2(S)
+ 72‖Λσ∂xA−1µ [∂2x(uω,n + uω,n)∂2xv]‖L2(S)‖Λσv‖L2(S)
= 12‖∂xA−1µ [∂x(uω,n + uω,n)∂xv]‖Hσ(S)‖v‖Hσ(S) + 72‖∂xA−1µ [∂2x(uω,n + uω,n)∂2xv]‖Hσ(S)‖v‖Hσ(S)
. ‖∂x(uω,n + uω,n)∂xv‖Hσ−3(S)‖v‖Hσ(S) + ‖∂2x(uω,n + uω,n)∂2xv‖Hσ−3(S)‖v‖Hσ(S)
. ‖∂x(uω,n + uω,n)‖Hσ−2(S)‖∂xv‖Hσ−3(S)‖v‖Hσ(S)
+‖∂2x(uω,n + uω,n)‖Hσ−2(S)‖∂2xv‖Hσ−3(S)‖v‖Hσ(S)
. (‖uω,n‖Hs(S) + ‖uω,n‖Hs(S))‖v‖2Hσ(S)
and
|G6|+ |G7|
= |3 ∫
S
Λσ∂xA
−1
µ (∂xu
ω,n∂3xv) · Λσvdx|+ |3
∫
S
Λσ∂xA
−1
µ (∂
3
xuω,n∂xv) · Λσvdx|
≤ 3‖Λσ∂xA−1µ (∂xuω,n∂3xv)‖L2(S)‖Λσv‖L2(S) + 3‖Λσ∂xA−1µ (∂3xuω,n∂xv)‖L2(S)‖Λσv‖L2(S)
= 3‖∂xA−1µ (∂xuω,n∂3xv)‖Hσ(S)‖v‖Hσ(S) + 3‖∂xA−1µ (∂3xuω,n∂xv)‖Hσ(S)‖v‖Hσ(S)
. ‖∂xuω,n∂3xv‖Hσ−3(S)‖v‖Hσ(S) + ‖∂3xuω,n∂xv‖Hσ−3(S)‖v‖Hσ(S)
. ‖∂xuω,n‖Hσ−2(S)‖∂3xv‖Hσ−3(S)‖v‖Hσ(S) + ‖∂xv‖Hσ−2(S)‖∂3xuω,n‖Hσ−3(S)‖v‖Hσ(S)
. (‖uω,n‖Hs(S) + ‖uω,n‖Hs(S))‖v‖2Hσ(S).
Thus,
1
2
d
dt‖v(t, ·)‖2Hσ(S) . (‖uω,n‖Hs(S) + ‖uω,n‖Hs(S))‖v‖2Hσ(S) + ‖F‖Hσ(S)‖v‖Hσ(S).
By (4.1), we have
‖uω,n(t, ·)‖Hs(S) + ‖uω,n(t, ·)‖Hs(S) ≤ ecT0‖uω,n(0, ·)‖Hs(S) + ‖uω,n(t, ·)‖Hs(S) . 1, t ∈ [0, T0].
According to Lemma 4.5, we obtain
1
2
d
dt‖v(t, ·)‖2Hσ(S) . ‖v‖2Hσ(S) + n−rs‖v‖Hσ(S).
That is,
d
dt‖v(t, ·)‖Hσ(S) . ‖v‖Hσ(S) + n−rs .
Since v(0, x) = 0, the Gronwall’s inequality implies the desired result. ✷
4.3 Non-uniform dependence
The following theorem is our main result in this section.
Theorem 4.2. If s ≥ 4, then for any fixed T0 > 0, the solution map u0 → u(t) of Eq. (2.4) is not
uniformly continuous from any bounded subset of Hs(S) into C([0, T0];H
s(S)). More precisely,
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there exist two sequences of un(t) and vn(t) in C([0, T0];H
s(S)) such that
‖un(t)‖Hs(S) + ‖vn(t)‖Hs(S) . 1,
limn→∞ ‖un(0)− vn(0)‖Hs(S) = 0,
and
lim infn→∞ ‖un(t)− vn(t)‖Hs(S) & | sin t|, t ∈ [0, T0].
Proof. Let u1,n(t, x) and u−1,n(t, x) be the unique solutions to Eq. (2.4) with the initial data
u1,n(0, x) and u−1,n(0, x), respectively. Using Lemma 4.1, we have
‖u1,n(t)‖Hs(S) + ‖u−1,n(t)‖Hs(S) . ‖u1,n(0)‖Hs(S) + ‖u−1,n(0)‖Hs(S) . 1.
Moreover,
limn→∞ ‖u1,n(0)− u−1,n(0)‖Hs(S) = limn→∞ ‖2n−1‖Hs(S) = 0.
Since 2s− σ ≥ s ≥ 4, applying Lemma 4.6 and the interpolation inequality
‖f‖Hs(S) ≤ ‖f‖
1
2
Hσ(S)‖f‖
1
2
H2s−σ(S),
we have
‖u±1,n(t)− u±1,n(t)‖Hs(S)
. ‖u±1,n(t)− u±1,n(t)‖
1
2
Hσ(S)‖u±1,n(t)− u±1,n(t)‖
1
2
H2s−σ(S)
. n−
1
2 rs [‖u±1,n(t)‖H2s−σ(S) + ‖u±1,n(t)‖H2s−σ(S)] 12
. n−
1
2 rs [‖ ± n−1 + n−s cos(nx∓ t)‖H2s−σ(S) + ‖u±1,n(0)‖H2s−σ(S)] 12
= n−
1
2 rs [‖ ± n−1 + n−s cos(nx∓ t)‖H2s−σ(S) + ‖ ± n−1 + n−s cos(nx)‖H2s−σ(S)] 12
. n−
1
2 rs(n−1 + ns−σ)
1
2 .
(4.4)
By Lemma 4.2,
lim infn→∞ ‖u1,n(t)− u−1,n(t)‖Hs(S)
= lim infn→∞ ‖2n−1 + n−s[cos(nx+ t)− cos(nx− t)]‖Hs(S)
= lim infn→∞ ‖2n−1 + 2n−s sin(nx) sin t‖Hs(S)
≥ lim infn→∞(‖2n−s sin(nx) sin t‖Hs(S) − ‖2n−1‖Hs(S))
& | sin t|.
(4.5)
Therefore, by (4.4) and (4.5), we know
lim infn→∞ ‖u1,n(t)− u−1,n(t)‖Hs(S)
≥ lim infn→∞(‖u1,n(t)− u−1,n(t)‖Hs(S) − ‖u1,n(t)− u1,n(t)‖Hs(S) − ‖u−1,n(t)− u−1,n(t)‖Hs(S))
≥ lim infn→∞ ‖u1,n(t)− u−1,n(t)‖Hs(S)
− limn→∞(‖u1,n(t)− u1,n(t)‖Hs(S) + ‖u−1,n(t)− u−1,n(t)‖Hs(S))
& | sin t|,
which completes the proof. ✷
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Remark 4.1. If we consider the solution in a small time interval, we can extend the condition
s ≥ 4 in Theorem 4.1 to s > 72 . In fact, the restriction condition s ≥ 4 is assumed in Lemma 4.1
to get the estimate (4.1). For s > 72 , by (3.6), we know
1
2
d
dt‖u‖2Hs(S) ≤ cs(‖u‖2Hs(S) + ‖u‖3Hs(S)),
which implies
‖u(t)‖Hs(S) ≤ 2ecsT0‖u0‖Hs(S), ∀t ∈ [0, T0] with T0 := 12c ln(1 + 1‖u0‖Hs(S) ).
5 Global existence of weak solution
In this section, we establish the existence of global weak solution in H2(S). Firstly, the Cauchy
problem (2.4) can be rewritten as follows
∂tu+ u∂xu+ ∂xP = 0, t > 0, x ∈ R,
AµP = 2µ(u)u+
1
2 (∂xu)
2 − 12 (∂2xu)2 − 3∂x(∂xu∂2xu),
u(t, x+ 1) = u(t, x), t ≥ 0, x ∈ R,
u(0, x) = u0(x), x ∈ R.
(5.1)
Now we introduce the definition of a weak solution to the Cauchy problem (5.1).
Definition 5.1. We call u : R+×S→ R an admissible global weak solution of the Cauchy problem
(5.1) if
(i) u(t, x) ∈ C(R+;C1(S)) ∩ L∞(R+;H2(S)) and
‖∂xu(t, ·)‖H1(S) ≤ ‖∂xu0‖H1(S) for each t > 0. (5.2)
(ii) u(t, x) satisfies Eq. (5.1) in the sense of distributions and takes on the initial data pointwise.
The main result of this section is as follows.
Theorem 5.1. Let p > 2. For any u0 ∈ H2(S) satisfying ∂2xu0 ∈ Lp(S), the Cauchy problem (5.1)
has an admissible global weak solution in the sense of Definition 5.1.
5.1 Viscous approximate solutions
In this subsection, we construct the approximation solution sequence uε = uε(t, x). Hence, we
consider the viscous problem of Eq. (5.1) as follows
∂tuε + uε∂xuε + ∂xPε = ε∂
2
xuε, t > 0, x ∈ R,
AµPε = 2µ(uε)uε +
1
2 (∂xuε)
2 − 12 (∂2xuε)2 − 3∂x(∂xuε∂2xuε), t ≥ 0, x ∈ R,
uε(t, x+ 1) = uε(t, x), t ≥ 0, x ∈ R,
uε(0, x) = uε,0(x), x ∈ R,
(5.3)
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where uε,0(x) = (jε ∗ u0)(x) and Jε, jε are defined in (3.1). By Lemma 3.3, we have
‖uε,0‖L2(S) ≤ ‖u0‖L2(S), ‖∂xuε,0‖L2(S) ≤ ‖∂xu0‖L2(S),
‖∂2xuε,0‖L2(S) ≤ ‖∂2xu0‖L2(S), ‖∂2xuε,0‖Lp(S) ≤ ‖∂2xu0‖Lp(S)
(5.4)
and uε,0 → u0 in H2(S) as ε→ 0.
Lemma 5.1. Let ε > 0 and uε,0 ∈ Hs(S), s ≥ 5. Then there exists a unique uε ∈ C(R+;Hs(S))
to Eq. (5.3). Moreover, for each t ≥ 0 and ε > 0, it holds that∫
S
[(∂xuε)
2 + (∂2xuε)
2](t, x)dx + 2ε
∫ t
0
∫
S
[(∂2xuε)
2 + (∂3xuε)
2](s, x)dxds
=
∫
S
[(∂xuε,0)
2 + (∂2xuε,0)
2]dx,
(5.5)
and for each ε > 0,
‖uε‖L∞(R+×S), ‖∂xuε‖L∞(R+×S) ≤ ‖u0‖H2(S).
Proof. First, following the standard argument for a nonlinear parabolic equation, one can obtain
the local well-posedness result that, for uε,0 ∈ Hs(S), s ≥ 4, there exists a positive constant T0
such that Eq. (5.3) has a unique solution uε = uε(t, x) ∈ C([0, T0];Hs(S)) ∩ L2([0, T0];Hs+1(S)).
We denote the life span of the solution uε(t, x) by T . Note that (Aµf, g)L2(S) = (f,Aµg)L2(S).
Multiplying Eq. (5.3) by Aµuε and integrating over S, we obtain
1
2
d
dt
∫
S
[(∂xuε)
2 + (∂2xuε)
2](t, x)dx = −ε
∫
S
[(∂2xuε)
2 + (∂3xuε)
2](t, x)dx.
Then (5.5) holds for all 0 ≤ t < T .
Similar to the proof of Theorem 3.1, we can show that if ‖∂3xuε(t, ·)‖L∞(S) < ∞, then the
Hs(S)-norm of uε(t, ·) does not blow up on [0, T ). Next, we prove T =∞. By Corollary 2.1, (5.4)
and (5.5), we obtain that
maxx∈S(∂xuε)2(t, x) ≤ 112
∫
S
(∂2xuε)
2(t, x)dx ≤ 112
∫
S
[(∂xuε,0)
2 + (∂2xuε,0)
2]dx
≤ 112 (‖∂xu0‖2L2(S) + ‖∂2xu0‖2L2(S)).
This in turn implies that
‖∂xuε‖L∞(S) ≤
√
3
6 µ1,
where µ1 is defined in (2.5). Note that
∫
S
(uε(t, x) − µε,0) = 0. By Corollary 2.1,
maxx∈S(uε(t, x)− µε,0)2 ≤ 112
∫
S
(∂xuε)2(t, x)dx ≤ 112‖∂xuε(t, ·)‖2L∞(S).
Hence, we get
‖uε‖L∞(S) ≤
1
12
µ1 + |µε,0| ≤ 1
12
µ1 + ‖u0‖L2(S).
Due to Corollary 2.1, we only need to derive an a priori estimate on ‖∂4xuε‖L2(S). Applying
the operator Aµ to Eq. (5.3), then multiplying both sides by Aµuε and integrating over S with
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respect to x, we get
1
2
d
dt
∫
S
[(∂2xuε)
2 + 2(∂3xuε)
2 + (∂4xuε)
2](t, x)dx + ε
∫
S
[(∂3xuε)
2 + 2(∂4xuε)
2 + (∂5xuε)
2](t, x)dx
= − ∫
S
uε∂xuε∂
4
xuεdx+
∫
S
∂xuε(∂
2
xuε)
2dx− ∫
S
∂xuε(∂
4
xuε)
2dx
+2
∫
S
∂xuε∂
2
xuε∂
4
xuεdx+ 2
∫
S
uε∂
3
xuε∂
4
xuεdx+
∫
S
uε∂
4
xuε∂
5
xuεdx
≤ ‖uε‖L∞(S)‖∂xuε‖L∞(S)‖∂4xuε‖L2(S) + ‖∂xuε‖L∞(S)‖∂2xuε‖2L2(S) + ‖∂xuε‖L∞(S)‖∂4xuε‖2L2(S)
+2‖∂xuε‖L∞(S)‖∂2xuε‖L2(S)‖∂4xuε‖L2(S) + 2‖uε‖L∞(S)‖∂3xuε‖L2(S)‖∂4xuε‖L2(S)
+ε‖∂5xuε‖2L2(S) + 14ε‖uε‖2L∞(S)‖∂4xuε‖2L2(S),
which implies that ‖∂4xuε‖L2(S) is bounded for t ∈ [0, T ). Since ‖∂3xuε‖L∞(S) ≤
√
3
6 ‖∂4xuε‖L2(S) by
Corollary 2.1, we have T =∞, which completes the proof of the lemma. ✷
5.2 Precompactness
In this subsection, we are ready to obtain the necessary compactness of the viscous approxi-
mation solutions uε(t, x).
For convenience, we denote Pε = P1,ε + P2,ε, where P1,ε, P2,ε are defined by
P1,ε = A
−1
µ [2µ(uε)uε +
1
2 (∂xuε)
2 − 12 (∂2xuε)2],
P2,ε = −3∂xA−1µ (∂xuε∂2xuε).
Lemma 5.2. Assume u0 ∈ H2(S). For each t ≥ 0 and ε > 0, the following inequalities hold
‖P1,ε(t, ·)‖W 4,1(S), ‖P1,ε(t, ·)‖W 3,∞(S) ≤ C0‖u0‖2H2(S),
‖P2,ε(t, ·)‖W 2,1(S), ‖P2,ε(t, ·)‖W 2,∞(S) ≤ C0‖u0‖2H2(S),
‖Pε(t, ·)‖W 2,1(S), ‖Pε(t, ·)‖W 2,∞(S) ≤ C0‖u0‖2H2(S),
‖∂3xPε(t, ·)‖L1(S) ≤ C0‖u0‖2H2(S).
Here and in what follows, we use C0 to denote a generic positive constant, independent of ε, which
may change from line to line.
Proof. For σ = 1 or ∞, by Young’s inequality, we have
‖∂ixP1,ε(t, ·)‖Lσ(S) = ‖∂ixA−1µ [2µ(uε)uε + 12 (∂xuε)2 − 12 (∂2xuε)2]‖Lσ(S)
= ‖∂ixg ∗ [2µ(uε)uε + 12 (∂xuε)2 − 12 (∂2xuε)2]‖Lσ(S)
≤ ‖∂ixg‖Lσ(S)‖2µ(uε)uε + 12 (∂xuε)2 − 12 (∂2xuε)2‖L1(S)
≤ C0‖u0‖2H2(S).
and
‖∂jxP2,ε(t, ·)‖Lσ(S) = ‖ − 3∂j+1x A−1µ (∂xuε∂2xuε)‖Lσ(S)
= ‖ − 3∂j+1x g ∗ (∂xuε∂2xuε)‖Lσ(S)
≤ 3‖∂j+1x g‖Lσ(S)‖∂xuε∂2xuε‖L1(S)
≤ C0‖u0‖2H2(S),
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where i = 0, 1, 2, 3 and j = 0, 1, 2. The estimate of ‖∂4xP1,ε‖L1(S) follows from the above estimates
and the fact
∂4xP1,ε = −µ(P1,ε) + ∂2xP1,ε + 2µ(uε)uε + 12 (∂xuε)2 − 12 (∂2xuε)2.
Since Pε = P1,ε + P2,ε, we can directly deduce the estimate of ‖Pε(t, ·)‖W 2,σ(S).
Moreover,
∂3xPε = ∂
3
xP1,ε + ∂
3
xP2,ε = ∂
3
xP1,ε − 3∂4xA−1µ (∂xuε∂2xuε)
= ∂3xP1,ε − 3∂xuε∂2xuε + 3µ(A−1µ (∂xuε∂2xuε))− 3∂2xA−1µ (∂xuε∂2xuε),
then by Young’s inequality, we have
‖∂3xPε‖L1(S) ≤ ‖∂3xP1,ε‖L1(S) + 3‖∂xuε∂2xuε‖L1(S)
+3‖A−1µ (∂xuε∂2xuε)‖L1(S) + 3‖∂2xA−1µ (∂xuε∂2xuε)‖L1(S)
≤ ‖∂3xP1,ε‖L1(S) + 3‖∂xuε‖L∞(S)‖∂2xuε‖L2(S)
+3‖g‖L1(S)‖∂xuε∂2xuε‖L1(S) + 3‖∂2xg‖L1(S)‖∂xuε∂2xuε‖L1(S)
≤ C0‖u0‖2H2(S),
which completes the proof. ✷
Next we turn to estimates of time derivatives.
Lemma 5.3. Assume u0 ∈ H2(S). For each T, t > 0 and 0 < ε < 1, the following inequalities hold
‖∂tuε(t, ·)‖L2(S) ≤ C0‖u0‖2H2(S) + ‖u0‖H2(S),
‖∂t∂xuε‖L2([0,T ]×S) ≤ C0
√
T‖u0‖2H2(S) +
√
2
2 ‖u0‖H2(S),
‖∂t∂3xP1,ε‖L1([0,T ]×S) ≤ C0(T + 1)(‖u0‖3H2(S) + ‖u0‖2H2(S)).
Proof. By the first equation of (5.3) and Lemmas 5.1-5.2, we have
‖∂tuε(t, ·)‖L2(S) ≤ ‖uε∂xuε‖L2(S) + ‖∂xPε‖L2(S) + ε‖∂2xuε‖L2(S)
≤ C0‖u0‖2H2(S) + ε‖u0‖H2(S) ≤ C0‖u0‖2H2(S) + ‖u0‖H2(S).
(5.6)
Differentiating the first equation of (5.3) with respect to x, one obtains
∂t∂xuε + uε∂
2
xuε + (∂xuε)
2 + ∂2xPε = ε∂
3
xuε.
Thus,
‖∂t∂xuε‖L2([0,T ]×S) ≤ ‖uε∂2xuε‖L2([0,T ]×S) + ‖∂xuε‖2L4([0,T ]×S)
+‖∂2xPε‖L2([0,T ]×S) + ε‖∂3xuε‖L2([0,T ]×S)
≤ ‖uε‖L∞([0,T ]×S)‖∂2xuε‖L2([0,T ]×S) +
√
T‖∂xuε‖2L∞([0,T ]×S)
+
√
T‖∂2xPε‖L∞([0,T ]×S) + ε‖∂3xuε‖L2([0,T ]×S)
≤ C0
√
T‖u0‖2H2(S) +
√
2
2 ‖u0‖H2(S).
(5.7)
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Moreover, differentiating the first equation of (5.3) with respect to x two times, we have
∂t∂
2
xuε + uε∂
3
xuε + 3∂xuε∂
2
xuε + ∂
3
xPε = ε∂
4
xuε,
and then
−∂2xuε∂t∂2xuε = ∂2xuε(uε∂3xuε + 3∂xuε∂2xuε + ∂3xPε − ε∂4xuε)
= 12∂x(uε(∂
2
xuε)
2)− 12∂xuε(∂2xuε)2 + ∂2xuε∂3xP1,ε + 3∂2xuεµ(A−1µ (∂xuε∂2xuε))
−3∂2xuε∂2xA−1µ (∂xuε∂2xuε)− ε∂x(∂2xuε∂3xuε) + ε(∂3xuε)2.
By the definition of P1,ε, we know
∂t∂
3
xP1,ε = ∂
3
xA
−1
µ [2µ(uε)∂tuε + ∂xuε∂t∂xuε − ∂2xuε∂t∂2xuε]
= ∂3xA
−1
µ [2µ(uε)∂tuε + ∂xuε∂t∂xuε − 12∂xuε(∂2xuε)2 + ∂2xuε∂3xP1,ε
+3∂2xuεµ(A
−1
µ (∂xuε∂
2
xuε))− 3∂2xuε∂2xA−1µ (∂xuε∂2xuε) + ε(∂3xuε)2]
+∂4xA
−1
µ [
1
2uε(∂
2
xuε)
2 − ε∂2xuε∂3xuε]
:= ∂3xA
−1
µ (E1) + ∂
4
xA
−1
µ (E2).
Note that
∂4xA
−1
µ (E2) = −µ(A−1µ (E2)) + ∂2xA−1µ (E2) + E2.
By Lemmas 5.1-5.2, (5.6), (5.7) and Young’s inequality, we get∫ T
0
∫
S
|∂t∂3xP1,ε|dxdt =
∫ T
0
∫
S
|∂3xg ∗ E1 − µ(g ∗ E2) + ∂2xg ∗ E2 + E2|dxdt
≤ C0(‖E1‖L1([0,T ]×S) + ‖E2‖L1([0,T ]×S))
≤ C0(T + 1)(‖u0‖3H2(S) + ‖u0‖2H2(S)),
which completes the proof of Lemma 5.3. ✷
Lemma 5.4. Let u0 ∈ H2(S) and ∂2xu0 ∈ Lp(S) for some p > 2. Then the following inequality
holds
‖∂2xuε(t, ·)‖Lp(S) ≤ e‖u0‖H2(S)t‖∂2xu0‖Lp(S) + pC0‖u0‖H2(S)(e‖u0‖H2(S)t − 1).
Proof. Denote qε := ∂
2
xuε, then qε satisfies
∂tqε + uε∂xqε + ∂
3
xP1,ε + 3µ(A
−1
µ (qε∂xuε))− 3∂2xA−1µ (qε∂xuε) = ε∂2xqε. (5.8)
Multiplying the above equation by pqε|qε|p−2, we have
∂t(|qε|p) + uε∂x(|qε|p) + pqε|qε|p−2∂3xP1,ε + 3pqε|qε|p−2µ(A−1µ (qε∂xuε))
−3pqε|qε|p−2∂2xA−1µ (qε∂xuε) = εpqε|qε|p−2∂2xqε = ε∂2x(|qε|p)− εp(p− 1)|qε|p−2(∂xqε)2.
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By Lemmas 5.1-5.2 and Young’s inequality, we know
d
dt
∫
S
|qε|pdx
≤ ∫
S
|qε|p∂xuεdx+ p
∫
S
|qε|p−1|∂3xP1,ε|dx
+3p
∫
S
|qε|p−1|µ(A−1µ (qε∂xuε))|dx + 3p
∫
S
|qε|p−1|∂2xA−1µ (qε∂xuε)|dx
≤ ‖∂xuε‖L∞(S)
∫
S
|qε|pdx+ p‖qε‖p−1Lp(S)‖∂3xP1,ε‖Lp(S)
+3p‖qε‖p−1Lp(S)‖A−1µ (qε∂xuε)‖L1(S) + 3p‖qε‖p−1Lp(S)‖∂2xA−1µ (qε∂xuε)‖Lp(S)
≤ ‖∂xuε‖L∞(S)
∫
S
|qε|pdx+ p‖qε‖p−1Lp(S)‖∂3xP1,ε‖Lp(S)
+3p‖qε‖p−1Lp(S)‖g‖L1(S)‖qε‖L2(S)‖∂xuε‖L∞(S) + 3p‖qε‖p−1Lp(S)‖∂2xg‖Lp(S)‖qε‖L2(S)‖∂xuε)‖L∞(S)
≤ ‖u0‖H2(S)
∫
S
|qε|pdx+ pC0‖u0‖2H2(S)‖qε‖p−1Lp(S).
Note that
d
dt
∫
S
|qε|pdx = p‖qε‖p−1Lp(S) ddt‖qε‖Lp(S).
Thus,
d
dt
‖qε‖Lp(S) ≤ ‖u0‖H2(S)‖qε‖Lp(S) + pC0‖u0‖2H2(S).
The Gronwall inequality implies the desired result. ✷
To convenient, we define
Qε := 3∂xuε∂
2
xuε + ∂
3
xPε
= ∂3xP1,ε + 3µ(A
−1
µ (∂xuε∂
2
xuε))− 3∂2xA−1µ (∂xuε∂2xuε).
Lemma 5.5. Let u0 ∈ H2(S) and ∂2xu0 ∈ Lp(S) for some p > 2. There exist a positive sequence
{εk}k∈N decreasing to zero and three functions u ∈ L∞(R+;H2(S))∩H1(R+×S) ⊆ C(R+;C1(S))
for each T > 0, P ∈ L∞(R+;W 2,∞(S)) and Q ∈ L∞(R+;W 1,1(S) ∩ L∞(S)) such that
uεk ⇀ u weakly in H
1([0, T ]× S) for each T ≥ 0;
uεk → u strongly in L∞loc(R+;H1(S));
Pεk ⇀ P weakly in L
σ
loc(R+ × S) for each 1 < σ <∞;
Qεk → Q strongly in Lσloc(R+ × S) for each 1 ≤ σ <∞.
Proof. Due to Lemmas 5.1 and 5.3, we have that
{uε}ε is uniformly bounded in L∞(R+;H2(S)),
{∂tuε}ε is uniformly bounded in L2([0, T ];H1(S)) for each T > 0.
In particular, {uε}ε is uniformly bounded in H1([0, T ]× S) and then we have uεk ⇀ u weakly in
H1([0, T ]×S). Moreover, Using the fact H2(S) ⋐ H1(S) ⋐ L2(S) and Corollary 4 in [37], we know
that uεk → u strongly in L∞loc(R+;H1(S)).
Due to Lemma 5.2, we obtain that {Pε}ε is uniformly bounded in L∞(R+;W 2,∞(S)). In
particular, {Pε}ε is uniformly bounded in Lσ([0, T ] × S) with 1 < σ < ∞ and then we have
Pεk ⇀ P weakly in L
σ
loc(R+ × S) for each 1 < σ <∞.
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Moreover, due to Lemmas 5.2-5.3, we know
‖Qε‖L∞(S) = ‖∂3xP1,ε + 3µ(A−1µ (∂xuε∂2xuε)) + ∂xP2,ε‖L∞(S)
≤ ‖∂3xP1,ε‖L∞(S) + 3‖uε∂2xuε‖L1(S) + ‖∂xP2,ε‖L∞(S)
≤ C0‖u0‖2H2(S)
and
‖∂xQε‖L1(S) = ‖∂4xP1,ε + ∂2xP2,ε‖L1(S)
≤ ‖∂4xP1,ε‖L1(S) + ‖∂2xP2,ε‖L1(S)
≤ C0‖u0‖2H2(S),
then {Qε}ε is uniformly bounded in L∞(R+;W 1,1(S) ∩ L∞(S)). Note that
∂xuε∂t∂
2
xuε
= ∂xuε(uε∂
3
xuε + 3∂xuε∂
2
xuε + ∂
3
xPε − ε∂4xuε)
= ∂x(uε∂xuε∂
2
xuε)− uε(∂2xuε)2 − (∂xuε)2∂2xuε + ∂xuε∂3xP1,ε
+3∂xuεµ(A
−1
µ (∂xuε∂
2
xuε))− 3∂xuε∂2xA−1µ (∂xuε∂2xuε)− ε∂x(∂xuε∂3xuε) + ε∂2xuε∂3xuε.
By Young’s inequality and Lemma 5.1,
‖∂tQε‖L1([0,T ]×S)
= ‖∂t∂3xP1,ε + 3µ(A−1µ ∂t(∂xuε∂2xuε))− 3∂2xA−1µ ∂t(∂xuε∂2xuε)‖L1([0,T ]×S)
. ‖∂t∂3xP1,ε‖L1([0,T ]×S) + ‖∂t∂xuε∂2xuε‖L1([0,T ]×S)
+‖A−1µ (∂xuε∂t∂2xuε)‖L1([0,T ]×S) + ‖∂2xA−1µ (∂xuε∂t∂2xuε)‖L1([0,T ]×S)
. ‖∂t∂3xP1,ε‖L1([0,T ]×S) + ‖∂t∂xuε‖L2([0,T ]×S)‖∂2xuε‖L2([0,T ]×S)
+‖uε∂xuε∂2xuε‖L1([0,T ]×S) + ‖uε(∂2xuε)2‖L1([0,T ]×S) + ‖(∂xuε)2∂2xuε‖L1([0,T ]×S)
+‖∂xuε∂3xP1,ε‖L1([0,T ]×S) + ‖∂xuε‖L∞([0,T ]×S)‖∂xuε∂2xuε‖L1([0,T ]×S)
+ε‖∂xuε∂3xuε‖L1([0,T ]×S) + ε‖∂2xuε∂3xuε‖L1([0,T ]×S)
≤ C0(T + 1)(‖u0‖3H2(S) + ‖u0‖2H2(S)),
which implies that {∂tQε}ε is uniformly bounded in L1([0, T ]× S) for each T > 0. Using the fact
W 1,1(S) ⋐ Lσ(S) ⊂ L1(S), 1 ≤ σ <∞ and Corollary 4 in [37], we know that Qεk → Q strongly in
Lσloc(R+ × S) for each 1 ≤ σ <∞. ✷
5.3 Existence of solutions
From Lemmas 5.1 and 5.4, we can deduce that there exist two functions q ∈ Lρloc(R+×S) and
q2 ∈ Lrloc(R+ × S) such that
qεk ⇀ q in L
ρ
loc(R+ × S), q2εk ⇀ q2 in Lrloc(R+ × S), (5.9)
for every 1 < ρ < p and 1 < r < p2 . Moreover,
q2(t, x) ≤ q2(t, x), a.e. (t, x) ∈ R+ × S.
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In view of (5.9), we conclude that for any η ∈ C1(R) with η′ bounded, Lipschitz continuous
on R, η(0) = 0 and any 1 < ρ < p, we have
η(qεk)⇀ η(q) in L
ρ
loc(R+ × S).
Here and in what follows, we use overbars to denote weak limits in spaces to be understood from
the context.
Lemma 5.6. The following inequality holds in the sense of distributions∫
S
(
(q+)2 − (q+)2
)
dx ≤ ∫ t
0
∫
S
∂xu
(
(q+)2 − (q+)2
)
dtdx− 2 ∫ t
0
∫
S
Q(q+ − q+)dtdx.
Proof. Taking ξ ∈ C2(R) convex and multiplying (5.8) by ξ′(qεk), we have
∂tξ(qεk) + ∂x(uεkξ(qεk))− ξ(qεk )∂xuεk + ξ′(qεk)Qεk
= εk∂
2
xξ(qεk )− εkξ′′(qεk)(∂xqεk)2 ≤ εk∂2xξ(qεk).
In particular, we can use the entropy q 7→ (q+)2/2 and get
∂t
(qεk,+)
2
2 + ∂x
(
uεk
(qεk,+)
2
2
)
− (qεk,+)
2
2 ∂xuεk + qεk,+Qεk ≤ εk∂2x
(qεk,+)
2
2 .
Letting k →∞, we have
∂t
(q+)2
2 + ∂x
(
u (q+)
2
2
)
− (q+)22 ∂xu+Qq+ ≤ 0.
The rest of the proof is the same as in [41]. ✷
Similar as the proof of Lemmas 5.7-5.8 in [41], we can obtain the following two lemmas by
using the entropy η−R (ξ) := ηR(ξ)χ[−∞,0](ξ), where R > 0, χE is the characteristic function in set
E and
ηR(ξ) :=

1
2ξ
2, if |ξ| ≤ R,
R|ξ| − 12R2, if |ξ| > R.
.
Lemma 5.7. For any t > 0 and any R > 0,∫
S
(
η−R(q)− η−R (q)
)
dx ≤ ∫ t
0
∫
S
∂xu
(
η−R(q)− η−R(q)
)
dtdx
− ∫ t
0
∫
S
Q
(
(η−R )′(q)− (η−R)′(q)
)
dtdx.
Lemma 5.8. There holds q2 = q2, a.e. on R+ × S.
Proof of Theorem 5.1. Let u(t, x) be the limit of the viscous approximation solutions uε(t, x)
as ε→ 0. It then follows from Lemmas 5.1 and 5.5 that u(t, x) ∈ C(R+;C1(S)) ∩ L∞(R+;H2(S))
and (5.2) holds.
Let µt,x(λ) be the Young measure associated with {qε} = {∂2xuε}, see more details in [43]. By
Lemma 5.8, we have µt,x(λ) = δq(t,x)(λ) a.e. (t, x) ∈ R+ × S, then
qε = ∂
2
xuε → q = ∂2xu in L2loc(R+ × S). (5.10)
Taking ε→ 0 in Eq. (5.3), one finds from (5.10) and Lemma 5.5 that u(t, x) is an admissible weak
solution to Eq. (5.1). This completes the proof of Theorem 5.1. ✷
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6 Peaked solutions
In this section, we show the existence of single peakon solutions to Eq.(1.4).
Theorem 6.1. For any c > 0, Eq.(1.4) admits the peaked periodic-one traveling-wave solutions
uc(t, x) = φ(ξ), ξ = x− ct, where
φ(ξ) =
12 sinh( 12 )
25 sinh( 12 )−6 cosh( 12 )
c
[
1
2 (ξ − [ξ]− 12 )2 −
cosh(ξ−[ξ]− 12 )
2 sinh( 12 )
+ 4724
]
.
Proof. Motivated by the forms of periodic peakons for the µ-Camassa-Holm equation [32], we
assume that the periodic peakon of (1.4) is given by
uc(t, x) = a
[
1
2 (ξ − [ξ]− 12 )2 −
cosh(ξ−[ξ]− 12 )
2 sinh( 12 )
+ 4724
]
.
According to the definition of weak solutions, uc(t, x) satisfies the following equation
Σ4j=1Ij :=
∫ T
0
∫
S
uc,tϕdxdt +
∫ T
0
∫
S
ucuc,xϕdxdt
+
∫ T
0
∫
S
gx ∗ [2µ(uc)uc + 12u2c,x − 12u2c,xx]ϕdxdt −
∫ T
0
∫
S
3gxx ∗ (uc,xuc,xx)ϕdxdt
= 0,
for some T > 0 and any test function ϕ(t, x) ∈ C∞c ([0, T ) × S), where g(x) = 12 (x − [x] − 12 )2 −
cosh(x−[x]−12 )
2 sinh( 12 )
+ 4724 . One can obtain that
µ(uc) = a
∫ ct
0
[
1
2 (ξ +
1
2 )
2 − cosh(ξ+ 12 )
2 sinh( 12 )
+ 4724
]
dx
+a
∫ 1
ct
[
1
2 (ξ − 12 )2 −
cosh(ξ− 12 )
2 sinh( 12 )
+ 4724
]
dx
= a.
To evaluate Ij , j = 1, 2, 3, 4, we need to consider two cases: (i) x > ct and x ≤ ct.
For x > ct, we get
gx ∗ [2µ(uc)uc + 12u2c,x − 12u2c,xx]
= a2
∫
S
(
(x− y − [x− y]− 12 )−
sinh(x−y−[x−y]−12 )
2 sinh( 12 )
)
×((y − ct− [y − ct]− 12 )2 −
cosh(y−ct−[y−ct]− 12 )
sinh( 12 )
+ 4712
+ 12 (y − ct− [y − ct]− 12 −
sinh(y−ct−[y−ct]−12 )
2 sinh( 12 )
)2 − 12 (1−
cosh(y−ct−[y−ct]−12 )
sinh( 12 )
)2)dy
= a2
∫ ct
0
(
(x− y − 12 )−
sinh(x−y− 12 )
2 sinh( 12 )
)
×
(
(y − ct+ 12 )2 −
cosh(y−ct+ 12 )
sinh( 12 )
+ 4712 +
1
2 (y − ct+ 12 −
sinh(y−ct+ 12 )
2 sinh( 12 )
)2 − 12 (1−
cosh(y−ct+ 12 )
sinh( 12 )
)2
)
dy
+a2
∫ x
ct
(
(x− y − 12 )−
sinh(x−y− 12 )
2 sinh( 12 )
)
×
(
(y − ct− 12 )2 −
cosh(y−ct− 12 )
sinh( 12 )
+ 4712 +
1
2 (y − ct− 12 −
sinh(y−ct− 12 )
2 sinh( 12 )
)2 − 12 (1 −
cosh(y−ct− 12 )
sinh( 12 )
)2
)
dy
+a2
∫ 1
x
(
(x− y + 12 )−
sinh(x−y+ 12 )
2 sinh( 12 )
)
×
(
(y − ct− 12 )2 −
cosh(y−ct− 12 )
sinh( 12 )
+ 4712 +
1
2 (y − ct− 12 −
sinh(y−ct− 12 )
2 sinh( 12 )
)2 − 12 (1 −
cosh(y−ct− 12 )
sinh( 12 )
)2
)
dy
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and
gxx ∗ (uc,xuc,xx)
= a2
∫
S
(
1− cosh(x−y−[x−y]−12 )
2 sinh( 12 )
)
×
(
(y − ct− [y − ct]− 12 )−
sinh(y−ct−[y−ct]−12 )
2 sinh( 12 )
)(
1− cosh(y−ct−[y−ct]−12 )
2 sinh( 12 )
)
dy
= a2
∫ ct
0
(
1− cosh(x−y− 12 )
2 sinh( 12 )
)(
(y − ct+ 12 )−
sinh(y−ct+ 12 )
2 sinh( 12 )
)(
1− cosh(y−ct+ 12 )
2 sinh( 12 )
)
dy
+a2
∫ x
ct
(
1− cosh(x−y− 12 )
2 sinh( 12 )
)(
(y − ct− 12 )−
sinh(y−ct− 12 )
2 sinh( 12 )
)(
1− cosh(y−ct− 12 )
2 sinh( 12 )
)
dy
+a2
∫ 1
x
(
1− cosh(x−y+ 12 )
2 sinh( 12 )
)(
(y − ct− 12 )−
sinh(y−ct− 12 )
2 sinh( 12 )
)(
1− cosh(y−ct− 12 )
2 sinh( 12 )
)
dy.
By calculations, we have
gx ∗ [2µ(uc)uc + 12u2c,x − 12u2c,xx]− 3gxx ∗ (uc,xuc,xx)
= a2[− 12 (x− ct− 12 )3 + (x− ct− 12 )(18 −
cosh( 12 )
2 sinh( 12 )
+
cosh(x−ct− 12 )
2 sinh( 12 )
)
+(x− ct)2 sinh(x−ct− 12 )
4 sinh( 12 )
− (x− ct) sinh(x−ct− 12 )
4 sinh( 12 )
− sinh(x−ct− 12 ) cosh(x−ct− 12 )
4(sinh( 12 ))
2 +
sinh(x−ct− 12 ) cosh( 12 )
4(sinh( 12 ))
2 ].
Since
uc,t = ac
[
−(x− ct− 12 ) +
sinh(x−ct− 12 )
2 sinh( 12 )
]
and
ucuc,x = a
2[ 12 (x− ct− 12 )3 − (x − ct− 12 )2
sinh(x−ct− 12 )
4 sinh( 12 )
− (x− ct− 12 )
cosh(x−ct− 12 )
2 sinh( 12 )
+
sinh(x−ct− 12 ) cosh(x−ct− 12 )
4(sinh( 12 ))
2 +
47
24 (x− ct− 12 )− 4748
sinh(x−ct− 12 )
sinh( 12 )
],
we have
Σ4j=1Ij =
∫ T
0
∫
S
a
[
c− (2512 −
cosh( 12 )
2 sinh( 12 )
)a
] [
−(x− ct− 12 ) +
sinh(x−ct− 12 )
2 sinh( 12 )
]
ϕdxdt.
Similarly, for x ≤ ct, we have
uc,t = ac
[
−(x− ct+ 12 ) +
sinh(x−ct+ 12 )
2 sinh( 12 )
]
ucuc,x = a
2[ 12 (x − ct+ 12 )3 − (x− ct+ 12 )2
sinh(x−ct+ 12 )
4 sinh( 12 )
− (x− ct+ 12 )
cosh(x−ct+ 12 )
2 sinh( 12 )
+
sinh(x−ct+ 12 ) cosh(x−ct+ 12 )
4(sinh( 12 ))
2 +
47
24 (x− ct+ 12 )− 4748
sinh(x−ct+ 12 )
sinh( 12 )
],
and
gx ∗ [2µ(uc)uc − 12u2c,xx]− 3gxx ∗ (uc,xuc,xx)
= a2[− 12 (x− ct+ 12 )3 + (x− ct+ 12 )(18 −
cosh( 12 )
2 sinh( 12 )
+
cosh(x−ct+ 12 )
2 sinh( 12 )
)
+ (x− ct)2 sinh(x−ct+ 12 )
4 sinh( 12 )
+ (x− ct) sinh(x−ct+ 12 )
4 sinh( 12 )
− sinh(x−ct+ 12 ) cosh(x−ct+ 12 )
4(sinh( 12 ))
2 +
sinh(x−ct+ 12 ) cosh( 12 )
4(sinh( 12 ))
2 ].
Thus,
Σ4j=1Ij =
∫ T
0
∫
S
a
[
c− (2512 −
cosh( 12 )
2 sinh( 12 )
)a
] [
−(x− ct+ 12 ) +
sinh(x−ct+ 12 )
2 sinh( 12 )
]
ϕdxdt.
Since ϕ is arbitrary, both cases imply a satisfies c − (2512 −
cosh( 12 )
2 sinh( 12 )
)a = 0, which completes the
proof. ✷
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