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Resumen
Este trabajo presenta una estrategia de planificación de trayectorias en equipos de robots móviles basada en el uso de modelos 
definidos con redes de Petri. Estos t ipos de modelos son m uy útiles para especificaciones de al to nivel ya que, en este caso, los 
métodos clásicos de planificación (funciones potenciales, algoritmos RRT, RRT*) no se pueden utilizar, siendo difı́cil determinar a 
priori la secuencia de configuraciones para cada robot. Este trabajo presenta la definición formal de la Red de Petri de Movimiento de 
Robots que se obtiene a partir de una partición del entorno en celdas. Utilizando la estructura de la red de Petri, en caso de 
especificaciones definidas como fórmulas Booleanas o fórmulas en lógica temporal lineal (LTL), se presentan diferentes problemas 
de optimización que se pueden utilizar para obtener trayectorias para los robots. La principal ventaja de los modelos basados en redes 
de Petri es su escalabilidad con respecto al número de robots. Ello permite resolver con eficiencia problemas de planificación de 
equipos con un número grande de robots. En la segunda parte del trabajo, se presentan algunas extensiones y resultados nuevos para 
la planificación distribuida en entornos desconocidos y con comunicaciones parciales entre los robots.
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Path planning of multirobot systems using Petri net models. Results and open problems.
Abstract
This paper presents a trajectory planning approach in multirobot systems based on Petri net models. This type of models is very 
useful for high-level specifications since, in this case, the classical planning methods (potential functions, RRT algorithms, RRT*) 
cannot be used being difficult to determine a priori the sequence of configurations for each robot. This work presents the formal 
definition of the Robot Motion Petri net that i s obtained f rom a  partition of the environment in cells. Using the s tructure of the 
Petri net, in case of specifications defined as Boolean or Linear Temporal Logic (LTL) formulas, different optimization problems are 
presented that can be used to obtain trajectories for robots. The main advantage of models based on Petri nets is their scalability with 
respect to the number of robots. This makes it possible to efficiently solve planning problems with a large number of robots. In the 
second part of the paper, some extensions and new results for distributed planning in unknown environments and with partial 
communications between robots are presented.
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1. Introducción
Una cuestión fundamental para todo robot móvil es su capa-
cidad para planificar trayectorias libres de colisión. Entre otros
muchos casos, estas se pueden definir desde una posición inicial
hasta otra final, o la visita programada de una serie de configu-
raciones, es decir, de regiones de interés, en un entorno donde
existe un conjunto de obstáculos (impedimentos estáticos). Da-
do un mapa y una posición objetivo, la planificación implica
determinar una trayectoria que haga que el robot alcance dicha
posición partiendo de su ubicación inicial (Siegwart and Nour-
bakhsh, 2004; Choset et al., 2005; LaValle, 2006).
Se pueden identificar cuatro grandes módulos o capas en la
arquitectura de navegación tı́pica de un robot móvil (González
et al., 2014):
(M1) el nivel más alto es la planificación de trayectorias;
(M2) el controlador de movimientos (o estrategia de segui-
miento de trayectoria). Este es responsable de generar
las acciones de control de tal manera que el robot siga
con la mayor precisión posible la trayectoria de referen-
cia proporcionada por la capa de planificación (véase, por
ejemplo, (Castellanos et al., 2014; Garrido et al., 2013));
(M3) los controladores de bajo nivel, que aseguran que las ac-
ciones generadas por el controlador de movimientos sean
aplicadas por los actuadores del robot (un controlador
tı́pico de este nivel es el PID);
(M4) la localización, que determina su posición actual.
En lo que sigue se considera el problema de planificación
de trayectorias correspondiente al nivel más alto de la arquitec-
tura de un robot móvil. Como es normal en sistemas de control
jerarquizado, una observación importante sobre esta arquitectu-
ra de navegación tradicional es que el tiempo de ejecución o el
tiempo de muestreo de cada capa es diferente, siendo la de pla-
nificación de trayectorias la más lenta y las capas (M3) y (M4)
las que se ejecutan con mayor frecuencia.
El problema de navegación clásico consiste en alcanzar una
configuración final a partir de una inicial, evitando determina-
dos obstáculos. Hay tres grandes áreas en el ámbito de la robóti-
ca móvil (Figura 1) (Mahulea et al., 2020a):
(A1) algoritmos combinatorios o exactos de planificación;
(A2) algoritmos de planificación basada en muestreo;
(A3) navegación reactiva.
Los algoritmos pertenecientes a las categorı́as (A1) y (A2),
crean representaciones discretas de un entorno dado (mapa).
Los algoritmos combinatorios o exactos (A1), encuentran una
solución (si existe) o informan de la inexistencia de una trayec-
toria (LaValle, 2006). Por el contrario, las soluciones de la se-
gunda aproximación (A2) muestrean escasamente el mapa (nor-
malmente de forma aleatoria), realizando búsquedas discretas
que utilizan estas muestras. En este caso se sacrifica la opti-
malidad absoluta de la ruta (con respecto a la longitud de la
trayectoria), siendo su beneficio un cálculo bastante más rápi-
do (LaValle, 2006). Los algoritmos de navegación reactiva no
necesitan un mapa del entorno para calcular una trayectoria,
mapa que si es necesario en los algoritmos exactos y basados
en muestreo.
Un formalismo frecuente para expresar formalmente tareas
o especificaciones de alto nivel es la Lógica Temporal Lineal
(LTL) (Ding et al., 2014; Guo and Dimarogonas, 2015; Kloetzer
and Mahulea, 2015; Ulusoy et al., 2012; Lacerda and Lima,
2019). Mediante fórmulas LTL se pueden expresar tareas más
complejas que la navegación clásica; por ejemplo, con especi-
ficaciones que requieren movimientos infinitos (e.g., en tareas
de vigilancia). Las especificaciones LTL pueden aplicarse a un
solo robot (Fainekos et al., 2009; Ding et al., 2014; Leahy et al.,
2019), definir requisitos individuales para robots móviles de un
equipo (Guo and Dimarogonas, 2015) o imponer una especifi-
cación global para todo un equipo o grupo robótico, sin asig-
naciones especı́ficas a estos (Kloetzer and Mahulea, 2015; Ulu-
soy et al., 2012). Las herramientas y resultados de la teorı́a de
lenguajes formales están involucrados al buscarse una arquitec-
tura de control (Baier and Katoen, 2008). Múltiples enfoques
automáticos representan el problema inicial por medio de un
modelo de eventos discretos como en los algoritmos del tipo
(A1) (Belta et al., 2007; Fainekos et al., 2009; DeCastro et al.,
2016). Una solución consiste en obtener el modelo del equipo
como producto de Nr autómatas finitos (idénticos), siendo Nr
el número de robots. A continuación, se obtiene un autómata
Büchi o Rabin correspondiente a la especificación LTL; final-
mente, se realiza el producto entre el modelo del equipo con el
de la especificación. El modelo resultante permite buscar una
ruta aceptada, que luego se proyecta en el modelo del equipo
obteniéndose trayectorias para los robots. Esta solución sue-
le conducir al problema de explosión de estados (Kloetzer and
Mahulea, 2015).
En caso de sistemas multirobot, cuando la especificación de
alto nivel concierne al equipo de robots, no hay por el momento
una estrategia general asumida por la comunidad de robótica.
Se pueden identificar dos posibilidades:
(E1) intentar obtener un modelo global para el equipo y resol-
ver la planificación de forma centralizada;
(E2) estrategias en dos pasos: En el primero se resuelve un
problema de asignación de tareas a los robots; posterior-
mente, se aplica a cada uno un algoritmo de planificación
de trayectorias individual (A1), (A2) o (A3).
El problema principal de las estrategias (E2) es que las solu-
ciones no son óptimas en general, ya que las trayectorias se cal-
culan de forma independiente. Por otro lado, el mayor problema
de las estrategias (E1) es el tamaño del modelo del equipo que,
generalmente, crece de forma exponencial con el número de ro-
bots pertenecientes al mismo.
Correspondientes a las estrategias (E2), se puede mencionar
la metodologı́a llamada Asignación y planificación simultánea
de tareas (Schillinger et al., 2018). Se basa en una descomposi-
ción de la especificación (Tumova and Dimarogonas, 2016); en
particular, la tarea global se descompone en sub-tareas locales
que se pueden ejecutar en paralelo. Los algoritmos de planifi-
cación basados en la partición en celdas parten de una serie de
modelos (tı́picamente uno para cada robot) que se ejecutan en
paralelo, interconectados a través de transiciones especiales que
permiten la distribución de la tarea. Una limitación de este en-
foque es que no todas las tareas se pueden dividir en sub-tareas
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Figura 1: Métodos de planificación de trayectorias para sistemas con un robot para tareas de alcanzabilidad (alcanzar una configuración final) (Mahulea et al.,
2020a).
independientes, ya que algunas requieren colaboración y sin-
cronización. Además, el enfoque en (Schillinger et al., 2018)
está desarrollado para una clase de tareas donde las trayectorias
tienen que ser finitas (fórmulas co-safe LTL).
Este trabajo considera una solución alternativa para evitar
el problema de explosión del espacio de estados en sistemas
multi-robot. La novedad de esta lı́nea proviene de las abstrac-
ciones del equipo de robots basadas en redes de Petri (RdP)
y de formulaciones en términos de problemas de optimización.
Estas herramientas producen una solución computacionalmente
manejable, en comparación con los enfoques que utilizan mo-
delos basados en autómatas finitos en los cuales, como se ha
mencionado anteriormente, el número de estados crece de for-
ma exponencial. En la Sección 2 se define una Red de Petri de
Movimiento de Robots (RPMR) que modela a todo el equipo,
manteniendo una topologı́a fija, independientemente del núme-
ro de robots (Kloetzer and Mahulea, 2014). El problema de cal-
cular trayectorias para el equipo se reduce a:
(1) calcular una secuencia de disparo de transiciones para al-
canzar un marcado (estado) final deseado; y
(2) producir una observación (salida) requerida que se calcu-
la mediante la resolución de problemas de optimización.
En las Secciones 4 y 5 se describe una solución centralizada
en el caso de considerar entornos conocidos. Es decir, se asume
que existe un controlador general que determina las trayectorias
de los robots.
Asimismo, en la Sección 6, se presentan resultados recien-
tes para el caso de entornos desconocidos y fórmulas Boo-
leanas. Utiliza un algoritmo de inferencia distribuida (Julian
et al., 2012), combinado con otro de consenso basado en po-
linomios (Montijano et al., 2013). Se asume que los robots no
conocen la ubicación exacta de las regiones de interés. La idea
consiste en utilizar el algoritmo de inferencia distribuida para
calcular una distribución de probabilidad asociada a cada re-
gión. Dado que el cálculo se basa en una iteración de consenso,
para reducir el número de rondas de comunicación se propone
utilizar el algoritmo presentado en (Montijano et al., 2013), lo
que permite explotar su velocidad de convergencia. La combi-
nación de estas técnicas permite al equipo de robots satisfacer
la fórmula booleana sin requerir mecanismos complejos de sin-
cronización y/o comunicación.
2. Red de Petri de Movimiento de Robots
Considérese un conjunto de robots idénticos, denominado
R = {r1, r2, . . . , rNr }, que están operando en un entorno cono-
cido. Por simplicidad, en la presentación de los algoritmos de
planificación se abstraerán las capacidades y propiedades de ba-
jo nivel de los robots, asumiendo que disponen de métodos para
los problemas (M2)-(M4) que permiten moverlos de un punto a
otro. En el entorno existen algunas regiones de interés (no nece-
sariamente disjuntas), etiquetadas con elementos del conjunto
Y = {y1, y2, . . . , y|Y|}. Además, se supone que el entorno com-
pleto está dividido en un conjunto de regiones disjuntas, llama-
das también celdas, por ejemplo, mediante el uso de un méto-
do de descomposición de celdas (Choset et al., 2005; Mahulea
et al., 2020a). Bajo estos supuestos, el movimiento de los ro-
bots se puede caracterizar mediante ejecuciones/transiciones de
un sistema discreto.
El conjunto de celdas disjuntas que forma el entorno se de-
nota por P = {p1, p2, . . . , p|P|} y el conjunto de etiquetas asig-
nadas a una celda viene dado por una función h : P→ Y∪ {∅}.
Estas etiquetas corresponden a las regiones de interés, por ejem-
plo el color de estas regiones. Si la celda pi está etiquetada por
y j e yk, entonces h(pi) = {y j, yk}mientras que si no hay ninguna
etiqueta asociada a pl, entonces h(pl) = ∅. Las regiones etique-
tadas con un sı́mbolo no nulo (distinto a ∅) se llaman regiones
de interés.
Ejemplo 2.1. El entorno presentado en la Figura 2 ha sido
particionado en un número de 36 celdas P = {p1, p2, . . . , p36}.
En este entorno hay ocho regiones de interés, etiquetadas de
la siguiente forma: h(p26) = y26, h(p27) = y27, h(p28) = y28,
h(p29) = y28, h(p7) = y7, h(p8) = y8, h(p10) = y10 y h(p11) =
y11. Asimismo, existen dos robots idénticos que se encuentran
inicialmente en las celdas p1 y p5. 
Considerando todo lo anterior, se abstrae la evolución del
equipo robótico a una Red de Petri de Movimiento de Robots
(RPMR) definida como:
Definición 2.2. (Mahulea et al., 2020a) Una Red de Petri de
Movimiento de Robots (RPMR) es una tuplaQ = 〈N ,m0,Y, h〉,
donde:
N = 〈P,T, Post, Pre〉 es una red de Petri con:
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• Un conjunto finito de lugares P (un lugar por cada
celda del entorno)1;
• Un conjunto finito de transiciones T; cada una des-
cribe la posibilidad de movimiento de un robot en-
tre dos celdas adyacentes;
• Post ∈ {0, 1}|P|×|T | es la matriz de post-incidencia
definiendo los arcos de transiciones a lugares, tal
que Post[p, t] = 1 si t ∈ T está conectada con el
lugar p ∈ P, de otra manera Post[p, t] = 0;
• Pre ∈ {0, 1}|P|×|T | es la matriz de pre-incidencia de-
finiendo los arcos de lugares a transiciones, con
Pre[p, t] = 1 si el lugar p ∈ P está conectado con
la transición t ∈ T, de otra manera Pre[p, t] = 0; 2
m0 es el marcado inicial, donde m0[pi] corresponde al
número de robots que se encuentra inicialmente en la cel-
da pi ∈ P;
Y ∪ {∅} es el conjunto de los sı́mbolos de salidas;
h : P → Y ∪ {∅} es la función de observación antes de-
finida. Si pi está marcado (i.e., hay un robot en la celda
pi), las regiones de interés h(pi) están ocupadas.
Figura 2: Ejemplo de entorno particionado en celdas P = {p1, p2, . . . , p36}.
Una RPMR Q tiene un número de marcas igual al número
de robots Nr (cada marca corresponde a un robot), y modela la
evolución del equipo al mantener una topologı́a fija, ya que sus
lugares y transiciones no cambian al agregar o quitar robots al
equipo. Además, cada transición de T tiene solo un lugar de en-
trada y un lugar de salida, y por lo tanto es una clase particular
de redes de Petri llamada máquina de estados (Silva, 1985), que
no se ha de confundir con los autómatas finitos deterministas ya
que la red puede contener varias marcas.
Para una transición t j ∈ T , •t j denota su lugar de entrada,
mientras que t j• denota su lugar de salida. Se utilizan análo-
gas anotaciones para los lugares. Formalmente, •t j = {pi ∈
P|Pre[pi, t j] = 1} y t j• = {pi ∈ P|Post[pi, t j] = 1}. La
transición t j ∈ T está sensibilizada en el marcado m si su
lugar de entrada contiene al menos una marca (es decir, si
m[pi] ≥ 1, donde pi = •t j). Una transición sensibilizada t j se
puede disparar (o ejecutar), y la RPMR alcanza un nuevo mar-
cado m̃ = m + C[·, t j], donde C = Post − Pre es la matriz de
incidencia y C[·, t j] es su columna correspondiente a t j.
De acuerdo con la estructura RPMR, el disparo de una
transición t j corresponde al movimiento de un robot desde la
celda pi a la celda pk. Para el robot en movimiento, la transición
t j significa aplicar una ley de control que conduce al robot de
la celda pi a pk, y existen trabajos para diseñar tales leyes de
control continuas (Habets et al., 2006; Belta and Habets, 2006).
Interesa encontrar secuencias de transiciones que se dispa-
ren de manera que el equipo cumpla con una especificación da-
da. Si se puede alcanzar un marcado m̃ desde m a través de
una secuencia finita de disparos de transición σ, se denota con
~σ ∈ N|T |
≥0 el vector de disparo correspondiente: su elemento j
th
es el número de disparos de la transición t j en la secuencia σ.
En este caso, se cumple la ecuación de (transición de) estado o
fundamental de una red de Petri. Esta viene dada por,
m̃ = m + C · ~σ. (1)
El vector de marcado es el vector de estado de un sistema
discreto en el que la matriz dinámica es la identidad; por con-
siguiente, los lugares de la red de Petri se pueden contemplar
como integradores/contadores sometidos a la innovación deter-
minada por el producto de la matriz de incidencia y el vector
~σ. A pesar de su sencillez, la ecuación fundamental plantea dos
problemas importantes: (1) sus soluciones han de ser en los na-
turales, tanto para el vector de marcado como para el de disparo
de transiciones; y (2) la existencia de una solución algebraica no
significa que exista una secuencia disparable σ que lleve des-
de el marcado m al marcado m̃. Dicho en términos generales,
la complejidad computacional es mayor que la existente en los
sistemas lineales y, además, se pueden obtener soluciones espu-
rias, lo que puede conducir a semidecisión (Silva et al., 1998).
No obstante, en subclases de redes, la ecuación fundamental
presenta condiciones necesarias y suficientes para la alcanzabi-
lidad.
Al ser una máquina de estados, para una RPMR viva3, las
soluciones de la ecuación fundamental (1) proporciona el con-
junto de marcados alcanzables (Silva et al., 1998). Además, es
bien sabido que para esta clase de redes de Petri, si se encuen-
tra un vector de disparo ~σ que conduce al modelo a un marcado
deseado m̃ disparando el número mı́nimo de transiciones (es
decir, ~σ es solución del siguiente problema de optimización:
mı́n 1T · ~σ sujeto a (1)), se puede obtener la secuencia de transi-
ciones correspondiente a los movimientos de los robots (Mahu-
lea et al., 2020a). Sin embargo, si se imponen restricciones en
los marcados intermedios (o de manera equivalente sobre ~σ),
esto no es cierto en general debido a los ciclos vacı́os (desvı́os
separados de la trayectoria principal) (Silva et al., 1998). Es-
tos ciclos podrı́an incluirse en el vector de disparo ~σ para sa-
tisfacer las restricciones en las marcas intermedias, pero ~σ no
corresponde a ninguna secuencia de disparo (ver Ejemplo 2.3).
Para cada región de interés yi, se denota por vi ∈ {0, 1}1×|P|
su vector caracterı́stico: vi[pk] = 1 si h(pk) = yi y vi[pk] = 0 en
1Para simplificar la notación, se utiliza la misma notación P para el conjunto de celdas y el conjunto de lugares de la red de Petri.
2Obsérvese que la clase de redes de Petri aquı́ considerada es ordinaria, ya que todos los arcos tienen peso unitario.
3Una red de Petri es viva si, independientemente del marcado alcanzable, todas las transiciones pueden dispararse en el futuro.
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caso contrario, ∀pk ∈ P. Por tanto, en cualquier marcado m, la
región yi está siendo visitada por al menos un robot si vi ·m > 0.
La utilización sistemática de técnicas de programación ma-
temática (Problemas de Programación Lineal, PPL) en el ámbi-
to de las redes de Petri se introduce en (Silva and Colom, 1988).
En el siguiente ejemplo se emplea la variante (2) (en casos pos-
teriores, por ejemplo en (3), se fuerza a que determinadas va-
riables sean enteras, dando lugar a Problemas de Programación
Mixta (PPM)).
Ejemplo 2.3. Considérese de nuevo el Ejemplo 2.1. La parte
de red de Petri correspondiente al entorno delimitado por el
rectángulo rojo en la Figura 2 se representa en la Figura 3.
Esta RPMR se compone de cuatro lugares, {p4, p5, p10, p11} co-
rrespondientes a las celdas p4, p5, p10 y p11, respectivamen-
te. Las transiciones corresponden a la relación de adyacencia.
Por ejemplo, debido a que las celdas p4 y p5 son adyacentes,
se agregan dos transiciones al modelo, t4,5 modelando el movi-
miento de un robot de p4 a p5 y t5,4 para el movimiento de p5 a
p4.
Como p10 corresponde a la región de interés etiquetada
y10, el vector caracterı́stico de y10, denotado v10, es tal que
v10[p10] = 1, siendo los otros elementos nulos. Del mismo mo-
do, p11 corresponde a la región de interés etiquetada y11, por
lo que su vector caracterı́stico es v11[p11] = 1, siendo los otros
elementos nulos. Supóngase que el robot inicialmente ubicado
en p5 deberı́a llegar a p11. Se puede obtener un vector de dis-
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Figura 3: Parte de la RPMR modelando el entorno de la Figura 2.
mı́n~σ 1T · ~σ
sujeto a

m = m0 + C · ~σ,
v11 · m = 1,
m ∈ R|P|




donde la primera restricción es la ecuación de estado (1) que
tiene que satisfacer cualquier marcado alcanzable m y la se-
gunda restricción es equivalente a m[p11] = 1 (que haya un
robot en el lugar p11 en el estado (marcado) final m). Obvia-
mente, la solución de este PPL es un vector de disparos ~σ que
tiene todos los elementos iguales a cero excepto ~σ[t5,11] = 1.
En este caso, la secuencia de disparo está compuesta por una
sola transición t5,11 y corresponde al movimiento del robot de
p5 a p11.
Una observación importante sobre el PPL (2) es que está
planteado como un simple problema de programación lineal,
que puede devolver soluciones en los racionales. Ahora bien,
en una RPMR no tiene sentido hablar de números fracciona-
rios de disparos, lo que podrı́a plantear un problema. Este no
se puede presentar ya que estructuralmente las RPMR son una
subclase de Máquinas de Estados y para estas (igualmente pa-
ra sus duales, los Grafos Marcados), las matrices de inciden-
cia son unimodulares; en ello radica un mucho menor coste
computacional (véase, por ejemplo, (Silva et al., 1998)). Por
tanto, para problemas en los que el objetivo es calcular una
trayectoria con un marcado final deseado, el PPL (2) devuelve
una solución entera (Kloetzer and Mahulea, 2014). 
Como se ha visto en el ejemplo anterior, para calcular tra-
yectorias para alcanzar algunos estados finales se resuelve un
problema de alcanzabilidad en redes de Petri con un coste
computacional polinómico. En caso de restricciones sobre la
trayectoria, el problema es más complejo pero la solución basa-
da en redes de Petri tiene como ventaja su escalabilidad, como
se ilustra en el siguiente ejemplo.
Ejemplo 2.4. Supóngase ahora que la misión del robot en p5
es nuevamente alcanzar p11, pero en su trayectoria ha de pa-
sar por p10 (correspondiente a la región de interés etiquetada
como y10). Una primera idea es agregar al PPL (2) una nueva
restricción que obligue a activar una transición de •p10. En es-
te caso se tiene un Problema de Programación Mixta (PPM) ya
que el vector de disparos ha de ser entero (lo que implica que
el vector de marcados también lo sea).
mı́n~σ 1T · ~σ
sujeto a

m = m0 + C · ~σ,
v11 · m = 1,∑
t j∈•p10
~σ[t j] ≥ 1,
m ∈ R|P|




con una posible solución ~σ con todos los elementos iguales a
cero, excepto ~σ[t5,11] = ~σ[t10,4] = ~σ[t4,10] = 1. Obviamen-
te, este vector de disparo no puede transformarse en una se-
cuencia de disparo. Esto sucede porque el ciclo vacı́o {p4, t4,10,
p10, t10,4} se agrega a la solución asegurando que se creará una
marca en p10, pero no se puede disparar si no hay por lo menos
una marca en p4.
Para resolver el problema anterior de vectores de disparo
espurios, en (Mahulea and Kloetzer, 2018) se agregan varios
marcados intermedios y en cada paso un robot puede avanzar
solo a una celda adyacente. Además, se introducen restriccio-
nes adicionales para evitar disparos de ciclos vacı́os. En este
caso, asumiendo un número de tres marcados intermediarios,
el PPM serı́a:








m1 = m0 + C · ~σ1,
m0 − Pre · ~σ1 ≥ 0,
m2 = m1 + C · ~σ2,
m1 − Pre · ~σ2 ≥ 0,
m3 = m2 + C · ~σ3,
m2 − Pre · ~σ3 ≥ 0,
v11 · m3 = 1,
v10 · (m0 + m1 + m2) = 1,




con una posible solución óptima en el cual el m1 tiene una
marca en p4 (i.e., disparando t5,4 desde m0); m2 con una mar-
ca en p10 y cumpliendo con la especificación de la trayecto-
ria (disparando t4,10 desde m1); y m3 con una marca en p11 y
cumpliendo con la especificación del estado final. Otra posi-
ble solución (con el mismo coste) corresponde a la secuencia:
t5,11, t11,10, t10,11. 
Comentario 2.5. Si la especificación es compleja y conside-
ra no solo el estado final, sino también las trayectorias (por
ejemplo, evitando las colisiones entre robots), es necesario in-
troducir marcados intermedios en el problema de optimización.
Con ello se aumenta el número de variables e implı́citamente la
complejidad computacional de su resolución.
En robótica, el problema de navegación más clásico se cir-
cunscribe a alcanzar algunas configuraciones finales de forma
óptima. Ampliamente estudiado, se conocen varios algoritmos,
normalmente si se considera un único robot. En caso de estra-
tegias A1 (Figura 1), se abstrae el modelo del robot a un gra-
fo (autómata finito) y luego se utiliza un algoritmo de camino
mı́nimo para obtener la trayectoria, como por ejemplo el A∗, D∗,
etc. En caso de sistemas multirobot, cuando un conjunto de ro-
bots tienen que alcanzar un conjunto de configuraciones finales,
el problema es más complicado. Por un lado, si el problema se
puede dividir en sub-problemas (para uno o más robots), la so-
lución no suele ser óptima con respeto al equipo. Por otro lado,
para obtener un grafo (autómata finito) del equipo, el número
de nodos crece de forma exponencial con el número de robots.
Eso es porque se requiere hacer el producto sı́ncrono de varios
autómatas finitos. Por ejemplo, en caso del entorno de la Fi-
gura 2, el modelo de tipo autómata finito del equipo tiene un
número de nodos igual a 362 = 1296, siendo (6 x 6) = 36 el
número de regiones y 2 el número de robots. Si por ejemplo se
quieren considerar un número de 8 robots para alcanzar de for-
ma óptima (minimizando el número de cambios de regiones del
equipo) todas las regiones de interés, el número de nodos del
autómata finito serı́a 368 = 2, 8211 × 1012. Evidentemente, ex-
plorar este grafo para obtener el camino óptimo puede resultar
muy costoso computacionalmente.
Por otro lado, utilizando una RPMR, el modelo del equipo
tiene 36 lugares, independiente del número de robots. Además,
la complejidad del PPL/PPM no crece al añadir más robots si
la especificación se limita a condicionar el marcado final. Solo
cambia el estado inicial del problema, añadiéndose únicamente
un marcado intermedio adicional para considerar las posibles
colisiones. Otra ventaja de las redes de Petri es que permiten
obtener trayectorias para problemas más complicados que al-
canzar algunas configuraciones finales, como se describen en
las dos siguientes secciones.
3. Especificaciones de alto nivel
A continuación se consideran especificaciones más com-
plejas que la simple alcanzabilidad de una configuración final.
En particular, la tarea para el movimiento del equipo robot se
da como fórmula de una subclase de Lógica Temporal Lineal
(LTL) (Clarke et al., 1999; Baier and Katoen, 2008) denotada
como LT L−X . Informalmente, una fórmula LT L−X se define re-
cursivamente sobre el conjunto de proposiciones atómicas Y,
utilizando los operadores booleanos estándar y algunos opera-
dores temporales con significado directo. La Tabla 1 muestra
los operadores booleanos y temporales junto con las constantes
que se pueden utilizar para definir tareas para los robots en es-
ta lógica. La principal diferencia de LT L−X con respecto a las
fórmulas LTL completas es la ausencia del operador temporal
© (siguiente) (Baier and Katoen, 2008). Sin embargo, el opera-
dor© tiene sentido solo en caso de sistemas en tiempo discretos
y no para sistemas de eventos discretos que se obtienen por la
abstracción de un sistema robótico continuo (Belta et al., 2007;
Fainekos et al., 2009). Para simplificar la notación, se escribirá
LT L en lugar de LT L−X .
Ejemplo 3.1. La sintaxis mencionada hace que LT L sea muy
atractiva para especificar tareas de movimiento. Algunos ejem-
plos son:
Tareas de alcanzabilidad simple: “llegar a la región y1 en
un estado futuro” escrito como φ1 = ♦y1,
Tareas de alcanzabilidad evitando regiones concretas:
“llegar al estado y1, evitando siempre y2”, escrito como
φ2 = ♦y1 ∧¬y2,
Tareas de convergencia (alcanzabilidad y permanencia):
“llegar a y1 y permanecer allı́ para siempre” - φ3 =
♦y1,
Tareas de vigilancia: “visitar infinitas veces y1 y (luego)
y2” - φ4 = ♦(y1 ∧ ♦y2),
Tareas de alcanzabilidad y elección: “llegar a la región
y1 o a y2 φ5 = ♦(y1 ∨ y2).
Además, si hay más de un robot disponible, el logro de re-
giones disjuntas al mismo tiempo podrı́a ser de interés, como en
“llegar a y1 e y2 en el futuro”(φ6 = ♦(y1∧y2)) porque se requie-
re sincronización entre dos robots para entrar simultáneamente
a y1 e y2.
Cualquier fórmula LTL sobre el conjuntoY se puede trans-
formar en un autómata Büchi (Wolper et al., 1983). Las herra-
mientas de software disponibles permiten tales conversiones,
por ejemplo, ltl2ba (Gastin and Oddoux, 2001) o Spot (Duret-
Lutz et al., 2016).
Definición 3.2. El autómata Büchi correspondiente a una
fórmula LTL sobre el conjunto Y tiene la estructura B =
(S , S 0,ΣB, δ, F), donde:
S es un conjunto finito de estados;
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Tabla 1: Constantes, operadores booleanos y temporales utilizados para definir fórmulas LT L.
Operadores Booleanos
¬ negación Constantes > Verdadero




⇒ implicación ♦ finalmente
⇔ equivalencia  siempre
S 0 ⊆ S es el conjunto de estados iniciales;
ΣB = 2Y ∪ {∅} es el conjunto de entradas;
δ : S × ΣB → S es la función de transición;
F ⊆ S es el conjunto de estados finales. 
Para si, s j ∈ S , se denota con ρ(si, s j) al conjunto de to-
das las entradas de B que permiten la transición de si a s j. Las
transiciones en B pueden ser no deterministas, lo que significa
que desde un estado dado puede haber múltiples transiciones de
salida habilitadas por una misma entrada, i.e., es posible tener
δ(s, τ) = {s′, s′′}, con s′ , s′′. Por lo tanto, una secuencia de
entrada puede producir más de una secuencia de estados.
Ejemplo 3.3. Sea la especificación LTL ϕ = ♦(y26 ∧ y28) ∧
¬(y26∨y28)U(y8∧y10) para la RPMR de Ejemplo 2.1. La espe-
cificación significa que las regiones y26 e y28 se deben alcanzar
simultáneamente, pero llegando previamente a y8 e y10, tam-
bién de manera simultánea. Un ejemplo de este tipo de proble-
ma puede ser un ensamblaje colaborativo en el cual dos robots
tienen que llevar sendos objetos de forma simultánea desde las
celdas y8 e y10 y ensamblarlas simultáneamente con otros dos
objetos que se encuentran en y26 e y28.
El autómata Büchi correspondiente a la formula ϕ está re-
presentado en la Figura 4. De acuerdo con la Def. 3.2, S =
{s0, s1, s2} es el conjunto de estados, S 0 = {s0} son los iniciales,
y F = {s2} los finales; el conjunto de entradas es ΣB = 2Y ∪ {∅}
donde Y = {y7, y8, y10, y11, y26, y27, y28, y29}, y la función de
transición δ es, por ejemplo, δ(s1, {y26, y28}) = {s1, s2}.
Una solución que minimiza los movimientos del equipo es
la siguiente evolución paralela (Figura 2), para r1: p1, p2 don-
de espera antes de continuar hacia p8 a sincronizarse con el
r2 (la fórmula requiere que p8 y p10 se alcancen simultánea-
mente); entre tanto, r2 avanza desde p5 a p4 donde espera a
la entrada de p10 a sincronizarse con r1. A continuación, los
dos robots entran sincronizados en p8 (y8) y p10 (y10). En este
momento, en el autómata Büchi se puede ejecutar la transición
δ(s0, {y8, y10}) = s1 y el estado actual del autómata Büchi se
actualiza a s1. A partir de este momento, r1 avanza y sigue de
forma secuencial por las siguientes celdas: p8, p14, p20 don-
de espera sincronizarse con r2. El robot r2 sigue la siguiente





{y8, y10, y26, y28} {y26, y28}
2Y ∪ {∅}
2Y ∪ {∅}
Figura 4: Autómata Büchi correspondiente a la fórmula ϕ = ♦(y26 ∧ y28) ∧
¬(y26 ∨ y28)U(y8 ∧ y10). S contiene todos los conjuntos de 2Y menos los que
contienen y26 e y28, i.e., S = {M ∈ 2Y |y26 <M∧ y28 <M}.
Los dos robots entraran de forma simultanea en p26 (ac-
tivando la salida y26) y en p28 (activando la salida y28).
De esta forma, en Büchi es posible ejecutar la transición
δ(s1, {y26, y28}) = s2. Como s2 tiene un autobucle etiquetado
con 2Y ∪ {∅}, los robots pueden permanecer en las celdas co-
rrespondientes. 
Una secuencia de entrada (o palabra) infinita con elementos
de ΣB es aceptada por B si produce al menos una secuencia
de estados (ejecución) de B que visita el conjunto F infinitas
veces. En otros términos, una ejecución de B que visita infini-
tamente el conjunto F se llama aceptada, y si B tiene al menos
una ejecución aceptada, entonces tiene al menos una ejecución
con una representación prefijo-sufijo (resultado clásico y ele-
mental que se recoge, por ejemplo, en (Wolper et al., 1983)).
Esto significa que la ejecución aceptada (y la palabra de entra-
da correspondiente) se puede almacenar en la memoria finita en
términos de: (i) una secuencia de longitud finita llamada prefijo
que lleva a B a un estado final en F, y (ii) una secuencia de
longitud finita llamada sufijo que lleva a B de vuelta al estado
final alcanzado por el prefijo. La ejecución de B está formada
por el prefijo seguido de infinitas repeticiones del sufijo; es de-
cir, se escribe como { prefijo, sufijo, sufijo, . . .}. Por lo tanto,
se han de encontrar ejecuciones del modelo de red de Petri con
una estructura de prefijo-sufijo similar que genere secuencias
de salida que satisfagan las fórmulas LTL.
4. Planificación con especificaciones booleanas
En esta sección se presenta una solución al problema de
planificación de trayectorias para especificaciones dadas como
fórmulas booleanas (utilizando solo los operadores Booleanos
y las constantes en la Tabla 1). Una observación importante es
que las trayectorias han de ser finitas en este caso. Asimismo, se
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asume que la fórmula está dada en la forma normal conjuntiva
(Brown, 2012).
Sea ϕ la fórmula booleana que los robots deben cumplir
en los estados finales. Se define para cada proposición atómica
yi ∈ Y una variable booleana xi tal que xi = 1 si yi está acti-
va, de lo contrario xi = 0. Además, sea x ∈ {0, 1}|Y| un vector
que contenga todas las variables Booleanas xi. Es posible defi-
nir un conjunto de desigualdades lineales usando las variables
x de modo que si un vector x es una solución, es decir, satisface
las desigualdades, entonces las regiones activas correspondien-
tes a la solución x satisfacen ϕ4. En (Mahulea and Kloetzer,
2018), se presenta un algoritmo tal que para una fórmula boo-
leana dada ϕ, se calcula el conjunto de desigualdades lineales.
Sean estas desigualdades:
Atask · x ≤ btask. (5)
Sea η ∈ {0, 1}|T | el vector de transiciones a obstáculos:
η[•pk] = 1 para cualquier pk que se quiera evitar durante las
trayectorias (e.g., los obstáculos), y η[•pk] = 0 de lo contra-
rio. Básicamente, el vector η indica las transiciones que no de-
berı́an dispararse para evitar pasar por las regiones no deseadas.
El PPM (6) encuentra una secuencia de vectores de disparo ~σ1,
~σ2, . . ., ~σNr+1 de modo que la RPMR satisface la fórmula ϕ
en el marcado final mNr+1 evitando durante las trayectorias las




j=1 j · ~σ j
sujeto a

mj = mj−1 + C · ~σ j, j = 1, 2, . . . ,Nr + 1, (a)
Atask · x ≤ btask (b)
Nr · x ≥ V · mNr+1, (c)
x ≤ V · mNr+1, (d)
η · ~σ j = 0, j = 1, 2, . . . ,Nr (e)
Post · ~σ j + mj−1 ≤ 1, j = 1, 2, . . . ,Nr + 1 ( f )
mNr − Pre · ~σNr+1 ≥ 0 (g)
mj ∈ R|P|≥0, j = 1, 2, . . . ,Nr + 1,
~σ j ∈ N|T |≥0, j = 1, 2, . . . ,Nr + 1, x ∈ {0, 1}
|Y|.
(6)
El objetivo del PPM (6) es alcanzar un marcado final mNr+1
en el cual la especificación se cumpla (i.e., los robots llegan a
unas celdas tal que las salidas activas cumplen con la especi-
ficación Booleana). Para garantizar que los robots evolucionan
sin colisiones, PPM (6) utiliza Nr + 1 marcados intermedios en-
tre m0 y mNr+1. Los robots deben sincronizarse en cada uno; es
decir, deben esperar a que el equipo alcance su estado interme-
dio, para continuar posteriormente el movimiento. Es importan-
te mencionar que es posible que una región que se desea evitar
a lo largo de la trayectoria se visite en el marcado (situación) fi-
nal. Para hacer frente a esto, los robots pueden avanzar evitando
colisiones hasta mNr . Desde mNr a mNr+1 cada robot realiza co-
mo máximo un movimiento para cumplir con la especificación
sobre el estado final.
La función de coste del PPM (6) que se quiere minimizar
es una suma ponderada de los vectores de disparo ~σ j. Debido a
los pesos, se fuerza a que los últimos vectores de disparo con-
tengan un número menor de transiciones. El objetivo es reducir
el número de sincronizaciones. En efecto, si un vector ~σ j resul-
ta nulo, entonces mj−1 = mj, lo que significa que habrá menos
marcados que sincronizar. Además, debido a la minimización
de la función de coste, no se realizarán transiciones innecesa-
rias.
El conjunto de restricciones (6a) corresponde a la ecuación
de estado (1) que todos los marcados alcanzables intermedios
deben cumplir. La restricción (6b) corresponde a la fórmula que
debe cumplirse en el marcado final mNr+1, al imponer condicio-
nes para las variables x. Para evitar los obstáculos durante la
trayectorias se utilizan las restricciones (6e).
Las desigualdades (6c) y (6d) restringen el marcado final
mNr+1 para cumplir con la fórmula booleana correspondiente a
los valores de x. Básicamente, si se debe visitar una región yi en
mNr+1 para cumplir con la formula booleana, entonces vi ·mNr+1
tiene que ser mayor o igual a 1 (dependiendo de cuantos robots
lleguen a las celdas etiquetadas yi). Esto se impone con la res-
tricción (6d). Por el contrario, si no se debe visitar yi en mNr+1
y xi = 0, entonces la restricción (6c) impone que vi ·mNr+1 = 0.
El conjunto de desigualdades (6f) exige que cada lugar
(celda) sea cruzado por un robot como máximo durante los
marcados sucesivos mj−1 a mj. Esto se debe a que el vector
Post · ~σ j + mj−1 (con tamaño |P|) contiene el número total de
visitas a cada lugar en el movimiento de mj−1 a mj. Por fin, la
restricción (6g) impone que cada robot ejecute como máximo
una transición entre mNr y mNr+1.
El PPM (6) proporciona un método completo para satisfa-
cer una fórmula booleana en el estado final. Los vectores de
disparo ~σ j solución de PPM (6) se asignan a secuencias de mo-
vimientos de robots. Estos deben sincronizarse en cada marca-
do intermedio devuelto por PPM (6). De lo contrario, podrı́an
aparecer colisiones entre los robots. Algunas sincronizaciones
pueden no aparecer, indicadas por algunos vectores nulos ~σ j de
la solución. Más detalles sobre este método se pueden consul-
tar en (Mahulea et al., 2020b) donde adicionalmente es posible
añadir una especificación booleana también sobre la trayectoria
(y no solo para el estado final).
Ejemplo 4.1. En el entorno de la Figura 2, para el equipo de
los dos robots, se va a considerar la siguiente fórmula Boolea-
na: ϕ1 = y26∧y28 (i.e., las celdas p26 y p28 se deben alcanzar en
el estado final) pero durante las trayectorias se quieren evitar
las celdas etiquetadas y7, y8, y10 e y11.
Si se quiere resolver la planificación utilizando el método
basado en autómatas finitos (Fainekos et al., 2009) (asumien-
do la fórmula LTL: ϕ2 = ♦y26 ∧ ♦y28 ∧¬ (y7 ∨ y8 ∨ y10 ∨ y11)
que es equivalente a la especificación expresada en la fórmula
Booleana ϕ1 y las restricciones en las trayectorias), el autóma-
ta finito tiene un número de 5184 estados (362 = 1296 co-
rrespondientes al modelo del equipo que multiplicado por 4, el
número de estados del autómata Büchi). En aproximadamente
3, 5 segundos5 se obtienen trayectorias para los robots utili-
zando la Robot Motion Toolbox (RMT) de Matlab (González
et al., 2015; Parrilla et al., 2017). No obstante, este método:
4La transformación de fórmulas booleanas en sistemas de desigualdades lineales y en el marco de las redes de Petri fue empleada en (Silva, 1985).
5Todos los experimentos se han realizado en un computador Intel i5-6500 @3.2GHz con 16GB RAM.
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(1) no garantiza que las trayectorias estén libres de bloqueos y
(2) es necesario un paso adicional para eliminar del autóma-
ta finito los estados correspondientes a posibles colisiones (por
ejemplo estados correspondiente a varios robots en la misma
celda). Evidentemente, este post-procesamiento requiere tiem-
po de cálculo adicional.
Utilizando el método presentado en esta sección (Mahulea
et al., 2020b), empleando una RPMR con 36 lugares y 120 tran-
siciones y PPM (6) en 0, 03 segundos se obtiene una solución
libre de bloqueos con CPLEX y la RMT. En particular, las se-
cuencias de regiones para los robots son:
r1: p1, p2, p3, p9, p15, p21, p27 y p26;
r2: p5, p6, p12, p18, p24, p30, p29 y p28.
Las dos trayectorias se pueden ejecutar en paralelo ya que las
regiones intermedias son disjuntas. En la solución del PPM (6)
solo el vector de disparo σ1 es distinto de cero.
Asumiendo dos robots adicionales, r3 en p2 y r4 en p4 y la
fórmula Booleana ϕ3 = y26 ∧ y27 ∧ y28 ∧ y29 (i.e., las celdas p26
p27, p28 y p29 se deben alcanzar simultáneamente) pero duran-
te las trayectorias se quieren evitar las mismas celdas de antes
(i.e., y8, y9, y10 e y11), el método basado en autómatas finitos
requiere trabajar con un grafo cuyo número de nodos es igual
a 364 × 16 = 26,873,856. Evidentemente, la búsqueda en este
grafo es mucho más compleja. El método aquı́ presentado y ba-
sado en RdPs devuelve una solución que consiste en dos pasos:
primero se mueven los robots r2 y r3 mientras r1 y r4 se quedan
parados. Las trayectorias son:
r2: p5, p6, p12, p18, p24, p30, p29 y p28 (activando y28);
r3: p2, p3, p9, p15, p21, p27 y p26 (activando y26).
En el segundo paso, se mueven los otros robots siguiendo
las siguientes trayectorias:
r1: p1, p2, p3, p9, p15, p21, p27 (activando y27)
r4: p4, p5, p6, p12, p18, p17, p23 y p29 (activando y29). 
5. Planificación con especificaciones LTL
El objetivo en este caso es elegir una secuencia de obser-
vaciones que satisfaga la fórmula LTL, para posteriormente ge-
nerar disparos que se produzcan en la RPMR. El Algoritmo 1
describe una solución.
Algoritmo 1: Algoritmo de planificación con especi-
ficaciones LTL
1 Calcular κ caminos en B en forma de prefijo-sufijo
utilizando el algoritmo k-shortest path (Yen, 1971) y
guardarlos en Γ;
2 mientras el conjunto Γ no esté vacı́o hacer
3 Elegir una secuencia ∇ de Γ;
4 si existe una secuencia de disparos en la RPMR de
modo que las observaciones generadas produzcan
las transiciones de ∇ entonces
5 Devolver las trayectorias de los robots;
6 de lo contrario
7 Γ = Γ \ ∇;
8 fin
9 fin
En el primer paso del Algoritmo 1, se construye un con-
junto Γ compuesto por κ secuencias aceptadas de B. Estas, con
una estructura de prefijo-sufijo en B, se encuentran al ejecu-
tar búsquedas con el algoritmo de k-shortest paths (Yen, 1971)
en B, cuya complejidad es O(κn3), siendo n el número de no-
dos del grafo. De un estado inicial de B se encuentran secuen-
cias a estados finales, siendo estas los prefijos. Para cada prefijo
encontrado, se construyen secuencias que traerı́an B al estado
final alcanzado por el prefijo. Cada ejecución agregada en el
conjunto Γ incluye el prefijo (que lleva B a un estado final) y
una iteración del sufijo (que lleva a B a ese estado final). Por lo
tanto, cada elemento de Γ es finito, y la longitud infinita nece-
saria para la semántica LTL surgirá de la repetición infinita del
sufijo.
El bucle implementado en los pasos 2 a 9 del Algoritmo
1 se repite hasta que en la RPMR se obtenga una secuencia
de marcados que genere una secuencia de observaciones que
produzcan las transiciones de la secuencia elegida, o cuando no
hay más trayectorias disponible en Γ. Para habilitar la transición
s j → s j+1 en la secuencia∇ de Γ se deben cumplir las siguientes
condiciones:
(a) El sistema RPMR tiene que alcanzar un marcado final m
que genera cualquier observación del conjunto ρ(s j, s j+1) ⊆
2Y ∪ {∅} que se puede poner como una fórmula Booleana;
(b) Los marcados intermedios de RPMR deberı́an generar sólo
observaciones del conjunto ρ(s j, s j) ⊆ 2Y ∪ {∅}, de modo
que desde s j no se ejecute otra transición en B.
Para calcular un marcado final m en el cual se genere una
observación del conjunto ρ(s j, s j+1), es posible utilizar el PPM
(6). El conjunto ρ(s j, s j+1) se puede escribir como fórmula
booleana con las variables xi definidas en la sección anterior.
Además, para comprobar que en los marcados intermedios no
se generan observaciones que resulten en una transición no
deseada en B se pueden utilizar los resultados presentados en
(Kloetzer and Mahulea, 2020). En caso contrario, cuando es po-
sible que otra transición en Büchi se ejecute, se considera otro
camino de Γ y el proceso se repite.
Es evidente que el algoritmo no es completo porque no ga-
rantiza que se obtenga una solución. Si no se obtiene una solu-
ción, se puede incrementar κ y obtener más caminos en Büchi.
Se ha observado que, casi siempre, con κ pequeños (general-
mente κ ≤ 4) se obtiene una solución.
Ejemplo 5.1. Considérese el escenario de la Figura 2 y
la especificación LTL para el equipo de dos robots ϕ =
♦ ((y26 ∧ y28) ∧ ♦ (y8 ∧ y10)). Con esta se requiere que las re-
giones (y26, y28) e (y8, y10) se visiten infinitamente. El autómata
Büchi B correspondiente a ϕ aparece en la Figura 5. Ejecutan-
do el Alg. 1, algunos caminos devueltos son: ∇1 = s0 s0, con
el sufijo s0 que corresponde al camino más corto para visitar
infinitamente el estado final s0. Para este camino en Büchi, la
RPMR Q se utiliza para encontrar un marcado final en la que
se observan y26, y28, y8 e y10. Sin embargo, como únicamente se
tienen dos robots disponibles, no es posible obtener una solu-
ción al PPM (6), ya que es imposible activar las cuatro regiones
a la vez. Otro camino en Büchi es ∇2 = s0 s1 s0 que tampoco se
puede seguir ya que la transición de s1 a s0 requiere las mismas
observaciones que antes: y26, y28, y8 e y10.
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s2s0start s3
s1
y8 ∧ y10 ∧ y26 ∧ y28







y8 ∧ y10 ∧ y26 ∧ y28
y8 ∧ y10∧
∧y26 ∧ y28y26 ∧ y28 y8 ∧ y10
Figura 5: El autómata Büchi correspondiente a la fórmula ϕ =
♦ ((y26 ∧ y28) ∧ ♦ (y8 ∧ y10)).
Finalmente, el camino ∇3 = s0 s2 s3 s1 s2 s3 (con sufijo
s1 s2 s3) se puede seguir por el equipo. En particular, los dos
robots evolucionan de la siguiente manera: r1 desde p1 va a
p7, p8, p14, p20 y p26 y espera sincronizarse con r2 que en pa-
ralelo va a p4, p10, p16, p22 y p28. Cuando llega el primer robot
a su celda intermedia, la transición en Büchi δ(s0, τ) = s2 se
ejecuta, donde τ ∈ {y26, y28}. Cuando los dos robots están si-
multáneamente en p26 y p28 las salidas y26 e y28 están activas y
en Büchi se ejecuta δ(s2, {y26, y28}) = s3. A partir de este punto,
r1 baja siguiendo la secuencia p26, p20, p14 y p8 donde espera
al r2 que ejecute la secuencia p28, p22, p16, p10. En cuanto el
primer robot llega a su nueva posición intermedia, se ejecuta en
Büchi δ(s3.τ) = s1 con τ ∈ {y8, y10}. Cuando ambos robots lle-
gan a sus posiciones finales, y8 e y10 están activas y se ejecuta
en Büchi δ(s1, {y8, y10}) = s2. Desde este punto, los robots tie-
nen que ir a las misma regiones de antes p26 y p28 para ejecutar
δ(s2, {y26, y28}) = s3. A lo largo del camino, hay otras salidas
que se generan (por ejemplo {∅} cuando los robots están en las
celdas blancas) pero en Büchi, el estado s2 se puede mantener
sin problemas ya que tiene un autobucle etiquetado con True.

6. Planificación distribuida en entornos (parcialmente)
desconocidos utilizando redes de Petri
Las soluciones descritas en las secciones anteriores presu-
ponen que los robots disponen de información completa sobre
el entorno en el que se realiza la planificación. Asimismo, se
asume que existe una unidad central que se encarga de resolver
el problema de planificación, conociendo la posición de todos
los robots y el valor de salida de las regiones, determinado por
la función de observación h. En el momento en el que se rela-
jan estas suposiciones, aparecen complicaciones adicionales en
el problema de planificación. Por un lado, la falta de informa-
ción sobre la especificación del problema, e.g., en operaciones
de rescate se puede conocer el mapa pero no la localización
exacta de las vı́ctimas, introduce la necesidad de incluir incer-
tidumbres en el modelo, ası́ como de incorporar mecanismos
de exploración en la solución del planificador. Por otra parte, la
eliminación de una unidad central de planificación hace reco-
mendable la utilización de algoritmos distribuidos en el proceso
de fusión de la información, con el objetivo de evitar sobre cos-
tes en las comunicaciones para que todos los robots manejen la
misma información. En esta sección se describe una propuesta
de solución a estos dos problemas basada en la utilización de
algoritmos de inferencia y consenso distribuido.
En particular, en la solución planteada en este artı́culo se
asume que los robots conocen el mapa sobre el que se mueven
(los lugares P, las transiciones T y los arcos que los conectan
en la RPMR) pero desconocen los valores de la función de ob-
servación h; es decir, no tienen constancia de la ubicación en el
mapa de las regiones de interés. Asimismo, existe una especifi-
cación global definida sobre el resultado de la función h sobre
el conjunto de regiones.
El equipo tiene que explorar el mapa para identificar las re-
giones de interés ejecutando acciones locales. Si estos son ca-
paces de comunicarse, los robots intercambiarán su informa-
ción, que es de naturaleza probabilista. Utilizando algoritmos
de consenso distribuido, la estimación del entorno se mejora y
las regiones finales deseadas se identifican y alcanzan más rápi-
damente.
Resultados preliminares en este marco se presentan en las
siguientes sub-secciones (Mahulea et al., 2020c). En la Sub-
Sección 6.1 se presenta un método de estimación probabilı́stica
de las regiones de interés que se puede ejecutar por cada robot.
Estas estimaciones se obtienen por medidas propias pero tam-
bién se asumen comunicaciones entre robots e intercambios de
información. La estimación probabilı́stica se utiliza en la Sub-
Sección 6.2 para ejecutar el PPM (6) de forma distribuida (cada
robot ejecuta de forma independiente este algoritmo). Se obser-
va que la especificación global se cumple. La convergencia de
los nuevos algoritmos no está de momento demostrada siendo
un problema que se estudiará en el futuro.
6.1. Estimación de las regiones de interés
Supóngase que cada robot ri ∈ R va equipado con sensores
capaces de proporcionar una medida imprecisa ori (p j) ∈ Y para
cada celda p j ∈ P. La medida depende de cada robot y de su
posición en el momento de medir.
Puesto que el problema de estimación es independiente pa-
ra cada lugar del mapa, se describe el algoritmo para una única
región, p ∈ P, haciendo notar que la ampliación al mapa com-
pleto se realiza mediante su réplica para todos los lugares. Se
denota como P(yk), la probabilidad de que la región p ∈ P sea
etiquetada como yk ∈ Y. Por lo tanto, como objetivo adicional
al problema de planificación se incluye la necesidad de obtener
una distribución de probabilidad, P(Y), que considere las me-
didas obtenidas en el tiempo por todos los robots, teniendo en
cuenta que éstos tienen un radio de comunicación limitada.
Para llevar a cabo esta tarea, se explotan las propiedades
que tienen los algoritmos de consenso distribuidos en el ámbi-
to de la percepción (Mesbahi and Egerstedt, 2010; Montijano
and Sagüés, 2015). En particular, el cálculo se centra en la uti-
lización de un algoritmo de consenso basado en polinomios de
Chebyshev (Montijano et al., 2013), aplicado al problema de
inferencia distribuida descrito en (Julian et al., 2012). Para la
estimación, a cada robot ri se le aplica la regla de Bayes a partir
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de la observación ori (p) obtenida en cada instante θ,
Priθ (yk |ori (p)) =
Priθ (yk) · P(ori (p)|yk)∑
y`∈Y
Priθ (y`) · P(ori (p)|y`)
, (7)
donde Priθ (yk |ori (p)) representa la probabilidad de que la región
tenga la etiqueta yk, condicionada por la observación obteni-
da del sensor, ori (p). P(ori (p)|y`) es la probabilidad de obte-
ner dicha medida suponiendo la región tuviera la etiqueta y`.
Por un lado, para el cálculo de Priθ (yk |ori (p)) se asume que
el etiquetado de las regiones no cambia en el tiempo, lo que
hace que la estimación a priori en el instante θ sea precisa-
mente la probabilidad a posteriori en el instante anterior, i.e.,
Priθ+1(yk) = P
ri
θ (yk |ori (p)),∀yk ∈ Y. Por otro lado, se asume que
los robots conocen la calibración de sus sensores, lo que les per-
mite conocer las probabilidades P(ori (p)|y`) para todo y` ∈ Y.
Es importante notar que (7) no está teniendo en cuenta pa-
ra nada las estimaciones que hacen otros robots en el proce-
so de actualización. En (Julian et al., 2012) se propone aproxi-
mar la probabilidad combinada de las medidas de todos los ro-




representa el conjunto de medidas tomadas por el equipo de
robots. Una vez obtenida, esta medida reemplaza al término
P(ori (p)|yk) en (7), dando lugar a una estimación más robusta
del etiquetado de la región.
Para realizar dicho cálculo utilizando un número reducido
de rondas de comunicación entre los robots, se puede utilizar
un algoritmo de consenso distribuido (Montijano et al., 2013).
Este utiliza una variable, zi ∈ R|Y|, para cada robot ri ∈ R, para
realizar la estimación de P(O(p)|yk). Dicha variable se iniciali-
za con el logaritmo de la probabilidad local del sensor del robot
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donde Ni ⊆ R denota el conjunto de vecinos del robot ri, i.e.,
con los que puede comunicarse directamente, y Tn(c) denota
el polinomio de Chebyshev de primer tipo de grado n, calcu-
lado de forma recurrente por Tn(c) = 2 · Tn−1(c) · c − Tn−2(c).
El parámetro c > 1 es un parámetro de diseño libre, mientras
que 0 < w′i j < c denotan los pesos asociados al intercambio
de información entre los robots ri y r j, asumiendo que r j ∈ Ni
(Montijano et al., 2013). Para concluir, el valor de las proba-













Se denomina planificación adaptativa aquella en que la fun-
ción h (función de observación) va cambiando (se adapta) du-
rante la exploración (i.e., la trayectoria) de acuerdo con la ac-
tualización de las medidas obtenidas del entorno.
La ejecución del algoritmo de planificación será distribui-
da, determinando cada robot una planificación que utiliza la
estimación probabilı́stica que tiene sobre el entorno. En par-
ticular resuelve un PPM (6) y ejecuta la primera acción (avanza
a la región adyacente, estrategia de horizonte deslizante) co-
rrespondiente a la solución óptima. En el estado inicial, cada
robot ri construye su propia RPM, siendo los modelos de ca-
da robot diferente en la función de observación h. Mediante el
algoritmo de consenso, cada uno actualiza las probabilidades
del etiquetado de las regiones y construye la función h, eligien-
do para cada región la etiqueta con mayor probabilidad, i.e.,
h(p) = máxk Priθ (yk). De esta manera cada robot resuelve de for-
ma individual una instancia del PPM (6) y obtiene una solución
particular. Para dicha solución, el robot únicamente considera
la parte del vector de disparo que va ligada a su propio mo-
vimiento y ejecuta únicamente la primera acción. En el caso
particular de que el PPM (6) no tenga una solución factible, el
robot elige un movimiento aleatorio y lo ejecuta. De esta ma-
nera, los robots pueden obtener una observación diferente del
entorno que mejore su estimación. La planificación se actualiza
mediante un proceso iterativo que va dirigiendo el equipo hacia
el cumplimiento de la especificación (el algoritmo completo se
presenta en (Mahulea et al., 2020c)).
Cada vez que se actualizan las funciones h y los planes, an-
tes de volver a ejecutar una nueva iteración del algoritmo com-
pleto, los robots han de esperar a que el conjunto del equipo ha-
ya completado sus movimientos. Esto se hace imponiendo un
tiempo de espera equivalente al máximo tiempo requerido para
moverse de una celda a otra. El número de iteraciones que se
aplica el algoritmo determina la probabilidad de que el conjun-
to acabe en una configuración que satisfaga la especificación.
Cuanto mayor sea este número, más probable será que se al-
cance un resultado aceptable.
Figura 6: Mapa del ejemplo 6.1.
Ejemplo 6.1. Se considera el entorno de la Figura 6, que con-
tiene tres regiones de interés (p7, p9 y p11) y dos robots inicial-
mente colocados en p8 y p6. El conjunto de observaciones es
Y = {y1, y2, y3} y la función de observación real h(p11) = y1;
h(p9) = y2; h(p7) = y3 con h(pi) = ∅ para el resto de regiones.
La fórmula booleana a cumplir en el estado final es ϕ = y1∧y2,
lo que significa que un robot debe terminar en p11 y otro en p9.
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La solución que devuelve el PPM (6) con el entorno conoci-
do mueve a r1 por el camino p8, p3, p1, p12, p11 y al robot r2 por
p6, p10, p5, p9. La aplicación del algoritmo iterativo que com-
bina la estimación distribuida con la planificación adaptativa
completa la ejecución en 13 iteraciones. El robot r1 realiza la
siguiente secuencia de movimientos: p8, p3, p7, p3, p1, p3, p1,
p3, p8, p6, p10, p5 hasta terminar en p9. El robot r2 sigue la
trayectoria p6, p10, p5, p4, p2, p12, y llega finalmente a p11. La
Figura 7 muestra las estimaciones de los dos robots del etique-
tado de las regiones en la iteración inicial, en la cuarta y en la
última. 
7. Conclusiones
En este trabajo se ha abordado la problemática de la plani-
ficación de alto nivel en equipos de robots idénticos que han de
cumplir una especificación global. Los modelos de redes de Pe-
tri considerados permiten obtener modelos escalables con res-
pecto al número de robots. Si se añade un robot más al equipo,
la estructura del modelo no cambia. Por otro lado, la planifi-
cación se resuelve utilizando problemas de programación ma-
temática, evitándose de este modo la enumeración de los dife-
rentes estados del sistema. En caso de entornos conocidos, se
han desarrollado algoritmos que permiten obtener trayectorias
de forma automática para los robots y con un coste computacio-
nal mucho menor que otras soluciones (Mahulea et al., 2020a).
Figura 7: Mapas utilizadas por los robots en diferentes instantes de tiempo para
ejecutar el algoritmo de planificación. Cada robot considera que la etiqueta de
cada región está dada por la etiqueta de mayor probabilidad. Se observa que en
los estados finales (iteración 13), los dos robots tienen una estimación bastante
buena de las regiones de interés dadas en la Figura 6.
Son diversas las posibles extensiones de esta lı́nea de inves-
tigación. Una primera consiste en considerar la planificación de
alto nivel con especificación LTL definida sobre un conjunto de
acciones. De esta forma, los robots del equipo se han de coor-
dinar para ejecutar algunas acciones (o tareas), evitando deter-
minadas regiones de interés. Los algoritmos de planificación no
tendrán solo que buscar trayectorias para llegar a algunas regio-
nes, también habrán de ejecutar acciones en otras regiones. Para
ello, las propiedades inherentes de localidad en las transiciones
y lugares de las RdPs serán de gran ayuda, al poder refinar los
modelos de un nivel en otro más detallado.
En el marco de la planificación distribuida se plantean otras
vı́as de trabajo. Por una parte, aunque empı́ricamente, el méto-
do de planificación adaptativa parece funcionar correctamente
en diferentes situaciones; no obstante, el acoplamiento existen-
te entre la estimación y el cálculo de las trayectorias hace que
la verificación formal de su comportamiento no sea trivial. De
cara a poder utilizar estos métodos con garantı́as, es necesario
proveerlos de un marco teórico que especifique las condiciones
necesarias para el correcto funcionamiento y terminación, ası́
como el gap de optimalidad con respecto a la solución centra-
lizada con toda la información. También es necesario estudiar
con más detalle cómo influye en la planificación la incertidum-
bre en el marcado de la red; es decir, cómo se comportan los
algoritmos en el caso de que los robots no conozcan con exac-
titud las posiciones del resto del equipo.
La verificación de fórmulas más complejas en este contexto
también es un problema abierto en la actualidad. A este respec-
to, la combinación de los métodos de planificación aquı́ plan-
teados con técnicas distribuidas de asignación de tareas permite
abrir la puerta a la verificación del cumplimiento de especifica-
ciones más avanzadas. Por ejemplo, en casos que se requieran
trayectorias repetitivas (infinitas).
Como se ha mencionado, la complejidad computacional del
problema de planificación es muy alta. Nuestra intención es la
de continuar esta lı́nea de investigación en los siguientes pro-
yectos de investigación. La utilización de la estructura de los
modelos basados en las redes de Petri permite reducir la com-
plejidad computacional de los problemas de planificación en
sistemas multirobot.
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Garrido, S., Moreno, L., Gómez, J.-V., Lima, P.-U., 2013. International Journal
of Advanced Robotic Systems 10 (1), 64.
Gastin, P., Oddoux, D., 2001. Fast ltl to büchi automata translation. In: Proc. of
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