In a real uniformly convex and uniformly smooth Banach space, we first prove a new path convergence theorem and then present some new semi-implicit iterative schemes with errors which are proved to be convergent strongly to the common element of the set of zero points of infinite m-accretive mappings and the set of fixed points of infinite nonexpansive mappings. The superposition of perturbed operators are considered in the construction of the iterative schemes and new proof techniques are employed compared to some of the recent work. Some examples are listed and computational experiments are conducted, which guarantee the effectiveness of the proposed iterative schemes. Moreover, a kind of parabolic systems is exemplified, which sets up the relationship among iterative schemes, nonlinear systems and variational inequalities. c 2017 All rights reserved.
Introduction and preliminaries
Let E be a real Banach space with norm · and C be a nonempty closed convex subset of E. A mapping S : C → C is said to be nonexpansive [1] , if for all x, y ∈ C, Sx − Sy x − y .
We denote by Fix(S) the set of fixed points of S, that is, Fix(S) = {x ∈ C : x = Sx}. A mapping f : C → C is said to be a contractive mapping with coefficient k ∈ (0, 1), if f(x) − f(y) k x − y , ∀x, y ∈ C.
Let Q be a mapping of E onto C. Then Q is said to be sunny [12] , if Q(Q(x) + t(x − Q(x))) = Q(x), for all x ∈ E and t 0. A mapping Q of E into E is said to be a retraction [12] , if Q 2 = Q. If a mapping Q is a for some λ ∈ (0, 1).
Designing iterative schemes to approximate zero point of accretive mappings or fixed point of nonexpansive mappings is still a hot topic in applied mathematics due to the practical background. Some of the related works can be seen in [11, 13, 14, 17] and the references therein.
In 2016, using the idea of implicit midpoint rule [2] , Wei, et al. [16] , presented the following iterative scheme to approximate the common element of the set of zero points of an m-accretive mapping and the set of fixed points of infinite nonexpansive mappings: x n+1 = γ n ηf(x n ) + (I − γ n T )u n ,
where T : C → C is a strongly positive linear bounded operator, f : C → C is a contractive mapping, A : C → E is m-accretive and S i : C → C is nonexpansive, for i ∈ N. Under some assumptions, both {x n } and {z n } are proved to be convergent strongly to the unique element q 0 ∈ ( ∞ i=1 F(S i )) A −1 0, which is also the solution of the following variational inequality: for all y in ( ∞ i=1 F(S i )) A −1 0, (T − ηf)q 0 , J(q 0 − y) 0.
In 2012, Ceng, et al. [5] , presented the following iterative scheme to approximate zero point of an m-accretive mapping:     
x 0 ∈ E, y n = α n x n + (1 − α n )J A r n x n , x n+1 = β n f(x n ) + (1 − β n )[J A r n y n − λ n µ n F(J A r n y n )], n 0, (1.1) where T : E → E is a δ-strongly accretive and λ-strictly pseudocontractive mapping, with δ + λ > 1, f : E → E is a contractive mapping and A : E → E is m-accretive. Under some assumptions, {x n } is proved to be convergent strongly to the unique element p 0 ∈ A −1 0, which solves the following variational inequality:
A very interesting thing is considered in Ceng's work. The mapping F considered in (1.1) is called a perturbed operator which only plays a role in the construction of the iterative scheme for selecting a particular zero of A and it is not involved in the variational inequality (1.2) .
Motivated by the work in [16] and [5] , in Section 2, we shall construct a new semi-implicit iterative scheme for approximating the common element of the set of zero points of infinite m-accretive mappings and the set of fixed points of infinite nonexpansive mappings. New proof techniques can be found, the superposition of perturbed operators are considered instead of one perturbed operator, infinite families of m-accretive mappings and nonexpansive mappings are discussed instead of finite families of m-accretive mappings and nonexpansive mappings, and some restrictions on the parameters are weakened compared to the existing similar works. Moreover, the computational experiments are conducted to clarify the effectiveness of our new iterative schemes. In Section 3, we shall discuss one kind parabolic systems as an example to strengthen the validity of the iterative scheme presented in Section 2.
We need the following preliminaries in our paper:
. Let E be a real smooth Banach space and B : E → E be a λ-strictly pseudocontractive mapping and also be a τ-strongly accretive mapping with λ + τ > 1. Then for any fixed number δ ∈ (0, 1), I − δB is contractive
. Let E be a real Banach space and let C be a nonempty closed and convex subset of E. Let f : C → C be a contractive mapping. Then f has a unique fixed point u ∈ C.
Lemma 1.3 ([4])
. Let E be a real strictly convex Banach space and let C be a nonempty closed and convex subset of E. Let T m : C → C be a nonexpansive mapping for each m 1. Let {a m } be a real number sequence in (0, 1) such that
Lemma 1.4 ([7]
). In a real Banach space E, the following inequality holds:
where j(x + y) ∈ J(x + y).
Lemma 1.5 ([9]
). Let r, t > 0. If E is uniformly convex, then there exists a continuous strictly increasing and convex function ϕ : R + → R + with ϕ(0) = 0 so that
, for all x, y ∈ R(I + rA) with max{ x , y } t, where A : E → E is m-accretive.
Lemma 1.6 ([10]
). Let {a n } be a real sequence that does not decrease at infinity, in the sense that there exists a subsequence {a n k } so that a n k a n k +1 , for all k 0. For every n > n 0 , define an integer sequence {τ(n)} as
Then τ(n) → ∞ as n → ∞ and for all n > n 0 , max{a τ(n) , a n } a τ(n)+1 .
Path convergence theorem and iterative convergence theorem
Theorem 2.1. Let E be a real uniformly convex and uniformly smooth Banach space and C be a nonempty closed and convex sunny nonexpansive retract of E. Let Q C be the sunny nonexpansive retraction of E onto C. Let f i : E → E be contractive mappings with coefficient k i ∈ (0, 1), B i : E → E be λ i -strictly pseudocontractive mappings and τ i -strongly accretive mappings with λ i + τ i > 1, A i : C → E be m-accretive mappings and S i : C → C be nonexpansive mappings, for i ∈ N. Suppose {a i }, {b i }, {ω i } and {c n,i } are real number sequences in (0, 1), for i ∈ N and n ∈ N. Suppose
then U n t has a fixed point x n t , for each t ∈ (0, 1) and θ t ∈ (0, 1). Moreover, if θ t t → 0, then x n t converges strongly to the unique solution of the following variational inequality, as t → 0,
Proof. We split the proof into five steps.
Step 1. U n t : E → E is a contractive mapping, for t ∈ (0, 1), θ t ∈ (0, 1) and n ∈ N. In fact, for all x, y in E, using Lemma 1.1, we have:
which implies that U n t is a contractive mapping. By Lemma 1.2, there exists x n t such that U n t x n t = x n t . That is,
Step 2. {x n t } is bounded, for n ∈ N and 0 < t a, where a is a sufficiently small positive number. For all p in
Since lim t→0 θ t t = 0, then there exists a sufficiently small positive number a such that 0 < θ t t < 1, for 0 < t a. Thus x n t is bounded for n ∈ N and 0 < t a. Then both {J A i r n,i Q C x n t } and {S i Q C x n t } are bounded for i ∈ N, n ∈ N and 0 < t a.
Step 3. If lim t→0
Step 2,
Step 4. If the variational inequality (2.1) has solutions, the solution must be unique.
are two solutions of (2.1), then
and
Adding up (2.2) and (2.3),
Step 5. If lim t→0
, as t → 0, which solves the variational inequality (2.1).
Assume t m → 0. Set x n m := x n t m and defined µ : E → R by
where LIM is the Banach limit on l ∞ . Let
It is easily seen that K is a nonempty closed convex bounded subset of E. Since
Since a uniformly smooth Banach space has the fixed point property for nonexpansive mappings,
which ensures from Lemma 1.
. Since p 0 is also a minimizer of µ over E, it follows that, for t ∈ (0, 1)
Since E is uniformly smooth, then by letting t → 0, we find the two limits above can be interchanged and obtain
Therefore, which implies that LIM x n m − p 0 2 = 0, and then there exists a subsequence which is still denoted by {x n m } such that x n m → p 0 . Next, we shall show that p 0 solves the variational inequality (2.1). Note that
as t m → 0. Since x n → p 0 and J is uniformly continuous on each bounded subsets of E, then taking the limit on both sides of the above inequality,
0, which implies that p 0 satisfies the variational inequality (2.1).
Next, to prove the net {x n t } converges strongly to p 0 , as t → 0, suppose there is another subsequence
Step 3 implies that
Repeating the above proof, we can also know that q 0 solves the variational inequality (2.1). Thus p 0 = q 0 by using the result of Step 4.
Hence x t → p 0 , as t → 0, which is the unique solution of the variational inequality (2.1). This completes the proof.
Theorem 2.2. Let E be a real uniformly convex and uniformly smooth Banach space, C be a nonempty closed convex sunny nonexpansive retract of E and Q C be the sunny nonexpansive retraction of E onto C. Let f i : E → E be contractive mappings with coefficient k i ∈ (0, 1), B i : E → E be λ i -strictly pseudocontractive mappings and τ i -strongly accretive mappings with λ i + τ i > 1, A i : C → E be m-accretive mappings and S i : C → C be nonexpansive mappings, for i ∈ N. Suppose {α n }, {β n }, {δ n }, {ξ n }, {γ n }, {ζ n }, {µ n }, {a i }, {b i }, {τ i }, {λ i }, {ω i } and {c n,i } are real number sequences in (0, 1), where n ∈ N and i ∈ N. Suppose {r n,i } ⊂ (0, +∞), where n ∈ N and i ∈ N. {e n } ⊂ E and {e n } ⊂ C are error sequences. Further suppose
Let {x n } be generated by the following iterative scheme:
Under the following assumptions that
, which is the unique solution of the variational inequality (2.1).
Proof. We split the proof into four steps.
Step 1. {z n } is well-defined and so is {x n }.
For s, t ∈ (0, 1), define G s,t : C → C by G s,t x := su + tG(
and i ∈ N, then {z n } is welldefined, which implies that {x n } is well-defined.
Step 2. {x n } is bounded.
For all p in
, we can easily know that
(2.8)
Using Lemma 1.1 and (2.8), we have for n ∈ N,
By using the inductive method, we can easily get the following result from (2.9) that:
Therefore, from assumption (iii), we know that {x n } is bounded.
Step 3. There exists
, which solves the variational inequality (2.1). Using Theorem 2.1, we know that there exists x n t such that
for t ∈ (0, 1). Moreover, under the assumption that
, as t → 0, which is the unique solution of the variational inequality (2.1).
Step 4. x n → p 0 , as n → ∞, where p 0 is the same as that in Step 3.
Set K 1 := sup{2 (1 − α n )(x n + e n ) − p 0 , 2 p 0 (1 − α n )(x n + e n ) − p 0 : n ∈ N}, then from Step 2, K 1 is a positive constant.
Using Lemma 1.4, we have
(2.10)
Using Lemma1.5, we know that:
Therefore,
Now, from (2.10), (2.11) and Lemma 1.4, we know that for n ∈ N,
which implies that
From
Step 2, if we set
, and
.
Our next discussion will be divided into two cases:
If { x n − p 0 } is decreasing, we know from the result of Step 4, (2.12) and assumptions (iv) and (v) that 0 ε
) ) → 0, as n → +∞. Then from the property of ϕ, we know that
Now, our purpose is to show that lim sup n→∞ ε (2) n 0, which reduces to show that lim sup
Let x n t be the same as that in Step 3. Since x n t x n t − p 0 + p 0 , then {x n t } is bounded, as t → 0. Using Lemma 1.4, we have
Noticing that
Thus lim sup n→∞ ε (2) n 0. Employing (2.12) again, we have
n .
Assumption (iv) implies that lim inf n→∞
Then the result that x n → p 0 follows.
Case 2. If { x n − p 0 } is not eventually decreasing, then we can find a subsequence { x n k − p 0 } so that x n k − p 0 x n k+1 − p 0 for all k 1. From Lemma 1.6, we can define a subsequence { x τ(n) − p 0 } so that max{ x τ(n) − p 0 , x n − p 0 } x τ(n)+1 − p 0 for all n > n 1 . This enables us to deduce that (similar to Case 1)
and then copy Case 1, we have lim n→∞ x τ(n) − p 0 = 0. Thus 0
This completes the proof.
Corollary 2.3. If in Theorem 2.2, e n ≡ 0 and e n ≡ 0, then iterative scheme (2.7) becomes to the accurate one:
Corollary 2.4. If in Corollary 2.3, ζ n = 0 or µ n = 0, then it becomes to the case without perturbed operators:
, where x n+1 is defined by (2.7), for n ∈ N. Suppose n i=1 d i → ∞, as n → +∞, then under the assumptions of Theorem 2.2, we can obtain the ergodic convergence in the sense that w n → p 0 which solves the variational inequality (2.1).
Proof. The proof is similar to the proof of Step 5 in [16, Theorem 2.2].
Lemma 2.6 ([18]
). Let {a n } be a sequence of nonnegative real numbers such that
where {b n } and {c n } are sequences of real numbers satisfying the following conditions:
Then lim n→∞ a n .
Lemma 2.7 ([3]
). For λ, µ > 0, there holds the following identity:
where A : E → E is m-accretive.
Remark 2.9. Our differences from the main references are:
(i) the normalized duality mapping J : E → E * is no longer required to be weakly sequentially continuous at zero as that in [16] ;
(ii) the parameter {r n,i } in the resolvent J A i r n,i does not need satisfying the condition " ∞ n=1 |r n+1,i − r n,i | < +∞ and r n,i ε > 0 for i ∈ N and some ε > 0" as that in [16] or [5] ; (iii) Lemmas 2.6, 2.7 and 2.8 (see above) and Lemma 1.2 are the main tools to prove the strong convergence of the iterative sequence in [16] or [5] . However, Lemmas 1.4, 1.5 and 1.6 are main tools in our paper. The proof techniques are different, which lead to different restrictions on the parameters.
Remark 2.10. Theorem 2.2 is reasonable, if we suppose E = C = (−∞, +∞) and take α n = δ n = ξ n = e n = e n = 1 n 2 ,
x, for n ∈ N and i ∈ N. Remark 2.11. Choosing Remark 2.10 as the example of Theorem 2.2, we know that
. By using codes of Visual Basic Six, we get Table 1 and Figures 1 and 2 below. From Table 1 and Figure  1 we can see the convergence of {x n }, {y n } and {z n }, and, from Imitating [15] , we have the following definitions or results: Definition 3.1. An operator B : E → 2 E * is called monotone, if
The monotone operator B is said to be maximal monotone if R(B + λJ) = E * , for all λ > 0.
Lemma 3.2 ([15]). The mapping
, where i ∈ N, is maximal monotone.
Lemma 3.3 ([15]). Define the function
Φ i : L p i (0, T ; W 1,p i (Ω)) → R by Φ i (u) = T 0 Γ ϕ x (u| Γ (x, t))dΓ (x)dt, for u(x, t) ∈ L p i (0, T ; W 1,p i (Ω)). Then the subdifferential of Φ i , ∂Φ i , is maximal monotone, for i ∈ N.
Lemma 3.4 ([15]). The mapping
defined by:
is linear maximal monotone.
Definition 3.5 ([15]). For
i ∈ N, define a mapping A i : L 2 (0, T ; L 2 (Ω)) → L 2 (0, T ; L 2 (Ω)) as follows: D(A i ) = {u ∈ L 2 (0, T ; L 2 (Ω))| there exists an f ∈ L 2 (0, T ; L 2 (Ω)) such that f ∈ B i u + ∂Φ i (u) + S i u}. For u ∈ D(A i ), set A i u = {f ∈ L 2 (0, T ; L 2 (Ω)) | f ∈ B i u + ∂Φ i (u) + S i u}.
Theorem 3.6 ([15]). The mapping
A i : L 2 (0, T ; L 2 (Ω)) → L 2 (0, T ; L 2 (Ω)) is m-accretive, for i ∈ N.
Definition 3.7 ([15]). Define the mapping F
, where i ∈ N. where (s 1 , s 2 , · · · , s N+2 ), (s 1 , s 2 , · · · , s N+2 ) ∈ R N+2 , then H i is nonexpansive, for i ∈ N.
Theorem 3.10 ([15]
). For f(x, t) ∈ L 2 (0, T ; L 2 (Ω)), nonlinear parabolic systems (3.1) have a unique solution u (i) (x, t) ∈ L 2 (0, T ; L 2 (Ω)), for i ∈ N.
Theorem 3.11. If g(x, r 1 , · · · , r N+1 ) ≡ r 1 , ε i ≡ 0 and f(x, t) ≡ Constant, for (x, t) ∈ Ω × (0, T ), then (i) u(x, t) ≡ Constant, for (x, t) ∈ Ω × (0, T ), satisfies parabolic systems (3.1);
(ii) {u(x, t) ∈ L 2 (0, T ; L 2 (Ω))| u(x, t) ≡ Constant, for (x, t) ∈ Ω × (0, T )} =
Proof.
(i) It is easy to check that u(x, t) ≡ Constant, for (x, t) ∈ Ω × (0, T ), satisfies (3.1) in view of Theorem 3.10.
(ii) The result {u(x, t) ∈ L 2 (0, T ; L 2 (Ω))|u(x, t) ≡ Constant, for (x, t) ∈ Ω × (0, T )} ⊂ Then B i u, u = 0 and S i u, u = 0. From the definitions of B i and S i , we know that u(x, t) = Constant, for (x, t) ∈ Ω × (0, T ). Thus In view of Theorem 2.2 and Theorem 3.11, we have the following result: Theorem 3.12. Suppose A i and H i are the same as those in Definition 3.5 and Definition 3.8, respectively. Let X be the nonempty closed convex sunny nonexpansive retract of
be contractive mappings with coefficient k i ∈ (0, 1), B i : L 2 (0, T ; L 2 (Ω)) → L 2 (0, T ; L 2 (Ω)) be λ i -strictly pseudocontractive mappings and τ i -strongly accretive mappings with λ i + τ i > 1. Suppose {α n }, {β n }, {δ n }, {ξ n }, {γ n }, {ζ n }, {µ n }, {a i }, {b i }, {τ i }, {λ i }, {ω i }, {c n,i }, {r n,i }, {e n } and {e n } satisfy the same restrictions as those in Theorem 2.2. Let {u n } be generated by the following iterative scheme:
v n (x, t) = Q X [(1 − α n )(u n (x, t) + e n )],
w n (x, t), n ∈ N.
