Abstract. Using the bisection as well as the Newton-Raphson method, we compute to high precision the Littlewood-Salem-Izumi constant frequently occurring in the theory of trigonometric sums.
Introduction
In Zygmund [15, p. 192] we read that there exists a number α 0 ∈ (0, 1) such that for each α ≥ α 0 the partial sums of the series ∞ n=1 n −α cos(nx) are uniformly bounded below, whereas for α < α 0 they are not. It is also shown there that α 0 is the unique solution of the equation (The uniqueness of α 0 will also follow from our analysis in Section 4.) In this journal ( [5] , [8] and [14] ) we find three short papers dealing with the numerical computation of this critical constant. In the first-mentioned paper the method of computation was not revealed. The result 0.30483 < α 0 < 0.30484 appears to be incorrect in the third decimal (which was also observed in [8] and [14] ). In the second paper, by conventional numerical quadrature, it was (correctly) found that 0.308443 < α 0 < 0.308444. In the third paper, using differencing and making use of ordinary interpolation techniques, it was announced that (to 15 D) α 0 = 0.308443779561985, which, as we will see, comes quite close to the true solution of (1.1).
The main object of this note is to present some simple elementary procedures for a high precision computation of α 0 .
Although we will not tackle (1.1) by any integral approximating procedure, anyone persisting to do so might consider first removing the singularity of the integrand in (1.1) at u = 0 by integrating by parts, yielding the equivalent equation
We might solve (1.1) by directly substituting the power series for cos u. However, instead, we will tackle (1.2) by directly substituting the power series for sin u, yielding the equivalent equation
(interchanging and being permitted here by uniform convergence) or
which, in its turn, is clearly equivalent to
Note that F (α) and G(α) differ only by a positive factor:
Error analysis for G(α) and G (α)
In order to compute G(α) sufficiently accurately we make the following error analysis. We will make use of the following simple and well-known
k a k converges and its sum S satisfies |S| < a M +1 .
We can now easily show that when truncating (1.4) after M terms we commit an (absolute) error <
we clearly have a k > 0, lim k→∞ a k = 0 and
so that the lemma applies. Hence
proving our claim. (Note that we used that 0 < α < 1.) In a similar way it is easily seen that the same M yields an even smaller error when
is truncated after M terms.
The bisection program
We first present a program (for Mathematica
Justification of the application of the Newton-Raphson method
In order to solve the equation G(α) = 0 we will now apply the much faster Newton-Raphson method. We will show that (1.4) can also be used for this purpose.
Our justification for applying this method here is based on the following three observations:
Proof. From (1.5) it easily follows that
Proof. Since (with Si(x) = 
we already find that G (α) > a 0 − a 1 . So, it suffices to show that a 0 ≥ a 1 , or, equivalently, that
Since (0 <) 
From the previous proof it is clear that
k a k is an alternating series in the sense of Lemma 2.1. Hence, we might use a similar error estimate as given before for G(α) and G (α).
The upshot of all this is that (for 0
It is well known that these conditions are sufficient for a rigorous application of the Newton-Raphson method to solve our equation G(α) = 0.
Starting on the large side with α = 31 100 , the program in Section 5 yields the solution α 0 presented there (accurate to 1120 D).
The Newton-Raphson program
Considerably more efficient than the bisection procedure is the Newton-Raphson method. The theoretical justification was given in the previous section.
Starting with α = Without any economization of our Newton-Raphson program, the computation of α 0 to 5000 D (requiring 12 iterations) took less than 20 minutes on a Toshiba laptop -2 GB RAM -3.2 MHz.
defining α 0 is due to S. Izumi. This justifies calling it the Littlewood-Salem-Izumi constant.
However, the earliest paper where we detected this constant is [10] . For additional information on α 0 we recommend [2] and [9] . α 0 also plays a role in some theorems about positive trigonometric series with general coefficients: [4] , [6] and [7] , and in theorems about the positivity of some sums of orthogonal polynomials: [12] .
Our method can be extended to apply to similar constants. For example, some open problems are mentioned in [1] , [3] and [13] .
