Quantum Mutual Information as a Probe for Many-Body Localization by De Tomasi, Giuseppe et al.
Quantum Mutual Information as a Probe for Many-Body Localization
Giuseppe De Tomasi, Soumya Bera, Jens H. Bardarson, and Frank Pollmann
Max-Planck-Institut fu¨r Physik komplexer Systeme, No¨thnitzer Straße 38, 01187-Dresden, Germany
We demonstrate that the quantum mutual information (QMI) is a useful probe to study many-
body localization (MBL). First, we focus on the detection of a metal–insulator transition for two
different models, the noninteracting Aubry-Andre´-Harper model and the spinless fermionic disor-
dered Hubbard chain. We find that the QMI in the localized phase decays exponentially with the
distance between the regions traced out, allowing us to define a correlation length, which converges
to the localization length in the case of one particle. Second, we show how the QMI can be used as
a dynamical indicator to distinguish an Anderson insulator phase from an MBL phase. By studying
the spread of the QMI after a global quench from a random product state, we show that the QMI
does not spread in the Anderson insulator phase but grows logarithmically in time in the MBL
phase.
Introduction—In the early sixties, Mott and Twose [1],
following Anderson’s work [2], conjectured that in one
dimensional systems all single particle eigenstates are lo-
calized for any amount of uncorrelated disorder. This
statement was given a mathematically rigorous proof by
Gol’dshtein et al. [3] in the seventies. Since the lo-
calization of all single particles eigenstates implies no
transport, the resulting phase is a perfect insulator—
the Anderson insulator [4, 5]. Afterwards, the prob-
lem of including interaction was studied extensively [6–
8], culminating in the seminal work of Basko, Aleiner
and Altshuler [9] demonstrating the possible existence
of a metal-insulator transition at finite temperature in
the presence of both disorder and interaction. This re-
sult has brought new emphasis and stimulated extensive
research on the resulting many-body localization (MBL).
The presence of a metal-insulator transition has been
confirmed in several works [10–19], which also underline
the ergodicity breaking in the MBL phase. Moreover,
new advancements of controlled experimental techniques
allowed the first evidence of the existence of a localized
phase and the presence of a transition [20–23]. Never-
theless, one of the issues in the experiments has been to
distinguish an Anderson insulator phase from an MBL
phase. The growth of the entanglement entropy after a
global quench shows different behavior between the two
phases. In the Anderson insulator phase it saturates and
in the MBL phase it grows logarithmically [10, 24, 25];
however, measuring entanglement entropy in an exper-
imental setup is challenging due to its nonlocal nature
[26].
In this work we propose the quantum mutual infor-
mation (QMI) between two small spatially separated re-
gions as a possible quantity that can in principle be used
in an experimental setup to detect the transition and to
distinguish between an Anderson insulator and an MBL
phase, without the need to compute an extensive many–
body density matrix [27]. Several quantities have been
borrowed from quantum information theory to charac-
terize the extended and the localized phase as well as to
detect the transition [10, 17, 28–34]. The use of quan-
Extended Localized
FIG. 1. Qualitative behavior of the QMI in the two different
phases of the interacting disorder model H (1) for a fixed
disorder configuration. W = 1 (left) and W = 5 (right). The
red dots represent the sites of the chain and the thickness
of the blue bonds between sites {i, j} is proportional to the
magnitude of I([i],[j])
maxi,j I([i],[j]) averaged over 16 eigenstates in
the middle of the spectrum.
tum information theory tools (i.e., entanglement entropy,
Re´nyi entropy, concurrence, quantum mutual informa-
tion) has been shown to be a resounding resource to study
quantum critical points and different phases in strongly
correlated systems [27]. The mutual information mea-
sures the total amount of classical and quantum corre-
lations in the system and has been successfully used to
study phase transitions [35–46]. We study the QMI be-
tween two sites in two different models. The first one is
the Aubry-Andre´-Harper (AAH) model [47], which is a
one dimensional model (1D) of noninteracting fermions
subject to a quasi-periodic potential, known to have a
metal-insulator transition. The second is the paradig-
matic model of 1D interacting spinless fermions subject
to an uncorrelated random potential, which is believed to
have an MBL transition [11, 16, 17]. The computation
of the QMI between two sites involves only two point cor-
relation functions and can thus in principle be measured
in experiments [26, 48–50].
First we show that QMI in highly excited eigenstates
decays exponentially with the distance between two sites
in the localized phase, but algebraically in the extended
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2phase. Using the QMI we define a correlation length
which diverges at the transition and in the limit of one
particle can be related to the localization length. Sec-
ond, studying the dynamics after a global quench, we
show how the QMI spreads differently in an Anderson
insulator, an MBL phase and an extended phase.
Model—We study the Hamiltonian
H :=− t
2
L−1∑
j=1
c†jcj+1 + h.c.+
L∑
j=1
hj
(
nj − 1
2
)
+ V
L−1∑
j=1
(
nj − 1
2
)(
nj+1 − 1
2
) (1)
where c†j (cj) is the fermionic creation (annihilation) op-
erator at site j and nj = c
†
jcj , {hj} are random fields,
t and V are respectively the hopping and the interac-
tion strength, L the system size and N = L2 the number
of fermions. We consider two different cases that have
a metal-insulator transition. First, the noninteracting
AAH model, which is obtained from H (1) with V = 0,
t = 2 and hj = W cos(2pijφ + α) where φ =
1+
√
5
2 is
the golden ratio and α is a random phase uniformly dis-
tributed in [0, 2pi]. The AAH model is known to have
a metal-insulator transition at Wc = 2 (extended phase
for W ≤ Wc and localized phase for W > Wc). The
localization length close to the transition diverges as
ξloc ∼ log−1 W2 [47]. Second, the spinless fermionic disor-
dered Hubbard chain is obtained by choosing t = V = 1,
and {hj} independent random variables uniformly dis-
tributed in [−W,W ]. This Hubbard chain is believed to
have an MBL transition at a critical disorder strength
Wc = 3.5 ± 1 [11, 16, 17] (extended for W < Wc and
localized for W > Wc).
Quantum Mutual Information—The quantum mutual
information for two spatial subsets of the system A,B ⊆
[1, L] is defined as [27]:
I(A,B) := S(A) + S(B)− S(A ∪ B) (2)
where S(A) is the Von Neumann entropy S(A) =
−Tr[ρA log ρA] with ρA the reduced density matrix of
the subset A calculated using an eigenstate of H. Fig-
ure 1 shows the typical behavior of I([i], [j]) for a
given disorder configuration in two different phases (ex-
tended/localized) for all possible combination of bonds
{i, j}. The thickness of the lines that connect i↔ j rep-
resents the magnitude of I([i],[j])maxi,j I([i],[j]) . In the extended
phase (Fig. 1, left panel) the strongest bonds are the
first neighbors {i, i + 1} but nevertheless all the other
combinations of bonds have almost the same magnitude
indicating that in the extended phase all sites are entan-
gled with each other. In contrast, in the localized phase
(Fig. 1, right panel) each site is mainly entangled with
neighboring sites and the QMI is almost zero for distant
sites.
To quantify this behavior, we focus our study on Ij =
I([1], [j]), from which we can define a correlation length
ξ−1 := − lim
j→∞
1
j
log
Ij
I1 = limj→∞ ξ
−1
j , (3)
where the overline stands for disorder average. We ex-
pect that in the localized phase Ij decays exponentially
in j (Ij ∼ e−
j
ξ ), thus ξ−1 will be nonzero. Instead, in the
extended phase we expect a decay of Ij slower than expo-
nential, implying ξ−1 is zero in the thermodynamic limit.
The exponential decay of Ij implies, via the Pinsker’s
inequality, that all two point correlation functions also
decay exponentially with the distance [29]. This defini-
tion of a correlation length is related to the single particle
localization length ξloc, which is defined as [51]
ξ−1loc := − limj→∞
1
j
log
|ψj |
|ψ0| (4)
with ψj the single particle wave function evaluated at site
j. Computing Ij for a system composed of one fermion
(N = 1) and assuming ψj is a decaying function of j
log Ij ∼ log |ψj |2 + log
(
1− log |ψj |2 + log |ψ0|
2
1− |ψ0|2
)
for large j, implies
ξ ∼ 2ξloc. (5)
As a further measure of the spread of the QMI we inter-
pret
{
pj =
Ij∑
m Im
}
as the values of a discrete probability
distribution and take its variance
σ2 :=
∑
j
j2pj −
∑
j
jpj
2 . (6)
Since we expect Ij to decay exponentially fast with j in
the localized phase, σ should saturate with system size in
this phase. However, it is important to note that σ can
still saturate for algebraically decaying Ij (i.e., Ij ∼ 1j3+η
for any η > 0), thus this quantity can only be used to
detect a lower bound of the transition point.
Aubry-Andre´-Harper model—We start by benchmark-
ing our assumption on the behavior of the QMI in differ-
ent phases for the AAH model. We compute Ij for this
model using a free fermion technique [52] for eigenstates
of H constructed as a Slater determinant taking random
single particle eigenstates, which implies an effective in-
finite temperature ensemble. The two lower panels of
Fig. 2 show ξ−1j as a function of j, for two different val-
ues of W , in the extended phase (W = 1.5) and in the
localized phase (W = 2.2). In the extended phase it de-
cays to zero with a saturation point which scales as the
inverse of the system size with a logarithmic correction
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FIG. 2. (AAH-model) The upper left panel shows the lo-
calization length ξ for different system sizes as a function of
disorder strength W . The dashed line at Wc = 2 represent
the known transition point between extended and localized
states [47]. For values below Wc, ξ increases with system
size while for values above Wc it saturates. The right upper
panel shows σ for different system sizes as a function of dis-
order strength W ; for values of W below Wc σ grows with
system size while for values above Wc it saturates. The lower
panels shows ξ−1j in two different phases: for W = 1.5 in the
extended phase ξ−1j goes to zero as a function of j, while for
W = 2.2 in the localized phase it saturates to a positive value
implying a finite correlation length ξ.
due to the normalization of the single particle wave func-
tions (ξ−1 ∼ logLL ). In the localized phase, ξ−1 saturates
to a nonzero value, leading to a finite correlation length.
The left upper panel of Fig. 2 shows ξ for different sys-
tem sizes and different disorder strengths. In the local-
ized phase for a fixed system size L, ξ was extrapolated
from ξj by averaging over the values of j where it satu-
rates, and in the extended phase we take ξ = ξj=L. As
expected, in the extended phase ξ increases with system
size, while in the localized phase it saturates to a con-
stant. The right upper panel of Fig. 2 shows σ averaged
over disorder realizations for different disorder strengths
and different system sizes. For values of W greater than
Wc, σ converges to a finite value, which implies that all
the eigenstates are localized and have reached their max-
imum extension. However, for values below Wc, σ scales
linearly with system size (σ ∼ L), with the consequence
that pj ∼ L−1, indicating that correlations are spread
uniformly at any distance.
Spinless Hubbard chain—Having shown that the QMI
captures the salient features of the metal–insulator tran-
sition in the AAH model, we now study Ij for the in-
teracting problem that has an MBL transition. For this
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FIG. 3. (Spinless Hubbard chain) The top left panel shows the
localization length ξ for different system sizes as a function
of disorder strength W . The top right panel shows σ for
different system sizes as a function of disorder strength W ,
for values W < 4 it grows with system size while for larger
values it saturates. The vertical dashed line at Wc = 3.5 is
the value for the expected transition [11, 17]. The bottom
lower panels show ξ−1j in the two different phases. For W = 1
in the extended phase, ξ−1j goes to zero as a function of j, for
W > 4 in the localized phase it starts to saturate to a positive
value implying a finite correlation length.
model, we compute Ij using exact diagonalization for
eigenstates in the middle of the spectrum. The lower
panels of Fig. 3 show ξ−1j for two different values of W .
In the expected extended phase (W = 1), it goes to zero
with increasing j and in the MBL phase (W = 5) it
becomes constant for large j, indicating that the QMI
decays exponentially with j. As for the AAH-model, for
values of W where ξj becomes a constant with respect to
j we average over those sites, and for values of W where
ξj decays uniformly with j we take ξ = ξj=L. The left
panel of Fig. 3 shows the extrapolation of the correlation
length for different values of W and for different L. We
note that for values W < 4.0, ξ does not converge for
available system sizes, but it increases with L giving an
indication of an extended phase and thus of a transition.
As expected, ξ is a monotonically decreasing function of
W , implying stronger localization for larger disorder. We
also detect the extended and localized phases by studying
σ, as shown in the right upper panel of Fig. 3. Its behav-
ior is similar to the case of the AAH model. For values
W ≤ 4, σ grows with L (σ ∼ L), implying pj ∼ L−1,
so there is equal probability of finding correlation at any
distance. For W > 4.0, σ saturates with L indicating the
presence of the two different phases.
Unbounded spread of QMI—We now show how Ij can
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FIG. 4. 〈〈X2〉〉 for different system sizes for W = 6, and
for V = 0 (non-interacting). For V = 0 〈〈X2〉〉 saturates
at time of the order one and with system size. For V 6= 0,
〈〈X2〉〉 ∼ log(t).
be used to distinguish between an Anderson insulator
phase and an MBL phase. We perform a global quench
from a random product state
(∏N
s=1 c
†
is
|0〉) and compute
Ij as a function of time. We study the following quantity,
〈〈X2〉〉 :=
∑
j
j2Ij(t)−
∑
j
jIj(t)
2 . (7)
This quantity allows us to detect the spread of informa-
tion under time evolution. At t = 0 the initial product
state has no entanglement and 〈〈X2〉〉 is zero. With the
increase of time its value increases. Figure 4 shows 〈〈X2〉〉
as a function of time t averaged over disorder and over
random product states in the regime of strong localiza-
tion W = 6. For V = 0 (Anderson model) it saturates
at a time of the order one (∼ (hopping strength)−1) as
one would expect in an Anderson insulator phase. In
the MBL phase (V 6= 0) in contrast, it grows logarith-
mically, 〈〈X2〉〉 ∼ log(t). The logarithmic growth can be
understood from the mechanism of dephasing induced
by interaction [25] , in which the time needed to entan-
gle separated portion of the system grows exponentially
with their distance. We tested this by calculating the
minimum time such that Ij(t) starts to be bigger than
some fixed threshold,
Tmin(j) := min
{
t|Ij(t) ≥ 10−5
}
(8)
and we plot it as a function of j in Fig. 5. In the ex-
tended phase (Fig. 5, left panel) Tmin grows algebraically
with distance j, while in the MBL phase (Fig. 5, right
panel) the time to entangle two separated portions of the
system grows exponentially with their distance after an
intermediate regime.
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FIG. 5. Tmin for different system size and in two different
phases. For W = 1.5 extended phase, it grows algebraically.
In the localized phase (W = 6) the time to entangled two
separated region of the systems grows exponentially with their
distance.
Conclusions—In this work we studied the QMI in
fermionic systems having a metal–insulator transition.
First, we benchmarked our main conjectures on the scal-
ing of the QMI as a function of the distance of two sites
in the AAH-model. Second, we studied it in a interact-
ing model having an MBL transition. The QMI decays
exponentially with the distance in the localized phase
and slower than exponential in the extended phase. This
allowed us to define a correlation length ξ, which is fi-
nite in the localized phase and diverging in the extended
phase. This correlation length recovers the single particle
localization length ξloc if the system is composed of only
a single fermion. Furthermore, we defined the quantity
σ, which can be seen as the variance of an appropriate
probability distribution defined using the quantum mu-
tual information. In both models, this quantity saturates
to a finite value in the localized phase and diverges with
system size in the extended phase. Finally we studied
the non-equilibrium properties of the MBL system by
performing a global quench from a random product state
and following the time evolution of the mutual informa-
tion. We showed that the spread of the QMI with time
can be used as a dynamical indicator to distinguish an
Anderson insulator phase from an MBL phase. In the
Anderson phase it saturates with system size, while in
the interacting case it grows logarithmically. With our
study we propose the QMI between two sites as a possible
quantity which in principle can be measured in experi-
ments, to detect the MBL transition, and moreover to
distinguish between an Anderson insulator phase and an
interacting localized phase (MBL).
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FIG. 6. (AAH -model) The left panel shows the localization
length in the extended phase for the AAH model for differ-
ent system sizes, ξ ∼ L
logL
. The right panel shows how ξ
approaches the transition point (Wc = 2) as a function of
W in the localized phase. In the localized phase ξ has been
extrapolated choosing the system size L in which ξ saturates.
Supplemental material to Quantum Mutual
Information as a Probe for Many-Body Localization
Mutual information for two sites—The quantum mu-
tual information (QMI) between two sites {i, j} in a
fermionic system with a fixed number of particles is given
by
I([i], [j]) := S([i]) + S([j])− S([i] ∪ [j]) (9)
where
S([i]) =− 〈ni〉 log〈ni〉
− (1− 〈ni〉) log (〈1− ni〉) ,
(10)
S([i] ∪ [j]) =− 〈ninj〉 log〈ninj〉
− 〈(1− ni)(1− nj)〉 log〈(1− ni)(1− nj)〉
− λ+ log λ+ − λ− log λ−,
(11)
and
λ± =
−〈(ni + nj)2〉 ±
√
〈ni − nj〉2 + 4|〈c†i cj〉|2
2
, (12)
where 〈·〉 is the expectation value with an eigenstate ofH.
The computation of the QMI requires only the knowledge
of two point correlation functions (i.e. 〈ninj〉) and the
expectation values of the local densities (〈ni〉). In the
case of one particle (N =1) the QMI reduces to
Ij =− |ψ0|2 log |ψ0|2 − (1− |ψ0|2) log(1− |ψ0|2)
− |ψj |2 log |ψj |2 − (1− |ψj |2) log(1− |ψj |2)
+ (|ψ0|2 + |ψj |2) log(|ψ0|2 + |ψj |2)
+ (1− |ψ0|2 − |ψj |2) log(1− |ψ0|2 − |ψj |2)
(13)
AAH-model—In this section we report system size scal-
ing for the QMI for the AAH model. The left panel of
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FIG. 7. (AAH -model) The probability distribution ρ of σ
in the two different phase for different system sizes L. The
first panel (W = 1.5) is in the extended phase and ρ shifts to
infinity with increasing L. The second panel (W = 3.5) is in
the localized phase and ρ does not scale with L.
Fig. 6 shows how the correlation length ξ grows with sys-
tem size in the extended phase, ξ ∼ LlogL . The logarith-
mic correction is due to the normalization of the single
particle wave function in the extended phase, which de-
cays as 1√
L
. Moreover, the single particle localization
length is known to diverge close to the critical point as
ξloc ∼ 1log W2 . The right panel of Fig. 6 shows ξ ∼ ξloc
close to the transition. It can be understood by the non
existence of a single particle mobility edge in the AAH
model, implying that the localization length of any par-
ticle diverges approaching Wc as
1
log W2
, and thus the cor-
relation length ξ will be dominated by the divergence of
ξloc.
Figure 7 shows the full probability distribution (ρ) of
σ for the AAH-model in the two different phases. For
W = 1.5 in the extended phase, the probability shifts
systematically with system size, indicating that all the
states are extended. In contrast, for W = 3.5 in the lo-
calized phase ρ does not shift, indicating that the system
is fully localized.
Spinless Hubbard chain—Figure 8 shows the scaling of
σ for different system sizes in the extended phase. σ
scales linearly with L indicating that pj ∼ L−1, all sites
are correlated with each other uniformly. Figure 9 shows
the full probability distribution of σ in the two different
phases, in the extended phase (W = 1) it shifts with sys-
tem size, while in the MBL phase it is stable and has
exponential tails. Moreover, using a free fermion tech-
nique, we compute
〈〈X2〉〉 for large system sizes for the
noninteracting Anderson model (V = 0), as shown in
Fig. 10. As expected
〈〈X2〉〉 saturates with system size.
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FIG. 8. (Spinless Hubbard chain) Scaling of σ for different
system sizes in the extended phase (W = 1).
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FIG. 9. (Spinless Hubbard chain) The probability distribu-
tion ρ of σ in the two different phases for different system
sizes L. The first panel (W = 1.0) is in the extended phase
and ρ shifts to infinity with increasing L. The second panel
(W = 5.0) is in the localized phase and it does not scale with
L.
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FIG. 10. (Spinless Hubbard chain)
〈〈X2〉〉 as a function of
time (t) for the Anderson model (V = 0) for W = 6.
