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Abstract
In this paper, we find weight decomposition and rank of a weight
in the integral (co)homology of the positive system of a semi-simple
Lie algebra over C and prove that the (co)homology of the weight
subcomplex over a field of characteristic p is 0 if the rank of the weight
is not divisible by p. This generalizes Kostant theorem to the integral
cohomology of the positive system.
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1 Introduction
The cohomology of Lie algebras is a very important topic in many fields
of Mathematics. Kostant in [3] compute Ext∗
C(R+)(C, V ), where V is a rep-
∗Project Supported by Natural Science Foundation of China, grant No. 11071125
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resentation of a semi-simple Lie algebra G over C and C(R+) is the Lie al-
gebra over C generated by the positive root system R+ of G. As a special
case, H∗(R+;C) = Ext∗
C(R+)(C,C) has a basis in 1-1 correspondence with
the Weyl group of G. But very little is known about the torsion part of
H∗(R+; Z) = Ext∗
Z(R+)(Z, Z). This problem is related to homotopy theory.
Let A+n be the positive root system of the simple Lie algebra over C with
Dynkin graph An and A
+
∞ = ∪nA
+
n . Then H
∗(A+∞; Zp) = ∪nH
∗(A+n ; Zp) (Zp
is the field of integers modular a prime p) is a direct sum summand of May
spectral sequence [7] converging to the cohomology of the Steenrod algebra
(see [9]). The cohomology of Steenrod algebra is the E2-term of the Adams
spectral sequence converging to the stable homotopy groups of spheres (see
[1] and [8]). In [11], we find weight and rank in the integral cohomology
H∗(A+n ; Z) and prove a lot of properties of the cohomology that includes the
work of Dwyer in [2]. In this paper, we generalize the result in [11] to all
positive root system of a semi-simple Lie algebra over C.
In section 2, we first define the basis graph Γ(R+) of a positive root system
R+ of a semi-simple Lie algebra over C in Definition 2.2. Then we define Weyl
group action ◦ on Γ(R+) in Theorem 2.3. In Theorem 2.4, we define weight
on Γ(R+) and find weight decomposition Γ(R+) = ⊔α∈Ω(R+) Γ(α).
In section 3, we prove in Theorem 3.2 the weight complex decomposition
(Λ(R+), d) = ⊕α∈Ω(R+)(Λ(α), d), (Λ(R
+), δ) = ⊕α∈Ω(R+)(Λ(α), δ),
that is induced by the weight decomposition of basis graph and so have the
(co)homology weight decomposition
H∗(R
+) = ⊕α∈Ω(R+)H
α
∗ (R
+), H∗(R+) = ⊕α∈Ω(R+)H
∗
α(R
+).
In Theorem 3.3, we prove the duality theorem on weight subcomplexes.
In section 4, we define the index of a weight with respect of a positive
root in Definition 4.2 and find the relation between index and neighbors in
Theorem 4.4 that is very important to the proof of properties of basis graph
in section 5.
In section 5, we prove the basic properties of basis graph. In Definition
5.1 and Theorem 5.2, we prove that basis graph Γ(R+) is a diamond graph.
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In Theorem 5.3, we prove that the weight decomposition of Γ(R+) coincides
with its connected component decomposition. In Definition 5.4 and Theorem
5.5, we prove that Γ(R+) is an admissible diamond graph.
In section 6, we prove the property of H∗(R+; Fp) with Fp a field of char-
acteristic p. In Definition 6.1 and Theorem 6.2, we prove that (Λ(R+), δ) is
a diamond cochain complex. In Definition 6.3 and Theorem 6.4, we prove
that for a diamond cochain complex C with basis graph Γ, H∗(C; Fp) = 0 if
the basis graph Γ is connected with rank not divisible by p. As a corollary
of Theorem 6.4, we compute in Theorem 6.7 the free part of the integral
cohomology H∗(R+; Z) and prove that H∗α(R
+; Fp) = 0 if r(α) is not divisible
by the prime p, i.e.,
Hfree∗ (R
+) = ⊕w∈W H
w∗̺
∗ (R
+), H∗free(R
+) = ⊕w∈W H
∗
w∗̺(R
+).
H∗(R
+; Fp) = ⊕p|r(α)H
α
∗ (R
+; Fp), H
∗(R+; Fp) = ⊕p|r(α)H
∗
α(R
+; Fp).
This generalizes Kostant theorem to the integral cohomology.
In section 7, we compare the combinatorial weight defined in [11] and
weight in this paper for the positive root system of the simple Lie algebra
with Dynkin graph An.
2 Basis graph, weight and Weyl group action
Definition 2.1 In this paper, R+ is the positive root system of a semi-
simple Lie algebra over the complex field C. W is the Weyl group acting on
the real vector space V spanned by R+. A W-invariant metric is given on V .
We denote the action of W on V by ∗, i.e., for w ∈ W and v ∈ V , the
action of w on v is denoted by w∗v. For e ∈ R+, re ∈ W is the reflection on
V keeping the hyperplane orthogonal to e fixed.
Conventions In this paper, we use the same symbol to denote both a
graph (finite 1-dimensional simplicial complex) and its vertex set. So for a
graph Γ and two vertices a, b ∈ Γ, {a, b} ∈ Γ implies {a, b} is an edge of Γ
and {a, b} 6∈ Γ implies {a, b} is not an edge of Γ.
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Definition 2.2 The basis graph Γ(R+) is defined as follows. The vertex
set Γ(R+) is the set of all subsets of R+ (including empty set ∅). For two
vertices σ, τ ∈ Γ(R+), {σ, τ} ∈ Γ(R+) if there are e, e1, e2 ∈ R
+ such that
e = e1+e2 and
σ\τ = {e} and τ\σ = {e1, e2}, or τ\σ = {e} and σ\τ = {e1, e2}.
Theorem 2.3 There is a Weyl group action on the vertex set of the basis
graph (denoted by ◦)
◦ :W×Γ(R+)→ Γ(R+)
defined as follows. For w ∈ W and a subset S of V , let w∗S = {w∗v | v ∈ S}.
Then for σ ∈ Γ(R+) (σc = R+\σ),
w◦σ = w∗(σ∪−σc) ∩ R+.
Proof Suppose w,w′ ∈ W . Then for any σ ⊂ R+,
R+ =
(
(w∗σ)∪(w∗−σ)∪(w∗σc)∪(w∗−σc)
)
∩R+.
So (R− = −R+ = {−e | e ∈ R+})
w′◦(w◦σ)
= w′◦
(
w∗(σ∪−σc) ∩ R+
)
= w′∗
(
(w∗(σ∪−σc) ∩ R+) ∪ −(w∗(σ∪−σc) ∩R+)c
)
∩R+
= w′∗
(
(w∗(σ∪−σc) ∩ R+) ∪ (w∗(σ∪−σc) ∩ R−)
)
∩R+
= w′∗(w∗(σ∪−σc)) ∩ R+
= (w′w)∗(σ∪−σc) ∩R+
= (w′w)◦(σ)
and 1◦σ = (σ∩R+)∪(−σc∩R+) = σ. The group action is well-defined. ✷
Remark For a simple reflection re, the ∗ action of re on R
+\{e} is a
permutation and the ◦ action of re on Γ(R
+) is as follows
re◦σ =
{
re∗(σ\{e}) if e ∈ σ,
(re∗σ) ∪ {e} if e 6∈ σ.
(2.1)
But the group action ◦ is not free, i.e., the isotropy group of a vertex may
be non-trivial.
4
Theorem 2.4 There is a weight set Ω(R+) ⊂ V containing the half sum
of positive roots ̺ = 1
2
Σe∈R+e such that
Γ(R+) = ⊔α∈Ω(R+) Γ(α),
where Γ(α) is a full subgraph (called weight subgraph) of Γ(R+) and ⊔ means
the disjoint union of graphs.
The ◦ group action in Theorem 2.3 keeps the weight and graph structure,
i.e., for any w ∈ W , the 1-1 correspondence w◦ : Γ(R+)→ Γ(R+) is a graph
isomorphism such that the restriction on Γ(α) is a graph isomorphism from
Γ(α) to Γ(w∗α) for all α ∈ Ω(R+).
Proof Define weight map ω: Γ(R+) → V as follows. For σ ∈ Γ(R+),
ω(σ) = ̺ − Σe∈σ e. Define Ω(R
+) = imω. Then ̺ = ω(∅) ∈ Ω(R+). For
a weight α ∈ Ω(R+), define Γ(α) = ω−1(α). It is obvious that if {σ, τ} ∈
Γ(R+), then ω(σ) = ω(τ). So Γ(α) is a full subgraph of Γ(R+) for all
α ∈ Ω(R+) and Γ(R+) = ⊔α∈Ω(R+) Γ(α).
For any w ∈ W and σ ∈ Γ(R+),
w∗(ω(σ))
= w∗(̺− Σe∈σ e)
= w∗̺− Σe∈σ w∗e
= 1
2
(Σe∈R+, w∗e∈R+ w∗e + Σe∈R+, w∗e∈R− w∗e)− Σe∈σ w∗e
= ̺+ Σe∈R+, w∗e∈R− w∗e− Σe∈σ w∗e
= ̺+ Σe∈σc, w∗e∈R− w∗e− Σe∈σ, w∗e∈R+ w∗e
= ̺− Σe∈w◦σ e
= ω(w◦σ).
So σ → w◦σ is a 1-1 correspondence from Γ(α) to Γ(w∗α).
Now we prove the map σ → w◦σ is a graph isomorphism. Since W is
generated by simple reflections, we need only prove the special case w is a
simple reflection re.
Suppose {σ, τ} ∈ Γ(α), σ\τ = {f}, τ\σ = {f ′, f ′′}, f = f ′+f ′′ and e is a
simple root. If e 6∈ {f ′, f ′′}, then by (2.1),
re◦σ\re◦τ = {re∗f}, re◦τ\re◦σ = {re∗f
′, re∗f
′′}, re∗f = re∗f
′+re∗f
′′.
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So {re◦σ, re◦τ} ∈ Γ(re∗α). If e ∈ {f
′, f ′′}, we may suppose e = f ′, then
re◦σ\re◦τ = {re∗f, e}, re◦τ\re◦σ = {re∗f
′′}, re∗f
′′ = re∗f+e.
So {re◦σ, re◦τ} ∈ Γ(re∗α). The map σ → re◦σ is a graph isomorphism. ✷
Theorem 2.5 For α ∈ Ω(R+), the following conditions are equivalent.
1. Γ(α) has only one vertex.
2. α = w∗̺ for some w ∈ W , equivalently, α is in the orbit of ̺ with
respect to the ∗ group action of W on Ω(R+).
3. The isotropy group of α with respect to the ∗ action of W on Ω(R+) is
trivial.
4. re∗α 6= α for all reflections re ∈ W with e ∈ R
+.
Proof (1)⇒(2). Suppose Γ(α) has only one vertex σ. If σ = ∅, then α = ̺
and the conclusion holds. Suppose σ 6= ∅. We first prove a lemma that there
must be a simple root in σ. Suppose there is no simple root in σ. Define
partial order on σ as follows. For e1, e2 ∈ σ, e1 < e2 if there is a simple root
s ∈ R+ such that e1+s = e2. Then there is a smallest root e ∈ σ. Since
e is not simple, there is simple root s1 and e
′ 6∈ σ such that e = s1+e
′. So
σ′ = (σ\{e}) ∪ {s1, e
′} ∈ Γ(α). A contradiction! So the lemma holds.
Let e1 be the simple root in σ and α1 = re1∗α. Since the graphs Γ(α)
and Γ(α1) are isomorphic, Γ(α1) has only one vertex σ1 = re1∗(σ\{e1}) by
(2.1). By the lemma, there is a simple root e2 ∈ S1. Let α2 = re2∗α1. Then
Γ(α2) has only one vertex σ2 = re2∗(σ1\{e2}). Repeat this process and we
get σ1, σ2, · · · such that |σi+1| = |σi|−1 (| · | the cardinality). So there is an
n such that σn = ∅ and αn = (ren · · · re1)∗α = ω(∅) = ̺. α = (re1 · · · ren)∗̺.
(2)⇒(3). Since W acts freely on the orbit of ̺, the isotropy group of α
is trivial.
(3)⇒(4). The isotropy group of α is not trivial if and only if α is in
the wall of a Weyl chamber and the isotropy group of α is generated by
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the reflections keeping the wall containing α fixed, i.e. re∗α = α for some
reflection re ∈ W . So (3) is equivalent to (4).
(4)⇒(1). If re∗α = α, let
Γ1e(α) = {σ ∈ Γ(α) | e ∈ σ}, Γ
0
e(α) = {σ ∈ Γ(α) | e 6∈ σ},
then σ → re◦σ is an 1-1 correspondence between Γ
1
e(α) and Γ
0
e(α). So Γ(α)
has more than one vertices.
3 Weight subcomplex
Definition 3.1 Λ(R+) is the exterior algebra over Z generated by R+.
We have to distinguish the generator set of Λ(R+) from R+ as follows. If
R+ = {a, · · · , b}, then we denote the generator set of Λ(R+) by {(a), · · · , (b)}.
The chain complex (Λ(R+), d) is defined as follows. d(e) = 0 for all
e ∈ R+. For e1, · · · , en ∈ R
+ with n > 1,
d((e1)(e2) · · · (en))
= Σi<j (−1)
j−i−1([ei, ej ]) (e1) · · · (ei−1)(ei+1) · · · (ej−1)(ej+1) · · · (en)
(3.1)
where (−e) = −(e) and (0) = 0. The degree is |(e1)· · ·(en)| = n and |1| = 0.
(Λ(R+), δ) is the dual cochain complex of (Λ(R+), d) regraded as the same
group with the dual differential δ. Then δ satisfies the Leibnitz formula
δ(xy) = (δx)y + (−1)|x|x(δy) for all homogeneous x, y ∈ Λ(R+) and for
e ∈ R+,
δ(e) = Σ (e′)(e′′),
where the sum is taken over all e′, e′′ ∈ R+ such that [e′, e′′] = e (so δ(e) = 0
for simple root e).
By definition,
H∗(R
+) = H∗(Λ(R
+), d), H∗(R+) = H∗(Λ(R+), δ)
and for an abelian group F,
H∗(R
+; F) = H∗(Λ(R
+)⊗F, d), H∗(R+; F) = H∗(Λ(R+)⊗F, δ).
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Theorem 3.2 Λ(R+) is a weighted (weight graded) group, i.e., there is
a weight decomposition
Λ(R+) = ⊕α∈Ω(R+) Λ(α),
where Λ(α) is a graded subgroup (called weight subgroup) of Λ(R+).
(Λ(R+), d) and (Λ(R+), δ) are weighted complexes, i.e., there are complex
direct sum decompositions
(Λ(R+), d) = ⊕α∈Ω(R+)(Λ(α), d), (Λ(R
+), δ) = ⊕α∈Ω(R+)(Λ(α), δ),
where (Λ(α), d) and (Λ(α), δ) are respectively subcomplex (called weight sub-
complex) of (Λ(R+), d) and (Λ(R+), δ). The (co)homology group of weight
subcomplexes over the abelian group F are denoted by
Hα∗ (R
+; F) = H∗(Λ(α)⊗F, d), H
∗
α(R
+; F) = H∗(Λ(α)⊗F, δ).
So H∗(R
+; F) and H∗(R+; F) are weighted groups
H∗(R
+; F) = ⊕α∈Ω(R+)H
α
∗ (R
+; F), H∗(R+; F) = ⊕α∈Ω(R+)H
∗
α(R
+; F).
Proof Let Z(Γ(R+)) be the free abelian group generated by Γ(R+).
Identify Z(Γ(R+)) with Λ(R+) (only as free abelian groups !) as follows.
Suppose a total order is given on R+. Then for σ ∈ Γ(R+) ⊂ Z(Γ(R+)),
identify σ with the ordered product
∏
e∈σ(e) ∈ Λ(R
+). Specifically, identify
∅ ∈ Γ(R+) ⊂ Z(Γ(R+)) with 1 ∈ Λ(R+). Then with this identification, the
chain complex (Z(Γ(R+)), d) = (Λ(R+), d) is defined.
Precisely, suppose R+ = {e1, · · · , en} with total order e1 < · · · < en. For
σ ∈ Γ(R+), define the degree |σ| to be its cardinality. For {σ, τ} ∈ Γ(R+)
such that σ\τ = {eu, ev}, τ\σ = {ew}, ew = eu+ev, define sign function
φ(σ, τ) = (−1)a+b+c, where
a = the number of ek ∈ σ such that k 6 u,
b = the number of ek ∈ σ such that k 6 v, (3.2)
c = the number of ek ∈ τ such that k 6 w.
Then for any σ ∈ Γ(R+), we have by (3.1)
dσ = Σ|τ |=|σ|−1, {σ,τ}∈Γ(R+) φ(σ, τ)τ
δσ = Σ|τ |=|σ|+1, {σ,τ}∈Γ(R+) φ(σ, τ)τ
(3.3)
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where the differentials are 0 if there is no vertex τ satisfying the condition.
Since for {σ, τ} ∈ Γ(R+), ω(σ) = ω(τ), by (3.3),
(Z(Γ(R+)), d) = ⊕α∈Ω(R+)(Z(Γ(α)), d),
(Z(Γ(R+)), δ) = ⊕α∈Ω(R+)(Z(Γ(α)), δ).
Define Λ(α) = Z(Γ(α)) and the theorem holds. ✷
Remark The group action ◦ on Γ(R+) makes Λ(R+) a module over
the group ring of W . So there is a group isomorphism Λ(α) ∼= Λ(w∗α).
But this group isomorphism is not a (co)chain complex isomorphism, i.e.,
(Λ(α), d) 6∼= (Λ(wα), d) and (Λ(α), δ) 6∼= (Λ(wα), δ) in general. So we never
use the group module structure of Λ(R+).
Theorem 3.3 Let θ ∈ W be the unique element such that θ∗e = −e for
all e ∈ R+, equivalently, θ◦σ = σc for all σ ∈ Γ(R+). Then θ induces a
duality complex isomorphism
(Λ(R+), d)
ϑ
−→ (Λ(R+), δ)
‖ ‖
⊕α∈Ω(R+) (Λ(α), d)
⊕ϑα
−−−→ ⊕α∈Ω(R+) (Λ(−α), δ),
where ϑα: (Λ(α), d)→ (Λ(−α), δ) is the restriction of ϑ on Λ(α). So for any
abelian group F and weight α ∈ Ω(R+),
Hα∗ (R
+; F) = H∗−α(R
+; F).
Proof Let everything be as in the proof of Theorem 3.2 and (Z(Γ(R+)), δ)
be the dual complex of (Z(Γ(R+)), d).
For σ = {ei1 , · · · , eis} ∈ Γ(R
+), define φ(σ) = (−1)i1+···+is and φ(∅) = 1.
We prove that for any edge {σ, τ} ∈ Γ(R+),
φ(σ)φ(τ)φ(σ, τ) = φ(σc, τ c).
Suppose σ\τ = {eu, ev}, τ\σ = {ew}. Then φ(σ, τ)φ(σ
c, τ c) = (−1)u+v+w
and φ(σ)φ(τ) = φ(σc)φ(τ c) = (−1)u+v+w. So the equality holds.
For any σ ∈ Γ(R+) ⊂ Z(Γ(R+)), define
ϑ(σ) = φ(σ) (θ◦σ) = φ(σ) σc.
9
Then
ϑ(dσ)
= ϑ( Σ|τ |=|σ|−1, {σ,τ}∈Γ(R+) φ(σ, τ)τ )
= Σ|σ|=|τ |+1, {σ,τ}∈Γ(R+)φ(τ)φ(σ, τ)τ
c
= Σ|σ|=|τ |+1, {σ,τ}∈Γ(R+)φ(σ)φ(σ
c, τ c)τ c
= φ(σ)δσc
= δϑ(σ)
and ϑ is a dual complex isomorphism. Since ω(θ◦σ) = ω(σc) = −ω(σ), ϑα is
an isomorphism from (Λ(α), d) to (Λ(−α), δ). ✷
Theorem 3.4 For α ∈ Ω(R+), Λ(α) ∼= Z if and only if α satisfies the
equivalent conditions in Theorem 2.5.
Proof Λ(α) ∼= Z if and only if Γ(α) has only one vertex. ✷
4 Index and neighbors
Definition 4.1 For a weight subgraph Γ(α) and e ∈ R+, Γ1e(α) is the full
subgraph of Γ(α) consisting of all vertex σ such that e ∈ σ and Γ0e(α) is the
full subgraph of Γ(α) consisting of all vertex σ such that e 6∈ σ.
Theorem 4.2 For any e ∈ R+ and α ∈ Ω(R+), there is an integer
r(e, α) ∈ Z such that re∗α−α = r(e, α)e. r(e, α) is called the index of α with
respect to e.
Proof Take any σ ∈ Γ(α), then Σf∈σ (re∗f − f) = ke with k an integer.
Since re∗̺− ̺ = −e, we have
r∗α−α = re∗̺− (Σf∈σ re∗f)− (̺− (Σf∈σ f)) = −(k+1)e (4.1)
is an integer. ✷
Lemma 4.3 For a simple root e and any weight α ∈ Ω(R+), we have the
following.
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(1) If r(e, α) > 0, then Γ1e(α) 6= ∅. Moreover, if Γ
0
e 6= ∅, then for any
vertex σ ∈ Γ0e(α), there is τ ∈ Γ
1
e(α) such that {σ, τ} ∈ Γ(α).
(2) If r(e, α) 6 0, then Γ0e(α) 6= ∅. Moreover, if Γ
1
e 6= ∅, then for any
vertex σ ∈ Γ1e(α), there is τ ∈ Γ
0
e(α) such that {σ, τ} ∈ Γ(α).
Proof The ∗ action of re on R
+\{e} is a permutation and so R+\{e} is
in one of the following cases.
i) R+\{e} = {e1, · · ·, es, e1, · · ·, es, h1, · · ·, ht}, where re∗ei = ei = ei + e
and re∗hi = hi. In this case, e is the longer root in the irreducible component
if there are roots of different lengths in the component.
ii)R+\{e} = {e1,· · ·, es, e1,· · ·, es, f1,· · ·, fs, f1,· · ·, f s, f
′
1,· · ·, f
′
s, h1,· · ·, ht},
where re∗ei = ei = ei+e, re∗fi = f i = fi+2e, re∗f
′
i = f
′
i , f
′
i = fi+e and
re∗hi = hi. In this case, e is the shorter root in the irreducible component
with Dynkin graph other than G2.
iii) R+\{e} = {e1, e1, g1, g1, h1, · · ·, hs}, where re∗e1 = e1 = e1+e, re∗g1 =
g1 = g1+3e, g1 = e1+e and re∗hi = hi. In this case, e is the shorter root in
the irreducible component with Dynkin graph G2.
We prove conclusion (1) of the theorem in the following.
Case i) Suppose Γ1e(α) = ∅ and σ ∈ Γ
0
e(α). Then ei ∈ σ implies ei ∈ σ,
for otherwise (σ\{ei})∪{ei, e} ∈ Γ
1
e(α). So
σ = {ei1 , · · ·, eiu , ei1 , · · ·, eiu , ej1, · · · , ejv , hk1, · · · , hkw}
and by (4.1), re∗α−α = −(1+v)e. A contradiction ! So Γ
1
e(α) 6= ∅.
Suppose Γ0e(α) 6= ∅, then for σ ∈ Γ
0
e(α),
σ = {ei1 , · · ·, eiu , ej1, · · ·, ejv , hk1 , · · · , hkw}.
By (4.1), re∗α−α = −(1+u−v)e. So v > u and there is ejs ∈ σ such that
ejs 6∈ σ. So τ = (σ\{ejs}) ∪ {ejs, e} ∈ Γ
1
e(α).
Case ii) Suppose Γ1e(α) = ∅ and σ ∈ Γ
0
e(α). Then for the same reason as
in case i), ei ∈ σ implies ei ∈ σ, f
′
i ∈ σ implies fi ∈ σ and f i ∈ σ implies
f ′i ∈ σ. So
σ = {ei1 , · · ·, eiu , ei1 , · · ·, eiu , fj1, · · ·, fjv , f
′
j1
, · · ·, f ′jv , f
′
k1
, · · ·, f ′kw ,
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fk1 , · · ·, fkw , el1 , · · ·, elx , fm1 , · · ·, fmy , hn1 , · · · , hnz},
where {k1, · · ·, kw} ⊂ {j1, · · ·, jv}. So v > w and by (4.1)
re∗α−α = −(1+x+2y+2(v−w))e.
A contradiction ! So Γ1e(α) 6= ∅.
Suppose Γ0e(α) 6= ∅ and σ ∈ Γ
0
e(α). Then
σ = {ei1 , · · ·, eiu , ej1, · · ·, ejv , fkw , · · ·, fkw , f
′
l1
, · · ·, f ′lx ,
fm1 , · · ·, fmy , hn1, · · · , hnz},
By (4.1), re∗α−α = −(1+u−v+2(w−y))e. If u > v, then y > w. So either
there is eis ∈ σ such that eis 6∈ σ, or there is fkt ∈ σ such that fkt 6∈ σ. If
eis ∈ σ but eis 6∈ σ, then τ = (σ\{eis}) ∪ {eis , e} ∈ Γ
1
e(α). If fkt ∈ σ but
fkt 6∈ σ, then τ = (σ\{fkt}) ∪ {fkt, e} ∈ Γ
1
e(α).
Case iii) Suppose Γ1e(α) = ∅ and σ ∈ Γ
0
e(α). For the same reason as in
case i), e1 ∈ σ implies e1 ∈ σ, g1 ∈ σ implies e1 ∈ σ, e1 ∈ σ implies g1 ∈ σ.
So σ is one of the following (where the omitted part consists of hi)
{e1, · · ·}, {g1, · · ·}, {e1, g1, · · ·}, {e1, e1, g1, · · ·}, {e1, e1, g1, g1, · · ·}.
In all the above cases, r(e, α) < 0. A contradiction! So Γ1e(α) 6= ∅.
Suppose Γ0e(α) 6= ∅ and σ ∈ Γ
0
e(α). Then σ is one of the following (where
the omitted part consists of hi)
{e1, · · ·}, {g1, · · ·}, {e1, g1, · · ·}, {e1, g1, g1, · · ·}, {e1, e1, g1, · · ·}.
The corresponding τ ∈ Γ1e(α) such that {σ, τ} ∈ Γ(α) is
{e, e1, · · ·}, {e, e1, · · ·}, {e, e1, e1, · · ·}, {e, e1, g1, g1, · · ·}, {e, e1, g1, g1, · · ·}.
Conclusion (2) of the theorem follows by duality isomorphism σ → θ◦σ
in Theorem 3.3. If r(e, α) 6 0, then r(e,−α) > 0 and conclusion (1) holds
for Γ(−α). So conclusion (2) holds for Γ(α) by the 1-1 correspondence. ✷
Theorem 4.4 Lemma 4.3 holds for all roots, i.e., for any e ∈ R+ and
weight α ∈ Ω(R+), we have the following.
(1) If r(e, α) > 0, then Γ1e(α) 6= ∅. Moreover, if Γ
0
e 6= ∅, then for any
vertex σ ∈ Γ0e(α), there is τ ∈ Γ
1
e(α) such that {σ, τ} ∈ Γ(α).
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(2) If r(e, α) 6 0, then Γ0e(α) 6= ∅. Moreover, if Γ
1
e 6= ∅, then for any
vertex σ ∈ Γ1e(α), there is τ ∈ Γ
0
e(α) such that {σ, τ} ∈ Γ(α).
Proof Suppose e is not a simple root. Then there is w ∈ W such that
w∗e is a simple root. From the equality re∗α−α = r(e, α)e, we have
rw∗e∗(w∗α)−w∗α = (wrew
−1)∗(w∗α)−w∗α = w∗(re∗α−α) = r(e, α)w∗e.
So r(w∗e, w∗α) = r(e, α). Since Γ(w∗α) ∼= Γ(α) and Γiw∗e(w∗α)
∼= Γie(α),
that the theorem holds for w∗e implies that the theorem holds for e. ✷
5 Basic properties of basis graph
Definition 5.1 A diamond graph Γ is a graph satisfying the following
condition. If there are a, b, c ∈ Γ such that {a, b} ∈ Γ and {b, c} ∈ Γ,
then there is a unique d ∈ Γ, d 6= b such that {a, d} ∈ Γ, {d, c} ∈ Γ
and {a, c} 6∈ Γ, {b, d} 6∈ Γ. The full subgraph with vertex set {a, b, c, d}
is called a diamond of Γ. We denote by 〈a; b; c; d〉 the diamond such that
{a, b}, {b, c}, {c, d}, {d, a} ∈ Γ and {a, c}, {b, d} 6∈ Γ.
By the above definition, a diamond graph has no triangular subgraph.
Theorem 5.2 Γ(R+) is a diamond graph.
Proof Let σ, τ, µ ∈ Γ(α) satisfy {σ, τ}, {τ, µ} ∈ Γ(α). We may suppose
σ, τ, µ is one of the following two cases.
i) |σ|+2 = |τ |+1 = |µ|.
ii) |σ| = |µ| = |τ |±1.
Case i) Suppose σ\τ = {e}, τ\σ = {e1, e2} with e = e1+e2, τ\µ = {f},
µ\τ = {f1, f2} with f = f1+f2. We have the following two cases.
(1) f 6∈ {e1, e2}. Then we have a diamond 〈σ; τ ;µ; ν〉 as in the following
figure (where the arrow means an edge pointing to the vertex with bigger
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degree and all the omitted parts are the same).
σ = {e, f, · · ·}
ւ ց
τ = {e1, e2, f, · · ·} ν = {e, f1, f2, · · ·}
ց ւ
µ = {e1, e2, f1, f2, · · ·}
Now we prove that ν is unique. Suppose there is a vertex ν ′ 6= ν such that
〈σ; τ ;µ; ν ′〉 is a diamond. Let σ\ν ′ = {g}, ν ′\σ = {g1, g2} with g = g1+g2.
If e = g, then ν ′ = {f, g1, g2, · · ·} with {g1, g2}∩{e1, e2} = ∅. It is obvious
{ν ′, µ} 6∈ Γ(R+) ! So e 6= g. Analogously, we have f 6= g. If g 6= e and g 6= f ,
then ν ′ = {e, f, · · ·} and obviously {ν ′, µ} 6∈ Γ(R+) ! So ν is unique.
(2) f ∈ {e1, e2}. We may suppose f = e2. Since
[e1, [f1, f2]] + [f1, [f2, e1]] + [f2, [e1, f3]] = 0
and e1+f1+f2 ∈ R
+, we have that one of e1+f1, e1+f2 is a positive root and
the other is not a root. We may suppose e1+f2 is not a root. Then we have
a diamond 〈σ; τ ;µ; ν〉 as in the following figure.
σ = {e, · · ·}
ւ ց
τ = {e1, f1+f2, · · ·} ν = {e1+f1, f2, · · ·}
ց ւ
µ = {e1, f1, f2, · · ·}
Now we prove ν is unique. Suppose there is ν ′ 6= ν such that 〈σ; τ ;µ; ν ′〉 is
a diamond. Let σ\ν ′ = {h}, ν ′\σ = {h1, h2} with h = h1+h2. If h = e, then
ν = {h1, h2, · · ·} and so {h1, h2}∩{e1, f1+f2, e1+f1, f2} = ∅. {ν
′, µ} ∈ Γ(R+)
implies that at least one of h1 and h2 is in {e1, f1, f2}. We may suppose
h1 ∈ {e1, f1, f2}. Since {h1, h2}∩{e1, f1+f2, e1+f1, f2} = ∅, we have h1 = f1.
Then from h1+h2 = e1+f1+f2 we have h2 = e1+f2. But e1+f2 is not a root.
A contradiction! So h 6= e. If h 6= e, then e ∈ ν ′. {ν ′, µ} ∈ Γ(R+) implies
that either e ∈ µ, or {e1, e2} ∈ µ. A contradiction! So ν is unique.
Case ii) We prove that there is w ∈ W such that |w◦σ|, |w◦τ |, |w◦µ| is in
case i). If so, there is a unique ν ′ such that 〈w◦σ, w◦τ, w◦µ, ν ′〉 is a diamond.
So 〈σ, τ, µ, w−1◦ν ′〉 is a diamond.
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We first prove a lemma. Suppose for simple reflection re and {σ, τ} ∈
Γ(R+), we have |σ| = |τ | and |re◦σ| = |re◦τ |. Then f ∈ σ and f 6∈ τ implies
re∗f ∈ re◦σ and re∗f 6∈ re◦τ . |σ| = |τ | and |re◦σ| = |re◦τ | imply either
e ∈ σ∩τ , or e ∈ σc∩τ c. So f ∈ σ and f 6∈ τ imply f 6= e. So if re∗f ∈ re◦τ ,
then f ∈ τ . A contradiction! The lemma is proved.
Suppose for all w′ ∈ W , |w′◦σ| = |w′◦µ|. Take f ∈ σ but f 6∈ τ . There
is w ∈ W such that s = w∗e is a simple root. Suppose w = re1 · · · ren, where
e1, · · ·, en (repetition allowed) are all simple root. Denote
σ0 = σ, τ0 = τ, µ0 = µ, f0 = f,
σi = rei◦σi−1, τi = rei◦τi−1, µi = rei◦µi−1, fi = rei∗fi−1,
for i = 1, · · · , n. By the lemma and induction hypothesis |σi| = |µi|, fi ∈ σi
but fi 6∈ µi for all i. Specifically, s = fn ∈ w◦σ but s 6∈ w◦µ. Then
|rs◦(w◦σ)| = |w◦σ|−1 and |rs◦(w◦µ)| = |w◦µ|+1. |(rsw)◦σ| 6= |(rsw)◦µ|. A
contradiction! So there must be w ∈ W such that |w◦σ| 6= |w◦µ|, equiva-
lently, |w◦σ| = |w◦µ|±2. So |w◦σ|, |w◦τ |, |w◦µ| is in case i). ✷
Theorem 5.3 The weight decomposition
Γ(R+) = ⊔α∈Ω(R+) Γ(α)
in Theorem 2.4 is the connected component decomposition, i.e., every weight
subgraph Γ(α) is a connected graph.
Proof Let Ω = {w̺ |w ∈ W} ⊂ Ω(R+). By Theorem 2.5, the theorem
holds for α ∈ Ω.
Suppose α 6∈ Ω, then by 4. of Theorem 2.5, there is e1 ∈ R
+ such that
re1∗α = α. Define α1 = α−e1. Inductively define αi = αi−1 − ei (α0 = α)
if αi−1 6∈ Ω and rei∗αi−1 = αi−1. Since αi = α−e1−· · ·−ei and Ω(R
+)\Ω is
finite, there is an n such that αn ∈ Ω and α, α1, · · ·, αn−1 6∈ Ω.
Suppose the following lemma holds. There are β1, · · ·, βn−1 6∈ Ω, βn ∈ Ω,
and positive roots f1, · · ·, fn satisfying the following property. β1 = α1 and
f1 = e1. For i > 1, rfi+1∗βi = βi,
βi+1 =
{
βi − fi+1 if fi+1 6∈ Fi,
βi + fi+1 if fi+1 ∈ Fi,
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where F1 = {f1}, Fi+1 =
{
Fi∪{fi+1} if fi+1 6∈ Fi,
Fi \{fi+1} if fi+1 ∈ Fi.
Then we prove that for any vertex σ ∈ Γ(α), there are σ1, · · ·, σn ∈ Γ(α)
such that either σi−1 = σi, or {σi−1, σi} ∈ Γ(α), Fi ⊂ σi and σi\Fi ∈ Γ(βi)
for i = 1, · · ·, n (σ0 = σ).
If σ ∈ Γ1e1(α), then define σ1 = σ. If σ ∈ Γ
0
e1
(α), then since rf1∗α = α, by
Theorem 4.4, there is σ1 ∈ Γ
1
f1
(α) such that {σ, σ1} ∈ Γ(α). So σ1 ∈ Γ(α) is
defined such that F1 ⊂ σ1 and σ1\F1 ∈ Γ(β1).
Suppose σi ∈ Γ(α) is defined. Then define σi+1 as follows.
(1) fi+1 6∈ Fi and fi+1 ∈ σi. Define σi+1 = σi. Then Fi+1 ⊂ σi+1 and
σi+1\Fi+1 ∈ Γ(βi−fi+1) = Γ(βi+1).
(2) fi+1 ∈ Fi and so fi+1 ∈ σi. Define σi+1 = σi. Then Fi+1 ⊂ σi+1 and
σi+1\Fi+1 = σi\Fi+1 ∈ Γ(βi+fi+1) = Γ(βi+1).
(3) fi+1 6∈ Fi and fi+1 6∈ σi. Since rfi+1∗βi = βi, by Theorem 4.4, there
is σ′i+1 ∈ Γ
1
fi+1
(βi) with {σi\Fi, σ
′
i+1} ∈ Γ(βi). Define σi+1 = Fi∪σ
′
i+1. Then
{σi, σi+1} ∈ Γ(α), Fi+1 ⊂ σi+1 and σi+1\Fi+1 = σ
′
i+1\{fi+1} ∈ Γ(βi−fi+1) =
Γ(βi+1).
Thus, for any σ ∈ Γ(α), σ1, · · ·, σn are defined. For any σ, τ ∈ Γ(α),
we have a sequence σ, σ1, · · ·, σn−1, σn, τn, τn−1, · · ·, τ1, τ (repetition allowed).
Since ω(σn\Fn) = ω(τn\Fn) = βn ∈ Ω, we have σn\Fn = τn\Fn and σn = τn.
So the above sequence is a path connecting σ and τ . Γ(α) is connected.
The lemma is proved by inductively define βi=wi∗αi with all wi ∈ W as
follows. w1 = 1.
fi+1 =
{
wi∗ei+1 if wi∗ei+1 ∈ R
+,
−wi∗ei+1 if wi∗ei+1 ∈ R
−,
wi+1 =


wi if fi+1 6∈ Fi and wi∗ei+1 ∈ R
+,
wirei+1 if fi+1 6∈ Fi and wi∗ei+1 ∈ R
−,
wirei+1 if fi+1 ∈ Fi and wi∗ei+1 ∈ R
+,
wi if fi+1 ∈ Fi and wi∗ei+1 ∈ R
−.
If fi+1 6∈ Fi, then
βi−fi+1 =
{
wi∗αi−wi∗ei+1 = wi∗αi+1 = βi+1 if wi∗ei+1 ∈ R
+,
wi∗αi+wi∗ei+1 = wirei+1∗αi+1 = βi+1 if wi∗ei+1 ∈ R
−.
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If fi+1 ∈ Fi, then
βi+fi+1 =
{
wi∗αi+wi∗ei+1 = wirei+1∗αi+1 = βi+1 if wi∗ei+1 ∈ R
+,
wi∗αi−wi∗ei+1 = wi∗αi+1 = βi+1 if wi∗ei+1 ∈ R
−.
rfi+1∗βi = (wirei+1w
−1
i )∗βi = (wirei+1w
−1
i )∗(wi∗αi) = wi∗αi = βi. ✷
Definition 5.4 A diamond graph Γ is admissible if there is a sign function
φ defined from all edges of Γ to the set {±1} such that for every diamond
〈a; b; c; d〉, φ(a, b)φ(b, c) + φ(a, d)φ(d, c) = 0.
Theorem 5.5 Γ(R+) is an admissible diamond graph with sign function
φ as defined in (3.2).
Proof Notice that the sign function φ depends on the total order on R+.
We have to consider sign functions defined with respect to different orders
on R+. Suppose R+ = {e1, · · · , en} with total order e1 < · · · < en and
denote by φ the sign function defined with respect to this total order. For a
permutation π on {1, · · ·, n}, there is a new total order eπ(1) < · · · < eπ(n) on
R+. Denote by φπ the sign function defined with respect to this total order.
There are two types of diamonds in Γ(R+). A diamond 〈σ; τ ;µ; ν〉 is
called flat if |σ|−|µ| 6= |τ |−|ν|. A diamond 〈σ; τ ;µ; ν〉 is called folded if
|σ|−|µ| = |τ |−|ν| = 0. For a flat diamond 〈σ; τ ;µ; ν〉 such that |σ|+2 =
|τ |+1 = |µ|, by (3.3),
δ2σ = Σi, j, |σ′′
j
|=|σ|+2 φ(σ, σ
′
i)φ(σ
′
i, σ
′′
j )σ
′′
j = 0
we have that φ(σ, τ)φ(τ, µ) + φ(σ, ν)φ(ν, µ) = 0 for some i, j, k such that
τ = σ′i, ν = σ
′
j and µ = σ
′′
k . For the same reason, for any permutation π on
{1, · · ·, n} and flat diamond 〈σ; τ ;µ; ν〉,
φπ(σ, τ)φπ(τ, µ) + φπ(σ, ν)φπ(ν, µ) = 0. (5.1)
For a simple root s, let πs be the permutation on {1, · · ·, n} defined by
πs(k) = k if s = ek and πs(i) = j if rs∗ei = ej for i 6= k. Beware that these
permutations πs do not induce a group action of W on {1, · · ·, n}. By (3.2),
for any {ξ, η} ∈ Γ(R+) and any permutation π on {1, · · ·, n},
φπ(rs◦ξ, rs◦η) = φππs(ξ, η). (5.2)
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Suppose 〈σ; τ ;µ; ν〉 is a folded diamond such that |σ| = |µ| = |τ |±1.
From the proof of case ii) of Theorem 5.2, there is w ∈ W such that
〈w◦σ;w◦τ ;w◦µ;w◦ν〉 is a flat diamond. Suppose w = rs1 · · ·rst , where
s1, · · ·, st are simple roots. Let π = πst · · ·πs1 . Then by (5.1)
φπ(w◦σ, w◦τ)φπ(w◦τ, w◦µ) + φπ(w◦σ, w◦ν)φπ(w◦ν, w◦µ) = 0.
By (5.2), φπ(w◦ξ, w◦η) = φ(ξ, η) for all {ξ, η} ∈ Γ(R
+). So
φ(σ, τ)φ(τ, µ) + φ(σ, ν)φ(ν, µ) = 0.
So Γ(R+) is admissible. ✷
6 Diamond (co)chain complex
Definition 6.1 A diamond chain complex (C, d) with basis graph Γ is a
chain complex satisfying the following conditions. Γ is an admissible diamond
graph with sign function φ. C = Z(Γ) is the abelian group freely generated
by Γ. For any a ∈ Γ ⊂ C, da = Σ|b|=|a|−1, {a,b}∈Γ φ(a, b)b.
Dually, regard the dual cochain complex (C, δ) of (C, d) as the same group
with dual differential δa = Σ|b|=|a|+1, {a,b}∈Γ φ(a, b)b. Then (C, δ) is a diamond
cochain complex.
Remark There is diamond graph Γ that is not gradable, i.e., there is no
gradation on Γ such that for all {a, b} ∈ Γ, |a| = |b|±1. There is also gradable
diamond graph Γ that is not admissible, i.e., there is no sign function φ on
all edges of Γ such that φ(a, b)φ(b, c) + φ(a, d)φ(d, c) = 0 for all diamond
〈a; b; c; d〉. But if Γ is admissible, all sign functions φ induce isomorphic
diamond (co)chain complexes. See [11].
Theorem 6.2 (Λ(R+), d) and (Λ(R+), δ) are respectively diamond chain
and cochain complex with basis graph Γ(R+).
Proof Corollary of Theorem 5.2 and Theorem 5.5. ✷
Theorem 6.3 For a connected diamond graph Γ, all its vertices have the
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same number of neighbors. This number is called the rank of the connected
diamond graph Γ.
Proof If Γ has no edge, then it has only one vertex. The rank of Γ is 0. If
Γ has only one edge {a, b} with two vertices a and b, then the rank of Γ is 1.
Suppose G has a vertex a with n > 1 neighbors. Let b be a neighbor of a and
A and B are respectively the set of neighbors of a and b. For any v ∈ A\{b},
the three vertices v, a, b determine a unique vertex v′ such that 〈v; a; b; v′〉 is
a diamond. v → v′ is a 1-1 correspondence from A\{b} and B\{a}. So A
and B have the same cardinality. Since Γ is connected, all its vertices have
the same number of neighbors. ✷
Theorem 6.4 Let (C, d) be a diamond chain complex such that the basis
graph Γ is connected with rank r and Fp be a field of characteristic p. If
r 6≡ 0mod p for p > 0 and r 6= 0 for p = 0, then
H∗(C; Fp) = 0, H
∗(C; Fp) = 0.
Proof For a ∈ Γ, δ(d(a))+d(δ(a)) = Σφ(a, b)φ(b, c)c, where the sum
is taken over all b, c ∈ Γ such that {a, b} ∈ Γ and {b, c} ∈ Γ. Since Γ
is a diamond graph, we have that for c 6= a, there are unique b1, b2 ∈ Γ
such that 〈a; b1; c; b2〉 is a diamond of Γ. Since Γ is admissible, we have
φ(a, b1)φ(b1, c) + φ(a, b2)φ(b2, c) = 0. So
δ(d(a))+d(δ(a)) = Σ{a,b}∈Γ φ(a, b)φ(b, a)a = ra.
Thus, dδ + δd = r. The theorem holds. ✷
Definition 6.5 For a weight α ∈ Ω(R+), its rank r(α) is defined to be
the rank of the connected diamond graph Γ(α) (by Theorem 5.3). We have
r(α) = r(w∗α) for all w ∈ W by Theorem 2.4.
Theorem 6.6 For a weight α ∈ Ω(R+), r(α) = 0 if and only if it satisfies
the equivalent conditions in Theorem 2.5.
Proof r(α) = 0 if and only if the connected diamond graph Γ(α) has only
one vertex. ✷
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Theorem 6.7 Let Fp be a field of characteristic p. Then
H∗(R
+; F0) = ⊕w∈W H
w∗̺
∗ (R
+; F0) = ⊕w∈W Λ(w∗̺)⊗F0,
H∗(R+; F0) = ⊕w∈W H
∗
w∗̺(R
+; F0) = ⊕w∈W Λ(w∗̺)⊗F0.
For a prime p and α ∈ Ω(R+), if r(α) 6≡ 0mod p, then
Hα∗ (R
+; Fp) = 0, H
∗
α(R
+; Fp) = 0.
Proof Corollary of Theorem 6.6 and Theorem 6.4. ✷
Remark For F0 = C, Theorem 6.7 is the special case of Kostant Theorem
in [3] for the trivial representation. So Theorem 6.7 is a generalization of
Kostant Theorem to the torsion part of the integral cohomology.
7 Combinatorial weight
Definition 7.1 Let R+ = A+n be the positive root system of the simple
Lie algebra over C with Dynkin graph An. Then A
+
n = {ei,j | 0 6 i < j 6 n}
with Lie bracket
[ei,j, es,t] =


ei,t if j = s,
−es,j if i = t,
0 otherwise.
The combinatorial weight on Γ(A+n ) is defined as follows. For σ ∈ Γ(A
+
n )
and k = 0, 1, · · ·, n, define
ik = number of t such that ek,t ∈ σ + number of s such that es,k 6∈ σ.
Then ω(σ) = (i0, i1, · · ·, in) is the combinatorial weight of σ.
Theorem 7.2 The combinatorial weight and weight satisfies
ω = ω + ρ,
where ρ = (n
2
, · · ·, n
2
) ∈ Rn+1.
Proof Take ei,j ∈ R
n+1 such that the i-th coordinate is −1 and j-th
coordinates is 1 and all other coordinates are 0. Then
̺ =
1
2
(−n,−(n−2),−(n−4), · · ·, (n−4), n−2, n).
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So ω(∅) = ω(∅) + ρ. It is easy to check that for ei,j 6∈ σ,
ω(σ∪{ei,j}) = ω(σ)− ei,j.
Since ω satisfies the same formula, the theorem holds. ✷
With Theorem 7.2, we may replace weight by combinatorial weight. All
the main properties of combinatorial weight of A+n has been discussed in [11].
We list some of them (only for cohomology).
(1) There is a combinatorial weight set Ω(A+n ) such that
(Λ(A+n ), δ) = ⊕(i0,···,in)∈Ω(A+n )(Λ(i0, · · ·, in), δ).
(2) For any (i0, · · ·, in) ∈ Ω(A
+
n ), there is a reflection isomorphism
(Λ(i0, i1, · · ·, in−1, in), δ) ∼= (Λ(n−in, n−in−1, · · ·, n−i1, n−i0), δ).
(3) For any (i0, · · ·, in) ∈ Ω(A
+
n ), there is a rotation isomorphism
(Λ(i0, i1, · · ·, in−1, in), δ) ∼= (Λ(in, i0, i1, · · ·, in−1), δ).
(4) For any (i0, · · ·, in) ∈ Ω(A
+
n ), there is a duality isomorphism
(Λ(i0, i1, · · ·, in−1, in), δ) ∼= (Λ(n−i0, n−i1, · · ·, n−in−1, n−in), d).
(5) The rank of combinatorial weights satisfies the following formula,
r(· · · , j+1, · · · , i−1, · · ·) = r(· · · , j, · · · , i, · · ·) + i−j−1,
where the omitted parts of the combinatorial weights are the same.
(6) r(i0, · · ·, in) = 0 if and only if it is a permutation of (0, 1, · · ·, n).
The combinatorial weight is defined independent of Weyl group action.
All the proofs in [11] are combinatorial and some of the results can not
be generalized. For example, (2) and (3) above can not be generalized
to other positive systems of simple Lie algebras. All combinatorial weight
(i0, · · ·, in) ∈ Ω(A
+
n ) satisfies i0+· · ·+in =
1
2
n(n+1).
Since there is no fraction in coordinates, the combinatorial weight is
much easier to use than weight. For example, H∗(i0,···,in+1)(A
+
n ; Fp) = 0 if
the combinatorial weight is a permutation of (1, 1, 2, · · ·, n−1, n, n) such that
n 6≡ 0mod p, since the rank r(i0, · · ·, in+1) = n.
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