Heterogeneous multicast is an efficient communication scheme especially for multimedia applications running over multihop networks. The term heterogeneous refers to the phenomenon when multicast receivers in the same session require service at different rates commensurate with their capabilities. In this paper, we address the problem of resource allocation for a set of heterogeneous multicast sessions over multihop wireless networks. We propose an iterative algorithm that achieves the optimal rates for a set of heterogeneous multicast sessions such that the aggregate utility for all sessions is maximized. We present the formulation of the multicast resource allocation problem as a nonlinear optimization model and highlight the cross-layer framework that can solve this problem in a distributed ad hoc network environment with asynchronous computations. Our simulations show that the algorithm achieves optimal resource utilization, guarantees fairness among multicast sessions, provides flexibility in allocating rates over different parts of the multicast sessions, and adapts to changing conditions such as dynamic channel capacity and node mobility. Our results show that the proposed algorithm not only provides flexibility in allocating resources across multicast sessions, but also increases the aggregate system utility and improves the overall system throughput by almost 30% compared to homogeneous multicast.
Introduction
The one-hop broadcast characteristic of the MAC layer in wireless ad hoc networks has triggered the use of multicast communication scheme as one of the natural strategies that can multiply the overall network throughput with very limited overhead. This is because multicast packets are forwarded once to reach all the multicast members in the neighborhood using a single transmission, and this effect increases even more in multihop ad hoc networks.
Heterogeneous multicast, also called multirate multicast, is an efficient mode of data delivery for many multimedia applications, especially those operating in real time such as audio/video teleconferencing and TV broadcasting. In multirate multicast, the receivers of a multicast group are offered service at different rates commensurate with their capabilities (e.g., processing power limitations) or based on their local network conditions (e.g., surrounding wireless link states).
Therefore, multirate schemes have a great advantage over unirate multicast (or homogeneous multicast) in adapting to diverse receiver requirements and heterogeneous network conditions.
The simplest way of attaining multirate multicast is by frame dropping. In this approach, intermediate nodes in a multicast tree may drop data frames to lower the rate for the downstream nodes. Another way is by hierarchical encoding or layered streaming which is particularly suitable for audio/video traffic. In this approach, the sender provides data in several layers organized in a hierarchy. Receivers subscribe to the layers cumulatively to provide progressive refinement [1] . This means that the receiver can only choose from a discrete set of data rates on each link. Another method of attaining multirate multicast which is particularly suitable for overlay multicast [2] is stream adaptation through transcoding [3] using intermediate media gateways, thus allowing the receivers to choose their streaming rates from 2 EURASIP Journal on Wireless Communications and Networking a broader continuous range. We assume that the network has one or more of these capabilities.
In this paper, we present an optimal resource allocation algorithm for heterogeneous multicast over wireless ad hoc networks. Multirate multicast has a distinct advantage compared to unirate multicast especially for optimal resource allocation. This is because unirate multicast techniques are often unable to efficiently allocate network resources for multicast groups that have some congested group members (receivers). For such multicast groups, unirate multicast techniques tend to allocate rates based on the most congested receivers potentially wasting significant network resources. On the other hand, multirate multicast allows the rate to change for designated tree members to accommodate the congested receivers downstream. Hence, it provides more flexibility in allocating rates across the multicast tree such that the overall network resource utilization is maximized (see the example in Section 2). Our heterogeneous multicast solution has the following key features.
(i) It guarantees optimal resource utilization while providing system-wide fairness for end-to-end multirate multicast flows.
(ii) It guarantees steering the entire network toward the optimal point in real time, and hence reacts robustly to network conditions (e.g., mobility and route changes) as they occur.
(iii) It is based on primal-dual and pricing methods which facilitate the decomposition of the resource optimization problem into subproblems that are easier to solve in a modular structure.
(iv) For network deployment, we design a cross-layer framework that utilizes a measurement-based technique for MAC-layer channel capacity estimation, and a light-weight network HELLO protocol for constructing contention domains to allow for allocating resources across end-to-end multicast sessions.
(v) This cross-layer solution also works in a truly distributed network environment, with limited overhead, and with no synchronization requirements between node calculations.
The problem of resource allocation for unicast flows has been investigated before in [4] [5] [6] . In these works, common pricing mechanism has been used whereby each network resource calculates a price that represents the relationship between the load on the network resource and the capacity that it can offer. Resource allocation for multirate multicast in wired networks has been studied in [7, 8] . An iterative algorithm based on subgradient techniques [9] has been employed to account for the nondifferentiability of the primal problem. The authors in [2] proposed an overlay strategy for allocating resources over a multirate multicast tree by considering each link as a point-to-point unicast session. Rates are then allocated across each unicast session such that the aggregate utility across all unicast sessions is maximized. The problem of optimal and fair resource allocation has been widely studied in the context of wired networks. Among these studies (e.g., [2, 4, 5, 7, 8] ), price-based methods have shown to be effective in achieving a decentralized solution for rate allocation. The location-based contention, time-varying wireless channel characteristics, and multirate multicast in one-hop broadcast wireless medium represent both challenges and opportunities which we addressed in our model.
The remainder of this paper is organized as follows. In Section 2, we explain the terminology used for heterogeneous multicast and formulate the optimization problem. The approach for multirate multicast is presented in Section 3. We present our distributed asynchronous algorithm for heterogeneous multicast in Section 4. We provide the simulation results in Section 5 and finally, we conclude this paper in Section 6. Table 1 highlights the notations used by the model. We consider a wireless ad hoc network consisting of a set of nodes V spread over a wireless space, each with a specific transmission range and interference range. We exploit the protocol model explained in [10] and leveraged in [6] for wireless packet transmission. In this model, the transmission from node i is successfully received by node j (i, j ∈ V ) if (1) the distance between the two nodes is no more than a certain range (i.e., transmission range), and (2) for all other nodes k ∈ V simultaneously transmitting over the same channel, the distance between j and k is more than a specific range (i.e., the interference range). For some protocols which require acknowledgment from j to i (e.g., IEEE 802.11 MAC), node i is also required to be interference free at the time of sending the acknowledgment.
Model and Problem Formulation

Model and Notations.
We model the wireless ad hoc network as a directed graph G = (V , E), where E is the set of wireless "virtual" links produced as a result of nodes located within the transmission range of each other. Each wireless link e ∈ E has two end nodes i and j (i.e., e = {i, j}). The network is shared by a set of M end-to-end multicast groups. Each multicast group m has a unique source node s m , a set of receivers R m = {r m1 , r m2 , . . .}, and uses a subset of wireless links E m and a subset of nodes V m for either receiving or relaying traffic.
We further divide the multicast tree nodes into gateway nodes and relay nodes as shown in Figure 1 . Gateway nodes are the nodes that have rate control capabilities through one of the methods explained before, such as layered transmission, transcoding and frame dropping. Relay nodes on the other hand merely forward data frames without performing any rate change. We use υ i to denote a gateway at node i. If υ i is a member of multicast tree m, hence denoted by υ mi , then υ i can control the rate of the downstream nodes.
A fundamental difference between the unicast and multicast cases is the fact that one-hop broadcast may be used to transfer traffic from one sending node to one or more receiving nodes. To capture this notion, the one-hop data transmission from one sending node i to a set of receiving nodes J ⊆ V m within the multicast flow m along one or Relay node Gateway node more wireless links (branches) is referred to as a multicast subflow of m or f mi . Each multicast subflow uses one or more branches b mi j from one sending node i to a set of receiving nodes
with a cardinality K mi equal to the number of branches of f mi . We also define an active wireless link a i j ∈ E to be the wireless link that carries traffic from at least one multicast group, and A ⊆ E is the set of all active links. Also, a iJ refers to the aggregated multicast subflow from node i and is represented by the set of active links a i j ∀ j ∈ J that are used by one or more multicast subflows f mi ∀m ∈ M simultaneously. For simplicity, we will assume that a packet is successfully transmitted over a multicast subflow f mi if (1) the packet reaches all receiving nodes J on all the branches b mi j ; (2) acknowledgments (using the notation of IEEE 802.11 MAC standards) have been transmitted successfully from all these receiving nodes back to the sending node i [11] . Based on this assumption, the protocol model can be extended for multicast subflows as follows: the traffic from two different subflows on a group of active wireless links contend if either the sending node or any of the receiving nodes of one subflow are within the interference range of the sending node or any of the receiving nodes of the other subflow.
The multicast subtree starting from gateway node υ and ending at either a terminal node or another gateway node is denoted by T υ . In Figure 1 , T υm1 starts at node 1 and ends at the set of nodes {4, 5, 10}, and T υm5 starts at node 5 and ends at the set of nodes {6, 7}. This set of terminal nodes for subtree T υ is denoted by I υ .
Each multicast subtree T υ has a rate x υ (expressed in bits/s) which is allowed to vary within the rate interval
, and I is the set of all such intervals. F υ denotes the set of multicast subflows that belong to subtree T υ . Υ m = {υ m1 , υ m2 , . . .} is the set of all gateway nodes that are members of group m, and Υ is the set of all gateway nodes on all multicast trees ∀m ∈ M. Each multicast group has at least one gateway node (i.e., group source is considered a gateway node) to control the rate to the downstream nodes. We use the notation π m (υ) to indicate the parent gateway node of gateway node υ by going upstream toward the source of group m (e.g., υ m1 = π(υ m4 )). Note that the source node has no parent gateway node (i.e., π(υ m1 ) = ∅).
Also, note that for one multicast group m, any gateway node in the path between the source node and any receiver node may control the transmission by reducing the rate on this path to improve the overall network resource utilization (see the example in Section 2). Therefore, the rate that a gateway node is using for transmission at any given time must be greater than or equal to the maximum rate of all downstream gateway/receiver nodes. For example, in Figure 1 , the rate used by υ m1 for transmission must be greater than or equal to the maximum rate used by any of the gateway nodes υ m4 , or υ m5 . This adds a set of new constraints to the resource allocation problem which can be formulated by the following linear inequalities:
where x υ is the rate used by the gateway node υ, and x πm(υ) is the rate used by parent gateway of gateway node υ across the multicast group m.
To model the contention between the active wireless links, we use a contention domain mechanism [12] by forming a logical contention graph G c = (V c , E c ). Each vertex in G c corresponds to the aggregated multicast subflow a iJ which carries the traffic from one or more subflows simultaneously. A link between two vertices indicates that the traffic on the two aggregated subflows contend with each other. A complete subgraph in G c is referred to as a clique. A maximal clique is the clique that is not part of any other clique. This clique represents the maximal set of active wireless links that contend with each other. This means that only one "subflow" within this clique may transmit a packet at a time [6] . Therefore, the sum of the rates over the maximal clique cannot exceed the channel capacity achieved by using a particular scheduling mechanism in the MAC layer (e.g., IEEE 802.11 DCF). The following inequality formulates these set of constraints:
where q is a maximal clique in the set of all maximal cliques Q, c q is the achieved channel capacity for clique q based on the scheduling discipline used in the MAC layer, and V q c ⊆ A are the set of vertices in G c that belong to clique q.
Next we present an example to illustrate the above notation and highlight the main difference between unirate and multirate multicast with respect to allocating rates in an ad hoc network. Figure 2 shows an example of an ad hoc network where there are 8 nodes connected through wireless links. The network contains 2 sessions m 1 , m 2 where m 2 has a traffic with fixed rate 800 kbps. Session m 1 uses node 1 as the group source, and the receiving nodes are 5, 6, whereas m 2 uses node 7 as the group source, and the receiving node is 8. The aggregated subflows are represented by one node in the contention graph as shown in Figure 2 (b). Assume that the channel capacity is 1 Mbps, which means that the aggregate rate for each maximal clique cannot exceed 1 Mbps. In this case, the rate on subflow f m4 cannot exceed 200 Kbps because the traffic on that subflow contends with f m7 and hence they both exist in the same maximal clique. Using unirate multicast, we cannot assign a rate to group m 1 higher than 200 Kbps because one of the receivers in this multicast session is congested. This means that using unirate multicast we allocate the rate based on the most congested receiver. On the other hand, multirate multicast using node 4 as a gateway node can make the rate allocation more efficient because, in this case, the rate used by source node 1 is allowed to exceed 200 Kbps provided that gateway node 4 will adjust this rate to 200 Kbps before forwarding the traffic to the downstream nodes. It can be shown that the rate used by source node 1 can be increased to 333 Kbps in this case.
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Mathematical Formulation.
First, we assign a utility function U υ (x υ ) for each gateway node on every multicast group m ∈ M to measure the degree of service satisfaction based on assigning a specific rate x υ to that gateway node. An example of a logarithmic utility function to achieve intersession proportional fairness is given in Section 5. The utility function also serves as a network-wide efficient tool for achieving certain fair allocation behavior (e.g., proportional fairness, max-min fairness) as shown in [4] . The optimization problem is to find the set of rates assigned to all gateway nodes for all multicast groups such that the aggregated utility function of all gateway nodes is maximized. This can be formulated with the following modified set of constraints: (a) An example of a multirate multicast ad hoc network where Γ qυ represents the number of multicast subflows which belong to both clique q and the subtree T υ . Throughout the rest of the paper, we will make the following assumptions to facilitate the solution for the primal problem (P). Note that if we restrict each multicast group to have only one gateway (source) node, then the constraints in (1) will be eliminated and problem (P) will reduce to unirate multicast.
Solution Approach
Solving the resource allocation problem (P) with a centralized approach requires the knowledge of the utility functions and the knowledge of all contention domains and multicast groups, which is impractical. Instead we propose a decentralized scheme that minimizes the coordination between networks nodes and adapts robustly to network changes. The key to our solution is the use of the duality theory [13] which suggests solving the dual problem by introducing additional dual variables called prices using the same notation as in [4, 6, 8] .
The first step is to define the Lagrangian function L(x, p, p ) for the optimization problem (P) as follows:
where Λ m (υ) is the set of all children gateway nodes of node υ (if any) along multicast session m. Vectors p = (p q ∀q ∈ Q) and p = (p υ ∀υ ∈ Υ) are two vectors of Lagrange multipliers. Γ qυ represents the number of multicast subflows that belong to subtree T υ and clique q simultaneously. Again we notice that the first term of (4) is separable in x υ , and this entails 
and the dual problem (D) for the primal problem (P) as explained in [13] can then be defined as follows:
Equation (7) suggests that to find the optimal rates in a decentralized fashion, we need to find the optimal prices p and p by solving the constraint-less problem (D). In the following, we will see that p can be calculated locally at each gateway node and p can also be calculated locally for each contention domain, hence decentralized solution for end-toend optimal rates is possible as will be discussed later.
Interpretation of Prices.
Consider P υ (T υ ) as the profit of the subtree T υ which can be defined as follows:
This profit represents the difference between the utility that subtree T υ gains by having rate x υ (i.e., U υ (x υ )) minus the summation of prices (denoted by U(x υ )) that this subtree has to pay for gaining such transmission rate, which is defined as
This summation of prices is divided into three components:
(i) q∈Q p q Γ qυ x υ which can be interpreted as the total price for utilizing resources on all cliques ∀q ∈ Q such that F υ ∩ V q c / = ∅. In this case, p q can be interpreted as the price per unit bandwidth consumed at clique q.
(ii) p υ x υ is the price that subtree T υ must pay to the parent subtree of the same group in order to have traffic with rate x υ forwarded to it. In this case, p υ is the price per unit bandwidth for forwarding traffic to subtree T υ . (iii) υ ∈Λm(υ) p υ x υ is the total revenue that subtree T υ gains by forwarding traffic with rate x υ to all children subtrees with each term p υ x υ indicating the revenue for forwarding traffic to subtree T υ such that υ ∈ Λ m (υ).
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Note that at optimality, p υ = 0 if x υ < x πm(υ) since p υ indicates the price when the constraints (1) are violated or the maximum possible rate is used (i.e., x υ = x πm(υ) ). This means that a subtree T υ is not charged for using rate x υ if this rate is less than the rate at parent gateway node π m (υ).
For p q we can, similarly, define the price for one subflow f υi ∈ T υ as the total price for consuming bandwidth on all maximal cliques q ∈ Q as follows:
Moreover, we can also define the aggregated price for subtree T υ as a result of consuming bandwidth on all maximal cliques q ∈ Q as follows:
A crucial aspect of our solution is how to calculate the individual subtree clique prices λ υ ∀υ ∈ Υ in a decentralized way given the prices of the individual maximal cliques p q ∀q ∈ Q. To facilitate presentation, we introduce the following new terms:
(1) π υ (i): the parent node of node i along subtree T υ ; (2) λ υ (i): the accumulated price for subtree T υ at node i.
Note that, along subtree T υ , there is no parent node for the gateway node υ, that is, π υ (υ) = ∅, and the accumulated price at the υλ υ (υ) = 0. We can then define the accumulated subtree price recursively as follows:
where K υπυ(i) is the cardinality of subflow f υπυ(i) .
Theorem 1.
If I υ defines the set of terminal nodes for subtree T υ , then the subtree clique price can be calculated as follows:
Proof is given in Appendix A.
Aggregated Subtree Price
Calculation. In Section 4 we will explain the iterative method for calculating both clique price p q (hence subflow price from (10)) and the forwarding price for each gateway node p υ . In order to calculate the total price defined by (9) at any gateway node υ, we need to calculate the accumulated price on each branch recursively using (12) until we hit either a terminal node or another gateway node υ ∈ Λ m (υ). Each gateway node υ ∈ Λ m (υ) subtracts the forwarding price p υ from the accumulated price to get the net price for the branch leading to that gateway node. Children gateway nodes and terminal nodes which are part of T υ then send the net price value back to node υ to calculate the subtree aggregate price per unit bandwidth λ(T υ ) by simply aggregating all net branch prices and the forwarding price p υ as follows:
Optimal Resource Allocation for Heterogeneous Wireless Multicast (ORAHWM)
We present a distributed iterative algorithm that solves the primal problem (P) by applying the gradient projection method [13] to the dual problem (D). This implies that the clique prices p q (t + 1) ∀q ∈ Q and forwarding prices p υ ∀υ ∈ Υ are calculated iteratively as follows:
where α > 0 is the gradient step-size. Since U υ ∀υ ∈ Υ are concave functions, D(p, p ) is continuously differentiable and the gradients for D(p, p ) with respect to p and p are defined as follows:
Substituting in (15) we get the supply and demand equations for calculating p and p as follows:
We calculate the subtree aggregate price λ(T υ , t + 1) defined by (14) at time (t + 1) using the clique, and forwarding price values from (18) and (19) as explained in Section 3.2. Finally, the transmission rate used by gateway node υ at time (t + 1) is calculated as follows:
In order to prove the convergence of the algorithm described by (15)- (20) We can obtain the following convergence result, the proof of which is in Appendix B.
Theorem 2. For step-size values of α that satisfy the inequality 0 < α < 2γ/Y Z, starting from any initial rate x(0) (x υ ∈ I υ ∀υ ∈ Υ), clique prices p(0) ≥ 0 ∀q ∈ Q, and forwarding prices p (0) ≥ 0 ∀υ ∈ Υ, the sequence of vectors x(t) = (x υ (t), υ ∈ Υ) converges to the unique optimal solution of problem (P).
Synchronous Versus Asynchronous
Computations. Equations (15)-(20) assume that the price and rate iterations are performed at time t = 1, 2, 3, . . ., which implies that the price and rate calculations happen at the same time using a synchronous computation scheme. Such synchronization is however difficult to attain in a distributed network environment where nodes do not have any global synchronization clock. Practically speaking, asynchronism inevitably happens for price and rate calculations at any node because the node may not have the exact current value of the rate, the clique, or the forwarding price. Instead, it receives a sequence of recent values at different time instances. Therefore, the node will use a weighted average of these values in estimating the price or the rate at any given time. For example, for node i to calculate p q (t + 1) from (18) , it needs all the rates x υ (t) ∀υ : (F υ ∩V q c ) / = ∅, at exactly time t. However, because node i may not have the rates at time t, it keeps the rate values at times (t − B) ≤ t ≤ t, where B is a configurable time window for rate and price calculations. Then, it estimates the rates at time t using the following weighted average:
This asynchronous mechanism is general and allows for deploying any estimation policy for the rates or prices. The simulations in Section 5 show that our algorithm attains convergence using some popular update policies such as The details for the asynchronous algorithm for heterogeneous wireless multicast are shown in Algorithm 1. In order to understand the association of this algorithm with the network architecture, we assume that each node i in the network has zero or more multicast subflows f υi ∀υ ∈ Υ depending on the traffic passing by this node. Even though the algorithm suggests that the clique procedure at clique q can be performed by a designated node from that clique (i.e., clique master), in our simulations we perform the clique procedure at each node i separately for all cliques that have f υi ∩ V q c / = ∅. The subflow procedure is performed by each node i that has one or more multicast subflows f υi ∀υ ∈ Υ by simply calculating the accumulated prices at the branches of f υi based on the accumulated price at i. Finally, active gateway nodes (i.e., gateway nodes that have traffic from one or more multicast groups passing by them) perform the subtree procedure by calculating the optimal rate x υ (t + 1) based on the aggregated prices for this subtree.
The estimation of the price and rate values at time t (i.e., x υ (t), p q (t), λ υ (i, t) and p i (t)) from the received values at time instances in the range (t − B) ≤ t ≤ t may follow any policy such as the latest instant estimation or the latest average estimation as explained before. The support for these different update policies demonstrates the versatility of our asynchronous algorithm. The following theorem illustrates the convergence of this model (detailed proof is given in [14] 
Time-Varying Network Environment.
So far, we assume that the cliques achieved capacity and the set of group utility functions are not functions of time (i.e., they do not change with time). However, due to online calculation and subproblem decomposition, it can be shown that our solution will work in the case when these quantities change with time.
For example, the clique capacity may be time-varying depending on the scheduling discipline used at the MAC layer. In this case, (16) will be the same except the current clique capacity c p (t) is used in place of the constant capacity c p . For deploying our algorithm in a real network, we account for the time-varying channel capacity by using a bandwidth management mechanism for estimating the channel capacity based on [15] . In general, if the change in the environment parameters is relatively slow, our solution can track the changes in the optimal rates based on changing these quantities with time. This is shown in our experimental evaluation discussed in Section 5. Figure 3 depicts the cross-layer architecture of ORAHWM showing the main procedures and the interaction of ORAHWM with the different layers including MAC, routing, and transport layers. In this architecture, we use the common IEEE 802.11 DCF as the MAC protocol with multicast extensions as presented in [11] . Multicast ad hoc on demand distance vector (MAODV) [16] is used to provide a distributed routing scheme for the multicast sessions. We also use UDP with rate control in the transport layer to minimize the communication overhead through avoiding the excessive feedback packets used by other transport protocols (e.g., TCP).
Cross-Layer Architecture for ORAHWM.
We use the channel capacity estimator to measure the channel capacity in real time in the MAC layer. For this purpose, we devise a cross-layer mechanism which combines the multicast aware MAC protocol (MMP) [11] with a bandwidth management mechanism for measuring the channel capacity based on [15] . For details about this mechanism, please refer to [17] . We also use the HELLO packets for conveying the clique price information in the routing layer. The information from channel capacity estimator and HELLO packets jointly establish the requirements to calculate the dual gradient for clique prices described by (16) . To construct the contention domains, we allow the price information to be broadcasted as part of the HELLO 
to all children subflows of f υi , if no children, send λ υ ( j, t + 1) to υ.
Subtree procedure (by gateway υ): At times t ∈ T υ
(1) Receive the net prices λ υ (i, t ) − p i (t ) from all terminal nodes of T υ (i.e., ∀i ∈ I υ ), and all children gateway nodes ∀i ∈ Λ m (υ) // (note:
Receive rate x πm(υ) (t ) from parent subtree of T υ (ii) Calculate the next forwarding price p υ (t + 1) as follows: packets to all neighboring nodes within 3 hops away. Such multihop protocol-based scheme in calculating the maximal cliques is proven to work when the interference range is greater than or equal to the transmission range, given that nodes within the same interference range are reachable to each other through multihop communication, as shown in [6] . Feedback packets from the terminal nodes and gateway nodes can be used to convey the rate and accumulated price information which are used by the subtree procedure to calculate the dual gradient for forwarding prices described by (17) and the aggregated subtree price in (14) and hence the next subtree rate described by (20).
Simulation Results
In all our experiments, we use the utility functions U υ (x υ ) = g υ ln(x υ ) x υ > 0 for imposing proportional fairness [4] amongst the multicast groups, where g υ is the differentiation gain for gateway node υ, that is, x υ (t) = g υ /λ υ (t). The default transmission and interference ranges are 250 m and 550 m, respectively. We implemented all the simulations using nanosecond-2 simulator. Unless otherwise stated, we use the latest instant estimation for asynchronous calculations.
Effect of Time-Varying Wireless Channel.
In this experiment, we study the effect of time-varying wireless channel on the speed of convergence for our algorithm ORAHWM. we deployed our algorithm in a real network that uses multicast aware IEEE 802.11 DCF MAC scheduler [11] with a bandwidth management mechanism for measuring the channel capacity (i.e., channel capacity estimator in Figure 3 ) based on [15] and (MAODV) [16] for routing. We take as an example the network in Figure 4 with 3 multicast sessions as shown in Figure 4 (a) and the corresponding contention graph as shown in Figure 4 (b) . We use equal differentiation gains, that is, g υ = 1 ∀υ ∈ M. However, we start each of these sessions in a different time to test the ability of our algorithm to track network changes. The start times of sessions m 1 , m 2 , m 3 are 20, 40, 60 seconds, respectively, and the initial rates x υ (0) ∀υ ∈ M are selected from a uniform distribution in the range 50-250 kbps. We have fixed all the other parameters including the step-size, and we measured the rate of each multicast session against time. Figure 5 shows the result using a time-varying channel capacity realized by the MAC scheduler. From this figure, we observe that although the MAC channel capacity (i.e., the basic rate of sending data in IEEE 802.11 DCF) is set to 1 Mbps, the achieved channel capacity changes with time and does not go above 800 Kbps. Nevertheless, our algorithm continuously tracks the change in channel capacity and provides proportional fairness amongst all the multicast sessions based on the current available channel capacity. We also notice that the algorithm spends less than 2 seconds to achieve the optimal rates every time a new multicast session is added, which is deemed reasonable. However, intuitively, this convergence speed is affected by the number of hops that each multicast session spans and hence it may decrease in larger networks as we will see in the following experiments. 
Convergence in Random Network for Unirate Multicast.
In this experiment, we study the convergence behavior of our algorithm ORAHWM with respect to both calculated rate and throughput in a randomly generated wireless network as shown in Figure 6 . This network consists of 30 nodes deployed randomly over the 1000 × 1000 m 2 wireless space. We started 3 multicast sessions m 1 , m 2 , and m 3 at time 20 seconds, each with one source and gateway node υ mi and four receivers as shown in Table 2 using α = 10 −8 . The differentiation gain for all the three sessions is g υ = 1 ∀υ ∈ M). Figure 7 shows the calculated rates and receiver throughput of each multicast session with time. From these results, we observe that our algorithm attains convergence with satisfactory speed even in relatively large-scale networks. We also observe that the throughput achieved by each receiver on all sessions follows the calculated rates fairly well, which confirms the correctness of the calculated rates. Note that the optimal calculated rates are different for each session depending on the size of the multicast tree and how much resources each session consumes from the total network resources. If this discrimination based on tree topology is undesirable, it can be compensated using different differentiation gains (g υ ) on each session, which will be discussed in the next experiment. We also observe that the time spent by the algorithm to achieve full optimality is almost 35 seconds in such large fully distributed network. However, after 5 seconds only, the rates start to approach optimal point gradually. This indicates that, although the algorithm may not have enough time to achieve full optimality especially in large-distributed environments, it will always attempt to approach optimal point and follow network changes concurrently and satisfactorily. 
Effect of Changing Differentiation Gains on the Calculated
Rates and Aggregate Utility. In these experiments, we study the effect of changing the differentiation gains on the calculated rates for unirate and multirate multicast sessions. We consider the small topology shown in Figure 8 . Two sessions m 1 and m 2 are sharing this network with source and receiver nodes as shown in Figure 8 . we consider 3 cases where we change the differentiation gain and show the effect on the calculated rates in each case. multicast group, and we use equal differentiation gains for both sessions (i.e., g υ11 = g υ24 = 5). For both cases 2 and 3, m 1 gateway node 4 for rate control and the differentiation gain g υ24 is set to. Case 2 uses differentiation gains g υ11 = 3, g υ14 = 2 whereas case 3 uses g υ11 = 4, g υ14 = 1. In all cases we start both multicast groups at t = 20 seconds, we fix all the other parameters including α = 3 × 10 −7 , and we set the channel capacity for all maximal cliques to 1 Mbps. Figure 9 shows the calculated rates and the aggregated utility for the 3 cases. We notice that for case 1 (unirate), as expected, our algorithm ORAHWM will discriminate against session m 1 because it uses more wireless links and hence utilizes more network resources. This happens because for unirate, ORAHWM deals with each session as one entity regardless of how large this session is and how many links it uses. Multirate with additional gateway nodes can reduce this effect by providing more flexibility to assign more priority to some parts of the tree which in turn affects the aggregate utility of the entire system. This is depicted by the results in Figures 9(b) and 9(c). We notice that by increasing the differentiation gain for T υ11 , we can increase the aggregate utility (shown in Figure 9(d) ). Therefore, assigning differentiation gains to different parts of the multicast trees is a crucial aspect of this algorithm and may call for a mechanism to assign these differentiation gains in real time in order to maximize the overall aggregate utility. For example, multicast subtrees which serve large number of uncongested receivers will be assigned higher differentiation gains, while multicast subtrees with fewer congested receivers will be assigned lower differentiation gains.
Effect of Time-Varying Channel and Mobility on the Convergence of ORAHWM.
In these experiments, we study the effect of changing network conditions including changing capacity and node mobility on the convergence of our algorithm ORAHWM. We consider the same topology and multicast sessions shown in Figure 8 , and we use the g υ11 = 4, g υ14 = 1.
First we study the effect of measuring the real capacity on each clique using the MAC layer channel capacity estimator as explained in Section 4.3. Figure 10 shows the result of using a time-varying channel capacity realized by the MAC scheduler IEEE 802.11 DCF with channel data rate 1 Mbps. From this figure, we observe that although the achieved channel capacity changes with time, our algorithm continuously tracks the change in channel capacity fairly well and provides proportional fairness amongst all the multicast sessions based on the current available channel capacity.
We also study the impact of mobility and route changes on the convergence of our algorithm by generating a mobility pattern where node 2 moves from position 1 to position 2 as shown in Figure 8 (a) with average speed of 3 m/s and pause time 20 seconds. Figure 11 shows the rates calculated by our algorithm with time. The figure shows 3 different regions depending on the change of routes resulting from the node mobility. In region 1, only node 6 is receiving traffic for both multicast sessions. As expected in this case, our algorithm converges to the same rates of case 3 in the previous experiment. As node 2 moves to region 2, the routes for which are shown by Figure 8 , both receivers at nodes 5, and 6 become active for session m 1 and the optimal rates converge to the same values, after some transient period, despite the route changes. When node 2 moves to region 3, both the receivers at node 6 and node 4 become inactive for session m 1 and session m 2 can now use the whole channel for its traffic. Therefore, the optimal rate for m 2 in this case is 1 Mbps whereas the capacity is divided amongst the 3 subflows f 11 , f 12 , and f 13 for m 1 .
Effect of Using Multirate on the Total Throughput for
Multicast Flows. In this experiment we study the effect of using gateway nodes for rate control as part of a multicast group. Consider Figure 12 which shows two multicast groups m 1 and m 2 sharing an ad hoc network on 11 nodes as shown in Figure 12 . m 1 uses gateway/source node 1 (i.e., υ 11 ), and has 3 receivers, namely, r 7 , r 8 , and r 9 while m 2 uses gateway/source node 6 (i.e., υ 26 ) and has two receivers, namely, r 10 and r 11 . Here, to study the impact of using multirate multicast we consider two cases. Case 1 is the unirate multicast with equal differentiation gains for both multicast groups (i.e., g υ11 = g υ26 = 3). For case 2, m 1 uses an additional gateway node at 4 (i.e., υ 14 ) for rate control. In this case, we set g υ11 = 2, g υ14 = 1 so the total differentiation gain is similar to case 1, and we set g υ26 = 3. Figures 13 and 14 show the calculated rates and receiver throughput for cases 1 and 2, respectively. We notice that in each case convergence is attained, and the throughput achieved by all receivers on each group tracks the calculated rates appropriately. Comparing the two figures, we notice the effect of using gateway node υ 14 for m 1 which lowers the optimal rate on the subtree T υ14 (i.e., x υ14 ) allowing the other rates x υ11 and x υ26 to increase drastically. This happens because we set the differentiation gain g υ14 = 1 giving this subtree lower priority based on our knowledge that this subtree has only one receiver (r 9 ), and the surrounding area has traffic load more than for example, T υ11 and we used υ 14 to give us the flexibility of setting x υ14 accordingly. Such knowledge can either be communicated between the receivers and gateway nodes or tuned manually by an administrator.
To study the effect of this heterogeneity within m 1 we measure the aggregate utility and the total throughput achieved by each group for cases 1 and 2. Figures 15 and 16 show the results for these measurements. We see from Figure 15 that the aggregate utility achieved for case 2 is better as a result of using gateway node υ 14 because both rates x υ11 and x υ26 increased significantly by reducing x υ14 . This increase in rates caused the overall throughput achieved by both multicast groups to increase drastically (i.e., ≈30%) as shown in Figure 16 .
Concluding Remarks
In this paper we have presented the resource optimization algorithm for the case of multirate multicast (ORAHWM) EURASIP Journal on Wireless Communications and Networking over multihop ad hoc networks. We have introduced the notion of gateway nodes used to control the rates for multirate multicast groups and provided the optimization model that realizes the optimal rates used by each gateway node in order to maximize the overall aggregate utility for the entire system. We also discussed the cross-layer architecture that can be used for deploying this algorithm in real networks. We proposed a mechanism for calculating the subtree price based on the branch accumulated price which allows the calculation to occur in a totally distributed and asynchronous way. Utilizing the flexibility of using gateway nodes across the multicast trees, ORAHWM is expected to increase the aggregate utility of the system and boost the overall throughput achieved by each multicast group by as high as 30% provided that the differentiation gains are set appropriately.
Appendices
A. Proof of Theorem 1
Proof. Assume that I υ (h) is the set of all nodes i ∈ T υ such that the depth of i is h, and H is the maximum depth of the 
