An Introduction to
Diffraction.
Part I: The Near Field
INTRODUCTIO N D e® nitions and Goals. Geometric optics predicts that light traveling through an aperture in an opaque screen should take the shape of the aperture. In actuality a faithful rendition of the shape occurs only when the transmitted light is observed at distances very close to the aperture. As the plane of observation recedes from the screen, edges of the transmitted light becom e indistinct due to the appearance of light and dark fringes. When the image is obser ved at a large distance, the shape of the aperture is no longer discernible. This deviation from rectilinear propagation is called diffraction (see Fig. 1 ).
In gener al, diffr actio n o ccurs when a wave front of light is modi-® ed by a spatially dependent change in amplitude or phase. Diffraction is an interference effect, where the interaction of two or more waves results in an intensity which is not the simple sum of the individual intensities. This discrepancy is due to the fact that wave amplitudes add, not intensity. Unlike intensity, amplitude has sign and phase. By convention, interference refers to the interaction of a few waves, while diffraction refers to the interaction of a large number of w av es. T h e m athem atical foundation of diffraction is rather abstruse. Born and Wolf 1 (p. 370) have stated ,``D iffr actio n pro blem s are amongst the most dif® cult ones encountered in optics. Solutions which, in som e sense, can be regarded as rigorous are very rare in diffraction theory.' ' Indeed so! This statement is followed by 240 pages of m indnum bing calculus, occupying m ore than 30% of their classic text on optics.
The goal of these focal point articles, Parts I and II, 2 is to understand the role of diffraction in wavelength separation, resolving power, and image formation. Fortunately, this can be achieved almost entirely by restricting our attention to situations where the aperture is large compared to the wavelength, and the distance from the aperture to the point of obser vation is large compared to the width of the aperture. This approach is called Fraunhofer diffraction.
Prior to a discussion of Fraunhofer diffraction in Part II, 2 Part I will de-® ne planar and spherical waves, and use these waves to demonstrate Huygens' w av e fro nt reco nstru ction . Next comes Fresnel' s re® nement using interference to place Huygens' work on a sturdier foundation. Then the Helmholtz and Kirchhoff integral theorem will be used to describe the general problem in a little m ore mathematical detail, before reaching the F resnel±K irch ho ff f orm ula which describes diffraction from an aperture in a planar screen. This expression will be num erically evaluated to examine diffraction from a disk-sh ap ed apertu re, a fo cu sing Fresnel zone plate, and a diverging Gaussian beam. Finally, the Fresnel approximation will be derived for obser vation distances that are large compared to the aperture. It will then be used to compute the diffraction pattern from a rectangular aperture, with results compared to the Fresnel±Kirchhoff numeric evaluation.
O n e-D im en sion al W aves. T he propagation of electromagnetic radiation is described by a wave. The mathematical form of the waveÐ the wave functionÐ describes how the amplitude of the electric ® eld chang- es with distance and time. Since diffraction is m ost often a steady-state ph en om eno n, the tim e-d ep en dent portion, cos(v t) or e 2 iv t , can be set to one. In one dimension, the wave function must be a solution to the time-independent differential wave equation
where c is the wave function, and k is the propagation constant equal to 2p /l . There are m any solutions to the wave equation. Those of interest are harm onic waves because they can be used in a Fourier series to construct more com plicated shapes. These waves take two general forms,
where A is the maximum scalar value (amplitude) of c . The phase of a harm onic wave is given by kx. For the harmonic waves given in Eq. 2, there is a particular amplitude associated with a given phase. For example, when x 5 0, the phase is zero and the cosine has an amplitude of A. In contrast, the sine has an amplitude of 0. To create a harm onic wave with an amplitude other than A or 0 when x 5 0, one can add an initial phase, f , to the wave equations.
With the use of the negative sign, as f increases, the waveform m oves toward positive x. Because the shape of a harmonic wave repeats itself ever y 2p radians, the initial phase is often restricted to the range 0 to 2p or 2 p to 1 p . As the wave travels, its velocity can be measured by monitoring a point with ® xed phase. 
The last expression can often be simpli® ed further by rem embering that e i0 5 e i2p 5 1, e 6 ip /2 5 6 i, and e ip 5 e 2 ip 5 2 1.
T h ree-D im en sio n al W a ves. In three dimensions two types of waves are of interestÐ plane and spherical.* The three-dimensional wave equation is given by 2 2 ¹ c 1 k c 5 0 The plane wave has an associated propagation vector, k 5 k x 1 k y j Ã 1 i Ã k z k Ã , which de® nes the direction of travel. The equation of a plane is given by k´r 5 constant, where r is a vector from the origin to any point in the plane of the wave. The plane wave equation can then be written in complex form by using either the vectors or the result of the dot product.
It is an easy m atter to show that the second version of Eq. 7 is indeed a solution of Eq. 6. A plane wave is directly analogous to a one-dimensional wave, except that planes of points h av e identical p hase. T he wave can be pictured as a succession of planes of constant phase, all perpendicular to, and traveling in, the direction of k. A spherical wave behaves as if it begins (or ends) at a point in space, with spherically shaped surfaces of constant phase traveling outward from (or inward toward) that point. As such, the am plitude is independent of the angles u and f . The spherical wave equation can be derived from Eq. 6 by converting ¹ 2 to spherical coordinates and dropping partial derivatives involving u and f .
To obtain the spherical wave equation, use the above de® nition of the operator with Eq. 6. A ikr c (r ) 5 e (10) r which is a harmonic wave with an amplitude that decreases the further the wave travels from the origin.
To obtain a time-dependent plane or spherical wave, multiply the appropriate equation by e iv t , i.e., C (r, t) 5 c (r )e iv t .
PROPAG ATIO N O F WAVE FRONTS
H uygens' Reconstruction. Visualization of a wave traveling through space is usually done by monitoring how a surface of constant phase, called a wave front, propagates as a function of time. Huygens' method for determ inin g th e direction of pro pagatio n w as to co nsid er th e wave front as being made up of an in® nite number of secondar y sources of spherical waves. The envelope of wave fronts from each of these hypothetical so urces d eter m in es th e shape and direction of the wave as it propagates away from the original wave front (see Fig. 2A ). For light, this approach seems rather arti® cial, but when it was proposed, ether was believed to be the medium supporting wave m otion. A real example of`s econdary emitters' ' m ight be a phased radar array.
Huygens' approach works only for unbounded wave fronts, e.g., a plane wave of in® nite extent or an uninterrupted spherical wave. As can be seen in Fig. 2B , the secondary waves have a clearly de® ned envelope only far from the edges of the bounded secondar y sources. At the ed ge th ere is no en velop e f rom which a new wave front can be constructed. Thus the shape of the dif- fracted wave front cannot be determined by this graphical method.
Fresnel's Re® nem ent. Fresnel re-® n ed H u ygens' con stru ction b y showing that it could be understood as an interference phenomenon. He was able to predict correctly the amplitude of a propagating spherical wave and describe a restricted class of diffraction effects. A key aspect of Fresnel's approach was understanding that if the Huygens secondar y waves radiated with constant amplitude in all directions, there would be a wave propagating backwards toward the source. Fresnel postulated that the initial amplitude of the spherical secondary wave decreased as the angle, x , between the surface normal and the obser vation point increased. This phenomenon was called the obliquity factor. Although the functional form was never explicitly given by Fresnel, it was assumed to be a maximum when x 5 0 and a minimum when x 5 p /2. Later Kirchhoff derived an expression for the obliquity factor and demonstrated that it minimized at x 5 p . Fortunately, the use of an incorr ect m inim um d id no t negate Fresnel' s conclusions.
Fresnel' s approach is shown in Fig. 3 . A source of a spherical wave is located at point O. At a distance R from the source the spherical wave has an amplitude given by Ae ikR /R. This wave front will be assumed to contain the secondary sources of spherical waves that travel toward point P. The portion of the amplitude due to the differential area dS is given by
where K (x ) is the obliquity factor. The total amplitude at P is given by
where integration is over the region of the surface having x # p /2. In order to evaluate Eq. 12, the integral needs to be rewritten in terms of dr . First, use the law of cosines to obtain, from 
Second, take the derivative with respect to r and u .
Third, express dS in terms of du and df .
And ® nally, substitute Eq. 15 into Eq. 12 to get
where the factor of 2p comes from integrating over f . Fresnel's Zones. To evaluate the integral in Eq. 16, Fresnel divided the surface of secondary emitters into a series of zones. This approach is shown in Fig. 4 . The zones are de® ned in such a way that the distance from the surface to point P increases by l /2 for each successive boundar y. Each zone is denoted by an integer, j 5 1 . . . n. It is assum ed that K (x ) does not var y signi® cantly across a zone. Therefore, the jth zone has a constant obliquity factor of K j . The contribution from the jth zone to the amplitude at P is given by
Knowing that k 5 2p /l allows the terms in brackets to be reduced to 2(2 1) j . The total amplitude then becomes 
where the contributions from successive zones alternate in sign, and n is the zone with x 5 p /2. It is not clear how Fresnel evaluated the summation in Eq. 18. The derivation outlined in two texts is attributed to an approach described by Schuster, 1, 4 which appeared 73 years after Fresnel' s treatise. The solution is clever, but lengthy. ² The result is that
where the positive sign is used with odd n and the negative sign is used with even n (see Eq. 18). Addition- † A complete derivation can be found at the Web site given in Ref.
3.
ally, Fresnel assumed that K n (x 5 p / 2) 5 0 so that Eq. 18 simpli® es to
For this expression to yield the same amplitude as a spherical wave traveling from O to P, In the absence of an aperture, the total amplitude at point P (see Fig. 4 and Eq. 19) is half the contribution from the ® rst zone (K n is zero).
Consider an arrangement where a planar, opaque screen is placed at point C of Fig. 4 . The plane of the screen is perpendicular to OP and of in® nite extent. Now consider a circular aperture cut into the center of the screen such that only half of the ® rst Fresnel zone is observed from point P. To evaluate the summ ation on the left side of Eq. 19, set K 1 5 0.5K 1 and all other terms to zero. The result is an amplitude (and intensity) equal to that obtained without any screen. Now increase the size of the aperture until all of the ® rst zone is obser ved. The summ ation will yield K 1 , for an amplitude twice that with no screen (an intensity four times greater). Finally, increase the size until ® rst and second zones are observed. Since K 1 2 K 2 ø 0, the amplitudes from the two zones cancel, leaving P dark. As the aperture is further increased in diameter, the intensity at P will oscillate between light and dark. Because the value of K j slowly decreases with increasing j, the m agnitude of thē uctuations will decrease. With a suf® ciently large aperture, all the zones are obser ved, and the intensity returns to that without a screen. These predicted changes in intensity at point P are obser ved experimentally. The same type of oscillation is obser ved if points O and P are ® xed and the position of the screen is moved from C toward P (see Fig.  10 ).
One prediction of Fresnel' s construction was used by Poisson in an attempt to refute the wave theory of light. Poisson noted that when an opaque screen blocked only the ® rst zone, the intensity of light at P would be the same as that with no screenÐ an effect that appeared absurd. This prediction came from setting K 1 that the summ ation becomes ½K 2 (rem ember K 1 ø K 2 ). Shortly after P o isso n' s d edu ctio n, A r ag o p erform ed the experiment and observed the bright spot. 4 Another, later, prediction by Rayleigh involved construction of an opaque screen that blocked all the negative (or positive) zones to increase the intensity of light at point P. Such zone plates behave like lenses and focus light. They are used in a variety of applications (e.g., X-ray m icroscopy).
As the point of obser vation in Fig.  4 moves radially away from the line segment OP, the number of Fresnel zones observed for a ® xed-size aperture will increase. Consider a circular aperture with a size such that only the ® rst zone is observed. As point P moves radially away from segment OP, different portions of the aperture rim are at different distances from P, causing the single zone to divide into two zones, etc. As the number of zones increases, the intensity at P oscillates. Since the aperture has axial symmetry, a plane situated at point P will have a bright center surrounded by dark and light circular bands called fringes (see Fig. 10 ).
Diffraction Angle. An extension of the above experiment to plane waves and a slit aperture permits a quantitative comparison to a known result. Co nsider the arr an gem en t shown in Fig. 5 . A plane wave irradiates a slit aperture having a width 2a. An obser vation screen is suf® -ciently far rem oved from the aperture to ensure that r & a . l . Under these conditions, it is experimentally observed that the obser vation screen has light and dark fringes centered about the normal. The angle from the center of the aperture to the center of the ® rst dark fringe is called the diffraction angle, u d . A dark fringe will form at P if the aperture contains Fresnel zones with amplitudes that cancel. This condition is accomplished when the zone boundaries occur at 6 a /2. The law of cosines yields
With the condition that the observation screen is far from C (the far ® eld), the a 2 and l /2 terms drop. This result yields the simple expression 
M ATH EMATICAL REFINE-M ENTS
H elm h oltz± K irch hoff In tegral Theorem. The previous two sections demonstrated that certain types of diffraction problems can be understood with the use of Eq. 12. All exam ples inv olv ed apertures w ith shapes emphasizing the properties of adjacent Fresnel zones. The primar y deterrent to extending Eq. 12 to more general cases is the unknown functional form of the obliquity factor.
Kirchhoff was able to re® ne Fresnel' s theory of diffraction and obtain a functional form for the obliquity factor. To do this, he moved the secon dar y em itter s fro m F resnel' s spherical wave front to an arbitrar y, closed-sur f ace S co m pletely su rrounding the test point P (see Fig. 6 ). A lth oug h this app roach in itially looks like an unnecessar y m athematical complication, Green' s theorem can be used to relate integration focal point FIG. 6 . Use of Green's theorem to determine the sum at P of all secondary points on the arbitrarily shaped surface S. U is the incoming spherical wave. U 9 represents a secondary spherical wave of radius, r, arising from point Q. For mathematical convenience the wave is written by using P as its origin. S 9 is a spherical surface centered on point P, having a radius r . The inward surface normals are given by n. The volume within S and outside S 9 is V.
over the closed surface to integration over the volume contained within the surface. This is a standard approach in vector calculus and is comm only used to solve problems involving integration of¯ux lines crossing the surface which arise from sources or sinks contained within the bounded volume (gravitational and electrical ® elds) and optical waves passing through the volume (see Menzel, 5 pp. 44 ±51).
For waves the volum e integral can be solved with a m odest effort. Consider two functions U and U 9 , which both have ® nite ® rst and second derivatives and are continuous throughout the volume V. For these functions, Green' s theorem can be written as
where n is the surface normal. We will take U to be the spherical wave emanating from the source and U 9 to be the spherical wave emanating from the secondary emitter at point Q on surface S. The surface integral will be evaluated by moving point Q ‡ The inward normal is used following the convention in Born and Wolf, p. 376. 2 Green's theorem is usually written with an outward normal, e.g., Goodman, p. 40. 6 over all of S and integrating the left side of Eq. 24.
Since U and U 9 are both solutions to the three-dimensional wave equation (Eq. 6), the right-hand side of Eq. 24 looks as if it should go to zero, i.e., U ¹ 2 U 9 5 2 k 2 UU 9 5 U 9 ¹ 2 U. There is one problem with this conclusion. In evaluation of the triple integral, the differential volume element, dV, must occasionally touch the surface. When this occurs the 1/r term in U 9 goes to in® nity. Thus, U 9 becomes discontinuous, contrary to one of the original assumptions. To avoid these discontinuities, one does two things. First, r is measured from P instead of Q. This change moves the discontinuity from the surface to this single point P. Second, the discontinuity is avoided by surrounding P with a ver y sm all spherical surface S 9 of radius r . The surface integration is then done over both S and S 9 , while the volume integration is done over the region between the two surfaces. With these changes Eq. 24 can be rewritten with two surface integrals on the left side. Additionally, the right side can now con® dently be set to zero since dV never reaches P, and U 9 no longer has a discontinuity.
This is the ® rst step required to solve the surface integral. Evaluation of the second term on the left side of Eq. 25 can be achieved by converting the integral from one over the surface to one over the solid angle, dS 9 5 r 2 dV . When evaluating the partial derivative, rem ember that n and r are in the same direction so that ] n 5 ] r . As the radius of the sphere surrounding P decreases, the ® rst and third terms on the right side of Eq. 26 go to zero. Additionally, the exponential in the second term goes to unity.
In the limit, the sphere contains only the amplitude at point P. This result can be substituted back into Eq. 25 to y ield the in tegral theorem o f Helmholtz and Kirchhoff.
The sym bol U is maintained since in the absence of an aperture the primar y wave will determine the functional form of the wave arriving at both points P and Q. Functional Form of the O bliquity Factor. At this point we could pr oceed d irectly to a dif fractio n equation using the integral theorem of Helmholtz and Kirchhoff. It is more rewarding to pursue an indirect ro ute w h ich ® rst d eter m in es the functional form of the obliquity factor. This approach will allow us to compare Kirchhoff ' s result to the properties assumed by Fresnel. It will also help develop con® dence about the mathematics of diffraction.
To determine the obliquity factor, revisit the propagation of light by redrawing Fig. 3 using Kirchhoff ' s surfaces (see Fig. 7 ). Point O is the source of a spherical wave with radius R, and P is the point at which we wish to evaluate the sum of the secondar y waves, U (P). The spherical wave front emitted from point O is denoted by the surface S. Since Green' s theorem will be used, the spherical surface S 9 is needed to keep the volume integral away from point P. The last requirement of Green' s theorem is an additional, arbitrarily shaped surface S ², which encloses both S and S 9 . The surface integral of Eq. 24 is now over S 1 S 9 1 S ². Integration over S 9 will go to 2 4p U (P) as it did in Eq. 27, while integration over S ² can be rendered negligible. To do this, m ake the surface so large that the amplitude of a spherical wave traveling from S ² to P will approach zero. § The result is the Helmholtz and Kirchhoff theorem integrated over the surface S. Although logically convoluted, this strategy will be invoked repeatedly in diffraction problems.
The obliquity factor can be determined by writing Eq. 28 in differential form and replacing U with the spherical wave, Ae ikR /R. § A more complete argument is given by Goodman, p. 43. i Ae e 1 dU(P) 5 l R r 2
For the situation described by Fig.  7 , the surface norm al and R are parallel. This condition m akes cos(n, R) equal to one. The angle between R and r is 1808 m inus the angle between n and r, making cos(n, r ) 5 2 cos(x ). Equation 32 can now be rewritten in terms of the angle x . Comparison of this result with Eq. 11 yields a functional form for the obliquity factor.
For x 5 0, Eq. 34 gives the same result as that obtained by Fresnel (E q. 21). However, K (x ) goes to zero at x 5 p and not x 5 p /2. This difference does not seriously alter the diffraction examples given earlier, which were based on Fresnel zones. For the propagation of light, it does show that integration has to be performed over the entire spherical surface S. As an example, an outward traveling wave originating at point O cannot generate a surface of secondary waves collapsing back on O. This is because the obliquity factor will be zero for all secondary waves traveling in that direction.
Th e F resn el± K irch h of f E q u ation for Spherical W aves. In deriving Eq. 33 we have learned how to create temporar y surfaces that facilitate obtaining a proper form of the Helmholtz±Kirchhoff integral theorem . Now we can use this strategy to describe diffraction by an aperture. Consider the source of spherical waves and the aperture diagram ed in Fig. 8 . The small-radius surface S 9 is not shown since it is needed only to solve Green' s theorem. The integral of Eq. 28 has to be evaluated over surfaces S, A, B, and S ². The spherical surface S ² is centered about P and can be made so large that the amplitude of secondar y waves from it are insigni® cant com pared to those from S. The planar surfaces labeled B are assumed to be shadowed and have no secondar y waves. This consideration leaves integration over S and A. For small values of x , the area of A can be m ade sm all compared to S. Integration over the aperture is then reduced to integration over the surface S as de® ned by the aperture.
With the above restrictions Eq. 33 can be used in its integral form .
This is called the Fresnel±Kirchhoff dif fractio n eq uatio n for sp her ical waves. The equation can be used to describe diffractio n of spherical waves from an arbitrarily shaped aperture. There are no such examples included in this introduction since it is computationally simpler to work with plane waves. Th e F resn el± K irch h of f Eq u ation for Plane Waves. Assum e that a plane wave is irradiating an aperture and has a direction of propagation parallel to the z axis (see Fig.  9 ). Let the distance from the aperture to the screen be z 0 , the coordinate of Q be (j , h ), and the coordinate of P be (x, y). The origin of the z axis can be located at the center of the aperture simplifying the wave function, c (j , h , z) 5 A(j , h )e ikz 5 A(j , h ). Equation 35 can then be written to show explicitly the dependence on the aperture and screen coordinates
where cos x 5 z 0 /r, and the radius of the secondar y wave is given by
Equation 36 is the Fresnel±Kirch-hoff equation for diffraction from a planar aperture irradiated by a plane wave. The amplitude U (x, y) is evaluated over an area suf® ciently large to observe the diffraction pattern. The intensity at each point on the screen is given by UU *, while phase is given by
Re(U )
The planar Fresnel±Kirchhoff equation will be used for all the examples shown in the next section. Before using either variant of the F resnel±K ir chh off eq uatio n, it is prudent to list explicitly several limitations. Three are due to assum ptions invoked during the derivation: r m ust be greater than l , R must be greater than l , and x has to be kept close to zero (the paraxial restriction). There is an additional limitation involved with the physics of the experiment. Secondary waves in the imm ediate vicinity of the opaque screen cannot be in¯uenced by the presence of the screen. That is, other than blocking light, the screen cannot have any interaction with the wave front. Since this condition is not true in the general case (for example, the electrons in a metallic screen will interact with an optical ® eld), the dimensions of the aperture have to be large compared to the wavelength.
Numeric Evaluation of the Fresnel± Kirchhoff Equation. Although Eq. 36 is dif® cult to evaluate analytically, it is easy to solve by using numeric integration. All ® gures in this article were generated by a Mathcad implementation.
\ The wavelength was arbitrarily set to 0.488 m m. The aperture was ® t into a 50 3 50 m m square with a resolution of 0.5 m m . T he apertu re reso lu tio n needs to be kept about the same size as the wavelength. Larger values sometimes produced bizarre results. The``obser vation screen' ' was ordinarily square and adjusted in size to display either the entire diffraction pattern or the feature(s) of interest. with a reduced screen resolution. Because of sym metry, m any problems can be solved by determining the diffraction pattern along one axis. This approach reduces the calculation to ; 2 m in. Because the aperture function is sampled, the diffraction pattern repeats itself within the plane of the screen at distances proportional to the reciprocal aperture spacing.
DIF FRACTION O F PLANE WAVES FRO M AXIALLY SYMM ETRIC APERTURES
Disk Aperture. Figure 10 shows diffraction of a 0.488 m m plane wave from a 50 m m diameter disk. The pattern is characterized by extensive ripple in the near ® eld and a size which increases slowly (and nonlinearly) with distance from the aperture. In the far ® eld (* 20 000 m m ) the pattern size increases linearly with distance at a rate given by the diffraction angle. In the near ® eld the shape gradually changes from a disk with ripple to a peak with side lobes. Like the cross-hatch in Fig. 1 , the far-® eld shape bears no resem blance to the aperture. The frequency and depth of the radial ripple are strong functions of distance. Note that the near-® eld ripple does not extend to zero intensity as suggested by the construction in Fig. 5 . The general approach outlined in that ® gure is ordinarily applied to diffraction in the far ® eld where the ripple will extend to zero. a focal length of 299 m m. Figure 11 shows diffraction along the z axis for a 0.488 m m plane wave irradiating the aperture. Unlike the disk, the zone plate is characterized by several sharp peaks with low-intensity ripple between them. At the center of each peak the diffracted light is focused. T he existen ce o f auxiliar y fo cal points can be understood by adjusting the ® rst boundary so that an odd nu m ber o f F resnel zo nes ap pear within the 12 m m radius disk. This procedure predicts additional focal points at approximately 1/3, 1/5, etc., the design length. It is also expected that the spot size will decrease as the focal length is decreased (this pattern will be shown in Part II 2 ). Indeed, this anticipation is realized in that the three focal points have a full width at half-maximum (FW HM) of D iffr action patter ns fou nd b etween the focal points loosely resemble the aperture shape. The central disk is converted to a shape like those of Fig. 10 , while the annuli are converted into a ring-like shape. Patterns close to the zone plate are characterized by high-frequency ripple, just like the disk aperture. Equation 39 also shows that zone plates have sig ni® cant chro m atic aberrations; e.g., 0.600 m m light will be focused at 243 m m . Note that the change in focal length with wavelength is in a direction opposite that for a lens. G aussian Beam s. Consider an aperture that transform s a plane wave into an axially symm etric Gaussian shape centered on the z axis. The Gaussian function is ordinarily characterized by its 1/e 2 intensity radius (1/e amplitude radius). This shape diffracts without change from the aperture, through the near ® eld, and into the far ® eld. However, the radius grows according to the well-known equation
where v a is the radius at the aperture. 7 Figure 12 shows a plot of v (z) vs. z obtained for a 0.488 m m Gaussian beam with v a 5 10 m m. The diffraction results computed from Eq. 36 are exactly equal to the results predicted by Eq. 40. As with m ost diffraction in the near ® eld, the pattern increases in size slowly and nonlinearly. In the far ® eld the pattern diffracts at a constant rate as given by the dashed line in Fig. 12 .
DIFFRACTION OF PLANE WAVES FROM RECTANGU-LARLY SYM METRIC APER-TURES
Fresnel Approxim ation. W hen a r ectan g u lar ap er tur e is ir r adiated with a plane wave and the diffraction angles are sm all, Eq. 36 has an analytical solution called the Fresnel approxim ation. For the follow- 
where for sm all diffraction angles z 0 /r is replaced by 1. The exponential term in front of the integral represents the ® xed phase change between the aperture and the screen, while the exponential term within the integral is called the quadratic phase factor (quadratic approximation to the phase of a spherical wave). Comparison of the Fresnel integral and Eq. 36 shows that they should yield the same result as long as z . x and y. In problems involving the propagation of light in the near ® eld, the Fresnel integral is preferred over Eq. 36 because of its simpler functional form. S q u a re A p ert u re A p p ro xim ation. With rectangularly shaped apertures, the Fresnel integral can be solved analytically. For this case the aperture function can be factored, A(j , h ) 5 A(j )B(h ). The diffraction pattern can be factored in a similar m an ner, U (x, y) 5 2 i exp (ikz 0 ) U (x)V (y), where
For a square aperture, V (y) 5 U (x). With a rectangle, V (y) is computed by using the right-hand side of Eq. 46 with h substituted for j and y substituted for x in the de® nition of a . Additionally, a 1 and a 2 are de-® ned by using the aperture halfwidth in the y direction. The diffrac- ¶ Fresnel integrals appear suf ciently often to be included in many mathematical programs. In Mathcad they are FresnelC() and FresnelS().
focal point tio n in tensity is th en giv en by [U (x)V (y)][U (x)V (y)]*. S q u a re A p ertu re D iffractio n . Diffraction from a 50 3 50 m m square aperture was examined with the use of both Eq. 36 and the Fresnel approximation given by Eq. 46. The results from Eq. 46 are shown in Fig. 13 for three values of z 0 and 0.48 8 m m radiation . O v er all, the agreement between the two sets of data is excellent. For z 5 158 m m the a term in Eq. 42 is 0.1, while for 500 m m and 1581 m m the values are 0.01 and 0.001. Note that, as the observation screen is m oved farther away from the aperture, the spatial frequency of the ripple decreases. This is a shared characteristic of all aperture functions that have sharp edges (discontinuities).
In the far ® eld Eq. 46 produces diffraction having the form of a twodim ensional sin c f unction (n ot shown; see Part II 2 ). The far-® eld diffraction angle is found to be 0.568 , in agreem ent with the expression derived earlier by using Fresnel zones, sin u 5 0.488/50 5 0.568 .
PART II
In Part II, the Fraunhofer formula will be derived for diffraction in the far ® eld. It will be shown that for rectangular symm etry the Fraunhofer form ula can be recast as a product o f on e-d im ensio nal F our ier transforms. This relationship will allow the rapid description of a multitude of diffraction phenomena including slits and gratings. Shape-preserving distributions of light such as Hermite±Gaussian functions will be demonstrated, and the diffraction angle will be de® ned. A transition to axial symm etry will allow the introduction of Hankel transforms and the ability to describe diffraction from circular and annular apertures. A ® -nal section will demonstrate how a lens can be used to take the optical Fourier transform and produce, at the focal point, a Fraunhofer diffraction pattern. This concept will be co m bin ed w ith earlier o nes to achieve the goal of understanding the role of diffraction in spatial resolution and image form ation.
