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Resumen
Si X es un espacio me´trico geode´sico y x1, x2, x3 ∈ X, un tria´ngulo geode´sico T = {x1, x2, x3} es la unio´n
de tres geode´sicas [x1x2], [x2x3] y [x3x1] en X. El espacio X es δ-hiperbo´lico (en sentido de Gromov) si
cualquier lado del tria´ngulo T esta´ contenido en un δ-entorno de la unio´n de otros dos lados, para cada
tria´ngulo geode´sico T en X, es decir, si para toda permutacio´n {i, j, k} de {1, 2, 3} y para todo u ∈ [xixj ]
se verifica d(u, [xjxk] ∪ [xixk]) ≤ δ. Denotamos por δ(X) la constante de hiperbolicidad optimal de X, es
decir, δ(X) := inf{δ ≥ 0 : X es δ-hiperbo´lico}. Esta tesis se enmarca dentro del estudio de las propiedades
de los grafos hiperbo´licos de Gromov, y forma parte de un amplio proyecto que involucra a numerosos
investigadores de diversas universidades que trabajan en este mismo tema. Los resultados de esta tesis se
presentan en dos secciones, en el tercer cap´ıtulo.
En la primera de ellas relacionamos la constante de hiperbolicidad de un grafo con algunos para´metros
del mismo grafo, como el cuello, el nu´mero de ve´rtices y el dia´metro: en particular, si g denota el cuello
(el ı´nfimo de las longitudes de los ciclos del grafo), probamos que δ(G) ≥ g(G)/4 para todo grafo (finito o
infinito, posiblemente con aristas mu´ltiples y/o bucles); si G es un grafo con n ve´rtices y aristas de longitud
k (posiblemente con aristas mu´ltiples y/o bucles), entonces δ(G) ≤ nk/4. Adema´s, demostramos que ambas
desigualdades son o´ptimas: encontramos una gran familia de grafos para la cual la primera desigualdad es de
hecho una igualdad; adema´s, caracterizamos el conjunto de grafos con δ(G) = nk/4. Tambie´n caracterizamos
los grafos con aristas de longitud k con δ(G) < k.
En la segunda seccio´n estudiamos la hiperbolicidad de una clase especial de grafos, los grafos producto,
obteniendo informacio´n valiosa sobre un grafo producto a partir de informacio´n sobre ambos factores. En
particular, llegamos a caracterizar la hiperbolicidad del producto cartesiano de grafos: G1×G2 es hiperbo´lico
si y so´lo si uno de los factores es hiperbo´lico y el otro factor esta´ acotado. Tambie´n probamos algunas
desigualdades optimales entre la constante de hiperbolicidad de G1 × G2, δ(G1), δ(G2) y los dia´metros de
G1 y G2 (y encontramos familias de grafos para los que se alcanzan las igualdades). Adema´s, obtenemos el
valor exacto de la constante de hiperbolicidad para muchos grafos producto.
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Introduccio´n
El tema fundamental de esta tesis es el estudio de la hiperbolicidad de los grafos.
Segu´n el contexto, la palabra hiperbolicidad puede hacer referencia a diferentes conceptos, tales como la
existencia de curvas transversales sobre las que un sistema dina´mico actu´a (expandiendo o contrayendo), la
existencia de funcio´n de Green o la curvatura negativa. Nosotros, a partir de ahora, siempre nos referiremos
a la hiperbolicidad en sentido de Gromov. El estudio de grupos finitamente generados fue impulsado por la
monograf´ıa de 1987 de Gromov [G1] que introdujo la nocio´n de grupo hiperbo´lico, que captura la idea de un
grupo finitamente generado “con curvatura negativa”, y por su posterior monograf´ıa [G2], que describe el
programa de Gromov para la comprensio´n de los grupos discretos (mo´dulo quasi-isometr´ıas). El trabajo de
Gromov tuvo un efecto transformador en el estudio de los grupos discretos y la expresio´n “teor´ıa geome´trica de
grupos” comenzo´ a aparecer poco despue´s (aunque los or´ıgenes geome´tricos de la teor´ıa fueron difumina´ndose
en el tiempo, ya que muchos algebristas “no conf´ıan demasiado” en la geometr´ıa).
Los temas notables y la evolucio´n de la teor´ıa geome´trica de grupos entre 1987 y 2000 incluyen:
• El programa de Gromov para estudiar las propiedades de los grupos.
• El estudio de las propiedades que son invariantes bajo quasi-isometr´ıas.
• La teor´ıa de grupos hiperbo´licos y grupos relativamente hiperbo´licos.
Un desarrollo particularmente importante es el trabajo de Sela en la de´cada de 1990 que dio´ como resultado
la solucio´n del problema del isomorfismo (el problema computacional que consiste en determinar si dos
grafos son isomorfos) para grupos hiperbo´licos (ver [Se]). La nocio´n de grupo relativamente hiperbo´lico se
introdujo originalmente por Gromov en 1987 y fue refinada por Farb y Bowditch, en la de´cada de 1990. El
estudio de grupos relativamente hiperbo´licos gano´ prominencia en la primera de´cada del siglo XXI. La idea
ba´sica era explorar las conexiones entre las propiedades algebraicas abstractas de un grupo y las propiedades
geome´tricas de un espacio en el cual este grupo actu´a por isometr´ıas. Esta conexio´n resulta ser especialmente
fuerte cuando el espacio en cuestio´n tiene ciertas “caracter´ısticas hiperbo´licas”. Esto llevo´ a M. Gromov, as´ı
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como J. Cannon, a la nocio´n de espacio hiperbo´lico. Estas ideas han causado una especie de revolucio´n en
el campo ma´s general de la geometr´ıa y la teor´ıa de grupos.
Aunque la hiperbolicidad de Gromov se puede definir en espacios me´tricos completamente generales, la
mayor´ıa de los investigadores, entre los que nos incluimos, han restringido su atencio´n a espacios me´tricos
geode´sicos. Vamos a trabajar, por tanto, en el contexto de espacios me´tricos geode´sicos, es decir, en los que
para todo par de puntos x, y existe una geode´sica que los une (una curva con longitud igual a d(x, y)). La
hiperbolicidad ha permitido obtener en los u´ltimos an˜os resultados muy sorprendentes como, por ejemplo,
la clasificacio´n de las isometr´ıas de los espacios hiperbo´licos.
Aunque disponemos de ejemplos interesantes de espacios hiperbo´licos, no existen criterios generales que
permitan determinar si un espacio es o no hiperbo´lico.
En los u´ltimos an˜os, muchos investigadores han estado interesados en estudiar si las me´tricas utilizadas
habitualmente en la teor´ıa geome´trica de funciones, son hiperbo´licas. Por ejemplo, la J˜-me´trica es hiperbo´lica
siempre y la J-me´trica en un abierto X ⊆ Rn es hiperbo´lica si y so´lo si ∂X tiene exactamente un punto
(ver [Ha]). Tambie´n han sido publicados importantes resultados que tratan de determinar la hiperbolicidad
de dominios acotados de Rn con la me´trica quasihiperbo´lica ds := |dx|/d(x, ∂Ω), donde d(x, ∂Ω) denota la
distancia eucl´ıdea de x ∈ Ω a la frontera de Ω (ver [BB3], [BHK]). En particular, en el art´ıculo de Balogh
y Buckley en Inventiones [BB3] se da una caracterizacio´n de la hiperbolicidad para estos dominios, en
te´rminos de una “condicio´n slice” que, aunque resulta complicada de utilizar en la pra´ctica, supone una gran
simplificacio´n. Tambie´n se ha abordado en diversos trabajos el problema de estudiar la hiperbolicidad de
las superficies de Riemann con su me´trica de Poincare´ (ver [APRT], [HLPRT], [HPRT], [HPRT1], [HPRT2],
[PRT1], [PRT2], [PRT3], [PRT4], [PT], [RT1], [RT2] y [RT3]).
Las aplicaciones de la hiperbolicidad de Gromov tradicionalmente vienen de la mano de la teor´ıa de grafos.
Adema´s, la mayor´ıa de los espacios me´tricos son equivalentes en cierto sentido (quasi-isome´tricos) a grafos.
Por tanto, dado que la hiperbolicidad se preserva por quasi-isometr´ıas, resulta de particular importancia
entender en profundidad los grafos hiperbo´licos. Los primeros trabajos sobre dichos grafos son precisamente
los resultados cla´sicos de hiperbolicidad: recordemos que el principal objeto de estudio eran precisamente
los grafos de Cayley asociados a grupos finitamente generados. Sin embargo, como es fa´cilmente imaginable,
la mayor´ıa de los resultados obtenidos eran de tipo algebraico y ten´ıan muy poco que ver con la teor´ıa de
grafos. La razo´n que hay detra´s de este hecho es que los grafos de Cayley constituyen una subclase de grafos
muy r´ıgida y restrictiva; por ejemplo, si an˜adimos o eliminamos una arista a un grafo de Cayley, el grafo
resultante no es de Cayley.
Aunque desde estos primeros trabajos en los que se estudiaban grupos hiperbo´licos ha habido numerosos
art´ıculos sobre hiperbolicidad en los que los grafos juegan un papel importante (ver, por ejemplo, [BHK], [BS],
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[FS], [PRT1], [RT1], [RT3] y [T2]), puede considerarse que los primeros resultados sobre grafos hiperbo´licos
desde el punto de vista de la teor´ıa de grafos aparecen publicados en 2001 y 2002 (ver [BKM] y [KM]).
En los an˜os posteriores se han publicado algunos trabajos ma´s sobre el tema, pero es en los tres u´ltimos
an˜os cuando este tema ha atraido una gran atencio´n dentro de la teor´ıa de grafos (ver, por ejemplo, los
numerosos trabajos citados en [ZW]).
Nuestro objetivo en esta tesis es estudiar la hiperbolicidad de grafos; ma´s en concreto, queremos establecer
relaciones de la constante de hiperbolicidad con otros para´metros del grafo y caracterizar la hiperbolicidad
del producto cartesiano de grafos. En una primera fase de la investigacio´n espera´bamos caracterizar la
hiperbolicidad del producto cartesiano de grafos en te´rminos de la hiperbolicidad de los factores, pero
resulta imposible caracterizarla de esa manera, ya que el producto de dos grafos hiperbo´licos no siempre
es hiperbo´lico; por ejemplo, el grafo de Cayley de Z es hiperbo´lico (de hecho, es 0-hiperbo´lico), mientras
que el de Z× Z no lo es. En el transcurso de nuestro trabajo pudimos encontrar la caracterizacio´n de la
hiperbolicidad del grafo producto en te´rminos de la hiperbolicidad de un factor y la acotacio´n del otro factor;
este Teorema se puede generalizar para una cantidad arbitraria de grafos: el producto cartesiano de n grafos
es hiperbo´lico si y so´lo si uno de los factores es hiperbo´lico y el resto de los factores esta´n acotados.
Todo el cap´ıtulo 3 de la tesis expone detalladamente los resultados obtenidos en el transcurso de nuestra
investigacio´n. Otros art´ıculos relacionados con este tema son [RSVV], [BRST], [BRSV1], [BRSV2] y [PRSV].
Los resultados de esta tesis han sido recogidos en los art´ıculos [MRSV1] y [MRSV2], aceptado y publi-
cado, respectivamente, en Ars Combinatoria y en Proc. Indian Acad. Sci. (Math. Sci.), que son revistas
internacionales que se incluyen en el JCR (Journal Citation Reports). Adema´s, los principales resultados
de esta tesis han sido dados a conocer mediante la presentacio´n de comunicaciones y posters en diversos
congresos nacionales e internacionales:
• COMPUMAT 2009, la Habana, Cuba, conferencia dada por Mar´ıa Villeta.
• Workshop of Young Researchers in Mathematics 2010, Madrid, conferencia dada por mı´.
• Colloquium de la Universidad Auto´noma de Guerrero 2010, Acapulco, Me´xico, conferencia dada por
mı´.
• XII Encuentros de Ana´lisis Real y Complejo (EARCO) 2010, La Rioja, poster presentado por mı´.
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Estructura de la tesis
Esta memoria esta´ estructurada en tres cap´ıtulos:
(I) El primer cap´ıtulo se divide en dos secciones, una primera seccio´n que se dedica al estudio de los grafos,
y una segunda seccio´n que se dedica al producto cartesiano de grafos y algunas de sus propiedades.
(II) El segundo cap´ıtulo esta´ dividido en dos secciones tambie´n, una primera que se dedica al estudio de los
conceptos y propiedades fundamentales de los espacios hiperbo´licos de Gromov y una segunda seccio´n
en la que se demuestran algunos de los resultados ba´sicos.
Estas te´cnicas las vamos a usar en el cap´ıtulo 3 para poder obtener nuestros resultados.
(III) El tercer y u´ltimo cap´ıtulo incluye los resultados originales obtenidos en esta tesis. Se divide en dos
secciones y cada seccio´n tiene tres subsecciones.
La primera seccio´n se dedica al estudio de la hiperbolicidad y su conexio´n con otras propiedades de los
grafos. En ella relacionamos la constante de hiperbolicidad de un grafo con su orden, cuello, ciclos y
aristas.
En particular, si g denota el cuello, probamos la desigualdad δ(G) ≥ g(G)/4 (ver el Teorema 3.1.15)
para cada grafo G (finito o infinito, posiblemente con aristas mu´ltiples y/o bucles); si G es un grafo de
orden n y aristas de longitud k (posiblemente con aristas mu´ltiples y/o bucles), entonces δ(G) ≤ nk/4
(ver el Teorema 3.1.28). Adema´s, encontramos una extensa familia de grafos para la cual la primera
desigualdad es en efecto una igualdad; tambie´n caracterizamos el conjunto de grafos que verifican
δ(G) = nk/4 (ver el Teorema 3.1.28). En el Teorema 3.1.9 caracterizamos los grafos con aristas de
longitud k con δ(G) < k.
En la segunda seccio´n de este cap´ıtulo hacemos un estudio de la hiperbolicidad del producto cartesiano
de grafos. En particular, caracterizamos la hiperbolicidad del producto cartesiano de grafos G1 × G2
en te´rminos de G1 y G2: el producto cartesiano de dos grafos es hiperbo´lico si y so´lo si uno de los
factores es hiperbo´lico y el otro factor esta´ acotado (ver el Teorema 3.2.19); este resultado se puede
10
generalizar para n grafos. Tambie´n probamos algunas desigualdades optimales entre la constante de
hiperbolicidad de G1 × G2, G1, G2 y los dia´metros de G1 y G2 (y encontramos familias de grafos
para las cuales se alcanzan las igualdades). Adema´s, obtenemos el valor preciso de la constante de
hiperbolicidad para muchos grafos producto (ver los Teoremas 3.2.22, 3.2.24, 3.2.25 y 3.2.26).
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Cap´ıtulo 1
Conceptos y propiedades de la teor´ıa
de grafos
1.1 Grafos y algunas propiedades
La teor´ıa de grafos es un a´rea muy popular de Matema´tica discreta con, no so´lo numerosos desarrollos
teo´ricos, sino tambie´n innumerables aplicaciones a problemas pra´cticos tales como:
• relacio´n entre rutas y ciudades
• determinar tiempos ma´ximos y mı´nimos de un determinado proceso, etc.
y, en particular, constituye el principal objeto de estudio de esta tesis.
Como a´rea de investigacio´n, la teor´ıa de grafos es todav´ıa relativamente reciente, pero esta´ madurando
ra´pidamente con muchos resultados profundos que se han descubierto en el u´ltimo par de de´cadas. En esta
ponencia trabajamos solamente con grafos no dirigidos (finitos e infinitos) y admitimos aristas mu´ltiples y
bucles (estos conceptos los definiremos ma´s adelante). En este primer cap´ıtulo introduciremos los conceptos
necesarios sobre grafos. En la seccio´n 1.1 enunciaremos algunas propiedades de los grafos finitos, aunque en
la seccio´n 1.2 y en el tercer cap´ıtulo los grafos pueden ser finitos o infinitos.
Para el desarrollo de nuestro trabajo necesitamos considerar como puntos integrantes del grafo no so´lo
los ve´rtices, sino tambie´n los puntos pertenecientes a las aristas. Por tanto, con respecto a la distancia
en un grafo, tenemos en cuenta tanto la distancia entre dos ve´rtices y como la distancia entre dos puntos
cualesquiera (ve´rtices o no) del grafo.
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De una manera informal, podr´ıamos decir que un grafo es una coleccio´n de ve´rtices y de aristas que unen
estos ve´rtices. Vayamos con la definicio´n formal:
Definicio´n 1.1.1. Se denomina grafo G al par (V (G), E(G)), en el que V (G) es un conjunto no vac´ıo
de elementos denominados ve´rtices y E(G) es un conjunto de pares no ordenados de elementos de V (G)
denominados aristas.
La terminolog´ıa en teor´ıa de grafos var´ıa much´ısimo: pra´cticamente no hay dos textos que adopten la
misma terminolog´ıa. En paticular, los ve´rtices de un grafo tambie´n reciben a veces el nombre de nodos,
puntos y las aristas a veces se denominan arcos, ejes o l´ıneas.
El nu´mero de ve´rtices de un grafo G es su orden, y se escribe como |V (G)|; su nu´mero de aristas es
su medida y se denota por |E(G)|. Los grafos pueden ser finitos, infinitos, numerables y as´ı sucesivamente
segu´n el orden.
Un grafo G de orden 0 o 1 se llama trivial.
Una arista {u, v} se escribe en general como [u, v] o [v, u].
Definicio´n 1.1.2. Sea G1 = (V1, E1) un grafo. Si G2 = (V2, E2) es un grafo tal que V2 ⊆ V1 y E2 ⊆ E1
decimos que G2 es un subgrafo de G1. Si E2 contiene todas las aristas de E1 que unen a los puntos de V2
en G1 se dice que G2 es un subgrafo de G1 generado por V2. Si V2 = V1 decimos que G2 es un subgrafo
generador; en otras palabras, el subgrafo generador de G1 se obtiene tomando como subconjunto de ve´rtices
el conjunto de ve´rtices V (G1) de G1 donde no es necesario que este´n todas las aristas E(G1) de G1.
Sea V2 ⊆ V1; el subgrafo generado o inducido por V2, denotado por G1[V2], es el grafo G2 = (V2, E2) tal
que
E2 = {[u, v] ∈ E1 : u, v ∈ V2} .
En otras palabras, si seleccionamos un conjunto de ve´rtices V2 de G1 y le agregamos todas las aristas que
unen a dichos ve´rtices en G1, obtendremos un subgrafo inducido.
En este ejemplo es fa´cil ver que G2 no es un subgrafo inducido de G1.
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Definicio´n 1.1.3. Sea un grafo G = (V,E); diremos que dos ve´rtices u, v ∈ V son vecinos si [u, v] ∈ E. El
grado (o valencia) de un ve´rtice es el nu´mero de vecinos que tiene en el grafo,
grado de v:=gr(v) := card {u ∈ V : [u, v] ∈ E} .
El nu´mero ρ(G) := min {gr(v) : v ∈ V } es el grado mı´nimo de G, el nu´mero ∆(G) := max {gr(v) : v ∈ V }
es su grado ma´ximo . Si ρ(G) = ∆(G), entonces el grafo es regular.
Si el grado de un ve´rtice es 0, diremos que es un ve´rtice aislado.
El grado promedio de G denotado por gr(G) es
gr(G) :=
1
|V |
∑
v∈V
gr(v).
El grado promedio de G cuantifica globalmente lo que mide el grado localmente: el nu´mero de aristas de G
por ve´rtices. A veces sera´ conveniente expresar la razo´n entre las aristas y los ve´rtices por: ε(G) := |E|/|V |.
Es evidente que
ρ(G) ≤ gr(G) ≤ ∆(G).
El grado promedio gr(G) de G y ε(G) esta´n ı´ntimamente relacionados. De hecho, si sumamos todos los
grados de los ve´rtices en G, contamos cada arista exactamente dos veces: una vez por cada uno de sus
extremos. Por lo tanto,
|E| = 1
2
∑
v∈V
gr(v) =
1
2
gr(G) · |V |,
y por lo tanto,
ε(G) =
1
2
gr(G).
Proposicio´n 1.1.4. Sea G = (V,E) un grafo. Se verifica:
a) La suma de todos los grados de sus ve´rtices es igual al doble del nu´mero de sus aristas.
b) El nu´mero de ve´rtices de grado impar es par.
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Si un grafo G tiene grado mı´nimo grande, es decir, en todas partes, a nivel local, hay muchas aristas por
ve´rtice, e´l tiene tambie´n varias aristas por ve´rtice a nivel global: ε(G) := 12gr(G) ≥ 12ρ(G).
En la siguiente Proposicio´n se muestra que cada grafo G tiene un subgrafo cuyo grado promedio no es
menor que el grado promedio de G, y cuyo grado mı´nimo es mayor que la mitad de su grado promedio:
Proposicio´n 1.1.5. Cada grafo G = (V,E) con al menos una arista tiene un subgrafo H con
ρ(H) > ε(H) ≥ ε(G).
Definicio´n 1.1.6. Dos ve´rtices u, v de un grafo G = (V,E) se dicen adyacentes si [u, v] ∈ E; asimismo, dos
aristas son adyacentes si tienen un ve´rtice en comu´n; ana´logamente, si e = [u, v] decimos que la arista e es
incidente a los ve´rtices u y v.
Pares de ve´rtices o aristas no adyacentes se dicen independientes. Ma´s formalmente, un conjunto de
ve´rtices o de aristas es independiente (o estable) si no tiene dos elementos adyacentes.
Definicio´n 1.1.7. Sean G1 = (V1, E1) y G2 = (V2, E2) dos grafos, con conjuntos de ve´rtices y aristas
(V1, E1) y (V2, E2), respectivamente. Decimos que una aplicacio´n biyectiva φ : V1 → V2 es un isomorfismo
de grafos si [u, v] ∈ E1 ⇔ [φ(u), φ(v)] ∈ E2 (es decir, si φ conserva las relaciones de vecindad entre ve´rtices).
Dos grafos G1 y G2 se dira´n isomorfos (y se denota por G1 ∼= G2) si existe un isomorfismo entre ellos.
No es fa´cil, en general, decidir si dos grafos son isomorfos o no. En los casos sencillos, si los dos grafos
son isomorfos, se puede encontrar la biyeccio´n “a ojo”, sobre todo si el dibujo nos ayuda. Pero cuando sus
conjuntos de ve´rtices son grandes, no es fa´cil encontrar una biyeccio´n.
Sin embargo, para decidir que dos grafos no son isomorfos contamos con ciertas propiedades de un grafo
que se han de conservar por isomorfismos:
• Ambos grafos han de tener el mismo nu´mero de ve´rtices (si no lo tienen, no podremos construir una
aplicacio´n biyectiva entre los conjuntos de ve´rtices).
• Cada ve´rtice ha de mantener sus relaciones de vecindad. En particular, siG1 = (V1, E1) yG2 = (V2, E2)
son dos grafos isomorfos mediante φ, entonces, para cada u ∈ V1:
gr(u) = gr(φ(u))
En efecto, como φ es una biyeccio´n que conserva la adyacencia, el nu´mero de ve´rtices adyacentes a u
en G1 ha de ser el mismo que el de ve´rtices adyacentes a φ(u) en G2; por lo tanto, el nu´mero de aristas
con extremo en u ha de coincidir con el nu´mero de aristas con extremo en φ(u) y, consecuentemente,
sus grados sera´n iguales.
Si, por ejemplo, en un grafo tenemos un ve´rtice de grado 7 y en el otro no, no podra´n ser isomorfos.
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• Con ma´s generalidad, si dos grafos son isomorfos, entonces han de tener la misma sucesio´n de grados.
Sin embargo, que dos grafos tengan la misma sucesio´n de grados no garantiza que sean isomorfos, como
muestra el ejemplo 1.1.8.
• La sucesio´n de grados ha de conservarse y, como sabemos que en todo grafo la suma de los grados
coincide con dos veces del nu´mero de arista, deducimos que dos grafos isomorfos han de tener el mismo
nu´mero de aristas.
Ejemplo 1.1.8. Consideremos los dos grafos siguientes:
Ambos grafos tienen seis ve´rtices, cinco aristas y su sucesio´n de grados es (1, 1, 1, 2, 2, 3). Sin embargo, no
son isomorfos pues, por ejemplo, el ve´rtice de grado 3 es, en un caso, vecino de dos de grado 1 y de uno de
grado 2; y en el otro, de uno de grado 1 y de dos de grado 2.
Hay otras propiedades que son conservadas bajo isomorfismos (todas las relacionadas con vecindades);
por ejemplo, el llamado cuello de un grafo, del que hablaremos ma´s adelante. Sin embargo, no existe una
caracterizacio´n para la isomorf´ıa de dos grafos (una serie de propiedades que determinen si dos grafos son o
no isomorfos). Veamos un ejemplo de dos grafos isomorfos:
Ejemplo 1.1.9. Los dos grafos que siguen son isomorfos, ya que la funcio´n φ que lleva a en a′, b en b′, c
en c′ y d′ en d′ es una biyeccio´n y preserva la adyacencia.
Definicio´n 1.1.10. Un bucle es una arista cuyos extremos son iguales, es decir, una arista que une un
ve´rtice con e´l mismo. Decimos que el grafo tiene aristas mu´ltiples si en el grafo dos o ma´s aristas unen el
mismo par de ve´rtices.
16
En este ejemplo las dos aristas que unen v2 y v3 son aristas mu´ltiples y [v4, v4] es bucle.
Definicio´n 1.1.11. Un grafo G = (V,E) es conexo si existe en G un camino entre cualquier par de ve´rtices;
en otro caso es disconexo.
Podemos considerar un grafo conexo como una red telefo´nica. Los ve´rtices del grafo son “estaciones” y
las aristas “conexiones”. Una o ma´s conexiones pueden fallar o pueden fallar algunas estaciones dejando a
la red disconexa. Este es un ejemplo pra´ctico de grafo conexo.
En un grafo no conexo hay ve´rtices que no pueden ser conectados por ningu´n camino. Como sugiere
la intuicio´n, el grafo estara´ formado por diversos “bloques” de ve´rtices, cada uno de los cuales es un grafo
conexo.
Definicio´n 1.1.12. Una componente conexa de un grafo G = (V,E) es un subgrafo conexo no contenido en
ningu´n otro subgrafo conexo de G, es decir, una componente de G es un subgrafo que es maximal respecto a
la propiedad de estar conectado.
Por tanto, un subgrafo conexo F de un grafo G es una componente de G si, para cada grafo conexo H,
con F ⊆ H ⊆ G,V (F ) ⊆ V (H) y E(F ) ⊆ E(H), resulta que F = H.
Por definicio´n, las componentes conexas de un grafo son grafos conexos y es fa´cil ver que todo grafo se
puede representar como unio´n de grafos conexos (sus componentes conexas).
En un grafo conexo definimos la distancia d(u, v) entre dos ve´rtices u y v como la mı´nima de las longitudes
de los caminos que unen u y v en G. Un camino que une u y v de longitud d(u, v) se llama geode´sico; si
no existe tal camino, definimos d(u, v) :=∞. Bajo esta funcio´n de distancia el conjunto V (G) es un espacio
me´trico con las propiedades que se detallan a continuacio´n:
• d(u, v) ≥ 0 para todo par u, v de ve´rtices de G y d(u, v) = 0⇔ u = v.
• Simetr´ıa: d(u, v) = d(v, u) para todo u, v ∈ V (G).
• Desigualdad triangular: d(u, v) + d(v, w) ≥ d(u,w) para cualesquiera u, v, w ∈ V (G).
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No´tese que, podemos tener las mismas propiedades si u, v y w no son ve´rtices, es decir son puntos cualesquiera
de G. Podemos concluir que G es un espacio me´trico tambie´n.
El supremo de la distancia entre dos ve´rtices de G es el dia´metro en los ve´rtices de G y se denota por
diamV (G); el supremo de la distancia entre dos puntos cualesquiera de G es el dia´metro de G y lo denotamos
por diamG; finalmente, el supremo de la distancia entre un ve´rtice y un punto cualquiera de G es el dia´metro
prima de G y se denota por diam′G. Es evidente que
diamV (G) ≤ diam′G ≤ diamG.
Veamos un ejemplo de estos dia´metros:
En estos ejemplos, en los que todas las aristas tienen longitud 1, se verifica que diamV (C4) = diam
′ C4 =
diamC4 = 2, diamV (C5) = 2 y diamC5 = diam
′ C5 = 5/2.
Definicio´n 1.1.13. Diremos que una arista e = [u, v] de un grafo G = (V,E) es un puente o arista de corte
si el grafo G\e que se obtiene de G al quitar la arista e (y dejar los mismos ve´rtices) tiene ma´s componentes
conexas que G. De forma similar un ve´rtice de corte de un grafo es aquel ve´rtice cuya eliminacio´n (quitando
tambie´n todas las aristas incidentes en e´l) aumenta el nu´mero de componentes.
Por ejemplo, en el siguiente grafo conexo:
e es la u´nica arista del grafo que es puente (y sus extremos son los u´nicos ve´rtices de corte del grafo).
En particular, si el grafo G de partida es conexo, entonces se tiene el siguiente resultado:
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Proposicio´n 1.1.14. Si G = (V,E) es un grafo conexo y e es una arista puente de G, entonces G \ e tiene
exactamente dos componentes conexas.
Recordemos que un a´rbol es un grafo conexo sin ciclos. Cada arista de un a´rbol es un puente.
En cuanto a los ve´rtices, se tiene la siguiente Proposicio´n.
Proposicio´n 1.1.15. Un ve´rtice v de un a´rbol T es un ve´rtice de corte si y so´lo si gr(v) > 1.
Definicio´n 1.1.16. Sean G = (V,E) un grafo, A y B dos subconjuntos de V y X ⊂ V ∪E. Se dice que X
separa a A y B si todo camino que tenga un extremo en A y el otro en B tiene un ve´rtice o una arista en
X.
Definicio´n 1.1.17. Sea G = (V,E) un grafo G 6= Kn. La conectividad (o conectividad de ve´rtices) κ(G)
de G es el mı´nimo nu´mero de elementos de un conjunto S ⊂ V (G) tal que el grafo G \ S, que resulta
cuando se suprimen en G los ve´rtices que hay en S y las aristas que inciden en ellos, es no conexo. Se
excluyen los grafos completos de esta definicio´n, dado que Kn es el u´nico grafo de orden n que no puede
ser desconectado eliminando ve´rtices. Como la supresio´n de n − 1 ve´rtices cualesquiera reduce Kn al grafo
trivial K1 constituido por un u´nico ve´rtice, se define, en este caso, κ(Kn) = n− 1. Diremos tambie´n que G
es k-conexo si κ(G) ≥ k.
Ana´logamente, la arista-conectividad λ(G) de un grafo G 6= K1 es la mı´nima cardinalidad de un conjunto
F ⊂ E(G) tal que el grafo G \ F , que se obtiene cuando se suprime en G el conjunto de arista F , es no
conexo. Por definicio´n, λ(K1) = 0. Como en el caso de ve´rtices, G es k-arista conexo si λ(G) ≥ k.
Por ejemplo, el grafo que sigue tiene conectividad κ(G) = 1 y arista-conectividad λ(G) = 2
La eliminacio´n de una arista [u, v] ∈ E(G) no supone la eliminacio´n de sus ve´rtices terminales u y v. En
cambio, si u ∈ V (G), entonces el subgrafo G\u no contiene ni el ve´rtice suprimido u ni las aristas incidentes
con este ve´rtice.
La siguiente Proposicio´n da una relacio´n entre la conectividad de ve´rtice, la arista-conectividad y el grado
mı´nimo de un grafo. Aunque la demostracio´n es sencilla se incluye por el intere´s de las ideas utilizadas.
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Proposicio´n 1.1.18. Si G = (V,E) es no trivial entonces
κ(G) ≤ λ(G) ≤ ρ(G).
Demostracio´n. Consideremos un ve´rtice de grado ρ(G). Si suprimimos las aristas que inciden en e´l quedara´
aislado. Por lo tanto, λ(G) ≤ ρ(G). Supongamos que e1, · · · , en desconectan a G donde n = λ(G). Sean
v1, · · · , vn extremos de las aristas mencionadas. Entonces suprimiendo dichos ve´rtices se desconecta G. Por
lo tanto κ(G) ≤ n.
Definicio´n 1.1.19. Un ciclo es una sucesio´n de aristas adyacentes, donde no se recorre dos veces la misma
arista, y donde se regresa al punto inicial.
Definicio´n 1.1.20. Si G = (V,E) es un grafo, se llama cuello del grafo G al ı´nfimo de las longitudes de los
ciclos del grafo G, y lo denotamos por g(G). El supremo de las longitudes de los ciclos de un grafo G es su
circunferencia y se denota por c(G).
Veamos otra propiedad de los grafos conexos.
Proposicio´n 1.1.21. Sea G = (V,E) un grafo conexo y e una arista perteneciente a un ciclo en G. Entonces
G \ e es conexo.
Tenemos, por tanto, otra forma de ver que dos grafos no son isomorfismos: si dos grafos G1 y G2 son
φ-isomorfos, entonces g(G1) = g(G2) y c(G1) = c(G2). Por ejemplo, si consideramos los grafos:
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Es fa´cil ver que tienen igual nu´mero de ve´rtices y de aristas y todos los ve´rtices son de grado 3; pero no
son isomorfos, porque g(G1) = 3 mientras que g(G2) = 4. Pero recordemos una vez ma´s que comprobar
que todas estas propiedades son iguales en dos grafos no basta para concluir que dos grafos son isomorfos.
Habra´ que encontrar una biyeccio´n entre los respectivos conjuntos de ve´rtices que respete las relaciones de
vecindad.
Algunos ejemplos de clases de grafos
Definicio´n 1.1.22. Un grafo completo es un grafo en el cual cada dos ve´rtices distintos se unen exactamente
por una arista; en otras palabras, si todos los pares de ve´rtices de G son adyacentes, entonces G es completo.
El grafo completo con n ve´rtices se denota por Kn.
Proposicio´n 1.1.23. Todo grafo completo es regular, pero el rec´ıproco no es cierto.
Veamos que el rec´ıproco no es cierto.
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En efecto, este grafo es regular de grado 2 y, sin embargo, los ve´rtices en diagonal no son adyacentes; por
tanto, no es completo.
La siguiente desigualdad relaciona la medida |E| del grafo y su orden |V |.
Proposicio´n 1.1.24. En todo grafo G = (V,E) se verifica:
|E| ≤ 1
2
|V |(|V | − 1)
y si se da la igualdad, entonces G es completo.
Por lo tanto tenemos la siguiente Proposicio´n.
Proposicio´n 1.1.25. El grafo completo de n ve´rtices Kn tiene
(n
2
)
= n(n− 1)/2 aristas.
Esta Proposicio´n da una relacio´n entre el nu´mero de componentes conexas k de un grafo, su orden |V | y
su medida |E|.
Proposicio´n 1.1.26. Si un grafo G = (V,E) posee k componentes conexas, entonces se verifica la siguiente
desigualdad:
|E| ≤ 1
2
(|V | − k)(|V | − k + 1).
Definicio´n 1.1.27. Un camino es un grafo no vac´ıo P = (V,E) de la forma.
V = {x0, x1, · · · , xn−1} , E = {[x0, x1], [x1, x2], · · · , [xn−2, xn−1]} ,
donde las xi son todos distintos. Los ve´rtices x0 y xn−1 esta´n unidos por P y se dominan extremos; los
ve´rtices x1, · · · , xn−2 son los ve´rtices interiores de P .
El nu´mero de aristas de un camino es su longitud. El camino con n ve´rtices se denota por Pn.
El nu´mero de aristas puede ser cero; por lo tanto, P1 = K1.
Obse´rvese que el grafo camino Pn tiene n− 1 aristas.
Veamos un ejemplo del grafo camino para n = 4:
Definicio´n 1.1.28. Si P = x0 · · ·xn−1 es un camino y n ≥ 3, entonces el grafo C con V (C) = V (P ) y
E(C) = E(P ) ∪ [xn−1, x0] se llama un ciclo. Como con los caminos, denotamos a menudo un ciclo por su
sucesio´n de ve´rtices (c´ıclica); el ciclo anterior puede ser escrito como x0 · · ·xn−1x0. La longitud de un ciclo
es su nu´mero de aristas (o ve´rtices); el ciclo de orden n se denota por Cn.
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El nu´mero de ve´rtices en un grafo Cn es igual al nu´mero de aristas, y cada ve´rtice tiene grado dos, por
lo que cada ve´rtice tiene dos aristas incidentes.
Una arista que une dos ve´rtices de un ciclo pero no es en s´ı una arista del ciclo es una cuerda de tal ciclo.
El siguiente es un ejemplo de ciclo con cuerda.
Dia´metro y cuello esta´n, por supuesto, relacionados:
Proposicio´n 1.1.29. Cada grafo G = (V,E) que contiene un ciclo satisface g(G) ≤ 2 diamV (G) + 1.
Definicio´n 1.1.30. La excentricidad de un ve´rtice v en un grafo G = (V,E), denotado por ecc(v), es la
distancia de v a uno de los ve´rtices ma´s lejanos de v, es decir,
ecc(v) := max
x∈V (G)
d(v, x).
El radio de un grafo G, denotado rad(G), es la excentricidad ma´s pequen˜a de cualquiera de sus ve´rtices, es
decir,
rad(G) := min
x∈V (G)
ecc(x).
Un ve´rtice central v de un grafo G es un ve´rtice con mı´nima excentricidad.
Se tiene la siguiente relacio´n entre el dia´metro y el radio de un grafo.
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Proposicio´n 1.1.31. Si G = (V,E) es grafo conexo, entonces
rad(G) ≤ diamV (G) ≤ 2rad(G).
Veamos un ejemplo de grafo para estudiar la excentricidad y el radio.
La excentricidad de cada ve´rtice en el grafo anterior es:
ecc(v1) = 2, ecc(v2) = 2, ecc(v3) = 2, ecc(v4) = 3, ecc(v5) = 3, ecc(v6) = 3.
Por tanto, el radio de este grafo es 2.
La siguiente Proposicio´n da una cota por arriba del orden de un grafo sabiendo su radio y su grado
ma´ximo.
Proposicio´n 1.1.32. Un grafo G = (V,E) de radio a lo ma´s k y grado ma´ximo a lo sumo d ≥ 3 tiene
menos de dd−2 (d− 1)k ve´rtices.
Del mismo modo, podemos acotar el orden de G por debajo, suponiendo que tanto su grado mı´nimo y
su cuello son grandes. Para d ∈ R y g ∈ N definimos:
n0(d, g) :=
 1 + d
∑r−1
i=0 (d− 1)i, si g := 2r + 1 es impar,
2
∑r−1
i=0 (d− 1)i, si g := 2r es par.
Proposicio´n 1.1.33 ([AHL]). Sea G = (V,E) un grafo. Si gr(G) ≥ d ≥ 2 y g(G) ≥ g ∈ N entonces
|G| ≥ n0(d, g).
Corolario 1.1.34. Si ρ(G) ≥ 3 entonces g(G) < 2 log |G|.
Definicio´n 1.1.35. Un grafo bipartito es un grafo G = (V,E) cuyo conjunto de ve´rtices V es unio´n de dos
conjuntos disjuntos V1 y V2 de forma que [u, v] ∈ E implica que, o bien u ∈ V1 y v ∈ V2, o bien u ∈ V2 y
v ∈ V1. Es decir, todas las aristas tienen un extremo en cada uno de los conjuntos V1 y V2.
Recordemos que V1 y V2 forman una particio´n de V si son disjuntos y su unio´n es V .
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Definicio´n 1.1.36. Un grafo bipartito completo es un grafo bipartito en lo cual cada ve´rtice en el primer
conjunto se une a cada ve´rtice en el segundo conjunto por exactamente una arista, y se denota por Kmn.
Obse´rvese Kmn tiene m+ n ve´rtices, y mn aristas, y que Kmn y Knm son isomorfos.
Proposicio´n 1.1.37. Un grafo es bipartito si y solamente si no contiene ciclos de longitud impares.
Definicio´n 1.1.38. El grafo de Petersen es un grafo con 10 ve´rtices y 15 aristas que a menudo sirve como
un ejemplo y contraejemplo de diversas propiedades en la teor´ıa de grafos. Este grafo es nombrado as´ı por
Julius Peter Christian Petersen, quien lo publico´ en 1898.
Definicio´n 1.1.39. Un bosque es un grafo sin ciclos. Un a´rbol es un bosque conexo.
El grafo G1 es un bosque y el grafo G2 es un a´rbol.
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Proposicio´n 1.1.40. Si G = (V,E) es un grafo conexo, entonces
|E| ≥ |V | − 1.
Proposicio´n 1.1.41. Sea G = (V,E) un grafo. Si G es ac´ıclico (no tiene ciclos), entonces |E| ≤ |V | − 1.
Existen numerosas formulaciones equivalentes de la definicio´n de a´rbol; la siguiente Proposicio´n resume
las fundamentales.
Proposicio´n 1.1.42. Sea G = (V,E) un grafo. Las siguientes afirmaciones son equivalentes.
1. G es un a´rbol.
2. Dos ve´rtices cualesquiera de G esta´n conectados por un u´nico camino simple.
3. G es conexo, pero si se le suprime una arista cualquiera, deja de serlo.
4. G es conexo y |E| = |V | − 1.
5. G es ac´ıclico y |E| = |V | − 1.
6. G es ac´ıclico, pero si se le an˜ade una arista, deja de serlo.
Proposicio´n 1.1.43. Si un bosque tiene n ve´rtices y k componentes conexas, entonces tiene n− k aristas.
Definicio´n 1.1.44. Un a´rbol generador de un grafo G = (V,E) es un subgrafo generador de G que es un
a´rbol.
Notemos que, si T es un a´rbol generador de G, entonces T es un a´rbol maximal contenido en T en el
sentido siguiente: si e ∈ E(G) es una arista que no pertenece a E(T ), T +e es un subgrafo de G que contiene
un ciclo.
La siguiente figura muestra un grafo G y uno de sus a´rboles generadores.
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Proposicio´n 1.1.45. Todo grafo conexo tiene un a´rbol generador.
Definicio´n 1.1.46. El grafo rueda Wn de orden n es un grafo que contiene un ciclo de orden n − 1 y un
ve´rtice adicional que se conecta con todos los ve´rtices del ciclo.
Definicio´n 1.1.47. Dado un grafo G = (V,E), decimos que una familia de subgrafos {Gn}n de G es una
descomposicio´n de a´rbol de G si ∪nGn = G, Gn ∩Gm es un ve´rtice o el conjunto vac´ıo para cada n 6= m, y
el grafo R es un a´rbol, donde V (R) = {vn}n y [vn, vm] ∈ E(R) si y so´lo si Gn ∩Gm 6= ∅.
Observacio´n 1.1.48. Cada vn es un punto abstracto que se asocia a Gn (por tanto, vn no es un ve´rtice de
Gn).
Definicio´n 1.1.49. Un camino C en G = (V,E) se dice que es hamiltoniano si C pasa por cada ve´rtices
del grafo exactamente una vez. Un ciclo que pasa exactamente una vez por cada ve´rtice (excepto el ve´rtice
inicial, que aparece tambie´n como final) se denomina ciclo hamiltoniano.
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Es claro que el grafo completo Kn es hamiltoniano, ya que podemos empezar en cualquier ve´rtice e ir
sucesivamente a cualquier otro ve´rtice todav´ıa no visitado; por tanto, tenemos la siguiente Proposicio´n:
Proposicio´n 1.1.50. Todo grafo completo es hamiltoniano.
Veamos una condicio´n necesaria para que un grafo sea hamiltoniano, pero el problema general de deter-
minar cuando un grafo es de este tipo, es muy dif´ıcil.
Proposicio´n 1.1.51. Sea G = (V,E) un grafo tal que |E| ≥ 3, sea S un subconjunto no vac´ıo de V y sea
c(G \ S) el nu´mero de componentes conexas del subgrafo G \ S. Entonces, una condicio´n necesaria para que
G sea hamiltoniano es que c(G \ S) ≤ |S|.
(|E| y |S| son, respectivamente, el nu´mero de aristas de G y de ve´rtices de S.)
Proposicio´n 1.1.52. Sea G = (V,E) un grafo conexo de n ve´rtices y u, v dos ve´rtices no adyacentes
(independientes) tales que gr(u) + gr(v) ≥ n. Entonces, G es hamiltoniano si y so´lo si G + [u, v] es
hamiltoniano.
Proposicio´n 1.1.53 (Ore, 1960). Si un grafo G = (V,E) tiene n ≥ 3 ve´rtices y la suma de los grados de
cualquier par de ve´rtices no adyacentes es mayor o igual que n, entonces el grafo es hamiltoniano.
Corolario 1.1.54 (Dirac, 1952). Si G = (V,E) es un grafo de orden n ≥ 3 y grado mı´nimo ρ(G) ≥ n/2,
entonces es hamiltoniano.
Demostracio´n. Si u y v son ve´rtices no adyacentes de G entonces gr(u) + gr(v) ≥ ρ(G) + ρ(G) ≥ n/2 +n/2,
y por la Proposicio´n anterior G es hamiltoniano.
1.2 Producto cartesiano de grafos
El producto cartesiano es un me´todo importante para construir un grafo ma´s grande, y juega un papel
importante en el disen˜o y ana´lisis de redes.
Definicio´n 1.2.1. Sean G1 = (V1, E1), G2 = (V2, E2) dos grafos conexos localmente finitos (posiblemente
infinitos) con aristas de longitud 1 sin bucles ni aristas mu´ltiples. Definimos G1 × G2 como el grafo con
ve´rtices V (G1×G2) = V (G1)×V (G2) y [(u1, u2), (v1, v2)] ∈ E(G1×G2) si y so´lo si tenemos u1 = v1 ∈ V (G1)
y [u2, v2] ∈ E(G2) o bien u2 = v2 ∈ V (G2) y [u1, v1] ∈ E(G1). Consideramos que cada arista de G1 × G2
tiene longitud 1.
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Una manera conveniente de dibujar este producto es poner, en primer lugar, una copia de G2 en cada
ve´rtice de G1 y luego unir los correspondientes ve´rtices de G2 con sus copias. Tambie´n puede hacerse al
reve´s, es decir, dibujar una copia de G1 en cada ve´rtice de G2 y realizar la misma operacio´n; el producto
es “conmutativo” y ambos productos son isomorfos. El me´todo de construccio´n se detalla en la siguiente
figura:
Hay una clase importante de grafos definida en te´rminos de producto cartesiano; el n-cubo o hipercubo,
denotado porQn, es el grafo P2 si n = 1, mientras que, si n es mayor o igual que 2, Qn se define recursivamente
como Qn−1 × P2.
El n-cubo o hipercubo puede ser considerado tambie´n como el grafo cuyos ve´rtices esta´n etiquetados por
n-vectores binarios (u1, u2, · · · , un), es decir, ui es 0 o´ 1 para 1 ≤ i ≤ n . Sus aristas son adyacentes dos a
dos si y so´lo si sus correspondientes n-vectores difieren tan so´lo en una coordenada.
El grafo Qn es un grafo n-regular cuyo orden es 2
n . En la figura siguiente se muestra, un ejemplo de
este grafo.
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Obse´rvese Q1 ∼= P2, y Q2 ∼= C4. Los grafos Qn, pese a que los dibujos esbozados no hagan sospecharlo, son
bipartitos: observemos que la mitad de los ve´rtices esta´n etiquetados con listas de n posiciones que contienen
un nu´mero par de ceros, y la otra mitad, un nu´mero impar. Y dos listas que tienen un nu´mero par de ceros
no pueden ser vecinas en este grafo (e igual para las impares).
Decimos que G1 y G2 son factores de G1 ×G2. Tenemos las siguientes proposiciones.
Proposicio´n 1.2.2. G1 ×G2 ∼= G2 ×G1,
ρ(G1 ×G2) = ρ(G1) + ρ(G2)
y
∆(G1 ×G2) = ∆(G1) + ∆(G2).
Proposicio´n 1.2.3. Para todo par de grafos G1, G2 tenemos
(i) dG1×G2((u1, u2), (v1, v2)) = dG1(u1, v1) + dG2(u2, v2), para todo (u1, u2), (v1, v2) ∈ V (G1 ×G2).
(ii) diamG1×G2 V (G1 ×G2) = diamG1 V (G1) + diamG2 V (G2).
Las siguientes observaciones y anotaciones son muy u´tiles para trabajar con el producto cartesiano de
grafos.
Observacio´n 1.2.4. Si H1 es un subgrafo de G1 = (V1, E1) y H2 es un subgrafo de G2 = (V2, E2), entonces
para cualquier u ∈ V1 y v ∈ V2, H1 × {v} y {u} × H2 son subgrafos del producto G1 × G2, denotados por
H1v y uH2, respectivamente. En particular, si P = {x1, v1, v2, · · · , vm, y1} es un camino de x1 a y1 en
G1, entonces para cualquier v ∈ V2, Pv = {(x1, v), (v1, v), (v2, v), · · · , (vm, v), (y1, v)} es un camino desde el
ve´rtice (x1, v) al ve´rtice (y1, v) en G1 ×G2.
Similarmente, si W = {x2, u1, u2, · · · , ul, y2} es un camino de x2 a y2 en G2, entonces para cualquier u ∈ V1,
uW = {(u, x2), (u, u1), (u, u2), · · · , (u, vl), (u, y2)} es un camino desde el ve´rtice (u, x2) al ve´rtice (u, y2) en
G1 × G2. Si x = (x1, x2) e y = (y1, y2) son dos ve´rtices G1 × G2, entonces Q = Px2 ∪ y1W es un camino
de x a y en G1 ×G2. Un tal camino se puede expresar como:
Q : x = (x1, x2)
Px2→ (y1, x2) y1W→ (y1, y2) = y.
Algunas definiciones y propiedades
Cuando G es 1-conexo, existe un camino entre cada par de ve´rtice del grafo. La extensio´n de este
resultado a grafos n-conexos, n ≥ 1, constituye el Teorema de Witney. Consideremos antes, sin embargo, el
resultado cla´sico sobre la conectividad: el Teorema de Menger.
30
Sean u, v ve´rtices no adyacentes de un grafo G. Se dice que S ⊆ V (G) es un conjunto u − v separador
si G \ S es no conexo y u, v pertenecen a componentes distintas de G \ S. Es decir, S es un conjunto u− v
separador, con u, v ∈ V (G) \ S, si y so´lo si cada camino entre u y v contiene algu´n elemento de S.
Ana´logamente, dados dos ve´rtices cualesquiera de G, F ⊆ E(G) es un conjunto u− v arista-separador si
G \ F es no conexo y u, v pertenecen a componentes distintas de G \ F .
Dados dos caminos entre u y v, diremos que son internamente disjuntos si los u´nicos ve´rtices que tienen
en comu´n son precisamente los ve´rtices terminales u y v. De forma similar, dos caminos entre u y v son
aristas disjuntos si no tienen aristas en comu´n.
El Teorema de Menger relaciona el nu´mero mı´nimo de elementos que tiene que tener un conjunto que
separe dos ve´rtices dados con el nu´mero ma´ximo de caminos disjuntos entre estos ve´rtices.
Sean u y v dos ve´rtices distintos de un grafo G = (V,E). Los s´ımbolos ξ(G;u, v) y η(G;u, v) denotan,
respectivamente, la cantidad ma´xima de caminos internamente disjuntos entre u y v, y la cantidad ma´xima
de caminos arista-disjuntos entre u y v; los s´ımbolos κ(G;u, v) y λ(G;u, v) denotan, respectivamente, la
cantidad mı´nima de ve´rtices de un conjunto u− v separador, y el nu´mero mı´nimo de aristas de un conjunto
u− v arista-separador.
Veamos el ejemplo siguiente para entender mejor estos conceptos:
Ejemplo 1.2.5. En el grafo
el conjunto S = {7, 3} separa 1 de 6. Observemos que este no es el conjunto de menor cardinal que separa 1
de 6. En efecto, S = {4} tambie´n separa 1 de 6. Luego, el nu´mero mı´nimo de ve´rtices que hay que eliminar
para desconectar 1 de 6 es uno. Notemos adema´s que dos caminos de 1 a 6 nunca son disjuntos, es decir, la
ma´xima cantidad de caminos disjuntos de 1 a 6 es tambie´n uno.
Veamos ahora que pasa cuando u = 2 y v = 4. En este caso S = {3, 7} separa 2 de 4 y no hay ningu´n
conjunto de menor cardinal que separa 2 de 4. Es decir, el mı´nimo nu´mero de ve´rtices que hay que eliminar
para desconectar 2 de 4 es dos. Por otra parte, el ma´ximo nu´mero de caminos disjuntos que unen 2 y 4
tambie´n es dos.
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En general, si hay k-caminos disjuntos de u y v, cualquier conjunto que separa u de v debe contener al
menos k ve´rtices.
Tenemos la siguiente Proposicio´n.
Proposicio´n 1.2.6 (Teorema de Menger). Sea G = (V,E) un grafo. Entonces para todo u, v ∈ V (G),
(i) κ(G;u, v) = ξ(G;u, v) si (u, v) /∈ E(G);
(ii) λ(G;u, v) = η(G;u, v).
Proposicio´n 1.2.7 (Teorema de Menger–Whitney). Sea G = (V,E) un grafo conexo. Entonces
(i) κ(G) ≥ k si y so´lo si ξ(G;u, v) ≥ k para cada u, v ∈ V (G);
(ii) λ(G) ≥ k si y so´lo si η(G;u, v) ≥ k para cada u, v ∈ V (G), en otras palabras un grafo G es k-arista
conexo si y so´lo entre cada par de ve´rtice de G, existen al menos k-caminos arista-disjuntos.
Donde, κ(G) y λ(G) son, respectivamente, el mı´nimo nu´mero de elementos de un conjunto S ⊂ V (G) tal
que el grafo G \ S, es no conexo y es el mı´nimo nu´mero de elementos de un conjunto F ⊂ E(G) tal que el
grafo G \ F , es no conexo, (ver la definicio´n 1.1.17).
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Conectividad del producto cartesiano de grafos
La conectividad no so´lo es un concepto ba´sico en la teor´ıa de grafos, sino tambie´n una medida importante
para la fiabilidad y tolerancia a fallos en una red.
Ahora, vamos a ver algunos resultados sobre el producto cartesiano de grafos, referentes a la conectividad,
la arista-conectividad.
Para la conectividad y la arista-conectividad del producto cartesiano de grafos, hasta ahora, los mejores
resultados son:
κ(G1 ×G2) ≥ κ(G1) + κ(G2)
y
λ(G1 ×G2) ≥ λ(G1) + λ(G2).
Tambie´n existen cotas para las conectividades (para la conectividad y la arista-conectividad) del producto,
involucrando la conectividad y los grados mı´nimos de cada factor. Estos resultados se generalizan a los
productos cartesianos de n ≥ 3 grafos conexos.
Proposicio´n 1.2.8. Sea Gi = (Vi, Ei) un grafo conexo para cada i = 1, 2. Entonces κ(G1 × G2) ≥ w si y
so´lo si
(i) ξ(G1 ×G2; (x, u), (x, v)) ≥ w para cada x ∈ V1, u, v ∈ V2
(ii) ξ(G1 ×G2; (x, u), (y, u)) ≥ w para cada x, y ∈ V1, u ∈ V2.
Proposicio´n 1.2.9. Sea Gi = (Vi, Ei) un grafo conexo para cada i = 1, 2. Entonces
κ(G1 ×G2) ≥ min {κ(G1) + ρ(G2), κ(G2) + ρ(G1)} .
Proposicio´n 1.2.10. Sea Gi = (Vi, Ei) un grafo conexo para cada i = 1, 2. Entonces λ(G1 ×G2) ≥ w si y
so´lo si
(i) η(G1 ×G2; (x, u), (x, v)) ≥ w para cada x ∈ V1, u, v ∈ V2
(ii) η(G1 ×G2; (x, u), (y, u)) ≥ w para cada x, y ∈ V1, u ∈ V2.
Proposicio´n 1.2.11. Sea Gi = (Vi, Ei) 6= K1 un grafo conexo, para cada i = 1, 2. Entonces,
λ(G1 ×G2) = min {ρ(G1) + ρ(G2), λ(G1)|V (G2)|, λ(G2)|V (G1)|} .
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Cap´ıtulo 2
Conceptos y propiedades
fundamentales de los espacios
hiperbo´licos
2.1 Espacios de Gromov
Como ya vimos en la introduccio´n, la teor´ıa de espacios hiperbo´licos de Gromov nacio´ motivada inicialmente
por el estudio de grupos finitamente generados, y ha demostrado ser de enorme importancia pra´ctica. En
sus comienzos fue aplicada principalmente al estudio de grupos automa´ticos, que juegan un importante
papel en ciencias de la computacio´n (de hecho, los grupos que son espacios de Gromov, son a su vez grupos
automa´ticos fuertemente geode´sicos).
Sin embargo, en los u´ltimos an˜os se ha producido un importante cambio en la forma de trabajar en espacios
de Gromov. Dicho cambio consiste en enfocar el tema desde un punto de vista ma´s anal´ıtico y geome´trico,
en lugar del tradicional punto de vista algebraico. Esto ha permitido obtener uno de los resultados ma´s
importantes de la teor´ıa: el Teorema de Mario Bonk que caracteriza los espacios de Gromov como aquellos
espacios me´tricos geode´sicos que satisfacen la propiedad de “estabilidad geode´sica” (ver Teorema 2.1.15).
Para el estudio de los espacios hiperbo´licos de Gromov usaremos la notacio´n de [GH]. Veamos algunos
resultados ba´sicos sobre estos espacios. Puede consultarse [GH] para ampliar las definiciones y los teoremas
de esta seccio´n.
Existen varias definiciones posibles para el concepto de hiperbolicidad. Nosotros mostraremos tres que, a
34
priori, puede parecer que no guardan ninguna relacio´n; sin embargo, como veremos ma´s adelante, en realidad
son equivalentes (ver Teorema 2.1.7).
Aunque la hiperbolicidad de Gromov puede definirse sobre espacios me´tricos arbitrarios, las dos primeras
definiciones que veremos a continuacio´n (tria´ngulos thin y fine) necesitan la hipo´tesis adicional de que el
espacio sea geode´sico.
Definicio´n 2.1.1. Si g : [a, b] −→ X es una curva continua en un espacio me´trico (X, d), la longitud de g
se define como
L(g) := sup
{ n∑
j=1
d(g(tj−1), g(tj)) : a = t0 < t1 < · · · < tn = b
}
.
Una geode´sica γ en un espacio me´trico X es una isometr´ıa de un intervalo de la recta real I ⊂ R en el
espacio X, es decir, una aplicacio´n que verifica L(γ|[s,t]) = dX(γ(t), γ(s)) = t − s para todo s, t ∈ I con
s < t. Decimos que un espacio me´trico X es un espacio me´trico geode´sico si para todo x, y ∈ X existe una
geode´sica uniendo x con y, y que denotaremos por [xy].
Observacio´n 2.1.2. Podemos observar que las geode´sicas no tienen por que´ ser u´nicas; un ejemplo cla´sico
es la esfera. Dos puntos antipodales pueden unirse por infinitas geode´sicas: todos los semic´ırculos ma´ximos
que los unen. Por tanto, la notacio´n [xy] puede resultar ambigua en algunos casos. No obstante, usaremos
dicha notacio´n ya que es la notacio´n habitual y, adema´s, resulta muy u´til.
Si D es un subconjunto cerrado de X, tal que D contiene un camino rectificable que une cada z, w ∈ D,
consideramos siempre en D la me´trica interna obtenida por la restriccio´n de la me´trica X, que es
dD(z, w) := inf
{
LX(γ) : γ ⊂ D es una curva continua que une z y w
} ≥ dX(z, w) .
Por consiguiente, LD(γ) = LX(γ) para cada curva γ ⊂ D. Tenemos siempre dD(z, w) < ∞ para cada
z, w ∈ D.
Para considerar un grafo G como un espacio me´trico geode´sico, debemos identificar (por una isometr´ıa)
cualquier arista [u, v] ∈ E(G) con un intervalo real con longitud l := L([u, v]); por lo tanto, cualquier punto
en el interior de la arista [u, v] es un punto de G. Un grafo G esta´ naturalmente equipado con una distancia
o, ma´s precisamente, una me´trica definida en sus puntos, inducida al tomar los caminos ma´s cortos en G.
Entonces vemos G como un grafo me´trico.
A lo largo de la tesis consideramos grafos (finitos o infinitos) conexos y localmente finitos (en cada bola
hay un nu´mero finito de aristas). Estas condiciones garantizan que el grafo es un geode´sico. En la seccio´n
3.1 admitiremos grafos con aristas mu´ltiples y bucles; adema´s, las aristas pueden tener diferentes longitudes
(como en Lema 3.1.13, en Teoremas 3.1.14, 3.1.15, 3.1.21, en Proposiciones 3.1.18, 3.1.19 y en los Lemas
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te´cnicos previos 3.1.4, 3.1.6, 3.1.16 y 3.1.17). Sin embargo, en la seccio´n 3.2, al tratar grafos producto, todos
los grafos sera´n simples (sin aristas mu´ltiples ni bucles) y la longitud de todas las aristas sera´ 1.
Definicio´n 2.1.3. Si X es un espacio me´trico geode´sico y J = {J1, J2, . . . , Jn} es un pol´ıgono con lados
Jj ⊆ X, decimos que J es δ-thin si para cada x ∈ Ji tenemos que d(x,∪j 6=iJj) ≤ δ. Denotamos por
δ(J) la constante thin optimal de J , es decir δ(J) := inf{δ ≥ 0 : J es δ-thin } . Si x1, x2, x3 ∈ X, un
tria´ngulo geode´sico T = {x1, x2, x3} es la unio´n de las tres geode´sicas [x1x2], [x2x3] y [x3x1]. El espacio X
es δ-hiperbo´lico (o satisface la condicio´n de Rips con constante δ) si cada tria´ngulo en X es δ-thin.
Observacio´n 2.1.4. Todo cuadrila´tero geode´sico en un espacio δ-thin es 2δ-thin. Para ver esto, es suficiente
dividir el cuadrila´tero en dos tria´ngulos y aplicar a e´stos la definicio´n 2.1.3. En general, todo pol´ıgono
geode´sico de n lados es (n− 2)δ-thin. Un bia´ngulo es un tria´ngulo geode´sico {x1, x2, x3} con x2 = x3. Por
lo tanto, cada bia´ngulo en un espacio me´trico geode´sico δ-hiperbo´lico es δ-thin.
Definicio´n 2.1.5. Dado un tria´ngulo geode´sico T = {x, y, z} en un espacio me´trico geode´sico X, construimos
el tria´ngulo TE en el plano eucl´ıdeo cuyos lados tienen la misma longitud que los de T . Como no hay posible
confusio´n, usaremos la misma notacio´n para los puntos correspondientes a T y TE. El c´ırculo ma´ximo
inscrito en TE interseca el lado [xy] (respectivamente [yz], [zx]) en un punto z
′ (respectivamente x′, y′)
de tal forma que d(x, z′) = d(x, y′), d(y, x′) = d(y, z′) y d(z, x′) = d(z, y′). A los puntos x′, y′, z′, les
llamaremos puntos internos de {x, y, z} (ver el gra´fico que sigue). Hay una u´nica isometr´ıa f del tria´ngulo
{x, y, z} sobre un tr´ıpode T0 (un a´rbol con un ve´rtice w de grado 3, y tres ve´rtices x′′, y′′, z′′ de grado uno,
tal que d(x′′, w) = d(x, z′) = d(x, y′), d(y′′, w) = d(y, x′) = d(y, z′) y d(z′′, w) = d(z, x′) = d(z, y′)).
El tria´ngulo {x, y, z} es δ-fine si f(p) = f(q) implica que d(p, q) ≤ δ. El espacio Xes δ-fine si todo
tria´ngulo geode´sico en X es δ-fine.
Definicio´n 2.1.6. Dado un espacio me´trico (X, d) y un punto w, se define el producto de Gromov entre
x, y ∈ X respecto del punto base w como
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(x|y)w := 1
2
(
d(x,w) + d(y, w)− d(x, y)) ≥ 0 .
Diremos que el espacio me´trico (X, d) es δ-hiperbo´lico de Gromov (δ ≥ 0), si
(x|z)w ≥ min
{
(x|y)w, (y|z)w
}− δ ,
para todo x, y, z, w ∈ X. Diremos que X es hiperbo´lico de Gromov si es δ-hiperbo´lico de Gromov para algu´n
δ.
Puede probarse que para todo x, y, w,w′ ∈ X se tiene
∣∣(x|y)w − (x|y)w′ ∣∣ ≤ d(w,w′). (2.1.1)
El siguiente resultado establece la equivalencia entre la condicio´n de Rips (Definicio´n 2.1.3), la propiedad
fine (Definicio´n 2.1.5) y la hiperbolicidad de Gromov (Definicio´n 2.1.6):
Teorema 2.1.7 ([GH] y [ABCD]). Sea X un espacio me´trico geode´sico:
1. Si X es δ-hiperbo´lico de Gromov, entonces es 3δ-hiperbo´lico y 4δ-fine.
2. Si X es δ-hiperbo´lico, entonces es 4δ-hiperbo´lico de Gromov y 4δ-fine.
3. Si X es δ-fine, entonces es 2δ-hiperbo´lico de Gromov y δ-hiperbo´lico.
Una interpretacio´n geome´trica interesante del producto de Gromov en espacios hiperbo´licos es la siguiente.
Proposicio´n 2.1.8 (Lemma 1.7, p. 38 [GH]). Sea X un espacio me´trico geode´sico δ-fine. Para todo
x, y, w ∈ X se tiene que
d(w, [xy])− δ ≤ (x|y)w ≤ d(w, [xy]),
para toda geode´sica [xy] uniendo x con y en X.
La idea que subyace detra´s de la condicio´n de Rips es que los tria´ngulos geode´sicos en un espacio
hiperbo´lico de Gromov son “uniformemente delgados”; por lo tanto, podemos interpretar la condicio´n de
Rips como una forma, ma´s primitiva, de entender la curvatura negativa, que la tradicionalmente formulada
como que la suma de los a´ngulos internos de cualquier tria´ngulo geode´sico es menor que pi. Adema´s, esta
definicio´n tiene la gran ventaja de no necesitar una me´trica riemanniana, ya que se aplica a espacios me´tricos
geode´sicos.
Antes de continuar, veamos de forma heur´ıstica la importancia del producto de Gromov. En esta teor´ıa es
habitual escribir d(x, y) = |x− y|, aunque recordemos que no hay estructura de espacio vectorial; si adema´s
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consideramos que el punto base w es un punto fijado, denotaremos d(x,w) = |x − w| = |x|. Reescribiendo
con esta nueva notacio´n la definicio´n del producto de Gromov, tenemos: |x − y| = |x| + |y| − 2(x|y)w, que
recuerda al producto escalar. Esto sugiere que, en algu´n sentido, en espacios me´tricos hiperbo´licos se pueden
medir algo parecido a a´ngulos.
Es bien conocido que el producto escalar entre dos vectores x, y de un espacio eucl´ıdeo es cero si y so´lo
si x, y forman un a´ngulo de pi/2. No obstante, el producto de Gromov de x, y, respecto de un punto base
w, es cero si y so´lo si w pertenece a una geode´sica que une x e y; por tanto, para que (x|y)w se haga
pequen˜o necesitamos que los tres puntos este´n alineados. Consecuentemente, el a´ngulo que juega el papel
predominante en esta teor´ıa es pi en lugar de pi/2.
Profundicemos un poco ma´s en la relacio´n entre a´ngulos y producto de Gromov. Igual que ocurre para
los tria´ngulos eucl´ıdeos, existen fo´rmulas que relacionan los a´ngulos interiores de un tria´ngulo contenido en
el plano hiperbo´lico, con las longitudes de los lados del mismo. De esta forma, dado un tria´ngulo en el plano
hiperbo´lico con ve´rtices v1, v2, v3, lados de longitudes a, b, c y a´ngulos opuestos α, β, λ (con α el a´ngulo en
v1, ver el gra´fico siguiente), se tiene la ley de los cosenos hiperbo´lica
cosh a = cosh b cosh c− sinh c sinh b cosα .
En el caso particular de tener un tria´ngulo recta´ngulo hiperbo´lico, es decir, con α = pi/2, entonces obtenemos
la versio´n hiperbo´lica del Teorema de Pita´goras: cosh a = cosh b cosh c . Para un α cualquiera (no necesaria-
mente pi/2), si las longitudes hiperbo´licas a, b y c son muy grandes, podemos reemplazar la igualdad por la
relacio´n aproximada 12e
a ≈ 14eb+c(1− cosα), de donde se deduce que ea ≈ eb+c sin2(α/2); tomando logarit-
mos obtenemos 12 (b+ c− a) ≈ log 1sin(α/2) , donde b+ c− a = d(v1, v3) + d(v1, v2)− d(v2, v3) = 2(v2|v3)v1 , y
por lo tanto (v2|v3)v1 ≈ log 1sin(α/2) .
De esta forma queda patente la estrecha relacio´n que existe entre el producto de Gromov de dos puntos
y el a´ngulo que forman las geode´sicas que los unen con el punto base. Es decir, simplemente manejando
distancias (recordemos que la definicio´n del producto de Gromov no involucra ningu´n otro concepto), somos
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capaces de medir a´ngulos en el plano hiperbo´lico. La teor´ıa de espacios hiperbo´licos pone de manifiesto que
este razonamiento va´lido para el plano hiperbo´lico, puede extenderse, en cierto sentido, a espacios me´tricos
hiperbo´licos generales.
Existen ejemplos interesantes de espacios hiperbo´licos, como son los siguientes:
Ejemplo 2.1.9.
(1) Toda variedad riemanniana completa simplemente conexa con curvatura seccional acotada superior-
mente por una constante −k, con k > 0 es hiperbo´lica (ver [GH, p. 52]).
(2) Todo espacio me´trico acotado es (diamX)-hiperbo´lico (ver [GH, p. 29]).
(3) Rn con la me´trica eucl´ıdea es hiperbo´lico si y so´lo si n = 1. Es evidente que todo punto de un tria´ngulo
contenido en la recta real pertenece simulta´neamente a dos lados, y, por tanto, podemos concluir que
todo tria´ngulo es 0-thin. Tambie´n es obvio que en el plano se pueden trazar tria´ngulos de dia´metro
arbitrariamente grande, por lo que con su me´trica eucl´ıdea R2 no es hiperbo´lico (ver el gra´fico abajo).
De forma similar puede razonarse para dimensiones superiores.
(4) Todo a´rbol con aristas de longitud arbitraria es 0-hiperbo´lico (ver, por ejemplo, [GH, p. 29]). La
afirmacio´n es evidente porque se trata de una generalizacio´n de lo que ocurre en la recta real: todo
punto de un tria´ngulo contenido en un a´rbol pertenece simulta´neamente a dos lados (ver el gra´fico que
sigue).
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(5) El plano hiperbo´lico H2 es log(
√
2 + 1)-hiperbo´lico.
(6) Otros ejemplos ba´sicos de espacios hiperbo´licos son los llamados espacios de
Cartan-Alexandrov-Topogonov o CAT (κ), donde κ < 0. Recordamos sus definiciones ([GH, p. 29]):
Definicio´n 2.1.10. Sea (X, d) un espacio me´trico geode´sico y sea κ ≤ 0. Decimos que (X, d) es un espacio
de CAT (κ) si cumple lo siguiente. Supongamos que x, y, z ∈ X, p ∈ [xy] y q ∈ [xz]. Sea M2κ el espacio
modelo de curvatura constante κ, es decir, M2κ es la variedad riemanniana homeomorfa a R2 y con curvatura
constante κ. Sean x′, y′, z′ ∈ M2κ tales que d(x, y) = d(x′, y′), d(x, z) = d(x′, z′) y d(y, z) = d(y′, z′). Sean
p′ ∈ [x′y′] y q′ ∈ [x′z′] tales que d(x, p) = d(x′, p′) y d(x, q) = d(x′, q′). Entonces
d(p, q) ≤ d(p′, q′).
Presentamos a continuacio´n un tipo de aplicaciones que juegan un papel muy importante en esta teor´ıa:
las quasi-isometr´ıas.
Definicio´n 2.1.11. Una funcio´n entre dos espacios me´tricos f : X −→ Y es una quasi-isometr´ıa si existen
constantes a ≥ 1, b ≥ 0 tales que para todo x1, x2 ∈ X se tiene
1
a
dX(x1, x2)− b ≤ dY (f(x1), f(x2)) ≤ a dX(x1, x2) + b, ∀x1, x2 ∈ X.
Una funcio´n de este tipo se llama (a, b)-quasi-isometr´ıa. Decimos que f es ε-full (para algu´n ε ≥ 0) si,
para todo y ∈ Y , existe x ∈ X con dY (y, f(x)) ≤ ε. Una (a, b)-quasigeode´sica en X es una (a, b)-quasi-
isometr´ıa entre un intervalo de R y X.
Cabe destacar que las quasi-isometr´ıas son una clase muy flexible de aplicaciones, ya que pueden ser,
incluso, discontinuas.
Ejemplo 2.1.12. f : R→ Z con f(x) = [x] es una (1, 1)-quasi-isometr´ıa.
En nuestro contexto las quasi-isometr´ıas son especialmente importantes puesto que se trata de una clase
de aplicaciones que preserva la hiperbolicidad, como muestra el siguiente Teorema:
Teorema 2.1.13 (p. 88, [GH]). Consideremos una (a, b)-quasi-isometr´ıa entre espacios me´tricos geode´sicos
f : X −→ Y . Si Y es δ-hiperbo´lico, entonces X es δ′-hiperbo´lico, donde δ′ es una constante que so´lo depende
de δ, a y b. Adema´s, si f es ε-full, entonces X es hiperbo´lico si y so´lo si Y es hiperbo´lico.
Definicio´n 2.1.14. Consideremos una constante H > 0, un espacio me´trico X, y dos conjuntos Y,Z ⊆ X.
El conjunto VH(Y ) := {x ∈ X : d(x, Y ) ≤ H} se denomina H-entorno de Y en X. La distancia de Hausdorff
de Y a Z se define como
dH(Y,Z) := inf{H > 0 : Y ⊆ VH(Z), Z ⊆ VH(Y )}.
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Teorema 2.1.15 (Teorema de estabilidad geode´sica). Todo espacio me´trico geode´sico δ-hiperbo´lico X es
geode´sicamente estable, en el sentido de que si h es una (a, b)-quasigeode´sica uniendo dos puntos x, y, y
g es una geode´sica en X uniendo dichos puntos, entonces existe una constante H = H(δ, a, b) tal que
dH(h, g) ≤ H, donde dH es la distancia de Hausdorff.
Rec´ıprocamente, la estabilidad geode´sica implica que el espacio es hiperbo´lico.
La primera parte del resultado puede encontrarse en [GH], mientras que el rec´ıproco fue probado por
Mario Bonk en [Bo]. Dicha propiedad puede expresarse de forma intuitiva de la siguiente manera: cerca de
una quasigeode´sica hay siempre una geode´sica con los mismos extremos, donde la palabra “cerca” involucra
constantes uniformes.
Esta importante propiedad de los espacios de Gromov es la clave de su ma´s moderna e importante
aplicacio´n: ayudar a garantizar la seguridad de la transmisio´n de informacio´n por internet (ver [J, p. 47]
y [JL1]). El Departamento de Defensa de Estados Unidos esta´ interesado en prevenir lo que podr´ıa ser un
ataque informa´tico a cierta escala (lo que denominan con el exo´tico nombre de Electronic Pearl Harbor).
De hecho, ha subvencionado la investigacio´n en espacios hiperbo´licos de Gromov de Edmond Jonckheere
(doctor en Ingenier´ıa Ele´ctrica y Full Professor of Electrical Engineering and Mathematics, University of
Southern California, Los Angeles), debido a las aplicaciones de la hiperbolicidad relacionadas con la seguridad
informa´tica.
Una estrategia cla´sica para preservar la seguridad en el env´ıo de informacio´n por internet es dividir el
mensaje en una gran cantidad de partes, y enviar cada parte por un “camino” diferente; la reconstruccio´n
del mensaje resulta mucho ma´s sencilla si las diferentes partes del mensaje llegan pra´cticamente al mismo
tiempo, es decir, si los diferentes caminos usados para el env´ıo tienen aproximadamente la misma longitud.
Y aqu´ı es donde juega un papel importante la hiperbolicidad de Gromov, ya que puede probarse que el grafo
que modeliza internet es hiperbo´lico en sentido de Gromov, y eso implica que pro´ximas a cualquier geode´sica
γ (el camino ma´s corto entre dos puntos) pueden encontrarse gran cantidad de quasigeode´sicas (caminos
uniendo los dos extremos de γ con longitud no mucho mayor que la de γ).
La hiperbolicidad tambie´n juega un importante papel en la propagacio´n de virus por la red (ver [J]).
Otro campo de aplicacio´n de la hiperbolicidad es el ana´lisis filogene´tico, a´rea con un gran desarrollo en
la actualidad, que trata de construir a´rboles o grafos que representen los datos sobre el ADN (ver [BKM])
Una forma alternativa de entender la importancia de los espacios hiperbo´licos es verlos como espacios
que se parecen mucho a los a´rboles: de hecho, los a´rboles son precisamente los u´nicos espacios 0-hiperbo´licos
(ver, por ejemplo, [GH, p. 30]). Esta similitud hace que los espacios de Gromov disfruten de interesantes
propiedades en comu´n con los a´rboles (ver, por ejemplo, [GH, p. 33]).
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2.2 Demostraciones de algunos de los resultados ba´sicos
Si X es un espacio hiperbo´lico, denotaremos por δ∗(X) la mejor constante de hiperbolicidad de Gromov de
X, es decir,
δ∗(X) := inf
{
δ : X es δ-hiperbo´lico de Gromov
}
,
por δ(X) la mejor constante de hiperbolicidad de X, es decir,
δ(X) := inf
{
δ : X es δ-hiperbo´lico
}
,
y por δf (X) la mejor constante para la condicio´n fine de X, es decir,
δf (X) := inf
{
δ : X es δ-fine
}
.
Teorema 2.2.1. Sean X,Y espacios me´tricos y f : X → Y una (1, b)-quasi-isometr´ıa. Entonces,
δ∗(X) ≤ δ∗(Y ) + 3b.
Si adema´s f es ε-full, entonces
δ∗(Y ) ≤ δ∗(X) + 3b+ 6ε.
Demostracio´n. Observemos primeramente que
(f(x)|f(y))f(w) = 1
2
(
dY (f(x), f(w)) + dY (f(y), f(w))− dY (f(x), f(y))
)
≤ 1
2
(
dX(x,w) + b+ dX(y, w) + b− dX(x, y) + b
)
= (x|y)w + 3b
2
,
(f(x)|f(y))f(w) = 1
2
(
dY (f(x), f(w)) + dY (f(y), f(w))− dY (f(x), f(y))
)
≥ 1
2
(
dX(x,w)− b+ dX(y, w)− b− dX(x, y)− b
)
= (x|y)w − 3b
2
,
para todo x, y, w ∈ X. Por tanto,
(x|y)w − 3b
2
≤ (f(x)|f(y))f(w) ≤ (x|y)w + 3b
2
,
para todo x, y, w ∈ X. Consecuentemente,
(x|z)w ≥ (f(x)|f(z))f(w) − 3b
2
≥ min{(f(x)|f(y))f(w), (f(y)|f(z))f(w)}− δ∗(Y )− 3b
2
≥ min{(x|y)w, (y|z)w}− δ∗(Y )− 3b,
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para todo x, y, z, w ∈ X. Entonces δ∗(X) ≤ δ∗(Y ) + 3b.
Si adema´s f es ε-full, entonces dados x′, y′, w′ ∈ Y existen x, y, w ∈ X con dY (x′, f(x)) ≤ ε, dY (y′, f(y)) ≤
ε y dY (w
′, f(w)) ≤ ε. Por lo tanto,
(x′|y′)w′ = 1
2
(
dY (x
′, w′) + dY (y′, w′)− dY (x′, y′)
)
≤ 1
2
(
dY (f(x), f(w)) + 2ε+ dY (f(y), f(w)) + 2ε− dY (f(x), f(y)) + 2ε
)
= (f(x)|f(y))f(w) + 3ε ≤ (x|y)w + 3b
2
+ 3ε,
(x′|y′)w′ = 1
2
(
dY (x
′, w′) + dY (y′, w′)− dY (x′, y′)
)
≥ 1
2
(
dY (f(x), f(w))− 2ε+ dY (f(y), f(w))− 2ε− dY (f(x), f(y))− 2ε
)
= (f(x)|f(y))f(w) − 3ε ≥ (x|y)w − 3b
2
− 3ε,
para todo x′, y′, w′ ∈ Y . Consecuentemente,
(x|y)w − 3b
2
− 3ε ≤ (x′|y′)w′ ≤ (x|y)w + 3b
2
+ 3ε,
para todo x′, y′, w′ ∈ Y . Entonces
(x′|z′)w′ ≥ (x|z)w − 3b
2
− 3ε ≥ min{(x|y)w, (y|z)w}− δ∗(X)− 3b
2
− 3ε
≥ min{(x′|y′)w′ , (y′|z′)w′}− δ∗(X)− 3b− 6ε,
para todo x′, y′, z′, w′ ∈ Y . Por tanto, δ∗(Y ) ≤ δ∗(X) + 3b+ 6ε.
El Teorema 2.2.1 tiene como consecuencia directa que la hiperbolicidad tambie´n se preserva entre espacios
me´tricos (aunque no sean geode´sicos) por (1, b)-quasi-isometr´ıas.
Teorema 2.2.2. Consideremos una (1, b)-quasi-isometr´ıa entre espacios me´tricos f : X −→ Y . Si Y es
δ-hiperbo´lico de Gromov, entonces X es δ′-hiperbo´lico de Gromov, donde δ′ = δ+ 3b. Adema´s, si f es ε-full
para algu´n ε ≥ 0, entonces X es hiperbo´lico si y so´lo si Y es hiperbo´lico.
Existen ejemplos que muestran que la conclusio´n del Teorema 2.2.2 no se verifica si f es una (a, b)-quasi-
isometr´ıa con a > 1 (ver [Ha]). No obstante, la conclusio´n con a > 1 es cierta si se impone la condicio´n
adicional de que X e Y sean espacios me´tricos geode´sicos (ver Teorema 2.1.13)
Lema 2.2.3. Sean X un espacio me´trico geode´sico δ-fine, g una geode´sica en X, z ∈ g y z0 ∈ X. Denotemos
por w uno de los puntos ma´s cercanos a z0 en g. Entonces d(z0, w) + d(w, z) − 2δ ≤ d(z0, z) ≤ d(z0, w) +
d(w, z).
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Demostracio´n. La segunda desigualdad es una consecuencia de la desigualdad triangular.
Para probar la primera desigualdad consideremos [wz] ⊆ g. Por la Proposicio´n 2.1.8 sabemos que
d(z0, [wz]) ≤ (w|z)z0 + δ, y entonces
d(z0, w) = d(z0, g) ≤ d(z0, [wz]) ≤ (w|z)z0 + δ
=
1
2
(
d(z0, w) + d(z0, z)− d(w, z)
)
+ δ .
Consecuentemente, deducimos que d(z0, w) + d(w, z)− 2δ ≤ d(z0, z).
Es fa´cil probar que si h es una curva uniendo dos puntos x, y en un espacio me´trico geode´sico con
L(h) ≤ d(x, y) + b, entonces h es una (1, b)-quasigeode´sica (ver Ejercicio 4.2.1.1 en el libro [RST])
Teorema 2.2.4 (Versio´n “light” del Teorema de estabilidad geode´sica). Todo espacio me´trico geode´sico
hiperbo´lico X verifica que si h es una curva uniendo dos puntos x, y, con L(h) ≤ d(x, y) + b, y g es una
geode´sica en X uniendo dichos puntos, entonces dH(g, h) ≤ 4δf (X) + b.
Demostracio´n. Fijemos z0 ∈ h y denotemos por w uno de los puntos ma´s cercanos a z0 en g. Por hipo´tesis, se
verifica L(h) ≤ L(g)+b = d(x, y)+b. Adema´s, si h1 es la parte de h que une x con z0 y h2 es la parte de h que
une z0 con y, se tiene que L(h1) ≥ d(x, z0) y L(h2) ≥ d(z0, y). Consecuentemente, L(h) ≥ d(x, z0) +d(z0, y).
El Lema 2.2.3 permite deducir
d(x, y) ≥ L(h)− b ≥ d(x, z0) + d(z0, y)− b
≥ d(x,w)+d(w, z0)−2δf (X)+d(z0, w)+d(w, y)−2δf (X)−b
≥ d(x, y) + 2d(z0, w)− 4δf (X)− b.
Por tanto, d(z0, g) ≤ d(z0, w) ≤ 2δf (X) + b/2 para todo z0 ∈ h y deducimos que h ⊆ V2δf (X)+b/2(g).
Fijemos ahora ε > 0 y elijamos puntos x0 = x, x1, . . . , xk = y en h con d(xj , xj+1) ≤ ε para j =
0, 1, . . . , k − 1. Denotemos por wj uno de los puntos ma´s cercanos a xj en g para cada j = 0, 1, . . . , k. El
razonamiento anterior, con z0 = xj nos da d(xj , wj) ≤ 2δf (X) + b/2 para j = 0, 1, . . . , k. Por la desigualdad
triangular obtenemos que
d(wj , wj+1) ≤ d(wj , xj) + d(xj , xj+1) + d(xj+1, wj+1)
≤ 2δf (X) + b/2 + ε+ 2δf (X) + b/2
= 4δf (X) + b+ ε .
Ya que podemos elegir w0 = x0 = x y wk = xk = y, para cada punto z ∈ g existe un punto wj ∈ g con
d(z, wj) ≤ 2δf (X) + b/2 + ε/2. Entonces
d(z, h) ≤ d(z, xj) ≤ d(z, wj) + d(wj , xj)
≤ 2δf (X) + b/2 + ε/2 + 2δf (X) + b/2 = 4δf (X) + b+ ε/2 .
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Entonces, d(z, h) ≤ 4δf (X) + b. Por tanto, g ⊆ V4δf (X)+b(h) y dH(g, h) ≤ 4δf (X) + b.
Teorema 2.2.5. Para cada δ, b ≥ 0 y a ≥ 1, existe una constante K = K(δ, a, b) con la siguiente propiedad:
Si X es un espacio me´trico geode´sico δ-hiperbo´lico y T ⊆ X es un tria´ngulo de lados (a, b)-quasigeode´sicos,
entonces T es K-hiperbo´lico. Adema´s, K = δ + 2H(δ, a, b), donde H es la constante del Teorema 2.1.15.
Demostracio´n. Sea T un tria´ngulo de lados (a, b)-quasigeode´sicos g1, g2 y g3, y sea γj una geode´sica uniendo
los extremos de gj para cada j = 1, 2, 3. Denotemos por T
′ el tria´ngulo geode´sico de lados γ1, γ2, γ3.
Sea p ∈ T ; sin pe´rdida de generalidad podemos suponer que p ∈ g1. El Teorema 2.1.15 nos dice que
existe un punto p′ en γ1 con d(p, p′) ≤ H(δ, a, b). Dado que T ′ es un tria´ngulo δ-thin, existe q′ ∈ γ2 ∪ γ3
con d(p′, q′) ≤ δ. Usando de nuevo el Teorema 2.1.15, sabemos que existe un punto q ∈ g2 ∪ g3 con
d(q, q′) ≤ H(δ, a, b).
Por tanto,
d(p, g2 ∪ g3) ≤ d(p, q) ≤ d(p, p′) + d(p′, q′) + d(q′, q)
≤ H(δ, a, b) + δ +H(δ, a, b),
y T es (δ + 2H(δ, a, b))-thin.
Ahora estamos en condiciones de probar el Teorema 2.1.13 usando el Teorema 2.2.5.
Demostracio´n del Teorema 2.1.13. Sean T un tria´ngulo geode´sico en X de lados g1, g2 y g3, y TY el tria´ngulo
de lados (a, b)-quasigeode´sicos f(g1), f(g2), y f(g3) en Y . Por el Teorema 2.2.5, TY es K-thin.
Sean ε > 0 y p ∈ T ; sin pe´rdida de generalidad podemos suponer que p ∈ g1. Como TY es K-thin,
entonces dY (f(p), f(g2) ∪ f(g3)) ≤ K y existe un punto q ∈ g2 ∪ g3 con dY (f(p), f(q)) ≤ K + ε.
Por tanto,
dX(p, g2 ∪ g3) ≤ dX(p, q) ≤ adY (f(p), f(q)) + ab ≤ aK + aε+ ab,
y dX(p, g2 ∪ g3) ≤ aK + ab. Por tanto, T es (aK + ab)-thin. Como T es un tria´ngulo arbitrario, se tiene que
X es (aK + ab)-hiperbo´lico.
Supongamos adema´s que f es ε-full. Es fa´cil comprobar que existe una (a′, b′)-quasi-isometr´ıa g : Y −→
X, donde a′, b′ dependen so´lo de a, b y ε. (A g se le denomina quasi-inversa de f .) Entonces basta con
aplicar la primera parte del Teorema, ya probada.
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Cap´ıtulo 3
Hiperbolicidad de Gromov en grafos
Los dos problemas ma´s importantes en la teor´ıa de grafos hiperbo´licos son:
• Caracterizar los grafos hiperbo´licos.
• Encontrar desigualdades que relacionen la constante de hiperbolicidad y otros para´metros del grafo.
Los resultados obtenidos en esta tesis contribuyen a la resolucio´n de ambos problemas.
3.1 Hiperbolicidad y para´metros de grafos
En esta seccio´n 3.1 consideraremos grafos (finitos o infinitos, posiblemente con aristas mu´ltiples y/o bucles),
y diferentes aristas pueden tener diferentes longitudes. Los resultados en esta seccio´n 3.1 aparecen en el
art´ıculo [MRSV1] y esta´n aceptados para su publicacio´n en la revista Ars Combinatoria.
Nos gustar´ıa sen˜alar que decidir si un espacio es hiperbo´lico o no es una tarea extraordinariamente dif´ıcil:
No´tese que, en primer lugar, tenemos que considerar un tria´ngulo geode´sico arbitrario T , y calcular la mı´nima
distancia de un punto arbitrario P de T a la unio´n de los otros dos lados del tria´ngulo a los que no pertenece
P . Y entonces tenemos que tomar el supremo sobre todas las posibles elecciones de P y luego sobre todas
las posibles elecciones de T . Adema´s de la dificultad que entran˜a resolver este problema minimax, contamos
con el obsta´culo adicional de no conocer la localizacio´n exacta de las geode´sicas en el espacio. Por lo tanto,
es interesante obtener desigualdades que relacionen la constante de hiperbolicidad y otros para´metros del
grafo.
Este es precisamente el objetivo de esta seccio´n de la tesis. En particular, si g denota el cuello, probamos
en la subseccio´n 3.1.2 que δ(G) ≥ g(G)/4 para cada grafo (finito o infinito) (ver Teorema 3.1.15); en la
subseccio´n 3.1.3 probamos que si G es un grafo de orden n y aristas con longitud k (posiblemente con aristas
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mu´ltiples y/o bucles), entonces δ(G) ≤ nk/4 (ver Teorema 3.1.28). Encontramos una familia de grafos para
la cual la primera desigualdad se alcanza (ver Teoremas 3.1.21, 3.1.22 y 3.1.23); tambie´n, caracterizamos el
conjunto de grafos con δ(G) = nk/4 (ver Teorema 3.1.28 y Proposicio´n 3.1.27). Adema´s, caracterizamos los
grafos con aristas de longitud k con δ(G) < k en la subseccio´n 3.1.1 (ver Teorema 3.1.9).
3.1.1 Relaciones entre la constante de hiperbolicidad y ciclos de grafos
Un subgrafo Γ de G se dice isome´trico si dΓ(x, y) = dG(x, y) para cada x, y ∈ Γ.
Los resultados siguientes aparecen en [RSVV, Lemma 5 y Theorem 11], respectivamente.
Lema 3.1.1. Si Γ es un subgrafo isome´trico de G, entonces δ(Γ) ≤ δ(G).
Fijemos una constante positiva k. Denotamos por Cn el grafo ciclo con n ve´rtices y n aristas con longitud
k; por tanto, Cn es un ciclo de longitud kn. Por Kn denotamos el grafo completo con n ve´rtices y n(n−1)/2
aristas con longitud k. Denotamos por Km,n el grafo bipartito completo con m + n ve´rtices y mn aristas
con longitud k, es decir, el grafo bipartito obtenido de un conjunto M de m ve´rtices y un conjunto N de n
ve´rtices, relacionando con una arista cada ve´rtice de M con cada ve´rtice de N . Por Wn denotamos el grafo
rueda con n ve´rtices y 2n−2 aristas con longitud k, obtenido an˜adiendo a Cn−1 otro ve´rtice v, y conectando
con una arista cada ve´rtice de Cn−1 con v (ver el cap´ıtulo 1) .
Teorema 3.1.2. Los grafos siguientes con aristas de longitud k tienen estos valores precisos de δ:
• El grafo ciclo verifica δ(Cn) = nk/4 para cada n ≥ 3.
• El grafo completo verifica δ(K1) = δ(K2) = 0, δ(K3) = 3k/4, δ(Kn) = k para cada n ≥ 4.
• El grafo bipartito completo verifica δ(K1,1) = δ(K1,2) = δ(K2,1) = 0, δ(Km,n) = k para cada m,n ≥ 2.
• El grafo rueda con n ve´rtices Wn verifica δ(W4) = δ(W5) = k, δ(Wn) = 3k/2 para cada 7 ≤ n ≤ 10, y
δ(Wn) = 5k/4 para n = 6 y para cada n ≥ 11.
• El grafo de Petersen P verifica δ(P ) = 3k/2.
Es interesante observar el comportamiento inesperado de δ(Wn). Esto ilustra la dificultad del estudio de
la constante hiperbolicidad.
Proposicio´n 3.1.3. Sea G un grafo con aristas de longitud k. Si existe un ciclo g en G con longitud
L(g) = 3k, entonces
δ(G) ≥ 3k
4
.
47
Demostracio´n. Ya que cada arista tiene longitud k y L(g) = 3k, entonces g es un subgrafo isome´trico de G.
Por lo tanto, el Lema 3.1.1 da δ(G) ≥ δ(g) y el Teorema 3.1.2 implica δ(g) = 3k4 .
Dado un grafo G, definimos A(G) como el grafo G sin sus bucles, y B(G) como el grafo G sin sus aristas
mu´ltiples, obtenido sustituyendo cada arista mu´ltiple por una arista simple con la longitud mı´nima de las
aristas correspondientes a tal arista mu´ltiple.
Necesitaremos el siguiente Lema (ver [RSVV, Theorem 8]):
Lema 3.1.4. En cualquier grafo G se verifica la desigualdad δ(G) ≤ 12 diamG.
Teorema 3.1.5. Sea G un grafo con aristas de longitud k. Si existe un ciclo g en G con longitud L(g) ≥ 4k,
entonces
δ(G) ≥ 1
4
min
{
L(σ) : σ es un ciclo en G con L(σ) ≥ 4k} .
No´tese el Teorema 3.1.5 mejora la Proposicio´n 3.1.3: por ejemplo, si existen ciclos de longitudes 3k y 7k
en un grafo G y no existen ciclos de longitudes 4k, 5k y 6k, entonces la Proposicio´n 3.1.3 da δ(G) ≥ 3k4 y el
Teorema 3.1.5 da δ(G) ≥ 7k4 .
Demostracio´n. Consideremos un ciclo g0 en G con longitud L(g0) ≥ 4k y tal que
L(g0) = min
{
L(σ) : σ es un ciclo en G con L(σ) ≥ 4k} .
Supongamos primero que L(g0) = 4k. Consideremos el subgrafo (simple) Γ de G con los cuatro ve´rtices
de g0 y cuyas aristas son las aristas en G que conectan estos cuatro ve´rtices (si alguna de las aristas que une
estos ve´rtices es mu´ltiple, en Γ consideramos so´lo una arista; no se incluyen en Γ los bucles en G). Entonces
Γ es un subgrafo isome´trico de G. Adema´s, Γ es isomorfo a alguno de estos grafos: al grafo ciclo C4, al
grafo completo K4 o al grafo H obtenido eliminando una arista a K4, ya que G no tiene ni bucles ni aristas
mu´ltiples. Por el Lema 3.1.1 tenemos que δ(G) ≥ δ(Γ), ya que Γ es un subgrafo isome´trico de G.
Por el Teorema 3.1.2 sabemos que δ(C4) = δ(K4) = k. Consideremos los dos ve´rtices x, y en H con grado
2 (sabemos que d(x, y) = 2k) y el bia´ngulo B con ve´rtices {x, y} y lados γ1, γ2 tal que γ1∪γ2 = g0. El punto
medio p de γ1 satisface δ(H) ≥ δ(B) ≥ d(p, γ2) = k. Adema´s, sabemos que δ(H) ≤ 12 diamH = k por el
Lema 3.1.4, y entonces δ(H) = k. Por lo tanto, en cualquier caso δ(G) ≥ δ(Γ) = k.
Supongamos ahora que L(g0) > 4k. Fijemos un ve´rtice v en g0, y consideremos el punto u ∈ g0 tales que
las dos subcurvas g1, g2 ⊂ g0 con g1 ∪ g2 = g0 que unen u y v verifican L(g1) = L(g2) = L(g0)/2. Vamos a
demostrar que g1 y g2 son geode´sicas. Buscando una contradiccio´n, supongamos que existe una curva η que
une u y v con L(η) < L(g0)/2; entonces g1 ∪ η es una curva cerrada en G con longitud L(g1 ∪ η) < L(g0);
por lo tanto existe un ciclo σ ⊆ g1 ∪ η con longitud L(σ) = 3k, ya que L(g0) > 4k es la longitud mı´nima de
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los ciclos en G con longitud mayor o igual que 4k. Entonces L(g1 ∩ σ) = 2k y L(η ∩ σ) = k; por lo tanto, si
reemplazamos en g1 ∩ η la subcurva g1 ∩ σ por η ∩ σ, entonces obtenemos un ciclo con longitud L(g0) − k.
Esto es la contradiccio´n que estamos buscando, y concluimos que d(u, v) = L(g1) = L(g2) = L(g0)/2.
Finalmente, consideramos el bia´ngulo B := {γ1, γ2} y el punto medio p de γ1 (no´tese que B es un bia´ngulo
ya que d(u, v) = L(g0)/2). Tenemos δ(B) ≥ d(p, γ2) = L(g0)/4 (esto puede ser probado suponiendo que
existe una curva ma´s corta uniendo p y γ2 y se encuentra una contradiccio´n con un argumento similar al
anterior). Por lo tanto, δ(G) ≥ δ(B) ≥ L(g0)/4, y esto termina la prueba.
Una descomposicio´n de a´rbol de G siempre existe, como mostraremos al introducir la descomposicio´n de
a´rbol cano´nica de G, antes del Teorema 3.1.21.
Necesitaremos el siguiente resultado (ver [BRSV1, Theorem 5]):
Lema 3.1.6. Sean G un grafo y {Gn}n una descomposicio´n de a´rbol de G (ver Definicio´n 1.1.47). Entonces
δ(G) = supn δ(Gn).
Una pregunta interesante es co´mo caracterizar los grafos G con aristas de longitud k y δ(G) = k, pero
parece muy dif´ıcil dar una descripcio´n de tales grafos de manera simple. Los Teoremas 3.1.2 y 3.1.26 muestran
una gran variedad de grafos con δ(G) = k (por ejemplo Kn para cada n ≥ 4, Km,n para cada m,n ≥ 2, y
Wn para n = 4, 5).
Uno de los motivos por los que la hiperbolicidad esta´ atrayendo tanta atencio´n en teor´ıa de grafos es que
la constante de hiperbolicidad es una medida de cua´nto se parece un grafo a un a´rbol (de hecho, los a´rboles
son los u´nicos grafos que son 0-hiperbo´licos). El siguiente resultado caracteriza precisamente los grafos ma´s
parecidos a los a´rboles en este sentido (con δ < k).
Sin embargo, el siguiente Teorema permite caracterizar los grafos con δ(G) < k.
Tenemos tambie´n algunos resultados que garantizan que una gran cantidad de grafos satisfacen δ(G) > k
(ver Teorema 3.1.10).
Necesitaremos los siguientes Lemas (ver [BRSV1, Theorems 8 y 10], respectivamente):
Lema 3.1.7. Si G es un grafo con algu´n bucle y cada arista tiene longitud k, entonces
δ(G) = max
{
δ(A(G)),
k
4
}
.
Lema 3.1.8. Si G es un grafo con alguna arista mu´ltiple y cada arista tiene longitud k, entonces
δ(G) = max
{
δ(B(G)),
k
2
}
= max
{
δ(B(A(G))),
k
2
}
.
Teorema 3.1.9. Sea G un grafo con aristas de longitud k.
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• δ(G) < k/4 si y so´lo si G es un a´rbol.
• δ(G) < k/2 si y so´lo si A(G) es un a´rbol.
• δ(G) < 3k/4 si y so´lo si B(A(G)) es un a´rbol.
• δ(G) < k si y so´lo si cada ciclo g en G tiene longitud L(g) ≤ 3k.
Adema´s, si δ(G) < k, entonces δ(G) ∈ {0, k/4, k/2, 3k/4}.
Demostracio´n. Si G es un a´rbol, sabemos que δ(G) = 0 < k/4.
Consideremos ahora un grafo G con δ(G) < k/4. Buscando una contradiccio´n, supongamos que existe
un ciclo en G. Por el Teorema 3.1.15 tenemos k ≤ g(G) ≤ 4δ(G) < k, que es la contradiccio´n que buscamos;
por lo tanto, G es un a´rbol.
Si A(G) es un a´rbol, sabemos que δ(A(G)) = 0. Si G no tiene bucles, entonces A(G) = G y δ(A(G)) =
0 < k/2. Si G tiene algu´n bucle, entonces por el Lema 3.1.7, tenemos que
δ(G) = max
{
δ(A(G)),
k
4
}
= max
{
0,
k
4
}
=
k
4
<
k
2
.
Sea G un grafo con δ(G) < k/2. Si G es un a´rbol, entonces A(G) = G es un a´rbol. Supongamos que G
tiene algu´n ciclo. Obse´rvese que no existen aristas mu´ltiples en G, ya que en otro caso el Lema 3.1.8 dar´ıa
δ(G) ≥ k/2. No existen ciclos en G con longitud 3k, ya que en otro caso δ(G) ≥ 3k/4, por la Proposicio´n
3.1.3. No existen ciclos en G con longitud mayor que 3k, ya que en otro caso el Teorema 3.1.5 dar´ıa δ(G) ≥ k.
Por consiguiente, cada ciclo de G es un bucle, y A(G) es un a´rbol.
Si B(A(G)) es un a´rbol, tenemos δ(B(A(G))) = 0. Si G no tiene aristas mu´ltiples, entonces B(A(G)) =
A(G) es un a´rbol y entonces δ(G) < k/2 < 3k/4. Si G tiene alguna arista mu´ltiple, entonces por el Lema
3.1.8, tenemos que
δ(G) = max
{
δ(B(A(G))),
k
2
}
= max
{
0,
k
2
}
=
k
2
<
3k
4
.
Sea G un grafo con δ(G) < 3k/4. Si G es un a´rbol, entonces B(A(G)) = G es un a´rbol. Supongamos
que G tiene algu´n ciclo. No existen ciclos en G con longitud 3k, ya que en otro caso δ(G) ≥ 3k/4, por la
Proposicio´n 3.1.3. No existen ciclos en G con longitud mayor que 3k, ya que en otro caso el Teorema 3.1.5
da δ(G) ≥ k. Por consiguiente, cada ciclo de G es un bucle o una arista doble, y B(A(G)) es un a´rbol.
Supongamos ahora que cada ciclo g en G tiene longitud L(g) ≤ 3k. Entonces tenemos dos posibilidades:
B(A(G)) es un a´rbol (y ya hemos visto que δ(G) < 3k/4) o cada ciclo g en B(A(G)) tiene longitud L(g) = 3k.
En este u´ltimo caso, consideremos el conjunto de ciclos {gn}n en B(A(G)) con longitud 3k, y las clausuras
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{Hm}m de las componentes conexas de B(A(G)) \∪n{gn}. Es claro que la unio´n de {gn}n y {Hm}m es una
descomposicio´n de a´rbol de B(A(G)), y entonces el Lema 3.1.6 da que
δ(B(A(G))) = max
{
sup
n
δ(gn), sup
m
δ(Hm)
}
.
Como cada gn es isome´trico a C3, el Teorema 3.1.2 da que δ(gn) = δ(C3) = 3k/4. Como cada Hm es un
a´rbol, tenemos δ(Hm) = 0. Por lo tanto, δ(B(A(G))) = 3k/4. Por el Lema 3.1.8, tenemos que
δ(G) = max
{
δ(B(A(G))),
k
2
}
= max
{3k
4
,
k
2
}
=
3k
4
< k .
Sea G un grafo con δ(G) < k. Entonces el Teorema 3.1.5 da que cada ciclo g en G tiene longitud
L(g) ≤ 3k.
Hemos visto en la prueba que si δ(G) < k, entonces δ(G) ∈ {0, k/4, k/2, 3k/4}.
Damos ahora algunos resultados que garantizan que muchos grafos satisfacen δ(G) > k.
Teorema 3.1.10. Sea G un grafo con aristas de longitud k. Si existen un ciclo g en G con longitud
L(g) = 5k y un ve´rtice w ∈ g tales que [w,w′] ∈ E(G) para exactamente dos ve´rtices w′ ∈ g, entonces
δ(G) ≥ 5k/4.
Observacio´n 3.1.11. No´tese que la hipo´tesis sobre el ve´rtice w es necesaria en el Teorema 3.1.10, como
muestra la Proposicio´n 3.1.25 ma´s abajo (con n = 5).
Demostracio´n. Consideremos el subgrafo Γ de G con los ve´rtices de g y cuyas aristas son las de G que
conectan estos ve´rtices.
Vamos a demostrar que Γ es un subgrafo isome´trico de G: consideramos dos ve´rtices x, y en Γ; si
dG(x, y) = k, entonces [x, y] ∈ E(G), y por consiguiente, [x, y] ∈ E(Γ) y dΓ(x, y) = k = dG(x, y); si
dG(x, y) > k, entonces dΓ(x, y) > k y por lo tanto dΓ(x, y) = 2k (ya que Γ tiene cinco ve´rtices y contiene
el subgrafo g isomorfo a C5), y por lo tanto, dG(x, y) = 2k = dΓ(x, y). Por consiguiente, Γ es un subgrafo
isome´trico de G y δ(G) ≥ δ(Γ), por el Lema 3.1.1.
Por lo tanto, basta probar que δ(Γ) ≥ 5k/4. Como [w,w′] ∈ E(G) para exactamente dos ve´rtices w′ ∈ g,
existe un punto z ∈ g con d(w, z) = 5k/2. Consideramos el bia´ngulo {w, z} con lados γ1, γ2 cuya unio´n es g.
El punto medio p de γ1 satisface d(p, γ2) = 5k/4, y entonces δ(G) ≥ δ(Γ) ≥ 5k/4.
Como una consecuencia del Teorema 3.1.10 obtenemos el siguiente resultado.
Corolario 3.1.12. Sea G un grafo con aristas de longitud k. Si existe un ciclo g en G con longitud L(g) = 5k
y un ve´rtice w ∈ g con grado dos, entonces δ(G) ≥ 5k/4.
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Ahora, como una consecuencia de la Proposicio´n 3.1.3 y los Teoremas 3.1.5, 3.1.9 y 3.1.10, tenemos para
cada grafo G con aristas de longitud k:
Si G tiene algu´n bucle, entonces δ(G) ≥ k/4.
Si G tiene alguna arista mu´ltiple, entonces δ(G) ≥ k/2.
Si G tiene algu´n ciclo con tres aristas, entonces δ(G) ≥ 3k/4.
Si G tiene algu´n ciclo con cuatro aristas, entonces δ(G) ≥ k.
Si G tiene algu´n ciclo g con cinco aristas y un ve´rtice w ∈ g tales que [w,w′] ∈ E(G) para exactamente
dos ve´rtices w′ ∈ g, entonces δ(G) ≥ 5k/4.
3.1.2 Constante de hiperbolicidad y cuello de un grafo
El Teorema 3.1.15 relaciona la constante de hiperbolicidad con un para´metro interesante de un grafo G,
como es su cuello g(G). Necesitamos dos resultados previos.
Lema 3.1.13. Para cada grafo C que sea un ciclo tenemos
δ(C) =
L(C)
4
.
Demostracio´n. Como diamC = L(C)/2, el Lema 3.1.4 da que δ(C) ≤ L(C)/4. Consideramos un bia´ngulo
B en C con ve´rtices {x, y} a distancia L(C)/2, y con lados γ1, γ2 tales que γ1 ∪ γ2 = C. El punto medio p
de γ1 satisface δ(C) ≥ δ(B) ≥ d(p, γ2) = d(p, {x, y}) = L(C)/4. Por consiguiente, δ(C) = L(C)/4.
El resultado siguiente es la principal herramienta en la prueba del Teorema 3.1.15. Adema´s, es interesante
por si so´lo. No´tese que se cumple trivialmente para grafos finitos.
Teorema 3.1.14. Sea C cualquier ciclo en cualquier grafo G. Existe un ciclo isome´trico en G que contiene
por lo menos una arista de C.
Demostracio´n. Si no existe una curva simple γ no contenida en C uniendo dos ve´rtices x0, y0 ∈ V (C),
entonces γ es un ciclo isome´trico en G, y la afirmacio´n cumple.
En otro caso, existe una curva simple γ no contenida en C uniendo dos ve´rtices x0, y0 ∈ V (C). Definamos
C∗ :=
{
(u, v) ∈ V (C)× V (C) : existe una curva simple η que une u, v
con η no contenida en C
}
.
Sea (x, y) ∈ C∗ con dC(x, y) ≤ dC(u, v) para cada (u, v) ∈ C∗.
Definamos
C ′ :=
{
η : η es una curva simple que une x, y con η no contenida en C
}
.
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Consideremos σ ∈ C ′ con L(σ) ≤ L(η) para cada η ∈ C ′.
Podemos escribir C = C1∪C2, donde C1, C2 son curvas en C que unen x e y. Sin pe´rdida de generalidad
podemos suponer que L(C1) ≤ L(C2), y definimos un nuevo ciclo C0 := C1 ∪ σ.
Ahora probaremos que C0 es un ciclo isome´trico en G. Buscaremos una contradiccio´n suponiendo que
existen x1, y1 ∈ V (C0) con d(x1, y1) < dC0(x1, y1).
Primero, mostremos que no es posible tener x1, y1 ∈ C1. Si {x1, y1} 6= {x, y}, entonces dC(x1, y1) <
dC(x, y), y [x1y1] no esta´ contenida en C; por lo tanto, (x1, y1) ∈ C∗ y este hecho contradice la definicio´n de
x e y. Si {x1, y1} = {x, y}, entonces L([xy]) = d(x, y) < dC0(x, y) ≤ L(σ) y [xy] no esta´ contenida en C ya
que L([xy]) = d(x, y) < dC0(x, y) ≤ L(C1); por lo tanto, [xy] ∈ C ′ y este hecho contradice la definicio´n de σ.
Comprobemos ahora que no es posible tener x1, y1 ∈ σ. Si {x1, y1} = {x, y}, hemos visto que este hecho
contradice la definicio´n de σ. Si {x1, y1} 6= {x, y} y denotamos por σ0 el subconjunto de σ que une x e y,
entonces η := [x1, y1] ∪ (σ \ σ0) no esta´ contenida en C y L(η) < L(σ); por lo tanto, η ∈ C ′ y este hecho
contradice la definicio´n de σ.
Si x1 ∈ C1 \ {x, y}, y1 ∈ σ \ {x, y}, entonces consideremos una geode´sica γ que une x1 e y1; por lo tanto,
la unio´n γ′ de γ y una subcurva de σ es una curva simple que une x1 e y, y γ′ no esta´ contenida en C. Por
lo tanto, (x1, y) ∈ C∗ y dC(x1, y) < dC(x, y), y estos hechos contradicen la definicio´n de x e y. Por simetr´ıa,
no es posible tener x1 ∈ σ \ {x, y}, y1 ∈ C1 \ {x, y}.
Estas son las contradicciones que busca´bamos. Por lo tanto, C0 es un ciclo isome´trico en G. Es claro que
C0 contiene por lo menos una arista de C.
Teorema 3.1.15. Para cualquier grafo G tenemos
δ(G) ≥ g(G)
4
,
y la desigualdad es optimal.
Demostracio´n. La desigualdad en el enunciado de este Teorema es optimal ya que es, en realidad, una
igualdad para cada grafo ciclo, por el Lema 3.1.13.
Si G no contiene ciclos, entonces G es un a´rbol y g(G) = 0 = δ(G).
Si existe un ciclo en G, entonces el Teorema 3.1.14 da que existe un ciclo isome´trico C0 en G. Entonces
los Lemas 3.1.1 y 3.1.13 dan
δ(G) ≥ δ(C0) = L(C0)
4
≥ g(G)
4
.
No´tese que no es posible obtener la desigualdad inversa δ(G) ≤ c g(G) para ninguna constante positiva
c: consideramos el grafo Gn obtenido uniendo un bucle en Cn (con aristas de longitud 1); es claro que
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g(Gn) = 1 y δ(Gn) = n/4.
En [BRSV1, Corollary 4] y [RSVV, Theorem 12] encontramos, respectivamente, los siguientes resultados.
Lema 3.1.16. En cualquier grafo G,
δ(G) = sup
{
δ(T ) : T es un tria´ngulo geode´sico que es un ciclo
}
.
Lema 3.1.17. Sea Ca,b,c el grafo con dos ve´rtices y tres aristas que los unen con longitudes a ≤ b ≤ c.
Entonces
δ(Ca,b,c) =
c+ min{b, 3a}
4
.
Proposicio´n 3.1.18. Denotemos por Ca1,a2,...,ak el grafo con dos ve´rtices y k aristas que los unen con
longitudes a1 ≤ a2 ≤ · · · ≤ ak. Entonces
(i) δ(Ca1,a2,...,ak) =
ak+min{ak−1,3a1}
4 .
(ii) δ(Ca1,a2,...,ak) =
1
2 diamCa1,a2,...,ak si y so´lo si ak−1 ≤ 3a1.
Demostracio´n. Denotemos por x1, x2 los ve´rtices de Ca1,a2,...,ak , y por A1, A2, . . . , Ak las aristas con longi-
tudes a1, a2, . . . , ak, respectivamente.
Consideremos un tria´ngulo geode´sico T ; para calcular δ(Ca1,a2,...,ak), sin pe´rdida de generalidad, podemos
suponer que T es un ciclo, por el Lema 3.1.16. Entonces la curva cerrada dada por T es Ai ∪ Aj con
1 ≤ i < j ≤ k.
Si i = 1, entonces A1 ∪ Aj es un subgrafo isome´trico de Ca1,a2,...,ak . Si i > 1, entonces A1 ∪ Ai ∪ Aj es
un subgrafo isome´trico de Ca1,a2,...,ak . Por lo tanto, por los lemas 3.1.1 y 3.1.17 tenemos
δ(Ca1,a2,...,ak) = max
{
max
1<j≤k
δ(Ca1,aj ), max
1<i<j≤k
δ(Ca1,ai,aj )
}
= max
{
max
1<j≤k
aj + a1
4
, max
1<i<j≤k
aj + min{ai, 3a1}
4
}
= max
{ak + a1
4
,
ak + min{ak−1, 3a1}
4
}
=
ak + min{ak−1, 3a1}
4
.
Tenemos la siguiente familia de grafos extremales para el Teorema 3.1.15.
Proposicio´n 3.1.19. El grafo Ca1,a2,...,ak verifica δ(Ca1,a2,...,ak) = g(Ca1,a2,...,ak)/4 si y so´lo si a1 = a2 =
· · · = ak.
Demostracio´n. No´tese que g(Ca1,a2,...,ak) = a1 + a2.
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Si a1 = a2 = · · · = ak, entonces la Proposicio´n 3.1.18 da que
4 δ
(
Ca1,a2,...,ak
)
= ak + min{ak−1, 3a1} = a1 + a2 = g(Ca1,a2,...,ak) .
Supongamos ahora que δ(Ca1,a2,...,ak) = g(Ca1,a2,...,ak)/4. La Proposicio´n 3.1.18 da que
a1 + a2 = g
(
Ca1,a2,...,ak
)
= 4 δ
(
Ca1,a2,...,ak
)
= ak + min{ak−1, 3a1} .
Probemos primero que ak−1 < 3a1. Busquemos una contradiccio´n, suponiendo que min{ak−1, 3a1} = 3a1.
Entonces a1 + a2 = ak + 3a1 y concluimos que ak ≥ a2 = ak + 2a1 > ak, lo cual es la contradiccio´n
que busca´bamos. Por lo tanto, tenemos ak−1 < 3a1, y deducimos a1 + a2 = ak + ak−1; esto implica
a1 = a2 = · · · = ak.
Recordemos que un ve´rtice v de un grafo G es un ve´rtice de corte si G \ {v} no es conexo. No´tese que
cualquier ve´rtice con grado por lo menos dos en un a´rbol es un ve´rtice de corte.
Denotemos por {Gn}n las clausuras en G de las componentes conexas del conjunto
G \ {v ∈ V (G) : v es un ve´rtice de corte deG} .
Es claro que {Gn}n es una descomposicio´n de a´rbol de G; la llamamos descomposicio´n de a´rbol cano´nica de G.
Dado cualquier nu´mero positivo N , decimos que G pertenece a EN si G no es un a´rbol y para cada n, el grafo
Gn es o bien una arista o bien isome´trico a Ca1,a2,...,akn para algu´n kn ≥ 2, con a1 = a2 = · · · = akn = N/2.
Observacio´n 3.1.20. No´tese que cada Gn en la descomposicio´n de a´rbol cano´nica de G es un subgrafo
isome´trico de G.
El pro´ximo resultado da que la desigualdad en el Teorema 3.1.15 se alcanza para los grafos G en la clase
EN , con N = g(G).
Teorema 3.1.21. Cada grafo G que pertenece a Eg(G) verifica δ(G) = g(G)/4.
Demostracio´n. Supongamos que G pertenece a Eg(G). Entonces, para cualquier Gn fijo, la Proposicio´n 3.1.19
da que tenemos δ(Gn) = 0 o δ(Gn) = g(G)/4. Como G no es un a´rbol, existe n0 con δ(Gn0) = g(G)/4 y
g(Gn0) = g(G). Por lo tanto, el Lema 3.1.6 da δ(G) = supn δ(Gn) = g(G)/4.
Los siguientes resultados caracterizan las clases de grafos con bucles o aristas mu´ltiples que alcanzan la
igualdad en el Teorema 3.1.15.
Teorema 3.1.22. Sea G cualquier grafo con cada arista de longitud k y con algu´n bucle. Entonces las
siguientes condiciones son equivalentes:
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• δ(G) = g(G)/4.
• A(G) es un a´rbol.
• δ(G) = k/4.
• δ(G) < k/2.
Demostracio´n. Supongamos primero que δ(G) = g(G)/4. Como G tiene al menos un bucle, entonces g(G) =
k. Por consiguiente, δ(G) = g(G)/4 = k/4, y el Teorema 3.1.9 da que A(G) es un a´rbol.
Supongamos ahora que A(G) es un a´rbol. Entonces cada ciclo en G es un bucle. Como G tiene por lo
menos un bucle, entonces g(G) = k. Como G no es un a´rbol, el Teorema 3.1.9 da que δ(G) = k/4, y por
consiguiente, δ(G) = g(G)/4.
La equivalencia de los tres u´ltimos enunciados es una consecuencia del Teorema 3.1.9, ya que G tiene por
lo menos un bucle.
Teorema 3.1.23. Sea G cualquier grafo con cada arista de longitud k y con alguna arista mu´ltiple. Entonces
las siguientes condiciones son equivalentes:
• δ(G) = g(G)/4.
• B(G) es un a´rbol.
• δ(G) = k/2 y G no tiene bucles.
• δ(G) < 3k/4 y G no tiene bucles.
Demostracio´n. En primer lugar, supongamos que δ(G) = g(G)/4. Busquemos una contradiccio´n, suponiendo
que G tiene algu´n bucle; por lo tanto, el Teorema 3.1.22 da que A(G) es un a´rbol, y entonces G no tiene
aristas mu´ltiples, lo cual es una contradiccio´n. Entonces, G no tiene bucles y B(A(G)) = B(G). Como G
tiene por lo menos una arista mu´ltiple, entonces g(G) = 2k. Entonces, δ(G) = g(G)/4 = k/2, y el Teorema
3.1.9 da que B(A(G)) = B(G) es un a´rbol.
Supongamos ahora que B(G) es un a´rbol. Entonces G no tiene bucles y B(A(G)) = B(G) es un a´rbol.
El Teorema 3.1.9 da que δ(G) ∈ {0, k/4, k/2}. Como G tiene alguna arista mu´ltiple, δ(G) ≥ g(G)/4 = k/2
por el Teorema 3.1.15. Por consiguiente, δ(G) = g(G)/4 = k/2.
La equivalencia de los tres u´ltimos enunciados es una consecuencia del Teorema 3.1.9, ya que G tiene por
lo menos una arista mu´ltiple y no tiene bucles.
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3.1.3 Relaciones entre la constante de hiperbolicidad, aristas y orden de un
grafo
Como el Teorema 3.1.2 da que Kn (para cada n ≥ 4) y Km,n (para cada m,n ≥ 2) son grafos con δ = k, se
puede pensar que cualquier grafo obtenido adicionando aristas a Km,n debe satisfacer δ = k. Sin embargo,
esto es falso, como muestra el siguiente resultado.
Proposicio´n 3.1.24. Sea G un grafo obtenido de Km,n (m,n ≥ 2) adicionando algunas aristas. Supongamos
que existen ve´rtices u, v, w, en la misma parte de Km,n con [u, v] ∈ E(G) y [u,w], [v, w] /∈ E(G). Entonces
δ(G) = 5k/4 y diamG = 5k/2.
Demostracio´n. Consideremos ve´rtices x, y, en la otra parte de Km,n, y el ciclo con longitud 5k dado por
{u, x, w, y, v, u}. Como [w, x], [w, y] ∈ E(G) y [u,w], [v, w] /∈ E(G), el Teorema 3.1.10 implica que δ(G) ≥
5k/4.
Por lo tanto, el Lema 3.1.4 da 5k/4 ≤ δ(G) ≤ 12 diamG y diamG ≥ 5k/2. Sea p el punto medio de [u, v];
entonces d(p, w) = d(p, {u, v}) + d({u, v}, w) = k/2 + 2k = 5k/2. Por lo tanto, diamG = 5k/2, y aplicando
de nuevo el Lema 3.1.4, obtenemos δ(G) ≤ 12 diamG = 5k/4. Entonces concluimos δ(G) = 5k/4.
Por otro lado, si tenemos “muchas aristas” en el grafo, entonces se tiene δ = k.
Recordamos que denotamos por gr(v) el grado de un ve´rtice en un grafo.
Proposicio´n 3.1.25. Sea G un grafo con aristas de longitud k y con n ≥ 4 ve´rtices. Si gr(v) ≥ n− 2 para
cada ve´rtice v ∈ V (G), entonces δ(G) = k y diamG = 2k.
Demostracio´n. En primer lugar probemos que diamG = 2k.
Consideremos puntos x, y ∈ G y las aristas [x1, x2], [y1, y2] ∈ E(G) con x ∈ [x1, x2], y ∈ [y1, y2]. Sin
pe´rdida de generalidad podemos suponer que t := d(x, x1) y s := d(y, y1) verifican 0 ≤ t ≤ s ≤ k/2. Si
[x1, y1] ∈ E(G), entonces d(x, y) ≤ d(x, x1) + d(x1, y1) + d(y1, y) = t + k + s ≤ 2k. Si [x1, y1] /∈ E(G),
entonces [x1, y2] ∈ E(G) ya que gr(x1) ≥ n−2, y por consiguiente, d(x, y) ≤ d(x, x1) +d(x1, y2) +d(y2, y) =
t+ 2k − s ≤ 2k ya que t ≤ s. Por lo tanto, diamG ≤ 2k.
Consideremos ahora dos aristas [a1, a2], [b1, b2] ∈ E(G), con ai 6= bj , 1 ≤ i, j ≤ 2 (podemos hacerlo ya que
n ≥ 4), y sus puntos medios a de [a1, a2] y b de [b1, b2]. Entonces d(a, b) = k/2 +d({a1, a2}, {b1, b2}) +k/2 ≥
k/2 + k + k/2 = 2k. Por lo tanto, diamG = 2k.
El Lema 3.1.4 da ahora que δ(G) ≤ 12 diamG = k. Tenemos gr(v) ≥ n − 2 ≥ n/2 para cada ve´rtice
v ∈ V (G), ya que n ≥ 4; por lo tanto, por el Corolario de Dirac (ver Corolario 1.1.54) existe un ciclo
hamiltoniano g en G. Como g es un ciclo en G con longitud L(g) = nk ≥ 4k, el Teorema 3.1.5 implica que
δ(G) ≥ k. Por lo tanto, δ(G) = k.
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Teorema 3.1.26. Para cada n ≥ 5 y 1 ≤ m ≤ n− 2, sea Gn,m el grafo con aristas de longitud k obtenido
eliminando m aristas empezando en el mismo ve´rtice del grafo completo Kn. Entonces δ(Gn,m) = k si m = 1
o´ m = n− 2, y δ(Gn,m) = 5k/4 si 1 < m < n− 2.
Demostracio´n. Si m = 1, entonces la Proposicio´n 3.1.25 da que δ(Gn,1) = k. Si m = n − 2, entonces la
descomposicio´n de a´rbol cano´nica de Gn,m tiene dos componentes: Kn−1 y una arista; por lo tanto, el Lema
3.1.6 implica δ(Gn,n−2) = δ(Kn−1); finalmente, el Teorema 3.1.2 da que δ(Gn,n−2) = k.
Supongamos ahora que 1 < m < n− 2. Sea u ∈ V (Gn,m) el ve´rtice con menor grado. Consideremos dos
ve´rtices v, w ∈ V (Gn,m) con d(u, v) > k y d(u,w) > k, y v′, w′ ∈ V (Gn,m) dos ve´rtices con d(u, v′) = k y
d(u,w′) = k. Si g es el ciclo g := {u, v′, v, w,w′}, entonces el Teorema 3.1.10 da δ(Gn,m) ≥ 5k/4.
Probemos ahora que diamGn,m = 5k/2. Es fa´cil comprobar que diamGn,m = max{d(u, p) : p ∈ Gn,m} y
que d(u, q) = 5k/2 si q es el punto medio de v y w. Si p pertenece a alguna arista que empieza en u, entonces
d(u, p) ≤ k; si p no pertenece a las aristas empezando en u, entonces d(v′, p) ≤ 3k/2 y d(u, p) ≤ 5k/2.
Entonces diamGn,m = 5k/2 y el Lema 3.1.4 da δ(Gn,m) ≤ 5k/4. Por lo tanto, δ(Gn,m) = 5k/4.
La siguiente familia de grafos permite caracterizar los grafos extremales en el Teorema 3.1.28. Sea Fn
el conjunto de grafos hamiltonianos G de orden n con cada arista de longitud k y tal que existe un ciclo
hamiltoniano G0 que es la unio´n de dos geode´sicas Γ1,Γ2 en G con longitud nk/2 tales que el punto medio
x0 de Γ1 satisface dG(x0,Γ2) = nk/4.
No´tese que los extremos de Γ1,Γ2 no tienen que pertenecer a V (G).
Tenemos una descripcio´n precisa de Fn.
Proposicio´n 3.1.27. Para n ≥ 3, consideremos el grafo ciclo Cn con aristas de longitud k. Fijemos un
ve´rtice z ∈ V (Cn) y las geode´sicas (en Cn) Γ∗1,Γ∗2 con longitudes nk/2 uniendo el ve´rtice z y el punto w, y
con Cn = Γ
∗
1∪Γ∗2. Denotemos por wji el ve´rtice en Γ∗i con d(wji , z) = jk, para i = 1, 2 y j ≥ 1 (con wji 6= w).
• Si n es par, tenemos 1 ≤ j ≤ n/2 − 1. Entonces un grafo pertenece a Fn si y so´lo si es isomorfo (y
por lo tanto, isome´trico) a un grafo obtenido adicionando a Cn cualquier cantidad de aristas mu´ltiples
y/o bucles y un subconjunto (propio o no) de
{
[w11, w
1
2], [w
1
1, w
2
2], [w
n/2−1
1 , w
n/2−1
2 ], [w
n/2−1
1 , w
n/2−2
2 ]
}
o´ {
[z, w22], [w
n/2−1
1 , w
n/2−1
2 ]
}
.
• Si n es impar, tenemos 1 ≤ j ≤ (n−1)/2. Entonces un grafo pertenece a Fn si y so´lo si es isomorfo (y
por lo tanto, isome´trico) a un grafo obtenido adicionando a Cn cualquier cantidad de aristas mu´ltiples
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y/o bucles y un subconjunto (propio o no) de
{
[w11, w
1
2], [w
1
1, w
2
2], [w
(n−1)/2
1 , w
(n−1)/2−1
2 ]
}
.
Proof. Supongamos que un grafo G pertenece a Fn. Tratemos primero el caso n par. Sean x e y los puntos
a distancia nk/2 en G0 unidos por las geode´sicas (en G) Γ1,Γ2 con G0 = Γ1 ∪ Γ2. Denotemos por v1i el
ve´rtice ma´s cercano en Γi a x (diferente de x si x ∈ V (G)) y ti := d(v1i , x) ∈ (0, k], para i = 1, 2 (no´tese
que t1 = k si y so´lo si t2 = k; en otro caso, t1 + t2 = k). Denotemos tambie´n por v
j
i el ve´rtice en Γi con
d(vji , v
1
i ) = (j − 1)k y d(vji , x) > (j − 1)k, para i = 1, 2 y 2 ≤ j ≤ jx, donde vjxi es el ve´rtice ma´s cercano
en Γi a y (diferente de y si y ∈ V (G)) (no´tese que d(vjx1 , y) = t2). Si t1 = k, entonces jx = n/2 − 1; si
t1 ∈ (0, k), entonces jx = n/2.
En primer lugar, no´tese que si adicionamos a un grafo en Fn cualquier cantidad de aristas mu´ltiples
y/o bucles, entonces obtenemos tambie´n un grafo en Fn. Por lo tanto, sin pe´rdida de generalidad podemos
suponer que G no tiene aristas mu´ltiples ni bucles.
No´tese tambie´n que en G no existe una arista conectando dos ve´rtices no adyacentes en la misma geode´sica
Γi, para i = 1, 2, ya que si existe tal arista entonces Γi no ser´ıa una geode´sica.
Si t1 ∈ (0, k/2), entonces en E(G) \ E(G0) no existe una arista que empieza en v11 (no´tese que [v11 , v12 ] ∈
E(G0) ⊆ E(G)): si [v11 , vj2] ∈ E(G) con j ≥ 2, entonces 2k − t1 ≤ jk − t1 = d(vj2, x) ≤ d(vj2, v11) + d(v11 , x) =
k + t1 y deducimos t1 ≥ k/2, lo cual es una contradiccio´n. Por lo tanto, gr(v11) = 2.
Si t1 ∈ [k/2, k), entonces es posible tener [v11 , v22 ] ∈ E(G), pero no existe ninguna arista empezando en
v11 y terminando en v
j
2 con j > 2: si [v
1
1 , v
j
2] ∈ E(G) con j > 2, entonces 3k − t1 ≤ jk − t1 = d(vj2, x) ≤
d(vj2, v
1
1) + d(v
1
1 , x) = k + t1 y deducimos t1 ≥ k, que es una contradiccio´n. Por lo tanto, gr(v11) ≤ 3.
Un argumento similar da que si t1 = k, entonces es posible tener [v
1
1 , v
1
2 ], [v
1
1 , v
2
2 ] ∈ E(G), pero no existe
ninguna arista empezando en v11 y terminando en v
j
2 con j > 2k.
Los resultados similares tambie´n se cumplen para el ve´rtice vjx1 .
Si un ve´rtice vj1 con 2 ≤ j ≤ jx − 1 tiene gr(vj1) ≥ 3, entonces pertenece a una arista que termina en
algu´n ve´rtice de Γ2. Pero esto no es posible, ya que entonces dG(x0,Γ2) < nk/4. Por lo tanto, cada ve´rtice
vj1 con 2 ≤ j ≤ jx − 1 tiene grado 2, y consecuentemente, cada ve´rtice vj2 con 2 < j < jx − 1 tambie´n tiene
grado 2.
Por lo tanto, hemos probado el resultado si t1 = k identificando x y z, y considerando el primer conjunto
de aristas en el enunciado de la Proposicio´n. Es suficiente tratar con el caso t1 = t2 = k/2, ya que este caso
permite ma´s aristas: si t1 ∈ (0, k/2), entonces gr(v11) = 2 y si t2 ∈ (0, k/2), entonces gr(vjx1 ) = 2. En este
caso, es posible tener [v11 , v
2
2 ], [v
n/2
1 , v
n/2−1
2 ] ∈ E(G); por lo tanto, hemos probado el resultado identificando
v11 y z, considerando el segundo conjunto de aristas en el enunciado de la Proposicio´n.
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Tratemos ahora el caso n impar. Utilizaremos la misma notacio´n que en el caso n par. Los argumentos
anteriores dan que si t1 = k e identificamos x y z, entonces G es isomorfo a un grafo obtenido adicionando
a Cn cualquier cantidad de aristas mu´ltiples y/o bucles y un subconjunto (propio o no) de{
[w11, w
1
2], [w
1
1, w
2
2], [w
(n−1)/2
1 , w
(n−1)/2−1
2 ]
}
(no´tese que en este caso w es el punto medio de [w
(n−1)/2
1 , w
(n−1)/2
2 ]). Ahora, por simetr´ıa, es suficiente tratar
el caso t1 ∈ (k/2, k), y entonces d(v(n−1)/21 , y) ∈ (k/2, k). En este caso, los argumentos anteriores dan que es
posible tener [v11 , v
2
2 ], [v
(n−1)/2
1 , v
(n−1)/2
2 ] ∈ E(G); por lo tanto, hemos probado el resultado identificando v12
y z.
No es dif´ıcil comprobar que si un grafo puede ser obtenido adicionando a Cn algunas de estas aristas,
entonces pertenece a Fn.
El siguiente resultado da una desigualdad optimal entre el orden de un grafo y su constante de hiperbo-
licidad. Adema´s, es u´til en el estudio de la hiperbolicidad de los grafos complemento (ver [BRST]).
Teorema 3.1.28. Sea G cualquier grafo con n ve´rtices. Si cada arista tiene longitud k, entonces δ(G) ≤
nk/4. Adema´s, si n ≥ 3 tenemos δ(G) = nk/4 si y so´lo si G ∈ Fn; si n = 2, δ(G) = k/2 si y so´lo si G tiene
una arista mu´ltiple; si n = 1, δ(G) = k/4 si y so´lo si G tiene un bucle.
Proof. No es dif´ıcil comprobar el resultado para n = 1 y n = 2. Supongamos ahora que n ≥ 3.
Sea T = γ1 ∪ γ2 ∪ γ3 cualquier tria´ngulo geode´sico en G. Por el Lema 3.1.16, podemos suponer que T es
un ciclo. Como G tiene n ve´rtices y L(e) = k para cada e ∈ E(G), tenemos L(T ) ≤ nk y L(γj) ≤ nk/2 para
j = 1, 2, 3. Si γ1 = [xy] y p ∈ γ1, entonces d(p, γ2 ∪ γ3) ≤ d(p, {x, y}) ≤ nk/4. Por lo tanto δ(T ) ≤ nk/4, y
por consiguiente δ(G) ≤ nk/4.
Si δ(G) = nk/4, entonces cada desigualdad en el argumento anterior debe ser una igualdad. Por lo tanto,
existe un tria´ngulo geode´sico T en G con L(T ) = nk, y existe una geode´sica γ1 en T tal que L(γ1) = nk/2.
Sin pe´rdida de generalidad podemos suponer que el punto medio x0 de γ1 verifica dG(x0, γ2 ∪ γ3) = nk/4;
como T es un ciclo, entonces L(γ2 ∪ γ3) = nk/2 = L(γ1); por consiguiente, Γ2 := γ2 ∪ γ3 es una geode´sica;
definimos Γ1 := γ1, y G0 := Γ1 ∪ Γ2 = T . Entonces dG(x0,Γ2) = nk/4. Adema´s, L(G0) = L(T ) = nk, y
esto implica que V (G) = V (G0) y que G0 es isomorfo a Cn. Por consiguiente, G ∈ Fn.
Si G ∈ Fn, entonces existe un bia´ngulo B = {Γ1,Γ2} tal que L(Γ1) = L(Γ2) = nk/2 y el punto medio
x0 de Γ1 satisface dG(x0,Γ2) = nk/4. Entonces deducimos que δ(T ) ≥ nk/4 y δ(G) ≥ nk/4. Ya que hemos
probado δ(G) ≤ nk/4, concluimos δ(G) = nk/4.
No´tese que no es posible obtener la desigualdad inversa δ(G) ≥ cnk para ninguna constante positiva c,
ya que cualquier a´rbol T tiene δ(T ) = 0.
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3.2 Hiperbolicidad en grafos producto cartesiano
A lo largo de toda la seccio´n 3.2 las aristas de los grafos siempre tienen longitud 1.
Los resultados de esta seccio´n 3.2 aparecen en el art´ıculo [MRSV2] publicados en la revista Proc. Indian
Acad. Sci. (Math. Sci.).
En la subseccio´n 3.2.2 de esta tesis encontramos varias cotas inferiores y superiores para la constante
hiperbolicidad deG1×G2, involucrando δ(G1), δ(G2) y los dia´metros deG1 yG2; los principales resultados de
esta clase son los Teoremas 3.2.12 y 3.2.16; estos resultados permiten obtener el Teorema 3.2.19, el principal
resultado del trabajo, que caracteriza los grafos producto G1 × G2 hiperbo´licos, en te´rminos de G1 y G2:
el grafo producto G1 ×G2 es hiperbo´lico si y so´lo si G1 es hiperbo´lico y G2 es acotado o G2 es hiperbo´lico
y G1 es acotado. Tambie´n encontramos familias de grafos para las cuales muchas de las desigualdades en
la subseccio´n 3.2.2 se alcanzan. Adema´s, en la subseccio´n 3.2.3 obtenemos el valor preciso de la constante
hiperbolicidad para varios grafos producto.
3.2.1 La distancia en grafos producto
Antes de iniciar el estudio de la hiperbolicidad de grafos producto, sera´ muy u´til estudiar primero la funcio´n
distancia en los grafos producto.
Definicio´n 3.2.1. Sean G1, G2 dos grafos conexos localmente finitos con aristas de longitud 1 sin bucles
ni aristas mu´ltiples. Definimos G1 × G2 como el grafo con ve´rtices V (G1 × G2) = V (G1) × V (G2) y
[(u1, u2), (v1, v2)] ∈ E(G1 × G2) si y so´lo si tenemos u1 = v1 ∈ V (G1) y [u2, v2] ∈ E(G2) o bien u2 = v2 ∈
V (G2) y [u1, v1] ∈ E(G1). Consideramos que cada arista de G1 ×G2 tiene longitud 1.
Observacio´n 3.2.2. Un punto (u, v) pertenece a G1×G2 si y so´lo si tenemos u ∈ G1 y v ∈ V (G2) o v ∈ G2
y u ∈ V (G1).
El siguiente resultado permite calcular la distancia entre dos puntos cualesquiera en G1 ×G2.
Proposicio´n 3.2.3. Para todo par de grafos G1, G2 tenemos:
(a) Si u1, v1 /∈ V (G1), u1, v1 ∈ [a1, b1] ∈ E(G1), y u2 6= v2, entonces
dG1×G2((u1, u2), (v1, v2)) = dG2(u2, v2) + min{dG1(u1, a1) + dG1(v1, a1), dG1(u1, b1) + dG1(v1, b1)}.
(b) Si u2, v2 /∈ V (G2), u2, v2 ∈ [a2, b2] ∈ E(G2), y u1 6= v1, entonces
dG1×G2((u1, u2), (v1, v2)) = dG1(u1, v1) + min{dG2(u2, a2) + dG2(v2, a2), dG2(u2, b2) + dG2(v2, b2)}.
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(c) En otro caso, tenemos
dG1×G2((u1, u2), (v1, v2)) = dG1(u1, v1) + dG2(u2, v2).
Demostracio´n. Vamos a probar cada ı´tem por separado.
• Comenzamos con el caso (a). Como u1, v1 /∈ V (G1), u1, v1 ∈ [a1, b1] ∈ E(G1), y u2 6= v2, entonces
u2, v2 ∈ V (G2) (por la observacio´n anterior), y los caminos ma´s cortos para ir de (u1, u2) a (v1, v2)
tienen longitudes dG1(b1, u1) + dG2(u2, v2) + dG1(b1, v1), y dG1(a1, u1) + dG2(u2, v2) + dG1(a1, v1); por
lo tanto,
dG1×G2((u1, u2), (v1, v2)) = dG2(u2, v2) + min{dG1(u1, a1) + dG1(v1, a1), dG1(u1, b1) + dG1(v1, b1)}.
• Por simetr´ıa, tambie´n tenemos (b).
• Para probar (c), podemos distinguir los siguientes casos:
(i) u2 = v2 ∈ V (G2),
(ii) u1 ∈ V (G1), v2 ∈ V (G2),
(iii) u2, v2 ∈ V (G2), u1, v1 no pertenecen a la misma arista,
(i’) u1 = v1 ∈ V (G1),
(ii’) u2 ∈ V (G2), v1 ∈ V (G1),
(iii’) u1, v1 ∈ V (G1), u2, v2 no pertenecen a la misma arista.
Es claro que por la observacio´n 3.2.2 que si (u1, u2), (v1, v2) esta´n en el caso (c), entonces esta´n en
(i), (ii), (iii), (i′), (ii′) o (iii′).
En (i), tenemos
dG1×G2((u1, u2), (v1, u2)) = dG1×{u2}((u1, u2), (v1, u2)) = dG1(u1, v1) = dG1(u1, v1) + dG2(u2, u2).
En (ii),
dG1×G2((u1, u2), (v1, v2)) = dG1×G2((u1, u2), (u1, v2)) + dG1×G2((u1, v2), (v1, v2)) =
= d{u1}×G2((u1, u2), (u1, v2)) + dG1×{v2}((u1, v2), (v1, v2)) = dG1(u1, v1) + dG2(u2, v2).
Para probar (iii), sea u cualquier ve´rtice de una geode´sica en G1 uniendo u1 con v1. Entonces
dG1×G2((u1, u2), (v1, v2)) = dG1×G2((u1, u2), (u, u2)) + dG1×G2((u, u2), (u, v2)) + dG1×G2((u, v2), (v1, v2))
= dG1(u1, u) + dG2(u2, v2) + dG1(u, v1) = dG1(u1, v1) + dG2(u2, v2).
Los casos (i′), (ii′), (iii′) son similares a (i), (ii), (iii), por simetr´ıa.
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Corolario 3.2.4. Para todo par de grafos G1, G2 tenemos:
(a) Si u1, v1 /∈ V (G1), u1, v1 ∈ [a1, b1] ∈ E(G1), y u2 6= v2, entonces
dG1×G2((u1, u2), (v1, v2)) ≤ dG2(u2, v2) + 1.
(b) Si u2, v2 /∈ V (G2), u2, v2 ∈ [a2, b2] ∈ E(G2), y u1 6= v1, entonces
dG1×G2((u1, u2), (v1, v2)) ≤ dG1(u1, v1) + 1.
Demostracio´n. Basta probar el caso (a), ya que el caso (b) es similar. No´tese que por la Proposicio´n 3.2.3
tenemos
dG1×G2((u1, u2), (v1, v2)) = dG2(u2, v2) + min{dG1(u1, a1) + dG1(v1, a1), dG1(u1, b1) + dG1(v1, b1)}.
Basta probar que min{dG1(u1, a1) + dG1(v1, a1), dG1(u1, b1) + dG1(v1, b1)} ≤ 1. En efecto, tenemos que
dG1(u1, a1) + dG1(v1, a1) + dG1(u1, b1) + dG1(v1, b1) = 2; esto implica dG1(u1, a1) + dG1(v1, a1) ≤ 1 o´
dG1(u1, b1) + dG1(v1, b1) ≤ 1; por lo tanto, min{dG1(u1, a1) + dG1(v1, a1), dG1(u1, b1) + dG1(v1, b1)} ≤ 1.
Estos resultados permiten obtener informacio´n acerca de las geode´sicas en G1 ×G2.
Corolario 3.2.5. Consideramos la proyeccio´n Pj : G1 ×G2 −→ Gj para j = 1, 2.
(a) Si γ es una geode´sica que une x e y en G1 ×G2, entonces para cada j = 1, 2 existe una geode´sica γ∗
en Gj uniendo Pj(x) y Pj(y), con γ
∗ ⊆ Pj(γ) y dGj (p, γ∗) ≤ 1/2 para cada p ∈ Pj(γ).
(b) Si γ es una geode´sica que une dos puntos de G1 ×G2 en el caso (c) de la Proposicio´n 3.2.3, entonces
Pj(γ) es una geode´sica en Gj para j = 1, 2.
Teorema 3.2.6. Para todo par de grafos G1, G2 tenemos:
(i) dG1×G2((u1, u2), (v1, v2)) = dG1(u1, v1) + dG2(u2, v2), para cada (u1, u2), (v1, v2) ∈ V (G1 ×G2),
(ii) dG1(u1, v1) + dG2(u2, v2) ≤ dG1×G2((u1, u2), (v1, v2)) ≤ dG1(u1, v1) + dG2(u2, v2) + 1,
para cada (u1, u2), (v1, v2) ∈ G1 ×G2.
Demostracio´n. Es claro que (i) es una consecuencia directa del caso (c) en la Proposicio´n 3.2.3.
Para probar (ii), basta comprobarlo para el caso (a) en la Proposicio´n 3.2.3 (ya que el caso (b) es similar).
Esto es equivalente a probar
dG1(u1, v1) ≤ min{dG1(u1, a1) + dG1(v1, a1), dG1(u1, b1) + dG1(v1, b1)} ≤ dG1(u1, v1) + 1.
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La segunda desigualdad es una consecuencia directa del Corolario 3.2.4. La primera desigualdad es una
consecuencia de la desigualdad triangular, ya que
dG1(u1, v1) ≤ dG1(a1, u1) + dG1(a1, v1), dG1(u1, v1) ≤ dG1(b1, u1) + dG1(b1, v1).
Aunque por el Teorema anterior es fa´cil comprobar que diamG1×G2 V (G1 × G2) = diamG1 V (G1) +
diamG2 V (G2), no es tan fa´cil calcular el diamG1×G2(G1 ×G2).
Teorema 3.2.7. Sean los grafos G1, G2. Si diam
′
GG := sup{dG(u, v), u ∈ G, v ∈ V (G)}, entonces tenemos
diamG1×G2(G1×G2) = max{diamG1 V (G1)+diamG2 G2,diamG2 V (G2)+diamG1 G1,diam′G1 G1+diam′G2 G2}.
Demostracio´n. Podemos suponer que Gj tiene al menos dos ve´rtices, ya que en otro caso diamG1×G2(G1 ×
G2) = diamGj Gj , para algu´n j ∈ {1, 2} y la fo´rmula se cumple. Las partes (a) y (b) de la Proposicio´n 3.2.3
dan
sup{dG1×G2((u1, u2), (v1, v2)) : (u1, u2) y (v1, v2) satisfacen (a) o´ (b)}
≤ max{1 + diamG1 G1, 1 + diamG2 G2}.
Como Gj tiene al menos dos ve´rtices, entonces diamGj V (Gj) ≥ 1, j = 1, 2, lo cual implica que
sup{dG1×G2((u1, u2), (v1, v2)) : (u1, u2) y (v1, v2) satisfacen (a) o´ (b)}
≤ max{diamG1 V (G1) + diamG2 G2,diamG2 V (G2) + diamG1 G1}.
En el caso (c), tenemos
sup{dG1×G2((u1, u2), (v1, v2)) : (c) se cumple} = sup{dG1(u1, v1) + dG2(u2, v2) : (c) se cumple}.
Denotemos por (i), (ii), (iii), (i′), (ii′), (iii′) los casos en la prueba de la Proposicio´n 3.2.3.
Si u2 = v2 ∈ V (G2), entonces
sup{dG1×G2((u1, u2), (v1, u2)) : (i) se cumple} ≤ sup{dG1(u1, v1) : u1, v1 ∈ G1}
≤ diamG1 G1 ≤ diamG1 G1 + diamG2 V (G2).
Si u1 ∈ V (G1), v2 ∈ V (G2), entonces
sup{dG1×G2((u1, u2), (v1, v2)) : (ii) se cumple} = sup{dG1(u1, v1) + dG2(u2, v2) : (ii) se cumple}
≤ sup{dG1(u1, v1) : u1 ∈ V (G1)}+ sup{dG2(u2, v2) : v2 ∈ V (G2)} ≤ diam′G1 G1 + diam′G2 G2.
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Si u2, v2 ∈ V (G2) y u1, v1 no pertenecen a la misma arista, entonces
sup{dG1×G2((u1, u2), (v1, v2)) : (iii) se cumple} = sup{dG1(u1, v1) + dG2(u2, v2) : (iii) se cumple}
≤ sup{dG1(u1, v1) : u1, v1 ∈ G1}+ sup{dG2(u2, v2) : u2, v2 ∈ V (G2)} = diamG1 G1 + diamG2 V (G2).
Los casos (i′), (ii′), (iii′) se tratan de la misma manera. Por lo tanto,
sup{dG1×G2((u1, u2), (v1, v2)) : (c) se cumple}
≤ max{diamG1 V (G1) + diamG2 G2,diamG2 V (G2) + diamG1 G1,diam′G1 G1 + diam′G2 G2}.
Combinando (a), (b), (c), deducimos que
diamG1×G2(G1 ×G2)
≤ max{diamG1 V (G1) + diamG2 G2,diamG2 V (G2) + diamG1 G1,diam′G1 G1 + diam′G2 G2}.
Sean u1, v1 ∈ G1, u2, v2 ∈ G2 tales que dG1(u1, v1) = diam′G1 G1 y dG2(u2, v2) = diam′G2 G2 con u1 ∈
V (G1), v2 ∈ V (G2). Entonces
dG1×G2((u1, u2), (v1, v2)) = dG1(u1, v1) + dG2(u2, v2) = diam
′
G1 G1 + diam
′
G2 G2.
Sean ahora u1, v1 ∈ V (G1) tales que dG1(u1, v1) = diamG1 V (G1), y elijamos u2, v2 ∈ G2 tales que
dG2(u2, v2) = diamG2 G2 (obse´rvese que u2, v2 no esta´n en el interior la misma arista), entonces
dG1×G2((u1, u2), (v1, v2)) = dG1(u1, v1) + dG2(u2, v2) = diamG1 V (G1) + diamG2 G2.
Cambiando el papel de u1, v1 y u2, v2 tambie´n obtenemos
dG1×G2((u1, u2), (v1, v2)) = dG1(u1, v1) + dG2(u2, v2) = diamG1 G1 + diamG2 V (G2).
Por lo tanto,
diamG1×G2(G1 ×G2)
≥ max{diamG1 V (G1) + diamG2 G2,diamG2 V (G2) + diamG1 G1,diam′G1 G1 + diam′G2 G2}.
Esta desigualdad completa la prueba.
Podemos deducir varios resultados del Teorema 3.2.7. El primero dice que diamG1 G1 + diamG2 G2 es
una buena aproximacio´n para el dia´metro de G1 ×G2.
Corolario 3.2.8. Para todo par de grafos G1, G2 tenemos:
diamG1 G1 + diamG2 G2 − 1 ≤ diamG1×G2(G1 ×G2) ≤ diamG1 G1 + diamG2 G2.
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Demostracio´n. Siempre tenemos
max{diamG1 V (G1) + diamG2 G2,diamG2 V (G2) + diamG1 G1,diam′G1 G1 + diam′G2 G2}
≤ diamG1 G1 + diamG2 G2.
Por otra parte, cada grafo G con aristas de longitud 1 satisface
diamGG ≤ diam′GG+ 1/2, diamGG ≤ diamG V (G) + 1.
Por lo tanto,
diamG1 G1 + diamG2 G2 − 1
≤ max{diamG1 V (G1) + diamG2 G2,diamG2 V (G2) + diamG1 G1,diam′G1 G1 + diam′G2 G2},
y el Teorema 3.2.7 da el resultado.
Adema´s, podemos caracterizar los grafos para los que el dia´metro de G1 × G2 es igual a diamG1 G1 +
diamG2 G2.
Corolario 3.2.9. La igualdad
diamG1×G2(G1 ×G2) = diamG1 G1 + diamG2 G2
se cumple si y so´lo si diamG1 G1 = diamG1 V (G1), o´ diamG2 G2 = diamG2 V (G2), o´ diamGj Gj = diam
′
Gj Gj
para j = 1, 2.
Corolario 3.2.10. Si T es cualquier a´rbol y G un grafo cualquiera, entonces
diamT×G(T ×G) = diamT T + diamGG.
3.2.2 Cotas para la constante de hiperbolicidad en gafos producto
El Corolario 3.2.8 y el Teorema 3.1.4 dan el siguiente resultado.
Corolario 3.2.11. Para todo par de grafos G1, G2, tenemos
δ(G1 ×G2) ≤ 1
2
(diamG1 G1 + diamG2 G2),
y la desigualdad es optimal.
El Teorema 3.2.26 ofrece una familia de ejemplos para la que la igualdad se alcanza en el Corolario 3.2.11:
Pm × Cn con m− 1 ≤ [n/2], donde [x] := max{k ∈ Z : k ≤ x}.
Tenemos la siguiente cota superior para δ(G1 ×G2).
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Teorema 3.2.12. Para todo par de grafos G1, G2 tenemos
δ(G1 ×G2) ≤ min
{
max{1/2 + diamG2 V (G2), δ(G1) + diam′G2 G2},
max{1/2 + diamG1 V (G1), δ(G2) + diam′G1 G1}
}
,
y la desigualdad es optimal.
Demostracio´n. Por simetr´ıa, basta demostrar δ(G1×G2) ≤ max{1/2 + diamG2 V (G2), δ(G1) + diam′G2 G2}.
Podemos suponer que diamG2 V (G2) ≥ 1, ya que si G2 tiene un so´lo ve´rtice, entonces G1×G2 es isome´trico a
G1 y la desigualdad es directa. Si δ(G1) + diam
′
G2 G2 =∞, entonces la desigualdad se cumple. Por lo tanto,
sin pe´rdida de generalidad podemos suponer que G1 es hiperbo´lico y G2 esta´ acotado. Sea T0 = {γ1, γ2, γ3}
cualquier tria´ngulo geode´sico en G1 ×G2.
Sea P1 la proyeccio´n P1 : G1 × G2 −→ G1 y γ′j := P1(γj). Por el Corolario 3.2.5 existen geode´sicas
γ∗j ⊆ γ′j (j = 1, 2, 3) que unen las ima´genes por P1 de los ve´rtices de T0, tales que γ′j esta´ contenida en una
1/2-vecindad de γ∗j , para j = 1, 2, 3.
Supongamos primero que γ′1 = γ
∗
1 , es decir que γ
′
1 es una geode´sica en G1. Consideremos el tria´ngulo
geode´sico T ∗ = {γ′1, γ∗2 , γ∗3}. Como G1 es hiperbo´lico, entonces dG1(a, γ∗2 ∪ γ∗3) ≤ δ(G1), para cada a ∈ γ′1.
Sea ahora (u, v) ∈ G1×G2 cualquier punto en γ1. Consideremos p ∈ γ∗2 ∪ γ∗3 ⊆ γ′2 ∪ γ′3 con dG1(u, γ∗2 ∪ γ∗3) =
dG1(u, p) ≤ δ(G1) y q ∈ G2 con (p, q) ∈ γ2 ∪ γ3.
Si u, p pertenecen al interior de la misma arista [a1, b1] ∈ E(G1), entonces v, q ∈ V (G2). Si v = q,
entonces
dG1×G2((u, v), γ2 ∪ γ3) ≤ dG1×G2((u, v), (p, v)) = dG1(u, p) < 1 ≤ diamG2 V (G2) + 1/2.
Si v 6= q, entonces [a1, b1] × {q} ⊆ γ2 ∪ γ3, ya que en otro caso existe un punto de γ1 en el interior de la
arista [a1, b1]× {q} y, por lo tanto, γ′1 no es una geode´sica en G1. Por consiguiente,
dG1×G2((u, v), γ2 ∪ γ3) ≤ dG1×G2((u, v), [a1, b1]× {q}) ≤ diamG2 V (G2) + 1/2.
Si v, q pertenecen al interior de la misma arista [a2, b2] ∈ E(G2), entonces el Corolario 3.2.4 da
dG1×G2((u, v), (p, q)) ≤ dG1(u, p) + 1 ≤ δ(G1) + diamG2 V (G2).
Si u, p no pertenecen al interior de la misma arista en G1 y v, q no pertenecen al interior de la misma
arista en G2, entonces la Proposicio´n 3.2.3 da
dG1×G2((u, v), (p, q)) = dG1(u, p) + dG2(v, q).
Supongamos que dG2(v, q) ≤ diam′G2 G2; entonces dG1×G2((u, v), (p, q)) ≤ δ(G1) + diam′G2 G2.
Supongamos ahora que dG2(v, q) > diam
′
G2 G2; entonces v, q no son ve´rtices de G2, y q pertenece al interior
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de una arista [a3, b3] ∈ E(G2). Si (p, a3) o´ (p, b3) pertenece a γ2 ∪ γ3, sin pe´rdida de generalidad podemos
suponer que (p, a3) pertenece a γ2 ∪ γ3, y tenemos
dG1×G2((u, v), γ2 ∪ γ3) ≤ dG1×G2((u, v), (p, a3)) = dG1(u, p) + dG2(v, a3) ≤ δ(G1) + diam′G2 G2.
Si (p, a3), (p, b3) /∈ γ2∪γ3, entonces γ2∪γ3 ⊂ {p}×[a3, b3] y, por lo tanto, γ1 ⊂ {p}×[a3, b3]. Por consiguiente,
tenemos dG1×G2((u, v), γ2 ∪ γ3) = 0.
Supongamos ahora que γ′1 no es una geode´sica en G1. Por la Proposicio´n 3.2.3, γ1 une dos puntos
(u1, u2) y (v1, v2) con u1, v1 en el interior de alguna arista [α1, β1] y u2, v2 ∈ V (G2); adema´s, L(γ1) ≤
1 + dG2(u2, v2) ≤ 1 + diamG2 V (G2).
Si (u, v) ∈ γ1, entonces dG1×G2((u, v), γ2 ∪ γ3) ≤ L(γ1)/2 ≤ (1 + diamG2 V (G2))/2.
Por lo tanto, δ(T0) ≤ max{1/2 + diamG2 V (G2), δ(G1) + diam′G2 G2}, para cada tria´ngulo geode´sico T0
en G1 ×G2, y por consiguiente
δ(G1 ×G2) ≤ max{1/2 + diamG2 V (G2), δ(G1) + diam′G2 G2}.
Para comprobar que la desigualdad se puede alcanzar, basta con observar que la desigualdad en el
Teorema 3.2.14 es optimal (ver comentario tras Teorema 3.2.14).
Tenemos las siguientes consecuencias del Teorema 3.2.12.
Teorema 3.2.13. Para todo par grafos G1, G2 tenemos
δ(G1 ×G2) ≤min{max{1/2, δ(G1)}+ diam′G2 G2,max{1/2, δ(G2)}+ diam′G1 G1}
≤ 1/2 + min{δ(G1) + diam′G2 G2, δ(G2) + diam′G1 G1}.
La siguiente cota para la constante de hiperbolicidad sera´ muy u´til. Es una consecuencia del Teorema
3.2.12 y la desigualdad diam′GG ≤ diamG V (G) + 1/2.
Teorema 3.2.14. Si T es cualquier a´rbol y G cualquier grafo, entonces
δ(T ×G) ≤ diamG V (G) + 1/2,
y la desigualdad es optimal.
El Teorema 3.2.22 da que la igualdad en el Teorema 3.2.14 se alcanza para cada a´rbol y cada grafo con
diamT T > diamG V (G).
Teorema 3.2.15. Para todo par de grafos G1, G2 que no son a´rboles tenemos
δ(G1 ×G2) ≤ min{δ(G1) + diam′G2 G2, δ(G2) + diam′G1 G1}.
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Demostracio´n. El Teorema 3.1.9 da que si G no es un a´rbol, entonces δ(G) ≥ 3/4. Este hecho y el Teorema
3.2.12 dan el resultado.
Tambie´n tenemos las siguientes cotas inferiores para δ(G1 ×G2).
Teorema 3.2.16. Para todo par de grafos G1, G2 tenemos:
(a) δ(G1 ×G2) ≥ max{δ(G1), δ(G2)},
(b) δ(G1 ×G2) ≥ min{diamG1 V (G1),diamG2 V (G2)},
(c) δ(G1 ×G2) ≥ min{diamG1 V (G1),diamG2 V (G2)}+ 1/2, si diamG1 V (G1) 6= diamG2 V (G2),
(d) δ(G1 ×G2) ≥ 12 min{δ(G1) + diamG2 V (G2), δ(G2) + diamG1 V (G1)}.
Adema´s, las desigualdades en (b) y (c) se alcanzan, como se muestra en el primer y el segundo ı´tem del
Teorema 3.2.25.
Demostracio´n. La parte (a) es inmediata: G1 × {v} y {u} × G2 son supbgrafos isome´tricos de G1 × G2
para cada (u, v) ∈ V (G1 × G2); entonces el Lema 3.1.1 da que δ(G1 × G2) ≥ δ(G1 × {v}) = δ(G1) y
δ(G1 ×G2) ≥ δ({u} ×G2) = δ(G2). Por lo tanto, obtenemos δ(G1 ×G2) ≥ max{δ(G1), δ(G2)}.
Para probar (b), sea D := min{diamG1 V (G1),diamG2 V (G2)}. Si D < ∞, consideremos un cuadrado
geode´sico K := γ1 ∪ γ2 ∪ γ3 ∪ γ4 en G1 × G2 con lados de longitud D; entonces T := {γ1, γ2, γ} es un
tria´ngulo geode´sico en G1 ×G2, donde γ := γ3 ∪ γ4. Es claro que el punto medio p = γ3 ∩ γ4 de γ satisface
dG1×G2(p, γ1 ∪ γ2) = D; por lo tanto δ(T ) ≥ D, y por consiguiente δ(G1 × G2) ≥ D. Si D = ∞, podemos
repetir el mismo argumento para cualquier entero N en lugar de D, y obtenemos δ(G1 × G2) ≥ N , para
cada N ; por lo tanto, δ(G1 ×G2) =∞ = D.
Para probar (c), podemos suponer que D <∞, ya que si D =∞ entonces la parte (b) da el resultado. Sin
pe´rdida de generalidad, podemos suponer que diamG1 V (G1) < diamG2 V (G2). Consideremos un recta´ngulo
geode´sico R := σ1 ∪ σ2 ∪ σ3 ∪ σ4 en G1 × G2 con L(σ1) = L(σ3) = diamG1 V (G1) y L(σ2) = L(σ4) =
diamG2 V (G2). Entonces B := {σ, γ} es un bia´ngulo geode´sico en G1×G2, donde σ := σ1 ∪σ2, γ := σ3 ∪σ4.
Sea p el punto en σ2 con dG1×G2(p, σ1 ∩ σ2) = 1/2; entonces
dG1×G2(p, γ) = 1/2 + diamG1 V (G1) = 1/2 + min{diamG1 V (G1),diamG2 V (G2)}.
Por consiguiente, δ(G1 ×G2) ≥ δ(B) ≥ 1/2 + min{diamG1 V (G1),diamG2 V (G2)}.
Para probar (d), sea E := max{δ(G1), δ(G2)}. Entonces, a partir de (a) y (b), tenemos
δ(G1 ×G2) ≥max{D,E} ≥ 1
2
(D + E) =
1
2
min{diamG1 V (G1) + E,diamG2 V (G2) + E},
≥ 1
2
min{diamG1 V (G1) + δ(G2), δ(G1) + diamG2 V (G2)}.
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No´tese que los apartados (a) y (d) jugara´n un papel cualitativo importante en el resto del trabajo.
El Corolario 3.2.11 y el Teorema 3.2.16 permiten dar cotas inferiores y superiores para δ(G1 ×G2) so´lo
en te´rminos de distancias en G1 y G2.
Corolario 3.2.17. Para todo par de grafos G1, G2 tenemos
min{diamG1 V (G1),diamG2 V (G2)} ≤ δ(G1 ×G2) ≤
1
2
(diamG1 G1 + diamG2 G2).
Los Teoremas 3.2.13 y 3.2.16 dan que δ(G1 × G2) es equivalente, de una forma precisa, a min{δ(G1) +
diamG2 G2, δ(G2) + diamG1 G1}.
Corolario 3.2.18. Para todo par de grafos G1, G2 tenemos
1
2
min{δ(G1) + diamG2 V (G2), δ(G2) + diamG1 V (G1)}
≤ δ(G1 ×G2) ≤ 1
2
+ min{δ(G1) + diam′G2 G2, δ(G2) + diam′G1 G1}.
El Corolario 3.2.18 permite obtener uno de los resultados ma´s importantes de la tesis: la caracterizacio´n
de la hiperbolicidad de los grafos producto.
Teorema 3.2.19. Para todo par de grafos G1, G2 tenemos que G1 ×G2 es hiperbo´lico si y so´lo si un factor
es hiperbo´lico y el otro factor esta´ acotado.
Este resultado se puede generalizar a n grafos.
Corolario 3.2.20. Para todo conjunto de n grafos G1, · · · , Gn tenemos que G1 × · · · ×Gn es hiperbo´lico si
y so´lo si uno de estos factores es hiperbo´lico y el resto esta´ acotado.
Muchos para´metros γ de los grafos satisfacen la desigualdad γ(G1 ×G2) ≥ γ(G1) + γ(G2). Por ejemplo,
κ(G1 ×G2) ≥ κ(G1) + κ(G2) y λ(G1 ×G2) ≥ λ(G1) + λ(G2), donde denotamos, respectivamente, por κ(G)
y λ(G) la conectividad de ve´rtices y la arista-conectividad de G (ver [XY]). Por lo tanto, uno podr´ıa pensar
que la desigualdad δ(G1 × G2) ≥ δ(G1) + δ(G2) se cumple para todo par de grafos G1, G2. Sin embargo,
esto es falso, como muestra el siguiente ejemplo:
Ejemplo 3.2.21. δ(P × C3) < δ(P ) + δ(C3), donde P es el grafo de Petersen.
Demostracio´n. Tenemos que
diamP V (P ) = 2, diam
′
P P = 5/2, diamP P = 3, diamC3 V (C3) = 1, diam
′
C3 C3 = diamC3 C3 = 3/2.
Por los Teoremas 3.1.2, 3.1.4 y 3.2.7, obtenemos δ(P × C3) ≤ 2 < 3/2 + 3/4 = δ(P ) + δ(C3).
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3.2.3 Ca´lculo de la constante de hiperbolicidad para algunos grafos producto
Obtenemos en esta subseccio´n el valor de la constante de hiperbolicidad para muchos grafos producto.
Teorema 3.2.22. Sean T cualquier a´rbol y G cualquier grafo. Entonces
δ(T ×G) =
 (diamT T + diamGG)/2, si diamT T = diamG V (G) > diamGG− 1,diamG V (G) + 1/2, si diamT T > diamG V (G).
Demostracio´n. Si diamT T > diamG V (G), entonces la fo´rmula es una consecuencia directa del Teorema
3.2.14 y del tercer ı´tem del Teorema 3.2.16
Supongamos ahora que diamT T = diamG V (G) > diamGG−1. En primer lugar, no´tese que el Corolario
3.2.11 da δ(T × G) ≤ (diamT T + diamGG)/2. Para probar la otra desigualdad, consideremos dos casos:
diamGG = diamG V (G) y diamGG = diamG V (G) + 1/2.
Si diamGG = diamG V (G), entonces diamGG = diamT T y el segundo apartado del Teorema 3.2.16 da
δ(T ×G) ≥ diamT T = 1
2
(diamT T + diamGG).
Si diamGG = diamG V (G)+1/2, entonces existen v ∈ V (G) y w ∈ [a, b] ∈ E(G) con dG(v, w) = diamGG
(no´tese que w es el punto medio de [a, b]). Sean γa, γb dos geode´sicas que unen v y w, con a ∈ γa y b ∈ γb.
Sean u1, u2 ∈ V (T ) tales que dT (u1, u2) = diamT T . Definamos σ1 := [u2u1] × {v} ∪ {u1} × γa, σ2 :=
{u1} × [wb] ∪ [u1u2] × {b} ∪ {u2} × [bv]; σ1 y σ2 son geode´sicas que unen (u2, v) y (u1, w) con longitud
diamT T + diamGG. Si p es el punto medio de σ1, es fa´cil comprobar que dT×G(p, V (T × G)) = 1/4 y
δ(T ×G) ≥ dT×G(p, σ2) = (diamT T + diamGG)/2.
No´tese que δ(T × G) = (diamT T + diamGG)/2 no se cumple para todo a´rbol T y todo grafo G con
diamT T = diamG V (G) = diamGG− 1, como muestra el siguiente ejemplo.
Ejemplo 3.2.23. Sea G cualquier grafo obtenido a partir de dos grafos G1, G2 isomorfos a C3 mediante la
identificacio´n de un ve´rtice de G1 con un ve´rtice de G2. Es evidente que diamG V (G) = 2 y diamGG = 3.
Se puede comprobar que δ(P3 ×G) = 9/4 < 5/2 = (diamP3 P3 + diamGG)/2.
Teorema 3.2.24. Sean Kn el grafo completo con n ≥ 4 y T cualquier a´rbol con al menos 3 ve´rtices.
Entonces δ(T ×Kn) = 3/2.
Demostracio´n. El resultado es una consecuencia del Teorema 3.2.22, ya que
diamT T ≥ 2 > 1 = diamKn V (Kn).
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Teorema 3.2.25. Los siguientes grafos tienen estos valores precisos de δ:
• δ(Pn × Pn) = n− 1, para cada n ≥ 2.
• δ(Pm × Pn) = min{m,n} − 1/2, para cada m,n ≥ 2 con m 6= n.
• δ(Qn) = n/2, para cada n ≥ 2.
• δ(Cm × Cn) = (m+ n)/4, para cada m,n ≥ 3.
• δ(T1 × T2) = δ(P1+diamT1 × P1+diamT2), para cualesquiera a´rboles T1, T2, es decir,
δ(T1 × T2) =
 diamT1 T1, si diamT1 T1 = diamT2 T2,min{diamT1 T1,diamT2 T2}+ 1/2, si diamT1 T1 6= diamT2 T2.
Demostracio´n. Los dos primeros puntos y el u´ltimo son consecuencias directas del Teorema 3.2.22.
Para demostrar el tercer punto, en primer lugar vamos a demostrar por induccio´n que diamQn Qn = n.
Para n = 1, tenemos diamQ1 Q1 = diamP2 P2 = 1. Ahora supongamos que diamQn Qn = n; ya que
Qn+1 = Qn×P2, por el Teorema 3.2.7 deducimos que diamQn+1 Qn+1 = n+ 1. Por lo tanto, hemos probado
que diamQn Qn = n. Por consiguiente, el Lema 3.1.4 da que δ(Qn) ≤ n/2. Para probar la otra desigualdad,
consideremos Qn contenido en [0, 1]
n ⊂ Rn. Definamos dos vectores n-dimensional xi, yi para cada 0 ≤ i ≤ n
como sigue:
xi = (0, . . . , 0,
i︷ ︸︸ ︷
1, . . . , 1) tiene i-veces “1” en las i u´ltimas componentes y “0” en el resto de las componentes,
yi = (
i︷ ︸︸ ︷
1, . . . , 1, 0, . . . , 0) tiene i-veces “1” en las i primeras componentes y “0” en el resto de las componentes.
Consideremos los caminos γ1 := x0, x1, . . . , xn, γ2 := y0, y1, . . . , yn. Si n = 2p, definimos z := xp;
entonces dQn(xp, yp) = n y dQn(xp, yj) = n − |p − j| ≥ n/2 para 0 ≤ j ≤ n. Si n = 2p + 1, definimos
z :=
xp + xp+1
2
; entonces
dQn(z, yj) = 1/2 + min{dQn(xp, yj), dQn(xp+1, yj)} =
= min{n− 1− |p− j|, n− 1− |p+ 1− j|}+ 1/2 = n−min{|p− j|, |p+ 1− j|} − 1/2 ≥ n/2 para 0 ≤ j ≤ n.
Consideremos el bia´ngulo B = γ1 ∪ γ2. En cualquier caso, tenemos que el punto medio z de γ1 esta´ a
distancia n/2 de γ2; por lo tanto, δ(Qn) ≥ n/2 y, por consiguiente, δ(Qn) = n/2.
Consideremos el grafo Cm×Cn. El Corolario 3.2.9 da diamCm×Cn(Cm×Cn) = (m+n)/2. As´ı, el Lema
3.1.4 da δ(Cm × Cn) ≤ (m+ n)/4.
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Denotemos por u1, u2, . . . , um (respectivamente, v1, v2, . . . , vn) los ve´rtices (consecutivos) en Cm (respec-
tivamente, en Cn) con dCm(ui, ui+1) = 1 para cada 1 ≤ i ≤ m− 1 (respectivamente, dCn(vj , vj+1) = 1 para
cada 1 ≤ j ≤ n− 1).
Primero, supongamos que m o n es par; por simetr´ıa, sin pe´rdida de generalidad podemos suponer que
m es par.
Si n es par, sea z = vn/2+1; entonces definimos
γ1 := [u1um/2+1]× {v1} ∪ {um/2+1} × [v1z] (con u2 ∈ [u1um/2+1] y v2 ∈ [v1z])
y
γ2 := [um/2+1u1]× {z} ∪ {u1} × [zv1] (con um ∈ [um/2+1u1] y vn ∈ [zv1]).
Si n es impar, sea z el punto medio de [v(n+1)/2, v(n+3)/2]; entonces
γ1 := [u1um/2+1]× {v1} ∪ {um/2+1} × [v1z] (con u2 ∈ [u1um/2+1] y v2 ∈ [v1z])
y
γ2 := {um/2+1} × [zv(n+3)/2] ∪ [um/2+1u1]× {v(n+3)/2} ∪ {u1} × [v(n+3)/2v1] (con um ∈ [um/2+1u1]).
Tenemos que B = {γ1, γ2} es un bia´ngulo y L(γ1) = L(γ2) = (m + n)/2. Si p es el punto medio de γ1,
entonces dCm×Cn(p, γ2) = (m+ n)/4; por lo tanto, δ(Cm × Cn) ≥ δ(B) ≥ (m+ n)/4.
Supongamos ahora que m,n son impares. Sean w el punto medio de [u(m+1)/2, u(m+3)/2] y z el punto
medio de [v(n+1)/2, v(n+3)/2]; entonces definimos
γ1 := [wu1]× {v1} ∪ {u1} × [v1z] (con u2 ∈ [wu1] y v2 ∈ [v1z])
y
γ2 := {u1} × [zv(n+3)/2] ∪ [u1u(m+3)/2]× {v(n+3)/2} ∪ {u(m+3)/2} × [v(n+3)/2v1] ∪ [u(m+3)/2w]× {v1}.
Tenemos que L(γ1) = L(γ2) = (m + n)/2. Si p es el punto medio de γ1, entonces dCm×Cn(p, γ2) =
(m+ n)/4; por lo tanto, δ(Cm × Cn) ≥ δ(B) ≥ (m+ n)/4.
Entonces concluimos en cualquier caso que δ(Cm × Cn) = (m+ n)/4.
Teorema 3.2.26.
δ(Pm × Cn) =
 (m− 1 + n/2)/2, si m− 1 ≤ [n/2],[n/2] + 1/2, si m− 1 > [n/2],
para cada m ≥ 2, n ≥ 3, donde [x] := max{k ∈ Z : k ≤ x}.
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Demostracio´n. En primer lugar, por el Teorema 3.2.22 si m− 1 > [n/2], entonces δ(Pm×Cn) = [n/2] + 1/2.
Ahora supongamos que m− 1 ≤ [n/2] y definamos {x} := min{|x− y| : y ∈ Z}. El Teorema 3.2.7 da que
diamPm×Cn(Pm × Cn) = m− 1 + n/2; por lo tanto, el Lema 3.1.4 da δ(Pm × Cn) ≤ (m− 1 + n/2)/2.
Para probar la otra desigualdad, denotemos por u1, u2, . . . , um (respectivamente, v1, v2, . . . , vn)
los ve´rtices de Pm (respectivamente, los ve´rtices de Cn) con dPm(ui, ui+1) = 1 para cada 1 ≤ i ≤ m − 1
(respectivamente, dCn(vj , vj+1) = 1 para cada 1 ≤ j ≤ n − 1). Sean x := v1 e y los puntos en Cn tal que
dCn(x, y) = n/2. Definamos las geode´sicas σ1 := [(um, x)(u1, x)] ∪ [(u1, x)(u1, y)], donde [(u1, x)(u1, y)] es
la geode´sica que contiene a (u1, v2), σ2 := [(u1, y)(um, y)] ∪ [(um, y)(um, x)] si n es par (con (um, vn−1) ∈
[(um, y)(um, x)]), y σ2 := [(u1, y)(u1, v(n+3)/2)] ∪ [(u1, v(n+3)/2)(um, v(n+3)/2)] ∪ [(um, v(n+3)/2)(um, x)] si n
es impar; no´tese que σ1 y σ2 son geode´sicas de longitud m− 1 + n/2.
Ahora consideremos el bia´ngulo B = {σ1, σ2}. Entonces el punto medio p de σ1 satisface
dPm×Cn(p, σ2) = min
{
(m− 1 + n/2)/2, [n/2] + {(m− 1 + n/2)/2}};
por lo tanto,
δ(Pm × Cn) ≥ min
{
(m− 1 + n/2)/2, [n/2] + {(m− 1 + n/2)/2}}.
Demostraremos ahora que (m− 1 + n/2)/2 ≤ [n/2] + {(m− 1 + n/2)/2}. Si n es par, entonces [n/2] = n/2
y m− 1 ≤ n/2; por lo tanto, m− 1 + n/2 ≤ n y
(m− 1 + n/2)/2 ≤ n/2 = [n/2] ≤ [n/2] + {(m− 1 + n/2)/2}.
Si n es impar, entonces [n/2] = (n − 1)/2 y (m − 1 + n/2)/2 ∈ (N + 1/4) ∪ (N + 3/4); por lo tanto,
{(m− 1 + n/2)/2} = 1/4, m− 1 + n/2 ≤ (n− 1)/2 + n/2 = n− 1 + 1/2 y
(m− 1 + n/2)/2 ≤ (n− 1)/2 + 1/4 = [n/2] + {(m− 1 + n/2)/2}.
Por lo tanto, δ(Pm × Cn) ≥ (m− 1 + n/2)/2 y concluimos que δ(Pm × Cn) = (m− 1 + n/2)/2.
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Conclusiones
En esta tesis se estudia la hiperbolicidad de grafos. Conseguimos relacionar la constante de hiperbolicidad
con otros para´metros del grafo como el orden, el cuello y el dia´metro. En algunos casos, se dan fo´rmulas
cerradas para la constante de hiperbolicidad y, en general, obtenemos cotas optimales no triviales para dicha
constante. En el caso de los grafos producto cartesiano, obtenemos una caracterizacio´n en te´rminos de sus
factores: son hiperbo´licos si y so´lo si un factor es hiperbo´lico y el otro es acotado.
El volumen y la calidad de los resultados presentados en esta tesis nos ha permitido elaborar los dos
art´ıculos [MRSV1] y [MRSV2], publicados en revistas internacionales que se incluyen en el JCR. Adema´s,
los principales resultados han sido dados a conocer mediante la presentacio´n de diversas comunicaciones en
congresos nacionales e internacionales.
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Problemas abiertos y futuros trabajos
Definicio´n 3.2.27. Si G = (V,E) es un grafo y e = [u, v] ∈ E, se denota por G/e al grafo que resulta
de la contraccio´n de e a un punto, es decir, que u y v se eliminan y se sustituyen por un nuevo ve´rtice w,
adyacente a todos los ve´rtices que eran adyacentes a u o´ a v.
El siguiente ejemplo muestra un grafo G y el resultado de contraer una arista e a un punto
• Un futuro trabajo ser´ıa relacionar la constante de hiperbolicidad del grafo que resulta de la contraccio´n
(por una o por varias aristas) con la constante de la hiperbolicidad del grafo original.
• Otro desaf´ıo ser´ıa, re-desarrollar la teor´ıa de espacios hiperbo´licos de Gromov para grafos dirigidos
con aristas de longitud arbitraria. Estos grafos no son espacios me´tricos (dado que la “distancia” en
ellos no es necesariamente sime´trica) y, por lo tanto, no es posible aplicar en ellos la teor´ıa de espacios
hiperbo´licos. Esta nueva teor´ıa tendr´ıa aplicaciones al estudio de la seguridad en internet.
• En esta tesis hemos podido dar una caracterizacio´n muy sencilla de los grafos con constante de hiper-
bolicidad δ < k (ver Teorema 3.1.9). Creemos que podemos ampliar el rango de valores de δ para los
que se obtenga la caracterizacio´n; en particular, el primer objetivo ser´ıa caracterizar todos los grafos
con δ < 7k/4.
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• En el Teorema 3.2.14 hemos encontrado una cota superior para la constante de hiperbolicidad del
producto cartesiano de un a´rbol y un grafo. Adema´s, sabemos por el Teorema 3.2.22 que dicha cota se
alcanza bajo ciertas condiciones. Un futuro objetivo ser´ıa encontrar el valor exacto de δ(T ×G) para
todo a´rbol T y todo grafo G.
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