known [1] - [8] . As for three-dimensional motion estimation from two image frames with a single camera, when the object surface is not restricted to be of any particular shape, past theoretical analyses and estimation schemes were unsatisfactory in the sense that, theoretically, it was not known how many image point correspondences are needed to ensure the uniqueness of the motion parameters (up to a scale factor for the translation parameters), and practically, almost all estimation schemes rely on the solution of nonlinear equations using iterative search [9] - [15] , unless very special assumptions or simplifications are made. Examples are: the fixed axis assumption [15] which is satisfied only by those movements consisting of translations and rotations around a fixed axis over several frames; the parallel projection assumption [10] , [15] which is approximately true only if the object is far away from the camera, and the pure translations assumption [16] , [17] . It is important to observe that deriving the nonlinear equations relating the image coordinates to the object surface geometry and the motion parameters is not a difficult task since only geometry and simple algebraic manipulation are involved. However, once the nonlinear equations are obtained, two challenging problems remain. First, how many image point correspondences are sufficient to guarantee uniqueness of solution? And second, how can one avoid iterative search when computing the solutions of the nonlinear equation? For the uniqueness problem, almost all previous methods that do not make any assumptions or simplifications merely tried to get the number of equations to be equal to the number of unknowns [11] [12] [13] , [18] , [19] . In solving nonlinear equations iteratively, the computational complexity is almost in-0162-8828/84/0100-0013$01.00 © 1984 IEEE finite in general since global search is needed, unless the initial guess is good enough so that the local minimum obtained is also the global minimum. The following statement quoted from [10, p. 157] can best reveal the situation: "In any case, the general method was not really practicable, nor was it designed for efficient use." In contrast, our methods to be described in this paper do not require iterative search, and our proof for uniqueness is rigorous. The computational tasks in our methods are just computing the least-square solution of a system of n linear equations with 8 unknown (n depends on the number of point correspondences used, and is greater than or equal to 8) and the singular value decomposition (SVD) of a 3 X 3 matrix. If the normal equation approach is used in solving the linear least square problem, then forming the normal equation takes 0(82n) operations and solving the 8 linear equations (the normal equations) with LU decomposition and forward-backward substitutions take 83/3 + 0(82) -234 operations [20] . Computing the SVD of a 3 X 3 matrix consists of two phases [21] . The first phase is the householder transformation which requires about 0(32) operations. The second phase is the implicit QR iterations or "chasing," which almost always converges cubically as shown by Wilkinson [22] . The complexity is roughly 0(32 ). Of past methods, only those that make some sort of simplifications or restrictions can provide rigorous proof of uniqueness and can avoid using iterative search in obtaining the solution. For those methods that treat the general situation, Nagel's [18] and Praxdny's [13] , [14] methods are slightly different from the others in the sense that they cancelled the unknowns corresponding to the translation parameters in the system of nonlinear equations by algebraic manipulations, leaving fewer unknowns in the reduced system of nonlinear equations. However, they did not resolve the uniqueness problem, and their methods still require iterative search. Without rigorous proof of uniqueness, one cannot be sure of the conditions for the solutions of the nonlinear equations to be unique. Thus, Praxdny tested his method on a moving planar patch and regard the solution computed via iterative search as the only solution, while it was shown in [23] - [26] that given two views of a moving planar patch, there are actually two possible solutions (aside from a scale factor) for the motion and geometrical parameters. In [10] (x, y, z) = object-space coordinates of a point P before motion (x',y', z') = object-space coordinates of P after motion (X, Y) = image-space coordinates of P before motion (X ', Y') = image-space coordinates of P after motion The mapping (X, Y) -* (X', Y') for a particular point is called an image point correspondence. It is well known [27] that any 3-D rigid body motion is equivalent to a rotation by an angle 0 around an axis through the origin with directional cosines nl, n2, n3, followed by a translation (Ax, Ay, Az),
where R is a 3 X 3 orthonormal matrix of the first kind (i.e., det (R) = 1) 
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Although the elements in R, namely, rl, r2, *, r9, are nonlinear functions of the rotation parameters nl, n2, n3, and 0, throughout this paper, the uniqueness and computation of R rather than nl, n2, n3, and 0 are discussed. The reason is twofold. First, as will be seen later, to each possible R in (2) , there corresponds exactly two sets of rotation parameters n 1, n2, n3, 0 with one set the negative of the other. Since these (2) two solutions are physically indistinguishable, we may regard the relationship between R and the rotation parameters as one to one. The second reason is that once R is determined, the task of computing nl, n2, n3 and 0 is straightforward, as can be seen in the following.
From (2) 
Therefore, 0, n 1, n2, and n3 can be easily determined from R. We now combine (1) with the following equations relating the object and image space coordinates: 
and
Equating the right-hand sides of (5a) and (5b) gives
(5b) (6) where z * r4 -Ay -r7 Az * r5
-Ay -r8 Az -r6 -Ay r9 E`Ax -r7 -Az * rl Ax * r8 -Az * r2 Ax -r9 -Az -r3
LAy -rl -Ax * r4 Ay * r2 x-Ax -r5 Ay -r3 -Ax-r6
Fel e2 e3 = e4 e5 e6 .
e7 e8 e9j (8) Note that the equality of (6) 
Note that H is Hermitian. Therefore, (13) gives the polar decomposition [28] of P. Since the polar decomposition of any nonsingular matrix with distinct singular values is always unique, we can see that G and R would be unique if P should satisfy the conditions that it was nonsingular and the P*P did not have multiple eigenvalues. (* denotes conjugate transpose.) However, we have seen that G is always singular, which implies that P is always singular. Furthermore, P always contains multiple singular values since P* P = -H* -H R (* denotes conjugate transpose) =R* .H2 *R=R**(iG)(iG).R=-R**G2 *R
and thus the eigenvalues of P* 
is fixed except for the sign. Since, as mentioned twice before, multiplying E or G with any scalar does not alter the equality of (6) By taking the determinants of both sides of (33), we have
(34) One way to show that although U and V are not unique, (34) gives only two possible solutions for R, is described in the following.
Let U, and V1 be some singular vector matrices for E. Let Observe that (30) 
from (3) 
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The purpose of this section is to investigate how many image point correspondences are needed to ensure that there are no other solutions to G and R as factors of E in (9) (41) Note that if C is skew-symmetric, then (40) It is to be stated in Lemma I that C is skew-symmetric if and only if E = Eo (then according to Theorem I, the solution for the motion parameters is unique). The purpose of Theorem II is to prove that the matrix C in (41) which means that C has to be skew-symmetric.
Q.E.D.
We now state five corollaries that can be readily derived from Lemma I and Theorem II. The proofs for these lemmas can be found in [29] , [30] .
Corollary I: Given the image correspondences of two planes not passing through the origin, the motion is unique.
Corollary II. Given the image correspondences of six points with four points on one plane not containing the origin, four points on the other plane also not containing the origin, and two points common to the above two groups of four points on the intersection of the two planes can ensure unique solutions for the motion parameters.
Corollary III: The image correspondences of four points on a plane not passing through the origin and two other points not on this plane determine the motion parameters uniquely.
Corollary IV: Given the image correspondences of seven or more points not traversable by two planes with one plane containing the origin, nor by a cone containing the origin, the motion parameters are unique.
Note that Corollary IV only gives a sufficient condition for uniqueness. Even if the seven points are traversable by two planes with one plane passing through the origin, or by a cone containing the origin, the motion parameters might still be unique in soine situations. For example, if six among the seven points satisfy the condition stated in Corollary III, then the motion parameters are unique even if there may be two planes passing through these seven points with one plane containing the origin.
From (52), the criteria for whether there exists a cone containing the origin that passes through n points is whether the following n X 7 rectangular matrix has full column rank or not:
x12 xl yl y12 xl yl zl * xl zl .yl X22 x2 *y2 y22 x2 y2 z2 xX2 x2 * y2 xn2 xn * yn yn2 xn yn zn xn zzn* yn However, since only the image coordinates are given, the only useful criterion available is whether or not the 8 X 8 matrix in (36) is nonsingular or not. If it is nonsingular, one can solve for the E matrix, compute its SVD, and then use the formula in Theorem I to calculate the actual motion parameters. The following corollary states a sufficient condition for the 8 X 8 matrix in (36) to be singular.
Corollary V. Given the image correspondences of eight points among which more than six points are coplanar, the 8 X 8 coefficient rmatrix in (36) is singular.
V. SIMULATION RESULTS
In the following computer simulation tests, the image coordinates at t1 of n object points with randomly chosen object space coordinates (xi, yi, zi), i -1, * -, n, in 3-D space are obtained using (3) . Next, the object points are rotated with some reference motion parameters, and (1) is used to compute (xi, yi, zl), i = 1, n. Then the image coordinates of these n points at t2, i.e., (Xi, Ye'), i = 1, 2, * * , n, were computed using (4).
These n simulated image point correspondences (Xi, Yi) (Xil, Y/), i = 1, , n, are first perturbed to simulate the error in finding the point correspondences, and then substituted into the linear matrix equations (36), which is solved by leastsquares for the eight parameters el, * * , e8. The motion parameters are computed using the method described in Theorem I. The results are then compared with the reference motion parameters.
Test 1
Perturbation of (X', Y'). 0 percent. Table I shows that even for perturbation of (X', Y') as small as 1 percent, the error is still significant. Table II shows how drastically the error can be reduced by using more points for the case of 1 percent perturbation on (X', Y').
Note that the error of translations using 20 points is even greater than that using 9 points. This indicates the difficulty of obtaining a very accurate estimation of translations unless the resolution of the camera is good enough and the frame rate is high enough so that the image points can be tracked effectively over several frames to obtain point correspondences with error less than 1 percent.
Although the error of translation using 20 points is greater than that using 9 points, it is much smaller than the error using 8 points. However, this will not happen unless the perturbation of (X', Y') is less than 3 percent. When the perturbation of (X', Y') is greater than 3 percent, using more than 8 points will still reduce the errors in R significantly, but not the errors in the translations. 1) The fact that we can define eight parameters el, e2,* e8 that contain all essential information one can possibly obtain given any number of image point correspondences.
2) The fact that given the E matrix consisting of the eight essential parameters, the actual motion parameters are unique, and can be computed by taking the singular value decomposition (SVD) of the 3 X 3 E matrix.
3) A method of determining the E matrix given eight image correspondences. This requires the solution of a set of linear equations only. 4) An operational criterion for the uniqueness of motion parameters: If the determinant of a certain 8 X 8 matrix containing only the image coordinates of eight point correspondences does not vanish, the uniqueness is assured. 5) A sufficient condition for the uniqueness of the motion parameters: Given seven or more image point correspondences, the motion parameters are uniquely determined if the seven object points do not lie on two planes with one plane passing through the origin or on a cone containing the origin.
The results in this paper should be of interest to numerous areas of research including image sequence analysis, tracking, image coding, stereo imaging, photogrammetry, and robotic vision. These results can, for example, be applied to the stereo imaging problems in photogrammetry and computer vision without assuming the relative orientation of the two cameras since pictures taken at two time instances can be regarded as taken by two cameras at one instance. After the motion parameters are computed using the formulas in Theorem I, the surface structure of the object can be determined up to a common scale factor by computing the z coordinates using (Sa) or (Sb).
In concluding the paper, we would like to mention that after we had submitted our original manuscript, it was brought to our attention by Prof With these and the fact that det(L) = 1, we conclude that L can assume only the following forms: (41) , it is obvious that in order for C to be skew-symmetric, the row vector TOT G R on the fourth row has to be equal to the negative of the transpose of the fourth column, which is a zero vector, and that the 3 X 3 matrix RoT * G R on the upper-left corner of C must be itself skew-symmetric. With (45), ToT G R in (41) We now proceed to show that with R either given by (42) or by (43), the 3 X 3 submatrix TOT -G -R in Chas to be skewsymmetric.
With (42), RoT G R in (41) 
Equation (61) shows that with either (42) or (43), RoT -G R is skew-symmetric. This fact, together with (60), imply that C in (41) is skew-symmetric.
