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Chapter 1
Introduction
This thesis is mainly concerned with the electric transport in surface superlattice struc-
tures under large bias. The origin of this topic goes back to the seminal work of Esaki and
Tsu [ET70]. They suggested to fabricate so-called superlattice structures which consist
of thin, alternately grown layers of two different semiconductor materials. The main idea
behind this was to introduce a super crystal structure along the growth axis. Just like
the normal crystal structure of solid matter leads to the formation of electronic bands,
they also expected a band formation due to the artificially introduced super crystal struc-
ture. The lattice constant of a typical superlattice is much larger than that of natural
crystals. This leads to a strongly reduced extension of the Brillouin zone in momentum
space and to rather small energetic widths of the superlattice bands. Therefore, Esaki
and Tsu referred to the new bands as minibands. The authors proposed that it should
be possible to study bandstructure related non-linear transport effects in these structures
at relatively small electric fields. Especially, the situation in which electrons are Bragg
reflected at the Brillouin zone boundary should be observable for electric fields smaller
than those leading to avalanche breakdown. Their first theoretical analysis showed that
the transport characteristic of such a structure should exhibit a region of negative differ-
ential conductivity. In this region, an increasing bias leads to a decreasing current. The
reason for this phenomenon is the rising number of electrons which reach the Brillouin
zone boundary and start an oscillatory motion, rather than to drift along the superlattice.
These oscillations are referred to as Bloch oscillations, a concept already introduced by
Bloch [Blo28] and Zener [Zen34] in the context of transport in normal crystals. Esaki and
Tsu predicted that the frequency of these oscillations falls into the region of about 1 to 10
THz. Therefore, they suggested a possible use of superlattices as solid state THz sources.
The idea of the so-called Bloch oscillator was born.
The proposal by Esaki and Tsu was first followed up by a number of theoretical inves-
tigations [KSS72, Shi75, DK86]. These showed that a superlattice which is biased in the
region of negative differential conductivity indeed exhibits gain for all frequencies below
the Bloch frequency. Only in the late 1980s did the improvements in molecular beam
epitaxy allow for the realization of high quality superlattice structures. This progress
9
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initiated an enormous amount of experimental studies on superlattice structures in the
following years, which included both optical and electrical measurements (see references in
[Gra95, Wac02b, Leo03]). It was found that transport in superlattices has to be described
by different means according to the superlattice parameters. The realization of a Bloch os-
cillator requires both relatively wide minibands and high current densities. Unfortunately,
it became immediately clear that the negative differential conductivity in these structures
leads to electric field instabilities [Gue71, BT77]. The latter phenomenon was already well
understood, since it bears a strong similarity to the operation mode of a Gunn oscillator
[Gun63, Gun64, Kro72, Kro66]. Thus, while THz gain was theoretically predicted for a
homogeneously biased superlattice, the problem of electric field instabilities violated the
fundamental requirement of homogeneity. And even 35 years after its earliest proposal, a
Bloch oscillator has not been realized to date. So far, the stabilization of the electric field
in a superlattice can only be achieved by a limited number of approaches. One way is
to work with superlattices at very small products of carrier density n and sample lengths
L [Hak67, SPM+89, SPWM90]. In small nL-product superlattices, the growth rate of
electric field domains is so slow that the electric field can be very close to homogeneous.
Currently, special small nL-product structures, so-called super-superlattices, are tested
for their suitability as Bloch oscillators [SKLA04]. In a different approach [DGSA03], the
electric field was predicted to be stabilized by the direct lateral attachment of a parallel
transport channel. Electron accumulations which lead to electric field instabilities in su-
perlattice structures can be eliminated in these systems since the electrons can flow off
into the parallel transport channel.
In the work presented here, surface superlattice structures are studied. The term sur-
face superlattice hereby refers to a two-dimensional electron system which experiences
a superlattice potential along the main transport direction while movement along the
perpendicular direction is free. Such structures can be fabricated with the Cleaved-Edge
Overgrowth method [PWS+90]. This method offers great design flexibility. The main
part of the presented discussion is concerned with high-field transport in surface super-
lattices and with the question whether such systems might be used to realize a Bloch
oscillator. Such a tunable solid state THz emitter would be useful in a number of ap-
plications. Among these there are gas sensing, short-range communication, and imaging
techniques. Starting point of the investigation is the work presented in [Deu01] which
contains preliminary studies of non-equilibrium transport in surface superlattices.
The organization of the thesis is done in the following way. In chapter 2, the essential
basics of electric transport in superlattice structures are discussed. Both the phenomenon
of negative differential conductance due to Bloch oscillations and the concept of THz gain
in superlattices are the main focus of the presentation. The following chapter 3 deals
with the technological realization of the surface superlattice structures, their equilibrium
electronic properties, and the principal device operation. The topic of electric field insta-
bilities is introduced in chapter 4. Thereby a special focus will be given to the differences
that arise when the three dimensional conventional superlattice is continuously reduced
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in one lateral dimension so that a two-dimensional surface superlattice results. The ma-
jor part of this thesis deals with the understanding of the high-electric field transport in
surface superlattices. The discussion of the main results is presented in chapter 5 along
a chronological line of improvements made on the surface superlattice design during the
course of this thesis. It is shown that a near perfect surface superlattice-shunt system can
be realized with the cleaved-edge overgrowth method. A claim for the direct observation
of negative differential conductivity due to stable electrically excited Bloch oscillations at
high electron densities is made for the transport through such structures. In chapters 6
and 7 this claim is tested by a comparison of the theoretical predictions for the trans-
port through a homogeneous superlattice in magnetic and high-frequency fields with the
corresponding experimental data. In chapter 7, also a detailed description of the gain
mechanism in superlattice structures is presented and a potential Bloch oscillator appli-
cation of shunted surface superlattices is discussed. The final chapter 8 deals with the
linear response transport properties of surface superlattice structures. Special attention
is drawn to the validation of earlier assumed bandstructure properties with the help of
magnetotransport measurements. The presented results are in excellent agreement with
a quantum-mechanical model and provide, for the first time, convincing evidence for the
transition of the two-dimensional system into a one-dimensional state. This transition
becomes most evident in a vanishing of the spin and cyclotron gaps of the system.
While all of the experiments discussed in the following chapters have been performed
by the author himself, the interpretation of the corresponding results always includes
the input from a larger number of people. A list of these ’helpers’ can be found in the
acknowledgments. The participation of a group of people in the most important part of
the research process, the understanding of the observed physics, seems to require the use
of ’we’ instead of ’I’ in the course of the text. Nevertheless, the author claims complete
responsibility for any mistakes or other wrongdoings in the course of the discussion.
Every chapter of the thesis starts with a short introductory section in which an
overview over the topic with (for the author) helpful literature citations is given. Since
there are many thousands of publications dealing with superlattices, only a limited num-
ber of these (and maybe not always the most important) are cited during the discussions.
Some chapters will end with a short conclusion which contains a summary of the results
and deductions drawn from the presented experimental data.
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Chapter 2
The Semiconductor Superlattice
2.1 Overview
In their seminal publication about the superlattice structure Esaki and Tsu suggested
two different types of periodic modulation. The periodic potential can either be formed
by alternating growth of two materials with different band gaps [Gra95] or by a peri-
odic doping profile in the host material [Do¨h84]. Structures working according to the first
approach are referred to as heterostructure superlattices. The others are called doping su-
perlattices. Over the course of the last 35 years, thousands of papers have been published
about many different aspects of superlattices.
Experimental work during the 1970s and the early 1980s was severely hampered by
the relative low quality of the available superlattice structures [EC74]. This situation
improved considerably once the development of molecular beam epitaxy allowed the re-
alization of heterostructures with interfaces whose roughness was of the order of only
1 or 2 monolayers. When high-quality structures became available, the theoretical pre-
dictions about superlattices could be tested experimentally. The first major contribu-
tion was made by the resolution of the Wannier-Stark ladder through interband ab-
sorption experiments in nominally undoped superlattices [MARH88, VBB+88]. Soon,
experimental studies followed which gave strong evidence for the existence of negative
differential velocity in undoped superlattices [SPMM89, SPM+89, SPWM90]. These
results supported the semiclassical concept of transport through minibands along the
superlattice axis. In parallel, four-wave mixing experiments in which excitons were
excited in biased, undoped superlattices by femtosecond laser pulses were performed
([FLS+92, WRS+93, LVL+97, LSL+98, Leo98] and extensive references in [Leo03]). The
exciton time evolution was probed by a second femtosecond pulse at a variable delay time.
It could be shown that the coherent exciton ensemble oscillates at the Bloch frequency.
Besides the frequency also the amplitude and the emitted THz radiation of these exci-
tonic Bloch oscillations could be detected. Much of the experimental work was carried out
on undoped superlattice structures since the negative differential velocity in high-density
superlattices leads to electric field instabilities [Gue71, BT77]. These instabilities destroy
13
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the homogeneous electric field distribution which is the basis of most theoretical predic-
tions. In extensive studies [HGS+96, SBH+98, SBG+98] on highly doped superlattices it
was found that superlattices could be used as classical high-frequency oscillators. The
operation principle of these structures is identical to that of the Gunn oscillator. While
the inelastic relaxation in Gunn devices limits possible emission frequencies to a maxi-
mum of about 100 GHz, it was argued that this limit should be in the vicinity of 1 THz
for superlattices. Nevertheless, to date classical superlattice oscillators have not reached
frequencies significantly beyond 150 GHz.
A study of the photoconductivity of an undoped superlattice [UKW+96] confirmed the
theoretically predicted THz gain mechanism [IRD93, WSG+97]. However, the achievable
gain in undoped structures was shown [UKW+96] to be far too small to build electrically
active Bloch oscillators. Thus, while many facets of the predicted superlattice physics
could be confirmed experimentally, it is still unclear whether a THz Bloch oscillator
can be realized. Since one of the main aims of this work is to check the suitability of
surface superlattices for the Bloch oscillator concept, the following chapter introduces the
essential basics of transport and gain in superlattices. For more detailed introductions to
superlattice physics, the reader is referred to available reviews and books [Gra95, Wac02b,
Leo03].
2.2 Minibands in superlattices
The term superlattice (SL) encompasses a wide variety of semiconductor heterostruc-
tures. Since all devices that were realized in the course of this work were grown in the
GaAs/AlxGa1−xAs material system, a SL shall henceforth be an alternating layer sequence
with fixed thicknesses of two materials that form a type I heterojunction. The latter term
means that the smaller bandgap of one material is completely enclosed in the bandgap
of the other material [Dav98]. This situation is found in the GaAs/AlxGa1−xAs system,
in which GaAs is the smaller gap material. Figure 2.1 shows an illustration of the SL
structure and the resulting potential landscape. The length of one period of the SL, con-
sisting of one well and one barrier, is denoted as d and the well and barrier thicknesses are,
respectively, given by w and b. For electrons with energies close to the GaAs conduction
band, the AlxGa1−xAs effectively forms a barrier.
1
The semiclassical transport description in solids is based on the bandstructure En(k)
of the underlying crystal structure [AM76, Chapter 12]. Therefore, our first concern is
to find En(k) for the SL system. If we assume a SL with very thick and high barriers,
the eigenenergies and eigenfunctions are similar to those of isolated quantum wells with
thickness w. When the barrier width b is then continuously reduced, the eigenstates in
each well start to feel the presence of the neighboring wells. Eventually, all well states
1Since only transport in the conduction band is studied, the lower half of figure 2.1 can be ignored
although the conclusions drawn for electrons also apply to holes, albeit with additional complications
introduced by a mixing of the heavy and light hole bands.
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Figure 2.1: Schematic drawing of a superlattice and of its potential energy profile.
mix and their degeneracy is lifted. Such a description is very similar to the general ideas
applied to the formation of electronic bands in normal crystals. In the latter case, isolated
atoms are brought closer and closer together. The eigenstates of the system are the pure
eigenstates of the atoms for a very large separation of the atoms. However, these sharp
energy levels broaden into wide bands when the atoms are brought very close together.
The Kronig-Penney model [dLKP31], which was first used to calculate SL band struc-
tures [EC74], shows the same formation of energy bands from isolated quantum well
states. The model is a generalization of the problem of a particle tunneling through a
single barrier. Instead of one barrier, an infinite sequence of such barriers, separated by a
fixed period d, is considered. In the SL system these barriers correspond to the regions of
the material with the larger band gap (cf. figure 2.1). Thus, the barrier height for elec-
trons is V0. The hamiltonian of the Kronig-Penney model consists of the kinetic energy
2
and the periodic potential profile Vˆ (z), as shown in figure 2.1,
Hˆ =
pˆ2z
2m
+ Vˆ (z) . (2.1)
For energies E < V0, solutions within a well (V (z) = 0) are written as the superposition of
left and right going plane wavesA±exp(±ikwz) with energy E = ~
2k2w
2mw
. The solutions inside
a barrier are given by decaying wavefunctions B±exp(±κbz) with energy E = V0 − ~
2κ2
b
2mb
.
A connection between solutions in different wells is established through Bloch’s theorem
2The Kronig-Penney model was developed for free particles moving in a periodic potential. In case of
the SL, the electrons are no longer free particles. Their properties are determined by the lattice potential
of the underlying crystal structure. Therefore, the mass of the electrons is given by the GaAs effective
mass in the wells of the SL and by the AlxGa1−xAs effective mass in the barriers. The given hamiltonian
is the one resulting from the effective-mass approximation [Dav98, Chapter 3.10].
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which holds for periodic potentials. Similar to the eigenstates of a solid crystal, the
eigenstates of energy En(k) =
~
2k2
2m
of the superlattice can then be labeled by a Bloch
wavevector k, lying in the first Brillouin zone |k| < π/d, and a quantum number n which
counts different energies for a fixed k. For a specific energy E, the values of kw and κb are
determined from their above definitions. Once kw and κb are known, the corresponding k
and n values can be determined from the condition
cos(kd) = cosh(κbb) cos(kww) +
1
2
(
ξ − 1
ξ
)
sinh(κbb) sin(kww) , ξ =
κbmw
kwmb
(2.2)
which results from Bloch’s theorem and from enforcing the boundary conditions that both
the wavefunction and its derivative are continuous across a barrier.3 The limitation of the
left side of expression (2.2) to values between −1 and 1 leads to the formation of allowed
and forbidden energy ranges for En(k). This can be seen when the right hand side of
condition (2.2) is plotted as shown in figure 2.2. When the corresponding plot values
lie in the range [−1, 1], then there exist extended Bloch states at the given energies E
with real Bloch wavevectors k. These Bloch states are solutions which propagate freely
through the periodic potential. For absolute plot values larger than 1, expression (2.2)
results in a complex k-value, and there is no extended Bloch state at the corresponding
energy. Thus, similar to a normal crystal, the artificial periodic potential leads to the
formation of electronic bands En(k) which are separated by forbidden energy gaps. The
artificial potential leads to Brillouin zone boundaries lying at ±pi
d
. Since d is considerably
larger for the artificial layer sequence than in normal crystals, the k-space extension of
the superlattice bands and their energetic widths are very small. Therefore, the bands
are referred to as minibands. This name helps to distinguish them from the bands formed
in the host crystal.
The alternative application of the tight-binding approach [AM76, chapter 10] to the
electronic states of the individual quantum wells of the superlattice leads to a dispersion
of the general form4
E(k) =
∆
2
(1− cos(kd)) (2.3)
for the lowest lying miniband. In this expression ∆ is the energetic width of this miniband.
∆ can be determined from the Kronig-Penney model as the difference between the largest
and smallest energy values of an allowed energy region. Although expression (2.3) follows
from the assumption of small minibands, a comparison between the cosine dispersion and
the numerical solution of the Kronig-Penney model, as depicted in figure 2.2, shows that
it is also a very good approximation for wide minibands. Since the cosine approximation
also possesses convenient mathematical properties, expression (2.3) is extensively used in
the literature and will also be exclusively applied throughout this work.
The dispersion (2.2) is determined (and can be adjusted) both through the height of
the barrier potential and the spatial extensions of wells and barriers. The width of the
3These boundary conditions result from the continuity equation of the particle probability density.
4The zero energy has been set to the bottom of the miniband.
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Figure 2.2: (a) Allowed and forbidden energy regions resulting from the Kronig-Penney
model. Panel (b) compares a numerical solution of the Kronig-Penney model (scattered
values) with the simple cosine dispersion (2.3).
lowest miniband of a typical SL can take on values between a few tenths of a meV and up
to more than 100 meV. Small values result from high and thick barriers which effectively
limit the coupling between the states in neighboring wells. Thin and small barriers on the
other hand result in a large ∆. The width of the wells determines the energetic position
of the coupling states inside the wells and influences thereby the effective barrier height.
States at higher energies find the barriers to be less opaque than those at lower energies.
In an infinitely extended SL, all k-values corresponding to an energy value within an
allowed energy region can be occupied. Typically, experimentally realized SLs have a
limited number of about 20− 100 periods. For these finite superlattices, there are only as
many different k values as there are SL periods. These SLs are, in general, also treated
within the semiclassical theory, even though this theory assumes a large (with respect to
the period) macroscopic system size.
Once an electric field F is applied to the SL, the eigenstates of the system are given
by the Wannier-Stark states [Wan60]. This is a set of eigenstates in which each member
is centered in one of the SL wells (again one state per well) and extends over a number
of SL periods. The number of wells across which a Wannier-Stark state extends depends
on the strength of the applied electric field and decreases quickly for increasing electric
field. The eigenenergies of the Wannier-Stark states are given by
En = neFd n = 0,±1,±2, . . . , (2.4)
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where e = −1.602 × 10−19 As is the charge of an electron and n numbers the different
SL wells. The spacing of the resulting equidistant energy ladder is given by eFd, an
energy value which is equal to the potential drop of the electric field F over one SL period
d. Some SL properties can be very conveniently explained within the concept of the
equidistant Wannier-Stark energy ladder. Whenever the Wannier-Stark ladder is involved
in a discussion in later chapters, only the facts that there is one state per well and that the
eigenenergies form an equidistant energy ladder are made use of. More details about the
Wannier-Stark states can be found in [Wan60] and in the reviews [Gra95, Wac02b, Leo03].
While the Wannier-Stark states are the true eigenstates of the biased SL, in the limit
eFd < ∆, transport can still be described by electrons being accelerated in the miniband
structure of the unbiased SL.
2.3 Energy scales and transport regimes
Conduction in a superlattice is an example of transport in mesoscopic nanostructures
and in principle requires a quantum mechanical description. At the same time, there
exist alternative simpler approaches that offer several advantages to a complete quan-
tum mechanical description. These theories also capture all the important details of the
transport. Among their main advantages, they do not need a very detailed microscopic
description of the transport properties and they can in large parts be treated analytically.
In [Wac02b] a complete quantum approach to superlattice transport was presented and
compared to the available alternative descriptions. It was found that the latter ones were
in good agreement with the quantum calculations for a large range of superlattice param-
eters. The available alternatives are the miniband transport model [ET70], the sequential
resonant tunneling approach [ML94, Wac98] and the Wannier-Stark-hopping transport
model [TD75]. The suggested use of one or the other approach is governed by the ratios
of three different energy scales:
1. The overlap integral T1 between neighboring well states which is equal to one fourth
of the miniband width, ∆/4. The larger the overlap is, the wider the miniband width
is, which in turn allows then the application of the semiclassical band transport
equations.
2. The broadening Γ = ~/τ of the individual energy levels due to scattering processes.
If the scattering time τ is so short that an electron cannot propagate coherently
across a number of wells without being scattered, the transport along the superlat-
tice is best described as sequential tunneling between the individual wells.
3. The voltage drop eFd across one period of the superlattice. This field dependent
energy scale shifts the alignment of the Wannier-Stark states of the superlattice.
Once its value dominates over Γ, the Wannier-Stark states, the true eigenstates of
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the superlattice in an electric field, become resolved. In this situation transport is
best described as hopping along the Wannier-Stark ladder.
Figure 2.3, taken from [Wac02b], summarizes how the interplay between these three dif-
ferent energy scales determines which theoretical approach should be chosen to model the
transport in a certain SL structure.
If the relaxation times are long and the applied electric fields are not too large, the
miniband transport regime is recovered from the full quantum mechanical description.
The electron distribution occupies the Bloch states calculated from the Kronig-Penney
model and the transport variables are calculated as distribution averages. Each individual
Bloch state is accelerated according to the semiclassical transport equations.
If the miniband width is small and the scattering rate 1/τ is short, then, transport
cannot be described by extended Bloch states but rather by tunneling between the weakly
Figure 2.3: The figure (taken from [Wac02b]) shows the regions of validity of the different
SL transport descriptions. T1 = ∆/4 is the overlap integral between neighbouring wells.
The axis are scaled in units of the scattering induced broadening Γ = ~/τ .
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coupled localized states of the quantum wells. The current consists of electrons tunneling
sequentially along the superlattice. In order to recover a linear transport regime for small
applied electric fields, which is observed in experiments, it is important to include the
broadening of the localized states due to scattering.
Once the applied electric field dominates the other energy scales, the current through
the SL is carried by electrons hopping along the Wannier-Stark states.
Since the devices investigated in the later chapters exhibit rather long relaxation times,
they are mainly described in the framework of miniband transport. This approach follows
the standard semiclassical theory as applied to band transport in metals and semicon-
ductors [AM76, chapter 12]. But due to the small k-space extension of the first Brillouin
zone, the electron distribution starts to feel the non-linearities of the dispersion already
for moderate electric fields. In principle, these non-linearities also occur in the conduction
band of the host crystals. However, in these natural conduction bands the electric fields
required to reach the regions of non-linear transport are so large that other mechanisms
like Zener tunneling [Zen34] or intervalley transfer [Kro72] dominate the experimentally
observed transport. This is the reason why Esaki and Tsu proposed the artificial SL
structure in the first place.
2.4 Semiclassical superlattice transport
The first theoretical SL transport description was given by Esaki and Tsu [ET70]. They
considered a single electron sitting at k = 0 at time t = 0 which is then accelerated along
a cosine dispersion. Their simple one electron picture resulted in a velocity-field charac-
teristic whose basic shape is, amazingly, reproduced by all the other more sophisticated
transport descriptions applied to superlattices.
From the dispersion (2.2) a velocity
v(k) =
1
~
∂E
∂k
=
∆d
2~
sin(kd) (2.5)
is found. Each k-state follows the semiclassical acceleration
~
dk
dt
= eF . (2.6)
The solution to this equation leads to a linearly increasing k value
~k = eF t . (2.7)
Due to the periodic SL potential, this results in a periodic motion of the electron both
in k- and real space. This oscillatory motion is referred to as a Bloch oscillation. Figure
2.4(a) illustrates one period of such a Bloch oscillation in k(t)-space. At t = t0 the
electron starts at the origin and due to the electric field its k-value and its velocity are
increasing, t = t1. At t = t2 the velocity reaches a maximum and decreases then, t = t3,
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for increasing k until it vanishes right at the mini-Brillouin zone boundary. A further
increase in k leads, after Bragg reflection, to a motion in the opposite direction, again
first with an increasing velocity, t = t4, followed by a deceleration, t = t5, after going
through a maximum. Therefore, if the motion of the electron remains unperturbed, there
is no net current flow along the superlattice. A net current flow becomes possible once
scattering is introduced into the system. Now, the electron can be backscattered to the
origin (inelastic relaxation) after some movement along the dispersion as shown in figure
2.4(b). If scattering is strong, the electron will only move along the linear part of the
velocity (2.5). It will acquire an average velocity along the superlattice which in turn leads
to a net current flow. So the necessary condition for transport along the superlattice (or
any other bandstructure) is scattering of the electrons. However, once the scattering time
τ is fixed, only the magnitude of the electric field determines how far an electron travels
along the dispersion before being scattered back. While transport is expected to increase
with the electric field as long as the electron mainly stays in the linear regime of v(k), it will
saturate once the electron travels beyond the maximum velocity. Even more intriguing is
the fact that when the electron reaches k-values beyond the Brillouin-zone boundary, the
transport will even decrease with increasing electric field since the electron now also takes
on negative velocities. If this behavior is translated into a current-voltage characteristic,
the superlattice should exhibit a region in which the current decreases when the applied
voltage increases. This uncommon phenomenon is referred to as negative differential
conductivity (NDC). It was predicted by Esaki and Tsu as a superlattice property. Some
years later, NDC was shown to exist in an Esaki-diode [Esa58].
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Figure 2.4: (a) Schematic representation of the oscillatory k-space motion of an electron
without scattering. (b) Strong scattering effectively limits the k-space velocity to a small
region close to the origin.
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To find expressions for the velocity and current in a superlattice, we will follow a some-
what different approach [KSS72]. Instead of a single electron, a distribution f(k, T, µ) of
N electrons filling the miniband according to the temperature T and the chemical po-
tential µ is considered. When external fields are applied, the distribution shifts from its
equilibrium position according to the Boltzmann equation in relaxation time approxima-
tion [AM76, Chapter 16],
∂f(k, T, µ)
∂t
+
eF
~
∂f(k, T, µ)
∂k
= −1
τ
(f(k, T, µ)− f0(k, T, µ)) . (2.8)
f(k, T, µ) is the non-equilibrium distribution function which relaxes back to the equilib-
rium distribution f0(k, T, µ) when the electric field F is turned off. The average drift
velocity vd of an electron along the superlattice is then given by the velocity average over
the whole distribution
vd =
1
N
∫ pi/d
−pi/d
v(k)f(k, T, µ) dk . (2.9)
To gain further progress, both the non-equilibrium and equilibrium distribution are ex-
panded in a Fourier series according to
f(k, T, µ) =
∞∑
n=−∞
an(T, µ)e
inkd (2.10)
and
f0(k, T, µ) =
∞∑
n=−∞
a0n(T, µ)e
inkd . (2.11)
From the Boltzmann equation a relation between the expansion coefficients an and a
0
n of
the form5
an =
a0n
1 + eFτd
~
in
(2.12)
is found. With this expression the drift velocity can be expressed as
vd =
1
N
∫ pi/d
−pi/d
∆d
2~
sin(kd)
∞∑
n=−∞
a0n
1 + eFτd
~
in
einkd dk . (2.13)
Since the velocity has a sine form, only the terms with n = ±1 of the sum contribute to
the integral. The final result for the drift velocity is given by
vd = F (T, µ)
∆d
2~
ωBτ
1 + ω2Bτ
2
, (2.14)
where F (T, µ) is the ratio a01/a
0
0 between the first and zeroth order Fourier coefficient
of the equilibrium distribution function and ωB = eFd/~ is the Bloch frequency. The
velocity-field characteristic (2.14) is plotted in figure 2.5(a). It shows the same behavior
5For clarity, we have dropped the dependence on temperature and chemical potential.
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Figure 2.5: (a) Velocity-field characteristic for a cosine-shaped miniband. (b) The arrows
indicate elastic (τe) and inelastic (τi) scattering processes in a one-dimensional superlattice
structure.
as we inferred from the simple single electron picture. For small electric fields, transport
is practically ohmic, whereas a velocity saturation followed by a region of negative dif-
ferential velocity is observed for higher fields. In the latter region a large portion of the
electrons performs Bloch oscillations, and, therefore, they do not contribute to the overall
transport. This portion of Bloch oscillating electrons further increases with the electric
field and would in the limit of diverging field encompass the whole distribution. From
j = envd we find that the current-voltage characteristic follows the same shape as the
velocity-field trace (assuming a homogeneous electric field distribution). From 2.14 the
position of the current maximum, referred to as the NDC peak, is found at the critical
field
Fc =
~
edτ
. (2.15)
This expression can be rewritten in the form ωB(Fc)τ = 1.
So far, scattering has been introduced into the problem without any regard towards
the nature of a scattering event. In the presented semiclassical description this has minor
consequences since the relaxation time approximation ignores the detailed microscopic
pictures of scattering processes. However, figure 2.5(b) indicates that elastic and inelastic
scattering should be treated independently. While both processes destroy the coherent
Bloch oscillation, only inelastic ones relax energy and scatter the electron back toward
the origin as was assumed above.
The difference between elastic and inelastic scattering processes was first considered in
[KSS72]. The authors replaced the simple relaxation time approximation in equation
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(2.8) by dividing the distribution function into its symmetric and antisymmetric part.
They could introduce independent relaxation time approximation terms for both parts
since the total energy is the integral over the symmetric part of the distribution while the
drift velocity is the sum over the antisymmetric part. Energy is relaxed only by inelastic
scattering with a characteristic time τi. The velocity, proportional to the antisymmetric
part of the distribution, depends both on elastic and inelastic scattering. Therefore, for
this part of the distribution the elastic and inelastic scattering rates have to be added, re-
sulting in the relaxation time τ = τiτe
τi+τe
. From this approach a velocity-field characteristic
of the form
vd = F (T, µ)δ
1/2∆d
2~
ωBτ
1 + ω2Bττi
, (2.16)
is derived [SS84, IDS91, WSG+97], where δ = τ/τi. Except for the term δ
1/2 this resembles
the earlier result 2.14. However, for strong elastic scattering, τ ≈ τe, the peak current
becomes strongly reduced since δ ≪ 1. This essentially reflects the fact that elastic
scattering does not relax energy but rather leads to a heating and, therefore, strong
broadening of the electron distribution. This will be discussed in greater detail in chapter
5, where we will apply an even more realistic model to determine the transport parameters
in surface SL samples. There, also the free direction(s) perpendicular to the superlattice
axis are included, which have so far been ignored in the presented analysis.
2.5 The Esaki-Tsu Bloch oscillator
In their original proposal of the superlattice structure, Esaki and Tsu also estimated the
frequency of the Bloch oscillations in a superlattice. For a typical scattering time of 0.3 ps
and a SL period of 10 nm, one finds a critical field Fc of 2.2 kV/cm. For a field of 3Fc, deep
in the NDC region, for which a large portion of the electrons perform Bloch oscillations, a
Bloch frequency ωB of 10 THz is found. Since this corresponds to an oscillation frequency
fB of about 1.6 THz, Esaki and Tsu proposed to use the superlattice as a solid state THz
source. They imagined that the oscillating electrons should emit an electromagnetic field
at their oscillation frequency. In the following two paragraphs we will see that this simple
picture of Bloch oscillations as a THz source cannot be upheld. Since the presence of
an electromagnetic field strongly influences the superlattice transport, it is necessary not
only to study the static transport in a superlattice but more importantly the dynamic
conductivity. The latter determines the response of the superlattice to the presence of
a high-frequency field. Nevertheless, it is interesting to note that so far the only exper-
imentally measured THz emission from a superlattice [WRS+93, SHOC03] was in exact
correspondence to the simple early oscillator picture. Electron-hole pairs were created in
an undoped superlattice by interband excitations through a short laser pulse. The SL
was biased in the NDC region. The electron-hole pairs performed Bloch oscillations sim-
ilar to electrons in the superlattice and the radiation emitted from these oscillations was
detected. The important difference to an electrically pumped superlattice is, however,
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that the electron-hole pairs were excited coherently through a laser pulse, which in turn
caused them to Bloch oscillate coherently. If Bloch oscillations are excited only by a static
electric field, they have no phase coherence. It can therefore not be deduced from this
experiment that a SL Bloch oscillator would emit at the Bloch frequency.
2.6 The dynamic superlattice conductivity
In order to understand the gain properties of a biased superlattice, it is necessary to
study its dynamic conductivity σ(ω). This was first undertaken by Ktitorov and co-
workers [KSS72]. They extended the formalism which was used in section 2.4 to the
situation where an additional time-varying electromagnetic field is present. Working in
the limit of small amplitude of the alternating field, which allowed the linearization of the
Boltzmann equation, they found a high-frequency conductivity of the form
σ(ω) = σ0
1− ωBτeτi − iωτi
(ω2B − ω2)τeτi + 1− iω(τe + τi)
(2.17)
with
σ0 =
F (T, µ)ne
2τ
m
1 + ω2Bτeτi
=
σ00
1 + ω2Bτeτi
. (2.18)
Here, τi and τe again stand, respectively, for the inelastic and elastic relaxation times
and σ00 is the Drude conductivity. A long-wavelength electromagnetic wave which is
proportional to exp(−αx) has a propagation constant whose conductivity dependent part
α is determined by [AD00]
α =
σ(ω)√
ǫǫ0c
. (2.19)
Thereby, ǫ is the dielectric number, ǫ0 the dielectric constant and c the vacuum speed
of light. From this, we find that the sign of the real part of the dynamic conductivity
determines whether the wave is attenuated or whether it grows. The former situation
corresponds to a positive sign and the latter to a negative when the wave travels along
the positive x-axis. The real part of expression 2.17 is plotted in figure 2.6(a) for the
cases of ωB
√
τiτe < 1 and ωB
√
τiτe > 1. In the first case, the dynamic conductivity
takes on only positive values. In this regime the biased superlattice acts purely as an
attenuator for the alternating electric field. But for electric fields which fulfill the opposite
limit of ωB
√
τiτe > 1, the real part of the dynamic conductivity remains negative for all
frequencies up to the Bloch frequency. In this region, the biased superlattice represents
an active gain medium for frequencies up to the THz range. The optimum gain is found
in the resonance feature close to the Bloch frequency. Therefore, the emission frequency
of a Bloch oscillator will always be smaller than the Bloch frequency. This is in contrast
to the simple Esaki-Tsu picture.
It was mentioned at the beginning of the discussion that the results of Ktitorov
et al. are only valid in the limit of small alternating field strength. Moreover, they
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Figure 2.6: The figure shows the real part of the dynamic conductivity σ(ω) of a super-
lattice calculated according to equation (2.17) in the limits of a small (ωB
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were also assuming an electric bias that produces a Wannier-Stark splitting well below
the width of the miniband. In the last couple of years, also in connection with the
development of quantum cascade lasers in the far infrared region, new theoretical
approaches were developed that extend the validity of expression (2.17) to a much larger
range of parameters. Kroemer [Kro03] extended the Ktitorov result to the regime of
high electric fields, providing at the same time a semiclassical picture of the origin of
the amplification. We will return to this in more detail in chapter 7, where the dynamic
DC transport in surface SL structures is investigated. In [SDR03] the one-dimensional
results by Kroemer were confirmed by three-dimensional Monte-Carlo-simulations.
Willenberg et al. [WDF03] applied the density matrix formalism in order to calculate
general gain curves for intersubband transitions. Their approach is a generalization to
the work of Kazarinov and Suris [KS72] whose predictions led to the development of
quantum cascade laser structures. For high temperatures, Willenberg et al. find excellent
agreement between their quantum mechanical results for gain in a superlattice structure
and the semiclassical solution of the Boltzmann equation. For lower temperatures
they find even higher maximum gain. A good agreement between semiclassical and
quantum-mechanical gain calculations was also found by Wacker [Wac02a] who applied
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the non-equilibrium Green’s functions formalism to the problem of a biased superlattice.
Experimental evidence for the calculated shape of the gain curve was given by Shimada
et al. [SHOC03] who derived the high-frequency conductivity from the THz emission of
time-domain THz spectroscopy measurements. They found excellent agreement between
their results and the semiclassical predictions. Savvidis et al. [SKLA04] also found that
the change in THz transmission through their super-SL structure, when it was biased
during a THz pulse, coincided closely with a semiclassical calculation.
2.7 The Bloch oscillator
From the last section we can conclude that by a Bloch oscillator we mean a super-critically
biased (F > Fc), doped superlattice structure which exhibits gain for all frequencies
below the Bloch frequency. In order to turn this into an active coherent oscillator, the
structure must be combined with an appropriate waveguide for the THz region. Then, the
emission frequency will be determined both by the gain characteristic and the properties
of the waveguide. The superlattice oscillator is in principle a widely tunable device since
the maximum gain lies close to the Bloch frequency which can simply be shifted by
the magnitude of the applied DC electric field. Whenever the term Bloch oscillator is
mentioned in the following sections, we always have a device in mind which corresponds
to this definition.
The discussion in the preceding section showed that a biased doped superlattice is
expected to exhibit gain in the THz frequency range. The question that needs clarification
is, why there exists no Bloch oscillator to date. The single dominant reason for this can
be traced back to the instability of the situation in which a large bias is applied to a
device exhibiting NDC, as it occurs in superlattices. All the forgoing discussions assumed
a homogeneous electric field distribution along the superlattice structure, even in the
NDC region. However, this situation could so far only be realized experimentally in a
few systems through the application of a strong THz field. For biased doped superlattices
with realistic field distributions no gain has been predicted in the limit of small THz fields,
a property which is necessary for the turning on of an active oscillator.
But before this problem is addressed in detail in chapter 4, an introduction into the
technological realization and the electronic properties of surface superlattice structures is
given.
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Chapter 3
Surface superlattices realized by
Cleaved-Edge Overgrowth
3.1 Overview
Modulated two-dimensional electron systems have almost exclusively been realized by the
application of lithographic processes. However, even with electron beam lithography the
modulation period cannot be pushed significantly below 50 nm and the resulting modula-
tion strengths are too small to force the formation of energetically separated minibands.
In 1990 Pfeiffer et al. [PWS+90] realized a two-dimensional electron system directly
on the (110) cleavage plane of a [001] oriented GaAs substrate. The applied method
came to be known as the Cleaved-Edge Overgrowth (CEO) method. With the same ap-
proach Stormer et al. [SPB+91] fabricated an atomically precise, short-period modulated
two-dimensional electron system, i.e. a surface superlattice. However, since the applied
modulation doping led to a Fermi energy far below the top of the miniband, magneto-
transport measurements only showed the formation of a two-dimensional electron system.
Magnetotransport in surface SLs is discussed in detail in chapter 8. In [MRT+00] the same
technique was applied to realize a surface SL structure. In addition to the modulation dop-
ing, the device was equipped with an aluminum gate in order to vary the electron density
in the two-dimensional channel. They also observed purely two-dimensional behavior.
The first non-equilibrium transport studies on CEO surface SLs were reported by
[KZT+95], who used liquid phase epitaxy for the overgrowth step. High quality CEO
surface SLs with wide range tunable densities were first realized by Deutschmann
[DWR+00, DLW+00]. The work of this thesis is based on similar samples and their
structure will be discussed in detail in this chapter and in chapter 5.
The quality of conventional SLs depends mainly on the MBE growth. For high quality
surface SL structures this requirement is not only expected for growth along the typical
[001] direction, but also for growth along the perpendicular [110] direction. The MBE
machines used for the sample growth during the time period of this work continuously
produced two-dimensional electron systems with mobilities beyond 107 cm2/Vs and 3 ×
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106 cm2/Vs for the [001] and [110] directions, respectively.
The following sections give a detailed account of how the surface SL structures of
this work were realized and how their equilibrium electronic properties were calculated.
The band structure calculations are performed with a self-consistent Schro¨dinger-Poisson
solver. Results similar to the presented ones have also been found in a perturbation
calculation approach [GVB+03, GBE+02]. The last section gives a short discussion about
the standard measurement technique.
3.2 Technological realization
The term surface superlattice refers in this work to a two-dimensional electron system
that has a strong, short-periodic modulation in its immediate vicinity. All presented
structures are realized through growth on the cleaved surface of an undoped conventional
superlattice. Figure 3.1 shows a cut through the sample in a plane spanned by the two
subsequent growth directions. The initial MBE growth is performed on a standard semi-
insulating [001]-oriented GaAs substrate. The growth is started with a thin layer of GaAs
followed by a transition SL, since the alternation between the two materials of this SL
leads to a smoothing of the growth surface. Both layer sequences are not shown in figure
3.1 as they have no influence on the transport properties of the surface SLs. Alternatively,
it is possible to work on n+-doped GaAs substrates. In this case the lower doped n+-layer
of figure 3.1 is immediately grown on top of the wafer. The lower n+-contact is followed
by the GaAs/AlxGa1−xAs SL structure which acts as the modulation potential for the
two-dimensional electron system. The first growth step ends with another n+-GaAs layer
on top of the SL. The two n+-layers are used to contact the surface SL.
After the first growth step, the sample is removed from the MBE machine and is
thinned to a thickness of about 100µm by chemical polishing, which is necessary in order
to achieve an atomically precise cleave. The wafer is then cut into small rectangular pieces
which are marked with a small scratch along the [1-10] direction. The scratch predefines
the line along which the piece of wafer is cleaved before the second growth step. Mounted
standing on a special holder, the pieces are put back into the MBE chamber, where they
are cleaved and immediately overgrown. This second growth step starts with an optional
GaAs quantum well which is referred to as the cleaved-edge well (CEW) throughout this
work. This well is followed by an AlxGa1−xAs barrier which essentially acts as a non-
conducting dielectric barrier between the two-dimensional electron system and the n+
doped GaAs layer which completes the second growth step.
The wafer pieces are then taken from the machine and a mesa is etched to reveal the
buried n+-GaAs layer. Multiple samples are cleaved from each wafer piece and ohmic
contacts are applied to the three n+-layers. The ohmic contacts are made from annealed
indium. The sample is finally mounted on a small piece of circuit board, gold wires are
attached and everything is soldered to a standard IC socket. The individual steps of the
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Figure 3.1: Schematic drawing of a surface superlattice structure.
realization of a surface SL are summarized in figure 3.2.
3.3 Basic electronic properties
Without additional bias, the structure described in the last section is electrically inert.
The surface superlattice needs to be switched on since there is no doping in the CEW
of the second growth step. The opening of the two-dimensional channel is achieved by
applying a positive electric bias to the n+-layer of the second growth step. This part will
from now on be referred to as the gate. The gate potential can be defined with respect
to one of the other two n+-contacts attached to the undoped SL. The gate bias leads to
a bending of the conduction band at the interface between the CEW and the dielectric
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Figure 3.2: Preparation steps for the realization of a surface superlattice.
gate barrier. At a critical voltage, electrons start to flow into the interface region and
a two-dimensional electron layer is formed through which transport can be studied by
the application of an additional bias between the two SL contacts. All applied voltages
are defined with respect to the same ground potential (cf. figure 3.1). The situation is
similar to the working principle of a field effect transistor [Sze81, Chapter 8], although the
contacts applied to the two-dimensional channel are quite different in the two structures.
Just as in the case of transport through a conventional SL, the band structure has to be
known in order to describe the transport through the sample. Unfortunately, the effective
potential experienced by the electrons at the interface between SL and gate barrier is more
complicated than in the original SL problem. The increased complexity results from the
two-dimensional confinement both due to the SL potential and the triangular gate induced
potential. Neither the localized states within one quantum well as needed for a tight
binding calculation, nor possible quasi-free states as input for a Kronig-Penney problem
like approach can easily be deduced. Additionally, the electric charge of the electrons in
the two-dimensional channel strongly influences the total potential. Therefore, it becomes
necessary to self-consistently solve the Schro¨dinger and Poisson equations.
The input parameters for this calculation are the grown material sequences, the dop-
ing profile of the layers, and the boundary conditions of the device, including any applied
bias. The Schro¨dinger and Poisson equations are then solved recursively until stable solu-
tions for both equations are found. The calculation usually yields the quantized electronic
states in the system together with the corresponding wave functions and gives the electron
density distribution inside the simulation area. Already in an arbitrary one-dimensional
problem the numerical solution process becomes quite intricate and complex. In two
dimensions the situation becomes even worse. Fortunately, the simulation of nanostruc-
tures has become an active field itself in solid state physics and has yielded a number
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of non-commercially available simulation tools. All device simulations shown throughout
this work were performed with the program nextnano3,1 developed at the Walter Schot-
tky Institut in the framework of Sonderforschungsbereich 348. For details concerning the
internal structure of the simulation tool we refer the reader to www.nextnano.de.
3.4 Self-consistent device simulations
Before we embark on the summarization of the device parameters of the studied surface
SLs, it seems advisable to study one specific simulation in more detail. The input for
such a simulation consists of the active region of a device as sketched in figure 3.1. For
the undoped superlattice we choose, in accordance with actual devices, wells of 12 nm
and barriers of 3 nm width. The doping density in the n+-layers and the gate contact
is 5 × 1017 cm−3, a value also taken from measurements. The width of the CEW is
10 nm and the number of superlattice periods was limited to 25. Although real structures
have sometimes more than 100 periods, the results do not change significantly for larger
number of periods and a smaller simulation region helps to speed up the anyhow lengthy
simulations. The doped layers are included in the calculation in order to study how the
surface SL is connected to its contacts. A positive gate voltage is applied, but there is no
bias across the undoped superlattice structure. Simulations with an applied SD-bias were
also attempted, however, nextnano3 did not yield reliable results in this situation, if any.2
The calculated equilibrium band structure will later be used as input for a semiclassical
transport description in surface superlattices.
The current in this structures is carried by electrons occupying the conduction band
between the doped regions. Figure 3.3(a) shows the calculated shape of the conduction
band edge. The Fermi energy which divides the occupied from the empty states lies at
E = 0 eV, and all areas shown in a dark gray color3 lie below this value. The doped
contact layers on the outside of the structure along the [001] direction naturally show a
dark gray color.
Between them the superlattice conduction band shows the regular discontinuous steps
of the GaAs/Al0.3Ga0.7As heterojunctions. For both wells and barriers the band edge lies
above the Fermi energy which reflects the fact that the SL region is undoped. Later, it
will be seen that this is not strictly true since there is some unintentional doping. The
level of this doping is, however, rather small and results in a very small current density.
In the [110] direction it is found that the applied gate bias bends the conduction band
downwards. The band edge in the CEW is pulled below the Fermi energy and electrons
1An other simulation tool called Aquila [Rot99] was initially also used and showed results in good
agreement with nextnano3. Due to problems with non-periodic boundary conditions its use was discon-
tinued.
2Newer versions of the program show major improvements for two-dimensional simulations, so this
problem might now be tractable. Nevertheless, for devices as introduced in the next chapter, the simu-
lations would require an unacceptable running time.
3except for the top of the barriers in the SL.
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Figure 3.3: (a) Bandstructure and (b) density resulting from a two-dimensional device
simulation. Graph (c) shows part of the integrated density of the two-dimensional channel.
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from the contacts flow in and form a conducting layer (cf. right part of figure 3.3(a)).
The band discontinuity of the gate barrier prevents these carriers from escaping into the
gate contact. The Fermi energy of the gate contact is offset from E = 0 eV by 0.3 eV due
to the gate voltage.
Figure 3.3(b) shows the electron density resulting from the same quantum mechanical
calculation. It nicely reveals how the electrons build up an accumulation layer inside
the CEW. This charge accumulation is not restricted to the undoped superlattice region,
but is also found in the doped contact layers. In this side region an even larger electron
sheet density is found in the CEW. These electron rich areas ensure that the doped layers
act as low resistance ohmic contacts for the two-dimensional channel. A two-dimensional
density inside the accumulation layer can be calculated by integration of the density n
along the [110] direction. The corresponding result, depicted in figure 3.3(c), shows a
strong periodic modulation. The electrons show an increased probability of being found
in the region next to a SL well. For all semiclassical calculations we work with the average
charge density in the channel.
The band structure En(k), the starting point for all semiclassical calculations, can
be deduced from the eigenvalues and wavefunctions of the quantum mechanical states
in the accumulation layer. Figure 3.4(a) shows the obtained energies. Only eigenvalues
for extended states are considered.4 The energies are sorted by increasing value and are
plotted against their respective numbers. We see that the states deviate from the free
electron parabola, and forbidden energy regions originate. This result is very similar to
the miniband and minigap formation in conventional SLs. This analogy is based on a
visual comparison since the energies are plotted versus eigenvalue number, whereas the
SL dispersion relates the energy to the Bloch wavevector k. However, since only the
energies for extended states are plotted, each of these states corresponds to one Bloch
wavevector k. And since we know from conventional superlattices that the gaps occur at
the miniband Brillouin zone boundary, the individual minibands can be shifted back into
the first minizone. In this process, one has to distinguish between a shift of the lowest
energy to the origin and a translation by a reciprocal lattice vector of length 2π/d. The
decision is based on whether the minibands originate from the ground and excited states
of the SL potential (as in conventional SLs) or from the ground and excited states of the
gate induced confinement.
When the modulation potential in [001] direction is so strong that no mixing of the
SL well states occurs, then, the overlapping confinements of the superlattice wells and the
triangular well produce isolated quantum wire states in the accumulation region. These
states can easily be distinguished by their number of nodes in the [110] direction. The
nth state of the triangular well has n − 1 nodes [Dav98]. For weaker SL modulation
strength, the states in the SL wells mix and form minibands. This occurs independently
4The simulations also produce eigenenergies with localized wavefunctions. These states are artificially
produced by the calculation due to the boundary conditions on the quantum region which covers only
the small part of the accumulation layer and not the whole device. These states are ignored.
36 CHAPTER 3. SURFACE SUPERLATTICES
-1 0 1 2 3
-5
0
5
10
15
20
25
30
2nd minigap
3rd MB
2nd MB
zonefolding
k [p/d]
E
n
e
rg
y
[m
e
V
]
simple shift
1st MB
1st minigap
free electron
dispersion
a) b)
1stMB
2nd MB
Figure 3.4: (a) Energy eigenvalues of a two-dimensional device simulation. (b) Wavefunc-
tions, each belonging to one individual eigenenergy of the lowest (upper plot) and first
excited (lower plot) miniband.
for each state of the triangular well. Thereby, the number of nodes in the [110] direction
will not change. Thus, the minibands can be distinguished by the number of nodes in
the second growth direction. In figure 3.4(b) two wavefunctions of states lying in the
first and second miniband are plotted. We see that the state of the first miniband has
no node along the [110] direction. But the state of the second miniband possesses one
node. Therefore, the lowest miniband is formed from the ground state of the triangular
well, whereas the second miniband results from the first excited state of the triangular
confinement potential. The states of the third miniband possess two nodes (not shown).
Thus the shown minibands originate from the ground and excited states of the gate
induced confinement. No excited state of the SL confinement potential participates in the
formation of the calculated minibands. This means that all shown minibands have to be
shifted back to the origin. A translation by a reciprocal lattice vector would apply only
to a miniband formed from an excited state of the SL confinement potential. However,
such minibands are found at very large energies since the SL confinement is much stronger
than that of the triangular well. The number of states which would need to be computed
in order to find them is beyond the abilities of the simulation program. One more thing
to note about the excited minibands is that, due to their excited nature, the probability
distribution of their eigenstates is shifted into the undoped superlattice region. Thus,
electrons in these minibands experience a stronger modulation than those in the lowest
miniband. On one hand this results in a weaker coupling with smaller resulting miniband
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widths. On the other hand, any intraband relaxation due to the superlattice potential is
much stronger for these electrons.
The energy gaps of the surface superlattices are much smaller than those found for
conventional superlattices with identical parameters. Thus, one could infer that electrons
can much more easily escape to excited minibands once a strong electric field is applied.
But this is not necessarily true. The reason for this is that the different minibands result
from the overlap of states that belong to different energy eigenvalues in the gate induced
triangular confinement. In the ideal case, these different eigenstates are orthogonal to
each other, and thus the wavefunctions of different minibands can be expected to have
very small spatial overlap. This in turn makes a transition of electrons from one miniband
to the other very unlikely. We will see in later sections that the transport characteristics
indeed show no such transition between minibands.
For a fixed SL potential, the simulation results depend mainly on two device parame-
ters:
1. Thickness of the CEW:
Figure 3.5 shows the eigenenergies of surface superlattices as described above for
CEW widths of 0 nm, 5 nm, 10 nm and 20 nm. The applied gate bias was the same
in all four cases, resulting in almost identical densities. For each lowest miniband a
cosine fit with a dispersion as given in equation (2.2) is also plotted.
There is a number of distinct features that change with the CEW width. The
miniband width strongly increases as the CEW becomes thicker. This is readily
understood since a thicker well leads to a reduced strength of the modulation po-
tential, which in turn leads to a stronger coupling between the quantum wire states,
reflected in wider minibands. In the limit of an extremely thick CEW, the disper-
sion is expected to resemble the GaAs band structure without any gaps since the
modulation strength vanishes. This return to the pure GaAs behavior is also clearly
seen in figure 3.5 by the shift of the inflection point of the miniband towards the
mini-Brillouin zone boundary. The position of this point is given by the k-value
where the effective mass m(k) = ~2
(
∂2E
∂k2
)−1
changes its sign from positive to nega-
tive. Such a point exists since the dispersion has to be flat at the zone boundary (cf.
discussion in [AM76, Chapter 9]). For the strongest modulation (0 nm CEW) this
point lies at ±π/2d. In this case, the cosine fit is close to perfect. But even for the
10 nm CEW the cosine fit is still not too bad. A wider CEW also reduces the ex-
tension of the forbidden energy ranges. This is again due to the reduced influence of
the modulation potential. Thus, in our structures the CEW width introduces a new
design parameter which allows to tune bandwidth and gaps in opposite directions.
2. Gate voltage:
The value of the applied gate voltage has a profound influence on the band structure.
A larger gate bias results in a steeper triangular potential confinement. This leads
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Figure 3.5: Calculated miniband structures of surface superlattices with identical super-
lattice structure, but different cleaved-edge well (CEW) thicknesses. The gray lines show
fits with the cosine approximation. For clarity the data for different CEW-samples have
been offset laterally. The position of the inflection point in the lowest minibands is marked
by a horizontal arrow.
on one hand to an increasing electron density in the accumulation layer and is
accompanied by a shift of the center of the electron wavefunctions towards the gate
barrier. Thus, the effective strength of the modulation potential decreases which
contributes in the case of a finite CEW width to an increasing miniband width. On
the other hand, the steeper triangular potential leads to a larger energetic separation
of the confined states. As a result, the minigaps between the minibands become
wider. Since the ground state of the triangular confinement increases in energy when
the potential becomes steeper, the effective height of the SL modulation potential
is also reduced. This contributes to an increased miniband width. All these effects
are summarized in figure 3.6, where all plotted energy values are given with respect
to a common zero energy value (E = 0 meV).
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Figure 3.6: Calculation of the widths of the lowest two minibands (∆1,∆2), the chemical
potential µ, and the density of a 5 nm cleaved-edge well structure for increasing applied
gate bias.
The same figure also shows the chemical potential at T = 4.2 K. It was calculated using
the relationship between density n and chemical potential µ
n =
1
2π2
∫ +∞
−∞
∫ +pi/d
−pi/d
f(k[001], k[11¯0], µ, T ) dk[001]dk[11¯0] (3.1)
where f(k[001], k[11¯0], µ, T ) is the Fermi-Dirac distribution
f(k[001], k[11¯0], µ, T ) =
1
e
E(k[001],k[11¯0])−µ
kBT + 1
. (3.2)
The energy expression entering the Fermi-Dirac distribution is given by
E(k[001], k[11¯0]) =
~k2[11¯0]
2m
+
∆
2
(
1− cos(k[001]d)
)
. (3.3)
In the last expressions we considered not only the [001] direction along which the transport
takes place, but also the perpendicular free direction [11¯0]. Since the problem is symmetric
about this axis, there is no net current transport along [11¯0]. However, in order to find
the chemical potential, the complete problem has to be addressed.
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3.5 About minigaps
The discussion about SL transport has so far been exclusively one-dimensional. But in
the case of conventional SLs there are two free perpendicular directions and in the case of
a surface SL there is one free direction. Due to these additional degrees of motion there
are always electronic states at the Fermi energy, even when the latter is shifted into the
first minigap. In this sense the minigap is not a true gap. The situation is shown in figure
3.7.
For all further discussions the [001] direction is identified with the x-axis and likewise
the [110] and [11¯0] directions with the z- and y-axis, respectively. In the situation where
only an electric field along the superlattice axis is applied, the free direction comes into
play only when considering the electron distribution in the miniband. This will become
especially important when the average electron temperature of the distribution is calcu-
lated in chapter 5. The expression for the drift velocity which is derived there is quite
different from the one given in chapter 2 from purely one-dimensional considerations.
The additional free direction becomes even more important when a magnetic field is
applied perpendicular to the accumulation layer. Then, the transport problem becomes
fully two-dimensional, and it will strongly depend on the states in the free direction.
Within the semiclassical model the real-space motion of an electron can be directly linked
closedorbit
at EF
open orbit
at EF
E =F m D<a)
b) E =F m D>
Figure 3.7: Two-dimensional band structure of a surface superlattice. The Fermi level is
shown by the black plane for the situation of being smaller (a) and larger (b) than the
miniband width. The corresponding Fermi contours are shown on the right.
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to its k-space trajectory [AM76, chapter 12]. As figure 3.7 shows, this trajectory will
strongly depend on the value of the chemical potential. If the latter resides inside the first
(VGate ≤ 0.5 V in figure 3.6) or second miniband, the electrons at the Fermi level5 EF = µ
can perform a rotational motion along a closed trajectory. But as soon as the chemical
potential moves inside the first minigap (VGate > 0.5 V in figure 3.6), a closed orbit is no
longer possible. Thus, we can expect a strong change in the transport properties when
this transition from open to closed orbits occurs. This situation is discussed in detail in
chapter 8. The results found there provide an experimental justification for the calculated
band structures of this chapter.
3.6 Device operation
The simplest experimental approach for the determination of the transport properties
of a SL structure is the measurement of the current-voltage characteristic. The setup
for such a measurement, applied to the surface SLs of this work, is shown in figure 3.8.
Each of the two n+-layers of the first growth step is contacted with two separate metal
contacts. The pads 1 and 4, which are farthest from the two-dimensional electron system,
are used to apply a DC bias across the sample structure. In this circuit loop also the
total current ISD flowing through the system is measured. In order to exclude the voltage
drops across the metal-semiconductor junctions across pads 1 and 4, the voltage on the
5At low temperatures, the difference between the chemical potential and the Fermi energy is negligible.
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Figure 3.8: Schematic drawing of the electric circuit for a standard current-voltage char-
acteristic measurement.
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sample, referred to as the source-drain voltage VSD, is independently determined using
pads 2 and 3. Although this approach equals the usual four-point measurement scheme,
there is one important drawback to these structures: the determined four-point voltage
is not applied directly to the surface superlattice but rather to some specific points of
the n+-layers. There is no direct access to the voltage applied to the surface superlattice
only. By measuring the resistivities of the n+-layers and the length of the path between
pads 2 and 3, the series resistance included in the voltage drop across pads 2 and 3 can
be determined. Then the voltage drop across the series resistance can be subtracted from
VSD to arrive at the bare voltage drop across the two-dimensional system. Nevertheless,
we will see in the upcoming chapters that such a simple approach is no longer possible
under somewhat more complicated circumstances.
The two-dimensional electron system of the surface SL structure is created by applying
a positive bias to the side gate. This part of the design bears great similarities to that of
a metal-oxide-semiconductor field-effect transistor (MOSFET). In analogy to this device,
we will call the grounded contact the source and the one where the voltage across the
two-dimensional channel is applied the drain. A MOSFET, which is an integral part of
nowadays electronics [Sze81, Chapter 8], has for small applied drain bias a linear transport
characteristic. The two-dimensional channel essentially represents a resistor whose value
depends on the applied gate bias. However, in addition to driving a current through the
conducting channel, the drain bias also reduces the effective channel width at the drain
end of the device. The reduced effective gate voltage leads to a shift in the Fermi energy
so that the channel starts to deplete. At this point the transport characteristic saturates
and becomes sublinear. Once the applied drain bias reaches a value at which the channel
is completely depleted, the current flow beyond this pinch-off point stays constant since
the current driving voltage is pinned at the channel pinch-off value. A further increase in
voltage only moves the pinch-off point closer to the source contact [Sze81, Chapter 8.2.2].
Since the surface superlattice, too, possesses a gate induced channel, we can expect the
device to show similar behavior once the channel pinch-off is reached. Though, due to the
different contact geometries and the superlattice present in our device, it is unclear what
the device characteristic will look like beyond saturation.
However, before a study of the transport characteristics of surface superlattices is
attempted, it is essential to deal with the aforementioned topic of electric field instabilities.
Superlattice transport is very strongly influenced by this phenomenon and its appearance
or non-appearance introduces certain limitations on the current-voltage characteristics of
SL devices. Therefore, the next chapter deals with negative differential velocity and its
consequences for the transport in a SL structure.
Chapter 4
Density fluctuations and electric
field instabilities in semiconductor
devices exhibiting negative
differential velocity
4.1 Overview
The terminology of electric field instabilities refer to the situation where the electric
field applied to a homogeneous medium splits up into regions of different values due to
internal microscopic processes. In the case of superlattices this occurs due to the electron
localization by the electric field. This localization leads to a negative differential drift
velocity (NDV) when the electric field becomes larger than a critical value Fc. However,
the concept of electric field instabilities applies universally to devices which exhibit NDV.
Whenever such a device is biased in the negative slope region of the NDV characteristic,
it becomes unstable. A small fluctuation in the carrier density leads to a growth of this
fluctuation. Eventually, regions of large carrier accumulations are developed inside the
sample. The situation stabilizes as soon as the electric fields in the different domains
reach values for which the velocity-field trace has positive slope. However, diffusion also
balances the accumulation of carriers, and since the electrons overall keep on moving
through the device, the contacts also play a major role in the determination of the actual
transport properties.
Before studies [Ign80, IS84, IPS85, IS87, ML94] about electric field instabilities in SLs
were undertaken, the topic had already been discussed in great detail for Gunn devices
[Kro66, Kro68, Hak67]. In these structures, NDV results when large electric fields transfer
electrons from the Γ-valley to the L-valley.1 In the latter the electrons have a much lower
mobility than in the former which increasingly decreases the drift velocity when more and
1The described process applies to GaAs. For other materials different valleys can be involved, although
the physics stays the same.
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more electrons are transferred. Transport experiments [SPM+89, SPWM90] with SLs over
a wide parameter range have shown that the results for Gunn devices can also be applied
to SL structures.
In the following discussion, we first introduce the concept of electric field instabilities
and explain then what differences between conventional and surface SLs can be expected.
In the calculation of the onset of instabilities in surface SL structures an important con-
tribution from Bernhard Rieder, who derived the closed form expression, is gratefully
acknowledged. In [Kum68] a somewhat similar argument has been presented for Gunn
devices.
4.2 Origin of electric field instabilities
Let us at first try to understand how field instabilities originate in a bulk device that
has a velocity-field characteristic whose derivative is negative between the fields Fc and
F2 as shown in the right part of figure 4.1(a). Assume that the voltage at the device is
increased instantaneously to a value such that the electric field inside lies just beyond
the negative differential velocity (NDV) peak. If a fluctuation in the density along the
device occurs in this condition, the Poisson equation leads to an electric field distribution
where the field inside the fluctuation is somewhat higher than in the outside region (cf.
figure 4.1(b)). This leads, according to the NDV relation, to a drift velocity distribution
as shown in figure 4.1(c). In the region of enhanced electric field the electrons move
slower than in the rest of the device. As a consequence, an increased number of electrons
flows towards the instability and less flow out. The fluctuation grows instead of being
smoothed out. The latter usually happens in devices without NDV. But in a NDV device
the electric fields inside and outside the fluctuation drift further apart. The drift ends,
when the large and small electric fields reach values at which both the derivative of the
velocity-field characteristic is positive (Points F< and F> in figure 4.1(a)) and the drift
velocity is equal. At this point the instability has become stable and can move through
the device (cf. figure 4.1(d)). Such a traveling dipole domain is the working principle of
a microwave emitting Gunn oscillator [Kro72].
4.3 Instability regimes
The conclusion from the above section is that NDV automatically leads to an instability of
the electric field. In real devices the situation is more complicated. One important factor
comes from the finite extension of the structure. It has contacts attached that in turn
make it subject to specific boundary conditions. If the device length L is smaller than
the extension of the dipole domain or the length scale across which the dipole domain is
formed, the traveling dipole domain mode breaks down. The same is true if the electron
density n in the system is not large enough to form a fully grown domain. Then, the
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Figure 4.1: (a) Schematic drawing of a semiconductor device with a velocity-field char-
acteristic (shown on the right side) that has a negative slope in the electric field range
between FC and F2. (b), (c) Schematic plot of the density and velocity distribution along
the device when a small fluctuation is present. (d) Evolution of the potential distribution
inside the device for three different times. The dashed line shows the homogeneous drop
of the potential across the device before the fluctuation occurs. At t3 the slopes of the
potential inside and outside the fluctuation have taken on the limiting values of F< and
F>. The resulting fluctuation no longer changes in form and is referred to as a fully grown
electric field domain.
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traveling dipole domain again becomes an invalid description.
In the course of the investigation of transport in Gunn diodes it was found that there
are three specific transport regimes that can be distinguished [Hak67, Kro66] according
to their so called ’nL-product’ value.2
1. If the sample properties fall into the region nL2 < 2 × 107 cm−1, then the growth
of space charge fluctuations is completely suppressed. The resulting static electric
field distribution is strongly non-uniform and DC3 NDC is not observed in transport
measurements.
2. For the conditions nL2 > 2 × 107 cm−1 and nL < 2 − 5 × 1011 cm−2 space charge
fluctuations can grow, but no fully grown domain is established. In this regime, the
electric field can be assumed to be close to homogeneous [Hak67] and it is possible
to use the device as an amplifier for frequencies in the GHz regime4 [Hak67]. Again,
no DC NDC occurs.
3. Once the device reaches the regime nL > 2−5×1011 cm−2, transport is dominated by
the traveling dipole domain mode. The devices first investigated by Gunn [Gun63],
[Gun64] show this transport behavior. The current-voltage characteristics in this
regime show DC NDC, however, mostly in form of discontinuous jumps.
In the following, regime number 2 is called the intermediate or space charge wave growth
regime. Devices in the third transport regime are referred to as operating in the traveling
dipole domain mode.
The above given results have been found during the investigation of the electron trans-
fer effect in semiconductors. The different mobilities in the participating conduction band
valleys lead to a drift velocity-electric field characteristic with negative slope. In chapter 2
we saw that the nonlinearity of the superlattice dispersion also leads to NDV. Therefore,
it can be expected that the transport in SLs bears strong similarities to the one in Gunn
oscillators, as long as the physical origin of the NDV is not concerned directly. In the
late 1980s and early 1990s Sibille et al. [SPMM89, SPM+89, SPWM90] performed exper-
iments on superlattices with a wide variety of different parameters. They found that the
results for Gunn devices also hold true in superlattices. The critical density-length prod-
uct for the observation of DC NDC was experimentally determined to be of the order of
1012 cm−2 [SPM+89], which is very close to the value given above. They could also show
that the NDV was caused by the non-linearity of the miniband dispersion [SPWM90],
2In section 4.4 it is shown in some detail from what considerations these different regimes originate.
3The specification of the term ’DC NDC’ stresses that the discussions in this chapter assume only the
presence of a static electric field.
4This AC field amplification is a pure transit time phenomenon where the AC field interacts with a
space charge that traverses the sample with the velocity vd. It has no connection to the gain mechanism
described in chapter 2 and chapter 7.
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and they could operate the superlattice as an amplifier5 in the intermediate nL-product
regime [SPM+89].
Superlattice transport can therefore be divided into the three regimes given above.
For extremely short and almost undoped SLs the electric field inside the device is static
and strongly inhomogeneous. In such a device the Bloch oscillator arguments of chapter
2 become obsolete. This can also be said for SLs working in the regime of traveling dipole
domains. Here, the system also operates far from the homogeneous field distribution that
is the foundation of the Bloch oscillator. Doped SLs with typical parameters fall into this
category. Since the dipole domains, just as in a Gunn diode, lead to an oscillating current,
active oscillators can be made from these SLs [KHP+97], [SBH+98]. Their upper operating
frequency limit is estimated to go up to 1 THz.6 Only the intermediate transport regime
offers an almost homogeneous field distribution while avoiding the growth of dominating
dipole domains. Unfortunately, for sufficient device lengths, the doping density in the
superlattice has to be reduced drastically in order to reach this quasi-stable situation. As
a result, these devices show very low current densities and provide very low gain according
to the discussion in chapter 2.
Nevertheless, Savvidis et al. [SKLA04] try to realize an active oscillator by operating
a superlattice structure in the intermediate transport regime. They reduce the sample
length for medium doping densities down to 10 to 15 SL periods and then connect many
of these extremely short sections to a super-superlattice. However, it remains to be
seen whether this leads to enough gain to overcome the device losses. Another, density
independent suggestion for domain free superlattice transport was made by Daniel et al.
[DGSA03]. They performed transport simulations on superlattices that are shunted by
conducting sidewall layers. Their results showed that the shunt can stabilize the field
distribution inside the SL up to a lateral thickness of a few microns. We show in the next
section that such a setup can actually be realized in the surface SL system.
However, the main reason for the investigation of surface SLs was that a reduction
of the dimensionality of the SL system has a profound influence on the Poisson equation
when electric field instabilities are modeled. This difference was expected to lead to a
much greater stability against domain growth in such a two-dimensional system. Both an
algebraic and a numerical analysis of the problem show that this is indeed true, and this
topic is discussed in detail in the following section.
4.4 Instabilities in surface superlattices
The principal difference between a charge carrier density fluctuation in a conventional
superlattice and one realized by CEO is shown in figure 4.2. In the 3D system there are
5The basis for this amplification is again a transit time effect and is in no way connected to the Bloch
gain discussed in chapter 2.
6So far, all realized active oscillators show frequencies below about 150 GHz which seems to be an
upper limit.
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Conventionalsuperlattice:
Sheet like fluctuation Wire like fluctuation
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d
Figure 4.2: The left part of this figure shows an electron accumulation area (shaded
region) in a conventional SL. Since it quickly spreads out along the two directions of free
electron motion, it resembles a charged plate. The same reasoning leads to a charged wire
form for a fluctuation in a surface SL as shown in the right part of the figure.
two free directions perpendicular to the superlattice axis along which the electrons can
move with a mobility much higher than along the superlattice. Therefore, a fluctuation in
the carrier distribution spreads out fairly quickly along these directions and the fluctuation
will resemble a charged plate for other electrons away from the fluctuation (cf. left part
of figure 4.2). There is only one such free direction in the 2D case and consequently
the fluctuation looks like a charged wire (cf. right part of figure 4.2). When we solve
the Poisson equation for these fluctuations, we can expect the electric field of a plate
capacitor for the 3D case and that of a charged wire for the 2D system. The former
is simply constant perpendicular to the charged plate whereas the latter one drops off
inversely with the distance from the wire. It is this reduction in electric field which leads
to a slower build up of the charge carrier accumulations in surface SLs and results in the
fact that the 2D system is stable up to larger nL-products compared to conventional SLs.
To put this into more quantitative terms, the drift-diffusion model is used to solve for
the short-term stability of the system after introducing a fluctuation around a stationary
state characterized by j0 = en0vd(F0). Here n0 is the equilibrium carrier density, vd
the average drift-velocity at the applied external field F0, and j0 is the resulting current
density. To this stationary state a fluctuation in form of a space charge wave proportional
to eikz−iωt is added. Accordingly, small oscillatory terms have to be added to all stationary
quantities: F = F0 + η, n = n0 + ν and j = j0 + χ, assuming η, ν, χ ∼ eikz−iωt. Hereby, k
and ω(k) are the properties of the space charge fluctuation and the value of ω determines
the temporal evolution of the fluctuation. In order to determine ω, the new system
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parameters must be inserted into the drift-diffusion (D is the diffusion constant) and
continuity equations,7
j = env − eD∇n (4.1)
∂n
∂t
= −1
e
∇ · j . (4.2)
From these we find
iων = ik(νvd(F0) + n0
∂vd
∂F
(F0)η − ikDν) . (4.3)
Then, once the Poisson equation
∇ · F = − en
ǫǫ0
(4.4)
has been solved for η, we can extract the time evolution of the fluctuation from the
dispersion ω(k). In order to arrive at a closed form expression for the electric field η, it is
assumed that the charged wire of the 2D system actually resembles a charged plate with
infinite extension in the free direction and a thickness equal to the 2DEG width δ = 2ξ
(cf. right part of figure 4.2) in the confinement direction. This should give a realistic
picture of the situation since an electron which is far from the fluctuation simply sees a
charged wire whereas an electron located very near (< ξ) the fluctuation sees a charged
plate just as in the 3D situation. This can also be viewed as going from 3D to 2D by
shrinking one of the free directions from infinite extension down to the width δ of the
2DEG. In this geometry the Poisson equation results in
ikη =
e
ǫǫ0
ν − e
πǫǫ0
∫ L
0
νe−ik(z−z
′) ξ
ξ2 + (z − z′)2 dz
′ . (4.5)
Here L is again the length of the sample. The fact that the surface superlattice is very
thin, ξ ≪ L, allows an extension of the integral limit to infinity. Then, with∫ +∞
−∞
cos(kz)
ξ2 + z2
dz =
π
2ξ
e−ξk , (4.6)
the dispersion ω(k) of the fluctuation is found according to
ω = kvd(F0)− i
(
Dk2 +
σ0
ǫǫ0
(1− e−ξk)
)
. (4.7)
Here σ0 is the (negative) differential conductivity at F0. Although the result for ω was
calculated after a linearization of the drift-diffusion equations, the results are expected
to describe the behavior for small fluctuations rather well. Since the fluctuation has a
dependence of the form ∆n ∼ e−iωt, equation (4.7) states that the imaginary part of ω
7The presented calculation is purely one-dimensional. The difference between conventional and surface
SLs enters only through a different Poisson equation. In the numerical investigations mentioned below,
the complete two-dimensional problem was solved.
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can become positive when both NDC is given, meaning σ0 < 0, and diffusion is weak. A
positive imaginary part of ω leads to a temporal growth of the fluctuation.
In the limit ξ →∞, the exponential factor in expression (4.7) vanishes and the result
for a 3D system is recovered. This is quite reasonable since we rebuild a conventional
superlattice if the surface SL is continuously made thicker. Neglecting the exponential
term in equation (4.7), the condition for growth of the fluctuation can be written as
n0L
2 >
4π2ǫǫ0D
e|µ0| (4.8)
where µ0 is the differential mobility given by µ0 =
∂vd
∂F0
and we have assumed that λ = 2pi
k
is bound by the device length L. The right hand side of the growth condition equates
to 4π2ǫǫ0kBTe/e
2 = 8 × 106 cm−1, when the diffusion constant is given by the Einstein
relation D = µkBTe/e at an electronic temperature of 300 K. This value is close to the
condition that was stated in the introductory discussion of the results found for the Gunn
effect in [Hak67] and [Kro66].
It is easy to see that the exponential term in (4.7) leads to a weaker condition for
space charge wave growth. For small ξ we can expand the exponential factor exp(−ξk)
and with the assumption of a maximum wavevector k = 2pi
L
, limited by the length L of
the sample, we find
ω = kvd(F0)− i
(
Dk2 +
σ0
ǫǫ0
δπ
L
)
. (4.9)
This shows that the term responsible for the growth of fluctuations in a 2D system is
smaller by a factor of δpi
L
compared to a 3D system. With a typical 2DEG thickness of
10 nm and a typical superlattice length of about 1 µm, the growth rate is about 50 times
smaller in the 2D system.
During the derivation of this result we assumed that the initial fluctuation has a wire-
like form in the 2D system. However, a real fluctuation will develop on a local scale. Due
to the system having a high mobility direction perpendicular to the superlattice axis this
local fluctuation spreads out quickly into the wire form. But initially the field leading
to the growth of the density fluctuation is even smaller than in the wire geometry. This
means that the nL-product at which fluctuation growth occurs is even higher than just
calculated. In order to quantify this, we performed a numerical two-dimensional drift-
diffusion simulation. From this, it was found that a 2D system is stable against space
charge wave growth for nL-products about two orders of magnitude larger than in a
comparable 3D system, under the assumption of a typical 2DEG thickness of 10 nm.
The boundary between space charge growth and dipole domain mode transport is
determined by the condition that the fluctuation traverses the sample in a time L/vd that
is shorter than the characteristic growth time 1/ω [Hak67]. From equation (4.7) it is
found that all conventional SLs with nL-products fulfilling the condition
n0L <
2πǫǫ0|vd|
e|µ0| (4.10)
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are outside the traveling dipole domain mode. The right side of this condition gives a
value of about 1 × 1012 cm−2 for typical parameters. This is again close to what was
stated earlier as a result found for Gunn devices. For the surface SL we can expect this
value to be also increased by the ratio L
piδ
since the fluctuations in those devices have an
accordingly smaller growth rate. Therefore, the quasi-stable regime of space charge wave
growth lasts up to much higher nL-products in surface SLs. The typical transition density
into the dipole domain mode regime is about 2 × 1016 cm−3 for conventional SLs. With
the additional factor, surface SLs might be expected to stay in the intermediate regime
for densities up to 2× 1018 cm−3. It is also quite interesting to notice that an increase in
the sample length seems to be directly accounted for by the additional 2D factor L/πδ.
4.5 DC NDC in semiconductor devices
At this point it seems important to point out again that although diffusion can balance the
formation of domains, it is impossible to observe DC NDC with a homogeneous
electric field distribution. To see this, imagine a homogeneous electric field along the
device. This would lead to a transport characteristic that shows NDC, according to the
relation j = envd. Now imagine that a voltage beyond the NDC peak is applied to the
device. Then, analogous to our argument in the beginning of the discussion, a density
fluctuation would again lead to a small difference in the electric fields inside and outside of
the fluctuation. This in turn would result in a current distribution where more electrons
flow into the fluctuation than are leaving it. Thus, the fluctuation would again grow and
our argument would evolve in the same direction as before. But now there is a huge
difference. Unlike before, the transport characteristic which shows NDC already includes
the process of diffusion. Thus we can no longer argue that diffusion prevents the build
up of domains. And although the growth of the fluctuation can be small and the electric
field can be close to homogeneous, there is no DC NDC observable.
We can conclude from this that it is impossible to observe DC NDC in a bare device
with homogeneous field distribution. This situation would simply not be stable as was
already pointed out by Shockley in 1954 [Sho54]. In a situation where diffusion is strong
and no fully grown domains are formed, it is important to include the boundary condi-
tions in any theoretical calculation. The whole system will then show no DC NDC. For
very small nL products the electric field distribution will be static and extremely inho-
mogeneous. If space charge growth is possible, but no fully grown domains exist, there
occurs still no DC NDC but the field distribution can be close to homogeneity.
These arguments are of course limited to situations in which drift and diffusion govern
the transport. In situations were transport is for example due to electrons tunneling
across barriers, it is possible to observe stable DC NDC (see e.g. [Sze81, Chapter 9] for
tunneling devices or [Dav98, Chapter 5] for resonant tunneling structures).
52 CHAPTER 4. ELECTRIC FIELD INSTABILITIES
Chapter 5
Transport in surface superlattice
systems
5.1 Overview
The work presented in this chapter describes the successive development of an improved
surface SL design. The transport properties of a number of different sample structures
are discussed. Thereby, it is attempted to shed some light on the manifold observations
that can be made when studying transport in surface SLs.
Up to now there has only been a very limited amount of work concerning itself
with non-equilibrium transport in short-period modulated two-dimensional electron sys-
tems. The first study we are aware of was performed on a GaAs HEMT structure
[BF87b, BF87a]. The gate that was used to establish the two-dimensional electron sys-
tem was two-dimensionally patterned in a periodic grid and led to a periodic modulation
of the electron density. The reported transport characteristics show regions of negative
differential conductivity (NDC). However, no conclusive connection to Bloch oscillations
could be established. The first high electric field measurements on GaAs based CEO
structures were published in [KZT+95]. In these structures, the second growth step was
deposited by liquid phase epitaxy. The two-dimensional electron system was established
by modulation doping. Again, NDC was seen in the current-voltage characteristics. How-
ever, also no conclusive claim towards the existence of Bloch oscillations could be made.
In [DWR+00, Deu01] the first gated CEO samples were investigated with respect to their
non-equilibrium transport properties. Since these samples are the starting point of the
discussion in the next section, the detailed results are presented and explained there.
While NDC is again observed, it turns out that it is not connected to Bloch oscillations,
but rather to the gate structure.
Based on this first design, continuous changes have been made to the sample structure.
The investigation of the different realized devices has led to important conclusions for the
understanding of the general transport properties of surface SLs. One important step
has been the reduction of the superlattice length. While the presented arguments for
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this change are conclusive, important insights have also been gained by THz absorption
experiments performed at the Free Electron Laser facilities at UCSB.1 However, in order
to tighten the discussion, those results are omitted. Nevertheless, the performance of this
experiment has still been an important step for the evolution of the project.
All presented measurements were recorded at a temperature of 4.2 K.
5.2 Transport in long channel devices
An introduction to the realization of CEO based surface SL structures was given in chapter
3. The combination of two growth steps allows the fabrication of two-dimensional electron
systems with, in principle, arbitrary one-dimensional modulation. The two-step process
also introduces a wide parameter space within which the individual sample properties
can be varied. Therefore, we start our investigations with a sample structure that has
previously been studied [DWR+00, Deu01] and which has shown dramatic effects due to
the introduction of a superlattice in the first growth step.
The exact layer sequence of the active region of this structure is shown in figure 5.1(a).2
A 1 µm thick doped contact layer with a doping density of about 1 × 1018 cm−3 forms
the basis on which a 100 nm wide undoped GaAs buffer layer followed by an undoped
superlattice with 12 nm thick GaAs wells and 3 nm wide Al0.32Ga0.68As barriers was
deposited. The number of SL periods was 100, giving a total SL length of 1.5 µm. On top
of the SL a final barrier, for symmetry reasons, followed by another 100 nm wide GaAs
buffer layer were deposited, and the structure was then capped by a second doped contact
layer with properties identical to the lower one. The introduction of GaAs buffer layers
between the superlattice and its contacts is quite common. At the SL boundaries the
artificially introduced symmetry is broken and the concept of minibands can no longer
be used for the description of electron transport in these regions. Since even the lowest
miniband has a positive energy offset with respect to the conduction band edge of GaAs,
the formation of an effective injection barrier can be expected at the SL boundaries.
This has indeed been observed for a wide range of samples [SPM+89, SPWM90] and,
therefore, different kinds of contact-buffer-SL designs have been developed with which
the transport properties at the SL boundaries could be adjusted to the experimental
requirements. These designs include the use of aluminum in the contact layers [PMF+04],
the introduction of so-called transition SLs [SBH+98], which are short SL sections of
varying period that slowly raise the conduction band to the value of the lowest miniband,
or even the deposition of In monolayers in the wells of the SL [PSE+02] which leads to an
effective lowering of the miniband position. Also, in order to exclude electron spill over
effects between contact and SL, undoped GaAs buffer layers were inserted between the
1Similar experiments on the final sample design are presented in chapter 7.
2Before the lower contact layer is deposited, a GaAs buffer layer and a GaAs/Al0.32Ga0.68As SL are
grown in order to achieve a high quality surface for the active structure. Since these additional parts are
electrically inert, we ignore them.
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b) second growth step
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Figure 5.1: The figure shows excerpts from the growth protocols of the first and second
growth step of a surface superlattice structure.
two regions. Thus, the introduction of such a buffer layer in the first growth step of the
surface SL structure seems quite natural. However, we shall see that this GaAs buffer
layer plays a more crucial role in the surface SL samples than in conventional SLs.
In the second growth step (cf. figure 5.1(b)) the structure is overgrown with a 100 nm
wide Al0.32Ga0.68As barrier, protected with 15 nm of GaAs, and a 205 nm wide highly
doped GaAs layer which acts as the gate electrode.
A Kronig-Penney model calculation predicts widths of 3 meV and 13 meV, respec-
tively, for the lowest and first excited minibands. The offset of the lowest miniband with
respect to the GaAs conduction band edge is 25 meV and the width of the first minigap
is 72 meV. For the surface SL without CEW the miniband width, calculated from sim-
ulations as described in chapter 3, is found to also be about 3 meV and can be assumed
constant with respect to the electron density in the two-dimensional channel.
The results of the measurement of the current-voltage characteristics of such a sample
are shown in figure 5.2(a) for a number of applied gate voltages. For zero gate bias there
is no significant current flow up to a SD-bias of about 0.8 V. Beyond this voltage, the
current starts to rise strongly. At a SD-bias of 1 V the current suddenly drops down
showing a region of strong negative differential conductance. For even larger voltages the
current increases exponentially. From this we can infer that the first growth step does not
carry any significant current in the low voltage regime so that the transport for gate biases
in the accumulation regime is solely due to the induced two-dimensional electron system.
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Figure 5.2: (a) Current-voltage characteristics of a surface SL for many different gate
voltages. (b) Magnification of the low SD-bias and low gate bias region of panel (a).
However, the NDC observed at around 1 V must be attributed to the channel across the
undoped SL since it is seen even when the surface SL is not present. It is interesting to note
that the reverse bias trace for zero gate bias shows considerable current flow already at
about−200 mV applied SD-bias. This current cannot flow across the gate which is leakage
free up to much higher voltages in both directions. Therefore, the transport also occurs
across the undoped SL of the first growth step. This is most surprising since this part of
our structure is completely symmetric. The strong difference in transport behavior, which
is observed in all samples grown for this investigation, must therefore be attributed to the
differences in sample structure introduced by the MBE growth itself. One such difference
is the orientation of the GaAs/Al0.32Ga0.68As interfaces. It is known [PWSB89] that GaAs
grows very smoothly on Al0.32Ga0.68As, while the interface in opposite deposition order
possesses a higher roughness. Nevertheless, it seems unlikely that this could lead to such
large discrepancies in the break-through of the bulk SL since the electrons have to cross
both interfaces no matter what direction the SD-bias is applied. Another asymmetry
introduced by the MBE growth is the positioning of the doping material in the structure.
The SL is grown on top of the lower doped contact so that it is quite likely that there
will be some diffusion of Si atoms into the undoped GaAs buffer layer. In contrast, the
interface between the upper buffer layer and contact is sharper since there the contact
is grown on top of the buffer, making diffusion of Si into the buffer during growth quite
unlikely. Again this effect seems not very dramatic since the diffusion length of Si into
the lower GaAs buffer is expected to decrease exponentially on a length scale of some
nanometers. However, we must be aware that now the asymmetry is not introduced in
the SL region itself but at the boundaries of the SL. Thus, it might not be the SL that is
responsible for the different behavior with respect to the transport direction, but rather
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the electron injection into the SL that controls this behavior. The combination of all these
effects must be the reason for the observed asymmetry.
Once the gate voltage exceeds about 200 mV, strong current flow can be observed
in the positive low SD-bias regime which is carried by the accumulation layer, induced
by the applied gate bias. In the gate bias range 200 mV < VGate < 450 mV a region
of relatively weak NDC is observed before the current essentially stays constant until
the bulk SL starts to leak. In the higher gate bias regime beyond 450 mV the traces
show increasingly stronger NDC with a series of smaller features that continuously persist
up to higher SD-bias. Since the NDC is not found in reference samples without SL
[DWR+00, Deu01], it was marked down as a SL effect and was attributed to the onset of
Bloch oscillations as described in chapter 2.4. One attractive feature of this explanation
can be seen in figure 5.2(b), where the surface superlattice I-V-traces in the gate bias range
below 500 mV are enlarged. For both the traces of 400 mV and 500 mV gate voltage
the unconnected experimental current-voltage points are shown. Whereas the 400 mV
curve is still completely smooth, the 500 mV one shows a clear jump at about 57 mV
SD-bias which is characteristic for instabilities as discussed in the preceding chapter.
That would mean that a transition from stable to unstable SL transport occurs as we
increase the channel density. But this is exactly what is theoretically predicted, since
more electrons means a larger nL-product and therefore a crossover into the instability
regime. As intriguing as this explanation sounds, it cannot be true. The reason for this
was explained at the end of the last chapter. In general, it is impossible to observe stable
DC NDC in a drift-diffusion transport regime. This brings us directly to the conclusion
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Figure 5.3: SD-bias position and the corresponding current value of the first NDC peak
of the current-voltage traces of figure 5.2(a) plotted versus the applied gate voltage.
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that the NDC observed in these samples is most probably due to some tunneling effect.
This does not, however, tell us whether this tunneling occurs inside the SL or if it is rather
a boundary effect.
When the position and the current value of the first occurring NDC peak are plotted
versus the applied gate bias, as shown in figure 5.3, it is found that both the peak position
and peak current increase almost linearly over a wide range of gate biases. This behavior
is not quite similar to the changes in the pinch-off point of a MOSFET structure [Sze81,
Chapter 8.2.2]. However, a pinch-off effect would provide a satisfactory explanation for
some features observed in the transport characteristics. Most notably, it could explain
the current plateau observed for all gate biases. Moreover, the fact that the additional
small features which follow the initial NDC peak extend to higher SD-bias for larger gate
voltages also suggests a pinch-off problem since the pinch-off point strongly depends on
the ratio between both voltages.
Further insight can be gained when we study the I-V-characteristics of a sample struc-
ture that possesses identical sample parameters as given at the beginning of the section
with the only difference being that the GaAs buffer layers now have a thickness of 500 nm
instead of 100 nm. The corresponding I-V-characteristics given in figure 5.4(a) show no
NDC for small gate biases, and for larger densities, although present, the NDC is much less
pronounced than in figure 5.2(a). Since we did not change the SL properties but rather the
injection region into the surface superlattice, it can be concluded that the NDC observed
in these samples is very likely due to tunneling processes occurring at the edge of the
SLs. This is also in agreement with the fact that samples in which the SL is replaced by
AlxGa1−xAs with an identical aluminum fraction show no NDC at all, but rather perfect
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Figure 5.4: (a) Current-voltage characteristics of a surface superlattice with 500 nm wide
intrinsic buffer layers. (b) Current-voltage traces that exhibit many equidistant NDC
jumps.
5.3. THE FILLING OF THE MINIBAND 59
transistor behavior. The most likely explanation therefore is that at a certain pinch-off
point the electric field at the drain edge of our structure becomes inhomogeneous, forming
a tunneling junction at its end, across which a large part of the total voltage is dropped.
For further increasing bias, the current is now limited by the tunneling junction instead of
the superlattice. The additional features occurring for higher channel densities correspond
then to resonant tunneling processes involving inelastic scattering events or in case of very
large gate voltages the resonant tunneling over a small number of superlattice cells. The
possible involvement of a growing number of SL cells in the tunneling process seems to be
confirmed by I-V-traces taken for a sample which allowed the application of comparably
large gate voltages. Such I-V-traces are given in figure 5.4(b). After the initial, very steep
NDC a series of further, almost equidistant instabilities is observed. Such a behavior
is well known from the studies of instabilities in superlattices that are operated in the
resonant tunneling regime [Wac98]. There, the superlattice is divided into two parts of
constant electric fields. In one part the current is carried along the broadened ground
states of the individual wells, whereas in the other part the electrons tunnel resonantly
between the ground- and first excited states of neighboring wells. When in this situation
the SD-bias is increased, the current increases until the SD-voltage is large enough such
that one of the ground state to ground state junctions switches to the ground state to
first excited state tunneling process. Such continuous switching with increasing SD-bias
leads to characteristic, equidistant current jumps which are similar to the ones observed
in figure 5.4(b). Thus, our explanation of the measured NDC in terms of a tunneling
process at the edge of the superlattice finds further support.
Besides these striking current jumps, figure 5.4(b) shows another surprising feature.
For small SD-biases the current carried by the two-dimensional system is smaller for
the high-density configuration, whereas in the high SD-bias regime the larger number
of electrons also lead to a larger transport. The explanation for this crossover behavior
actually gives proof to the existence of the miniband structure in our device and is the
topic of the next section.
5.3 The filling of the miniband
The magnitude of the current transport through a conventional doped semiconductor
crystal is usually expected to continuously increase when the electron density grows. The
drift velocity is dominantly determined by the applied electric field strength. In our
surface superlattice structures with rather small miniband widths and high densities the
situation is different. Recalling the surface SL drift velocity
vD = F (T, µ)
∆d
2~
ωBτ
1 + ω2Bτ
2
(5.1)
from chapter 2.4, we see that the electron density enters into the expression through the
magnitude of the chemical potential in the factor F (T, µ). Here, F (T, µ) is the ratio
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between the first and the zeroth order Fourier coefficient of the Fermi-Dirac-distribution
(FDD) in the miniband. Since the sheet electron density in the active region is given by
the same zeroth order Fourier coefficient, the total current carried by the miniband
I = en2Dvdb , (5.2)
where b is the width of the two-dimensional channel, is proportional to the first order
Fourier coefficient of the FDD. In figure 5.5(a) the density, the velocity and the current
carried by the miniband are plotted for increasing chemical potential. As the density
increases, the drift velocity decreases steadily. This leads to an initially increasing current
which takes on a maximum value for a chemical potential somewhat below the top of the
miniband. Beyond this maximum the current decreases even though the electron density
still grows. This behavior is simply a reflection of the well known fact [AM76, chapter 12]
that a filled band, and that includes SL minibands, does not carry any current. Therefore,
once the miniband is filled, only those electrons beyond the top of the miniband effectively
contribute to the transport. As the chemical potential moves further and further beyond
the upper edge of the miniband the density of states in the system becomes more and
more one-dimensional (this will be discussed in greater detail in chapter 8). And this in
turn leads to a continuously decreasing current when the chemical potential shifts beyond
the top of the miniband, as shown in figure 5.5(a). The latter statement is of course only
correct as long as no excited minibands are occupied. In figure 5.5(b) the current through a
surface superlattice at a fixed, small SD-bias is plotted versus the gate voltage. The sample
is structurally equivalent to those described in the preceding section. However, for this
particular device a breakthrough of the gate structure occurs only for, compared to other
structures, very large gate voltages. The plotted traces show a gate voltage dependence
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Figure 5.5: (a) Theoretical calculation of the density, the peak velocity and peak current
of a surface SL in dependence on the chemical potential. (b) Gate voltage dependent
current at small SD-biases.
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that agrees with the theoretically expected behavior. The current first increases, reaches a
maximum, and eventually decreases for very large gate biases. From figure 5.5(a) we find
that the density at the peak should be about 1.6×1011 cm−2. Unfortunately, the mobility
in the two-dimensional electron system is not good enough to observe Shubnikov-de Haas
oscillations which could be used to extract this value experimentally. A comparison with
gate voltages applied to samples in which this is possible suggests an electron density of
the order of about 2×1011 cm−2, which is in agreement with theory. This correspondence
between theory and experiment is the first experimental evidence of the formation of the
surface SL structure.
Despite this proof of the surface SL structure at low SD-biases, the large SD-bias
region is still dominated by pinch-off effects introduced through the gate. Therefore, it
is desirable to work with structures in which non-linear SL transport occurs at low SD-
biases. Such devices can be realized by a reduction of the gate channel length. In these
samples, high electric fields can be achieved at small SD-biases.
5.4 Transport in short channel devices
For the first short channel devices, the number of SL periods was reduced from 100-200
down to 25 periods with unchanged well and barrier thicknesses of respectively 12 nm
and 3 nm. Furthermore, the undoped GaAs buffer was reduced to a length of 75 nm. The
combination of these changes leads to a much earlier breakthrough of the first growth step
as seen in figure 5.6(a). There is already considerable current flow for SD-biases beyond
about 150 mV. Figure 5.6(a) actually shows the I-V-characteristic of the bulk SL part of
the sample for two different situations. One trace was taken for zero applied gate bias,
after the sample was overgrown with the Al0.32Ga0.68As barrier and the doped GaAs layer
(no CEW). The corresponding cleaved-edge is shown in figure 5.6(b). The other one was
measured after the second growth step was again removed by breaking it off with a very
fine tungsten carbide tip. The removal of the gate structure is clearly visible in figure
5.6(c). The equivalence of the transport through the undoped bulk SL for zero applied
gate bias and without any overgrowth is very important for the following discussion.
Once the gate voltage is increased so that an accumulation layer is formed, an addi-
tional current flow through the two-dimensional electron system is observed. However,
as the traces in figure 5.7(a) show, there is a strong difference in shape as compared to
the long channel devices discussed in section 5.2. The abrupt and strong NDC which we
found to correspond to a pinch-off effect combined with resonant tunneling at the edge of
the SL is no longer present. Only the traces for the highest gate voltages show NDC, but
also much less pronounced than in the thicker SL samples. Nevertheless, there still seems
to be a plateau-like behavior for most applied gate biases. However, the traces in figure
5.7(a) do not only include the transport through the two-dimensional channel but also
through the bulk SL which opens up in the high SD-bias regime. So in order to find the
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Figure 5.6: (a) Comparison of the bulk superlattice transport characteristics measured
for zero gate voltage and with the gate mechanically removed. (b), (c) Cleaved-edge of
the sample before and after the gate was scratched away.
current carried by the surface SL, we must subtract the transport contribution through
the bulk SL. But as discussed in the preceding argument, this current is equal to the I-V-
trace for zero applied gate voltage. Thus we can directly correct for this parallel transport
and find the current through the surface SL only, as shown in figure 5.7(b). And although
this still does not exactly resemble the theoretically expected transport characteristics as
calculated in chapter 2.4, the overall shape is now much closer. For small SD-biases the
current increases linearly, showing ohmic transport. When the SD-voltage is further in-
creased, the transport saturates and reaches a maximum before it continuously decreases.
Despite these similarities, there appear also some marked differences. Most notably, the
current is almost completely quenched for SD-biases only twice as large as the one at the
NDC peak. And in the NDC region, the characteristics possess a number of shoulders
which are absent in the theoretical description.
A favorable explanation for this behavior would be to assume that the NDC is caused
by Bloch oscillations in the surface SL while the quick quenching of the SD-current is
again caused by a pinch-off of the conduction channel. This time, such a pinch-off could
lead to a rapidly increasing electric field over a larger part of the SL which would quickly
cause a very strong Stark localization of the electrons and consequently a vanishing of the
overall transport.
In order to find experimental support for this interpretation, the influence of the gate
must be further diminished. And since a further decrease in the number of SL periods
would be the cause for concern about whether the resulting structure could still be called
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Figure 5.7: (a) Transport through a surface SL structure with strongly leaking bulk SL.
(b) Current-voltage characteristics of the same surface SL after the transport has been
corrected for the bulk SL leakage current.
a SL, pushing the pinch-off to higher SD-bias can only be achieved by increasing the gate
barrier thickness. Just as a reduction in the channel length, this leads to a decrease in
the effective ratio between SD-bias and gate bias, which determines the onset position
of pinch-off. However, before such improved samples are investigated, there is another
remarkable observation to make about the traces shown in figure 5.7(b). Due to the
parallel transport through the bulk SL, most of the traces in figure 5.7(a) which show
the combined transport through both bulk and two-dimensional transport channel do not
exhibit any negative differential conductivity. Nevertheless, NDC is present as soon as we
correct for the bulk SL transport. This indicates that, although NDC cannot be observed
directly in the drift-diffusion transport through a superlattice structure,3 the addition of a
parallel transport channel circumvents this limitation. At the time of these experimental
observations there appeared a theoretical paper [DGSA03] suggesting such a combination
of a SL with a parallel shunt. Therefore, before continuing our discussion about the short
channel devices, we will briefly take a look at the predictions for the addition of a side
shunt to a SL structure.
5.5 How to avoid electric field instabilities
In chapter 4 it was discussed that the formation of charge carrier domains prevents the
observation of stable DC NDC. It was also stated that for the realization of a Bloch oscil-
lator it is necessary to have a homogeneous electric field across the SL structure. However,
such a homogeneous field distribution leads in turn to DC NDC. Thus, there seems to be
an inherently unsolvable problem regarding the requirements for a Bloch oscillator. We
need a homogeneous electric field, but it is not possible to realize it since it leads to DC
3This was discussed in some detail in the preceding chapter.
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NDC, which is subject to electric field instabilities. In order to escape this situation, it
becomes necessary to either relax the requirement of a completely homogeneous electric
field, in such a way that DC NDC does not inevitably result, or to work with a homoge-
neous field while at the same time extending the system in such a way that no DC NDC
results. Conventional SLs that fulfill the intermediate nL-product criterion (cf. chapter
4.3), which is for a 1 µm device given by 1011 cm−2 < nL < 1012 cm−2, are possible
candidates for Bloch oscillators. The field distribution will be very close to homogeneous
while at the same time no DC NDC occurs. The main problem with such devices is the
fact that the nL-criterion fixes the maximum possible carrier densities in the range from
1015 cm−3 < n < 1016 cm−3. If these rather small values are inserted in expression (2.17)
for the dynamic conductivity, the resulting gain values are very small and would hardly
overcome unavoidable waveguide losses. The calculations of chapter 4 showed that surface
SLs that fall into the intermediate nL-product range can have much larger densities. Due
to the correspondingly larger gains, such surface SLs are very promising for a potential
Bloch oscillator application.
Savvidis et al. [SKLA04] suggested a different approach that allows to work with
conventional SLs that have somewhat larger densities. They proposed to strongly decrease
the length of the superlattice so that the density can take on reasonably large values
at a fixed nL-product. This should lead to reasonable gain in the structure. A short
superlattice consists then of only about 10 to 15 periods.4 Since doped layers are put right
next to the periodic structure, boundary effects like level misalignments and electron spill
over play a crucial role for such devices. In order to realize structures with reasonable
thicknesses, Savvidis et al. combined many of these short sections with highly doped
layers in between. The resulting device, referred to as a super-SL structure, showed a
THz transmission change under applied bias which is in accordance with the shape of the
theory in chapter 2, assuming that about 75 percent of the structure are under perfect
homogeneous alignment. Nevertheless, it is still unclear whether the resulting gain will
be large enough to build an active oscillator.
Besides working with SLs that possess low nL-products, another suggestion of how
to avoid field instabilities has been given by Daniel and co-workers [DGSA03]. They
theoretically tested how density fluctuations evolve in the combination of a superlattice
and a side shunt resistor. The latter is an extension of the system which can help to keep
the total conductivity positive so that the electric field can be constant while no DC NDC
occurs. Their principal ideas are graphically shown in figure 5.8(a) and (b). On the sides
of the superlattice a doped layer acting as a parallel micro shunt resistor is attached. In
order for this approach to succeed, it is important that the shunt is grown directly on the
side of the superlattice since the theory requires direct lateral transport between the SL
and the shunt.5
4This raises the interesting question of how many periods one needs to get a superlattice.
5It is not possible to merely connect the SL electrically in parallel with a resistor. In this case the
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Figure 5.8: (a) Schematic drawing of a SL with doped side wall layers. (b) Individual and
combined theoretical transport characteristics of a SL-shunt system.
The simulations in [DGSA03] show that if lateral transport between the micro shunt
and the SL is possible, charge accumulations inside the SL can flow off into the micro
shunt, thereby avoiding electric field instabilities. With this picture in mind it becomes
immediately clear that the lateral extensions and resistivities of both the SL and the micro
shunt are crucial parameters. The further the electrons have to travel between SL and
shunt and the higher the resistance on their lateral route is, the less likely a stabilizing
effect will occur. Also, with higher vertical resistance of the micro shunt, a smaller amount
of charge can be conducted away from inside the SL and electric field stabilization will
become poorer. The effective stabilization by the micro shunt can best be expressed in
terms of a healing length. This scale determines how far into the SL the shunt can keep
the electric field distribution homogeneous.6
The not too surprising result is that for a sufficiently small lateral extension of the
SL structure, the formation of electric field instabilities is completely suppressed for all
possible SD-biases. The healing length is then larger than the lateral size of the SL region.
Therefore, if we had to design an ideal SL-shunt structure, we would choose a very narrow
active SL size and would assume an atomically perfect interface between SL and shunt.
But when this ideal structure is compared to the short channel surface SL discussed in
the last section, a near perfect agreement is found. The lateral extension of the active
high-density SL is only about 10− 20 nm and due to the application of the CEO method
6The actual situation is somewhat more complicated, but the description is sufficient with regard to
the discussion of the samples presented in this work.
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an atomically precise interface is achieved. From this observation it can be concluded that
our interpretation of the results shown in figure 5.7(b), with the NDC being due to Bloch
oscillations in the surface SL, is strongly supported by the theoretical results that have
just been discussed. The leakage current across the undoped bulk SL effectively shunts
the surface superlattice transport, and keeps thereby both the electric field constant and
the total differential conductivity positive. Though, we must point out that the electric
field distribution across our shunt is not completely homogeneous, but only very nearly
so.
From this point on, the discussion will entirely deal with SL-shunt systems where the
shunt is always represented by an intermediate nL-product-SL and the active region is
a high-density surface superlattice. While the next section is concerned with their static
transport properties, it is discussed in chapter 7 how a shunt affects the high-frequency
properties of a SL structure. From this point on, all shown transport characteristics of
surface SLs have already been corrected for the zero gate voltage current carried by the
shunt at equal SD-bias.
5.6 The shunted surface superlattice
At the end of the discussion about short gate length surface SL structures it was found
that although NDC due to the SL seems present, pinch-off still strongly influences the
overall shape of the I-V-characteristic, especially for high electric fields. A reduction of
the channel length below 25 SL periods is impractical. Therefore, new samples with an
increased gate barrier of thickness 500 nm (100 nm for former devices) were realized. This
linear scaling of the gate bias is expected to keep the density along the surface SL closer
to homogeneous while the SD-bias is increased.
Other structural changes include the removal of the intrinsic GaAs buffer layer and
the addition of a CEW of finite width. The exclusion of the buffer layer is motivated in
chapter 8 which deals with linear response transport in surface SLs. Moreover, structures
with finite CEWs possess higher mobilities which is of important consequence in these
small miniband surface SLs.
The I-V-characteristics measured for such a surface SL are shown in figure 5.9(a) for a
variety of gate biases. The resulting traces are very close to those expected for a SL with
a homogeneous electric field distribution. There is a linear transport regime for small
SD-bias. Then, the transport saturates, reaches a maximum and eventually decreases in
the high SD-bias region. The influence of the gate seems only present for gate voltages
of 1.5 V, 2 V and 2.5 V. For the first two gate biases the current still drops very quickly
towards zero, while the third gate bias shows a kink at a SD-bias of about 370 mV. This
kink indicates that the NDC beyond 370 mV is due to pinch-off, while the NDC at lower
SD-biases is due to the SL. For gate voltages beyond 2.5 V no pinch-off effect seems
present in the shown SD-bias interval. The overall current saturation observed for these
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Figure 5.9: (a) Current-voltage characteristics of a surface SL with a 500 nm thick gate
barrier. (b) Comparison of two traces (black symbols) of panel (a) with theoretically
calculated transport characteristics (gray dashed lines). A linear rescaling of the SD-bias
axis beyond the NDC peak for the 3 V gate voltage trace (full dark gray line) leads to a
good agreement between experiment and theory.
latter traces must be attributed to the filling of the miniband, as discussed in section 5.3,
since Shubnikov-de Haas measurements show a linear increase in density when the gate
bias is raised.
Nevertheless, if we calculate the transport characteristics from the simple Esaki-Tsu
model according to equation (2.14), including a series resistance for the doped contact
layers and adjusting the peak current to the experimental data, a comparison between
experiment and theory still shows major differences as seen in figure 5.9(b). While for a
gate bias of 2 V the experimental current drop is much stronger than the one expected
from theory, the 3 V gate voltage trace shows a much slower current decrease compared to
the Esaki-Tsu model. As mentioned before, the small gate bias behavior can be explained
by a pinch-off effect introduced through the gate. But the differences for gate voltages
larger than 2.5 V cannot be accounted for in this way. They rather go back to the device
geometry. The measurement setup for the transport characteristics shown throughout
this chapter was discussed briefly in section 3.6. As mentioned there, one drawback of the
device design is the position of the voltage probes which measure the SD-bias. They are
not located directly at the surface SL, but on the contact layers. As long as the current
flow is restricted to the surface SL the inclusion of a series resistance can account for
the voltage differences introduced by the unfavorably positioned voltage probes. But the
parallel current flow through the shunt makes the situation more complicated. A linear
rescaling of the SD-bias for the 3 V gate voltage trace in the range between 120 mV and
250 mV by a factor of 0.7 gives an indication of how the device geometry has to be taken
into account for shunted devices. After the rescaling, the experimental data agrees very
68 CHAPTER 5. TRANSPORT IN SURFACE SUPERLATTICE SYSTEMS
well with the theoretical prediction, as seen in figure 5.9(b). From this it can be deduced
that the shunt current can lead to a considerable drop of voltage between the position of
the SD-voltage probe and the edges of the surface SL.
To clarify the problem in more detail, let us investigate the current and voltage dis-
tribution of the device shown in figure 5.10. Just as in the surface SL structures we are
dealing with a bulk SL which has two contact layers on each side. To make things simpler,
let us assume that the total current flows into the top contact at the left upper corner and
exits from the lower contact also at the left corner. As the current spreads through both
SL and contact, the voltage along the upper contact becomes increasingly smaller. For
a more quantitative description let us assume a voltage V0 is applied, leading to a total
current flow of I0. Due to the finite resistance of the contact layer, the voltage across the
SL at position x+∆x has dropped to a value V (x+∆x) = V (x)− 2∆V compared to its
value V (x) at position x. At the same time, a current of magnitude ∆I has spread away
through the bulk SL. If ρc and ρSL are, respectively, the sheet resistivity of the contact
and the resistivity of the bulk SL, then the voltage and current distributions inside the
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Figure 5.10: Model device for studying the voltage and current distributions in a shunted
surface SL sample.
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sample are described by the differential equations7
dV (x)
dx
= −2ρc
Ly
I(x) (5.3)
dI(x)
dx
= − Ly
ρSLLz
V (x) . (5.4)
The general solution for this problem is given by
V (x) = C1e
q
2ρc
LzρSL
x
+ C2e
−
q
2ρc
LzρSL
x
(5.5)
I(x) =
Ly√
2ρcρSLLz
(
C1e
q
2ρc
LzρSL
x
+ C2e
−
q
2ρc
LzρSL
x
)
. (5.6)
Since the voltage continuously drops from V0 when x increases from 0 to Lx, C1 must be
zero and C2 is equal to V0 from the starting condition at x = 0. The solution for the
idealized structure therefore reads,
V (x) = V0e
−
q
2ρc
LzρSL
x
(5.7)
I(x) =
LyV0√
2ρcρSLLz
e
−
q
2ρc
LzρSL
x
. (5.8)
This means that the voltage applied at the left side of the structure decreases exponentially
due to the transport through the bulk SL and can have a substantially smaller value at
the right end x1 + x2 than at the position x1 where the indium contact for the SD-bias
measurement is. Thereby the magnitude of the difference between the voltages at x1 and
x2 is determined by the value of
√
2ρc/LzρSL, which is the decay rate of the exponential
factor. A direct measurement gives a sheet resistivity of about 120 Ω for the contacts and
from its current-voltage characteristic a resistance of 400 Ω is deduced for the SL. With
Lx = 1× 10−3 m, Ly = 0.5 × 10−3 m, and Lz = 1× 10−6 m the exponential factor takes
on a value of about 0.58 for a distance of about 0.5 mm between SD-voltage probe and
surface SL. This number is comparable to the value used before to rescale the SD-bias in
order to find agreement between theory and experiment.
The thing to keep in mind for the realization of shunted surface SLs, which are not
contacted directly at the active region, is to design them in such a way that the factor√
2ρc/LzρSL becomes very small. This can be achieved by high doping densities in the
contact layers (small ρc), by a comparatively large resistivity ρSL of the shunt, and by a
large number of SL periods (large Lz). In order to account for this result, later structures,
which are discussed shortly, were grown with thicker contact layers in order to reduce the
sheet resistivity ρc.
Before these final surface SL versions are investigated, let us take a look at the proper-
ties of another structure which consists of an undoped bulk SL with 60 periods of 12 nm
7In principle, ρSL depends on the voltage V (x). However, for large parts of the concerned bias range
the bulk SL transport characteristic is linear, exhibiting a constant ρSL.
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wide wells and 5 nm thick barriers. Both its contact layers follow immediately next to the
SL and the second growth step consists of a 5 nm wide CEW followed by a gate structure
with a 500 nm thick barrier. The current-voltage characteristics of this structure are
plotted in figure 5.11(a) for a number of gate biases. While the traces for gate voltages of
1.5 V, 2 V and 2.5 V show a very good agreement with the Esaki-Tsu theory represented
by the black lines, the trace for a gate bias of 3 V shows a kink that we came to associate
with pinch-off. Even more intriguing, the data for even higher gate voltages do not show
NDC at all, but the corresponding characteristics rather increase strongly after a short
plateau at the position where the NDC is expected. From this we can draw the following
conclusions. Although the data in the small gate bias regime is close to the theoretical
expectation, the NDC part seems to still be in part influenced by gate-induced pinch-off
effects. And in the high gate bias regime it seems as if a second transport channel has
opened up. At this point one might be inclined to start to worry about exciting electrons
to higher minibands. The minigaps in surface SLs are after all smaller than in conven-
tional SLs. However, as the black lines in figure 5.11(a) show, the high gate bias traces
can be very accurately fitted8 assuming an ohmic resistance transport channel in parallel
to the surface SL. Once the transport traces are corrected for this additional contribu-
tion, the almost perfect current-voltage characteristics of a SL with homogeneous field
alignment as plotted in figure 5.11(b) result. The 2.5 V gate bias trace seems to behave
exceptionally as compared to the other traces. This can clearly be attributed to the fact
that this characteristic falls into the crossover regime between additional ohmic transport
and gate induced pinch-off. The two effects essentially offset each other. However, this
compensation makes it rather likely that there is some additional parallel current flow
8The corresponding fit functions consist of the sum of an Esaki-Tsu trace, which includes a series
resistance, and a linear term a ∗ x+ b.
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Figure 5.11: (a) Current-voltage characteristics of a surface superlattice which shows no
NDC for large applied gate biases. (b) Same data as in graph (a), however, the high gate
bias traces have been corrected for an additional linear current contribution.
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at the NDC peak position. Therefore, the NDC peak height of this trace is somewhat
overestimated.
But where does the parallel ohmic current flow originate from? The answer is contained
in the observations that the additional current increases linearly with the applied SD-bias
and that the current-voltage characteristic of the shunt is also linear over large SD-bias
regions. Having stated this, it seems quite natural to conclude that the additional parallel
transport is carried by the shunt, which is a parallel channel that is present by design.
In order to understand this in more detail, let us assume that the current carried by
the surface SL introduces an additional voltage drop ∆VSSL between x = 0 and x = x1
in figure 5.10. x1 marks the position of the indium contact at which the SD-bias is
measured. In the high SD-bias regime, where the surface SL current has already dropped
considerably and can therefore be taken as nearly constant, the induced additional voltage
drop is given by
∆VSSL = ISSL
ρc
Ly
x1 . (5.9)
This in turn then requires that the applied voltage V0 is increased by the same amount
in order for the measured SD-bias to be equal in the cases of the surface SL transport
channel being off and on. Nevertheless, this voltage shift cannot be responsible for the
additional ohmic transport channel. This can be deduced from the observation that an
additional constant voltage shift means that we compare shunt characteristics which are
laterally shifted by the small value of ∆VSSL. But since the two traces are still parallel,
the additionally caused current flow would be constant.
However, we have neglected that the increased applied total bias also leads to an
increased total current flow across the shunt. This additional shunt current introduces an
increased voltage drop between x = 0 and x = x1, which is given by
VSL =
∫ x1
0
ISL(x)
ρc
Ly
dx (5.10)
where the shunt current ISL is given by equation (5.8). The integral on the right side can
be evaluated and the voltage drop can be expressed as
VSL = V0
[
1− exp
(√
ρc
2ρSLLz
x1
)]
. (5.11)
This result states, that the voltage drop VSL is actually proportional to the applied bias
V0 itself. Since the shunt trace becomes sublinear in the high bias regime, ∆VSL, which is
the difference between VSL with the surface SL being on or off, will depend on V0 and can
even become proportional to it. Thus, while the constant voltage drop ∆VSSL could only
lead to an additional constant parallel current, the additional shunt current flow can lead
to an ohmic parallel transport channel just as observed in the experiment. The difference
in total current for equal SD-bias in the cases of surface SL channel on and off can then
be expressed as
∆I = I0(V
(1) +∆VSSL +∆VSL)− I0(V (1)) , (5.12)
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where V (1) is the total bias V0 in the case of the surface SL channel being off. Assuming
a linear relationship between current and voltage for the shunt, which is realistic for large
parts of the shunt characteristic, the latter equation leads to
∆I = ISSL +
V (1) +∆VSL
RSL
− V
(1)
RSL
(5.13)
= ISSL + γV0 , (5.14)
where γ is a constant factor. Thus, it is the shunt which provides the parallel ohmic
transport and it appears in the measurement due to the shortcomings of the placing of
the voltage probes. But we shall see in the following that a fitting procedure including
this parallel transport allows for a separation of the different current contributions. This
fitting procedure is applied to the transport characteristic depending on the SD-bias.
However, since all structures to which this approach is applied have parameters so that
the exponential factors in all equations of this chapter can be well approximated by their
linear expansions, the SD-bias VSD and the total bias V0 are connected by a linear relation.
Therefore, all conclusions drawn for the voltage V0 remain valid for VSL, albeit with a
rescaled factor γ.
Despite this explanation for the additional observed current transport in the shunted
surface SL structures, one might still worry about a possible excitation of electrons into
higher lying minibands. However, such an excitation cannot account for the observed
transport characteristics. If the saturation of the high gate voltage transport charac-
teristics shown in figure 5.11(a) were indeed due to a transfer effect between different
minibands, then the excited minibands would have to have smaller mobilities.9 However,
there are a number of samples without a CEW in which the same effects (NDC and sat-
uration) have been observed during the course of this work. For samples without CEW,
the energetic widths of at least the three lowest lying minibands are equal. From this fact
equal band structures and mobilities result and, therefore, a transfer effect is not expected
in these structures. Moreover, the NDC peak positions of all samples in this chapter lie
at Stark splittings (the potential drop over one SL period) which are much smaller than
the widths of the minigaps between the two lowest minibands. The reason why the NDC
occurs already for such small electric fields is the high mobility of the two-dimensional
electron system.
Based on the understanding developed for the last two described sample structures,
one further design was realized with which most of the measurements presented in the
following chapters were performed. It consists of a SL with, respectively, 12 nm and 3 nm
wide wells and barriers. The number of periods is 66, giving a total channel length of
nearly 1 µm, and the contacts are immediately set next to the SL without any buffer
layers. The width of the gate barrier was chosen to be either 500 nm or 2 µm. The 2 µm
design was realized in order to reach large ratios of gate voltage to SD-bias even for small
9This situation occurs in Gunn devices.
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channel densities. Different samples with CEW widths of 1.6 nm, 5 nm, 10 nm, and 20 nm
were realized. Structures without CEW did not show the formation of a two-dimensional
transport channel. The measured current-voltage characteristics of these structures are
shown in figure 5.12. Structures with CEW widths of 1.6 nm, 5 nm and 10 nm have
a 2 µm thick gate barrier. The device with the 20 nm CEW has a 500 nm thick gate
barrier. Several noteworthy features are observed in these figures. For the sample with
the 1.6 nm CEW jumps in the current-voltage characteristic are visible. Beyond these
jumps, however, the traces do follow the SL behavior quite nicely. The reason for the
initial abrupt jump is the turning on of the shunt transport. The shunt characteristic
shown in the same plot reveals that there is only considerable current flow through the
shunt beyond about 100 mV. For smaller SD-biases, the system behaves as if there was
no shunt and, as we shall see in the next section, this results in a stronger increase of the
total transport through the surface SL than when a shunt is present. Thus, the initial
jumps in figure 5.12(a) mark those voltages at which the shunt carries enough current to
stabilize the electric field distribution along the surface SL. The traces therefore directly
show the crossover between shunted and unshunted surface SL transport. The reason for
the additional second jump in the traces at VGate = 14 V and 15 V is disscused for the
5 nm CEW samples which also shows these jumps at large gate biases. The high SD-bias
parts of the traces of the 1.6 nm CEW sample do look noisier than those of the other
structures. This goes back to the fact that this structure has the smallest minibands and
thus carries the least current. For small surface SL current, the noise in the measurement
increases naturally since the surface SL current is measured as the difference between
much larger transport values which each include the shunt.
In figure 5.12(b), in which the data of the 5 nm CEW sample is plotted, each of the high
gate bias characteristics exhibits one current jump. A study of the current through the
combined SL-shunt system, as shown in figure 5.13(a), reveals that these jumps are caused
when the voltage drop for the combined system shows an abrupt horizontal shift. When
the smoothly rising shunt current is subtracted from the trace with the horizontal jump,
the jumps seen in the surface SL transport traces are produced. It is currently not clear
what the cause of these horizontal voltage jumps in the characteristics of the combined SL-
shunt system is. The shift towards higher SD-bias with increasing gate voltage indicates
that the ratio between both values is important. This suggests an influence from the
gate even though no pinch-off is observed for traces at smaller gate voltages. Since the
current jumps also occur in regions with relatively low NDC and do not show hysteresis,
they are not connected to the concept of charge domain instabilities. The current jumps
rather seem to appear due to a boundary effect between two-dimensional channel and
bulk SL. Apparently, the correct way to handle them is to cancel the shift in SD-bias
for the combined system and to then do the subtraction of the shunt current. As shown
in figure 5.13(b), this restores the surface SL current to the shape which is observed for
smaller gate biases and which agrees quite well with the Esaki-Tsu theory. Just as for
the 1.6 nm CEW sample, also the 5 nm CEW structure shows a small double peak before
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Figure 5.12: (a), (b), (c) Current-voltage characteristics of surface SLs with identical
parameters, except that the cleaved-edge well (CEW) is 1.6 nm in (a), 5 nm in (b), and
10 nm in (c). In (d) the traces of (c), corrected for a parallel linear transport channel,
are plotted. (e), (f) Same as (c) and (d), however, for a sample with a 20 nm CEW. The
black and gray lines are theoretical fits with either the simple Esaki-Tsu model (b),(d),(f)
or with the Esaki-Tsu model plus an ohmic transport channel (c),(e).
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Figure 5.13: (a) Part of the combined current-voltage characteristic of a shunted surface
SL structure with a 5 nm wide cleaved-edge well. (b) Resulting surface SL transport
characteristic once the lateral jump in figure (a) has been accounted for.
the onset of NDC for small gate bias traces. This is again attributed to a small current
overshoot before the shunt transport sets in.
The samples with 10 nm and 20 nm thick CEW show a very pronounced parallel
ohmic transport contribution. This is on one hand due to the fact that both samples
carry more current than the samples with thinner CEW. The higher surface SL current
increases the growth rate of the additional ohmic shunt contribution. On the other hand,
however, the strength of the ohmic transport through the shunt, which is not canceled
with the zero gate voltage trace, also depends on the individual sample properties. Some
5 nm CEW samples have shown almost as much additional transport as the 10 nm and
20 nm CEW samples in figure 5.12. Once corrected for additional transport, the traces in
figure 5.12(d) and (f) show a near perfect SL behavior. The fact that the corrected high
gate bias transport characteristics of the 10 nm CEW sample show a current increase at
the high SD-bias end goes back to an imperfect fitting of the data. This can be both
caused by non-linearities of the shunt characteristic and a possible deviation of the SSL
characteristic from the Esaki-Tsu behavior, when the bandstructure deviates increasingly
from the cosine form with increasing CEW width.
5.7 Properties of shunt-stabilized surface superlat-
tices
Up to now, the discussion was mainly focused on the development of surface superlattices
and the interpretation of the observed transport in comparison to an ideal superlattice.
The samples introduced at the end of the last section are the ones which are investigated
for the remainder of this work. Therefore, it is advisable to take a closer look at their
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transport properties.
In chapter 2 it was found that the semiclassical expression for the drift velocity of a
SL system, which is directly proportional to the current, can be written as
vd = F (T, µ)
∆d
2~
ωBτ
1 + ω2Bτ
2
. (5.15)
In this expression the Bloch frequency is given by ωB =
eFd
~
, τ is the relaxation time
of the system, and F (T, µ) is a coefficient which depends on the actual distribution of
the electrons in the miniband. The electric field position Fc at which expression (5.15)
takes on its maximum value and to which the current peak of the measurement can be
compared is determined by the condition
ωBτ = 1 which is similar to Fc =
~
edτ
. (5.16)
The time τ in this simple picture characterizes the rate at which the non-equilibrium
electron distribution relaxes back to equilibrium once the external electric field is turned
off. This simple single relaxation time approximation is very crude, since elastic and in-
elastic scattering processes have profoundly different influences on the transport through
the superlattice. A more sophisticated approach is studied in the next section. Neverthe-
less, equation (5.16) gives us a rough estimate of the characteristic transport time scales
in surface SLs. Figure 5.14(a) and (b) show respectively the current peak position and
height for structures with different CEW values. The gate voltage values for the sample
with 20 nm CEW was scaled by a factor of 4 to make up for the same factor in gate barrier
thickness. The peak positions are corrected for a series resistance of about 150 Ω, a value
which results both from the aforementioned fitting procedure and, as we shall see, also
from the linear response measurements presented in chapter 8. The evolution of the peak
height with increasing gate voltage is different than discussed in section 5.3, where we
found that the peak current should first increase and then decrease again. However, this
is only true if the miniband width stays constant as the density rises. But as we found
in chapter 3.4, for a finite CEW width the miniband width increases linearly with the
electron density and therefore also the peak current should increase (cf. equation (5.15)).
A combination of the decrease in the distribution factor describing the miniband filling
and of the increase in miniband width fits very well with the observed slow saturation
of the peak current. Also, we need to be aware of the fact that the highest achievable
densities (VGate = 19 V) are only about 66 % of the densities realized with the 100 nm
thick gate barriers. This is most likely caused by imperfections introduced at the upper
end of the cleavage plane (the top corner on the right side in figure 3.1) during the second
growth processes. These imperfections seem to play a more important role when a thicker
gate barrier is grown and lead to a smaller electric breakdown field, resulting in smaller
achievable electron densities. Finally, as we shall see in the next section, the current peak
height is determined not only by the SL parameters but also by the scattering rates. And
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Figure 5.14: (a), (b) NDC peak position and peak height for different surface SL systems
plotted versus the applied gate bias. (c), (d) Relaxation times and the transport regimes
deduced from the data in (a) and (b). The transport regimes are found by comparing the
ratio of one fourth of the miniband width ∆/2 and the scattering induced broadening ~/τ
to the calculations reported in [Wac02b]. The gray circle in panels (a) and (c) indicates
that the extracted values at VGate = 11 V appear to be exceptional. The reason for this
is, probably, that the current jump which occurs in the traces at higher gate voltages
happens here right in the vicinity of the NDC peak.
since these usually depend also on the electron density, a complete theoretical descrip-
tion of the evolution of the peak current with increasing density is quite intricate. For
the sample in section 5.3 the situation was simpler since the miniband width could be
assumed constant and the scattering rates should have also depended less strongly on the
electron density, as the two-dimensional system always resided completely in the undoped
bulk SL.
In figure 5.14(c) the relaxation times, calculated according to expression (5.16) from
the NDC peak positions, are plotted. With increasing CEW width the relaxation times
become longer, which can be understood once we look at the dominant scattering mech-
anisms in the system. In conventional high density SLs the dominant elastic scattering
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processes result from interactions with impurities and interface roughness. Since the elec-
trons in our structure are induced by a gate rather than doping, we are only concerned
with interface roughness. Even in doped SLs the latter seems to be the dominant source
of elastic scattering [DB90, MPP+94, WBR+99]. Among inelastic events longitudinal
optic (LO) phonons are usually most important. However, the miniband widths in the
studied structures are too small to emit LO phonons and at the temperature of 4.2 K no
LO phonons are present which could be absorbed. Therefore, acoustic phonon scattering
is the only source for energy relaxation in the presented surface SL structures. Due to a
zone-folding of the acoustic branches in SL structures (cf. appendix B), these processes
can also become more effective at small wavevectors k. But through the insertion of a
CEW, both the scattering from interface roughness and from possible backfolded acoustic
phonons are expected to be weakened. The electronic system simply resides less and less
inside the bulk SL where both processes originate. Thus, it seems quite reasonable that
an increase in the CEW width or an increase in the electron density, which also shifts the
electrons closer to the gate barrier, leads to longer relaxation times.
In order to determine the correct transport description for the investigated structures,
the scattering-induced broadening of the SL states must be compared to the miniband
width, as described in detail in chapter 2. Figure 5.14(d) shows the resulting values and
classifies them according to the theoretical work done in [Wac02b], assuming zero SD-
bias. All structures except the 1.6 nm CEW one lie very close or clearly in the regime of
miniband transport. Thus, the comparison with the Esaki-Tsu model is justified and it
can be concluded that, if we can proof a homogeneous field across the structure, we have
for the first time electrically excited stable Bloch oscillations in a high density SL.
The results presented in the next section show that the scattering rates which de-
termine the onset of Bloch oscillations in the studied surface SL devices are even longer
than the ones determined from the NDC peak positions. The reason for this is that the
electronic system heats up strongly under the influence of a large electric field. The peak
position is then no longer completely determined by the scattering rates in the system,
but also by the effective electronic temperature in the electron distribution. A more ad-
vanced theoretical description is necessary to model the transport in this situation. Such
an advanced description is given in terms of a fully two-dimensional model in the follow-
ing section. The model will on one hand give us a much better understanding about the
involved transport processes. On the other hand, it allows us to extract important system
parameters. A comparison of the model to the experiment will yield three central values:
the elastic and inelastic scattering rates τe and τi and also the effective electron temper-
ature Te which characterizes the average energy in the electron distribution. These three
parameters are crucial because they are necessary to calculate the gain in the surface SL
structure according to equation 2.17. Thereby it is very important to go beyond a simple
one-dimensional model in order to acquire more realistic values.
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5.8 A two-dimensional surface superlattice transport
model
As just mentioned, a fully two-dimensional transport study in surface SLs is undertaken
in the following. The model we apply has previously been used for conventional SLs
[MPP+94]. The study in [MPP+94] involved wide miniband structures in which the
chemical potential lay far below the bottom of the first miniband. This situation allows the
use of the Maxwell-Boltzmann distribution function for the description of the electronic
system. However, in the high-density surface SLs measured at low lattice temperatures
the chemical potential lies inside the miniband or even beyond the top of the miniband.
In this case we must work with the Fermi-Dirac distribution function.
The main difference between a one-dimensional and a two-dimensional transport model
is that the phase space for scattering is in the one-dimensional case much smaller than
when the free direction ky is also considered. Especially for elastic processes not only
scattering between the states at ±k is possible. Instead, all kx and ky values are involved
which lead to the same energy.
In the two-dimensional model the total energy of an electron at (kx, ky) is given by
E(kx, ky) =
~
2k2y
2m
+
∆
2
(1− cos(kxd)) , (5.17)
where m is the effective mass along the free surface SL direction and ∆, d are the usual
SL parameters. According to the semiclassical acceleration theorem a k-state velocity
vx(kx) =
∆d
2~
sin(kxd) (5.18)
along the superlattice axis is derived from the dispersion (5.17). Since we will stay within
the semiclassical picture, the governing transport equation is the Boltzmann equation. In
contrast to the equation used in chapter 2.4, we now explicitly distinguish between elastic
and inelastic scattering processes,
∂f(kx, ky, T, µ)
∂t
+
eF
~
∂f(kx, ky, T, µ)
∂kx
=
−f(kx, ky, T, µ)− f0(kx, ky, TL, µ)
τi
− f(kx, ky, T, µ)− f0(kx, ky, Te, µ)
τe
.
(5.19)
The relaxation time approximation consists now of two terms. The first one describes
the inelastic processes, which relax the non-equilibrium distribution f(kx, ky, T, µ) back
to the equilibrium distribution f0(kx, ky, TL, µ) at the lattice temperature TL when the
electric field is turned off and elastic relaxation is neglected.10 The second term represents
the relaxation due to elastic scattering. When the electric field is turned off and inelastic
processes are neglected,11 this term brings the system back to the equilibrium distribution
10Mathematical this corresponds to the assumption of τe →∞.
11This corresponds to the mathematical assumption of τi →∞.
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f0(kx, ky, Te, µ). However, since no energy can be dissipated, the effective temperature Te
of the distribution is higher than the lattice temperature.
As we have now introduced a further parameter in Te, it is necessary to give a defining
equation for it. This is done through the requirement that the total energy of the non-
equilibrium distribution has to be equal to the energy of an equilibrium distribution at
the effective temperature Te,
∫ +∞
−∞
dky
∫ +pi
d
−pi
d
dkxE(kx, ky)f(kx, ky, T, µ) =
∫ +∞
−∞
dky
∫ +pi
d
−pi
d
dkxE(kx, ky)f0(kx, ky, Te, µ) .
(5.20)
Once Te has been determined from it, the drift velocity of the system can be calculated
according to
vd =
1
N
∫ +∞
−∞
dky
∫ +pi
d
−pi
d
dkxvx(kx)f(kx, ky, T, µ) . (5.21)
Applying the above equations to a system described by a Maxwell-Boltzmann distri-
bution is straight forward. Once the Fermi-Dirac distribution is worked with, however,
a more careful approach is necessary. A change in temperature will always be accompa-
nied by a change in the chemical potential since the density is fixed by the gate voltage.
Therefore, equation (5.20) cannot be solved straight forward, but we also have, at the
same time, to fulfill the condition
n =
∫ ∞
−∞
dky
∫ +pi
d
−pi
d
dkf0(kx, ky, Te, µ) . (5.22)
This means that the particle conservation and the definition for Te have to be solved
simultaneously, which is done in a self-consistent approach. For every applied electric
field, starting from the situation at lattice temperature, the conditions (5.20) and (5.22)
are solved self-consistently before the drift velocity is calculated.
For a numerical evaluation of the model, equations (5.20) and (5.21) can be rewritten
in the form
FD1(TL) = FD1(Te)
[
1 +
(
F
F1
)2]
+
2
∆
(G0(TL)−G0(Te))
[
1 +
(
F
F0
)2]
(5.23)
vD =
[
1 +
τ
τe
(
2(G0(TL)−G0(Te))
∆FD1(TL)
)]
eτ∆d2
2~2
FD1(TL)
[
1
1 + (F/F1)
2
]
,(5.24)
where F0 = ~/edτ , F1 = ~/ed
√
ττi, and τ = τiτe/(τi + τe). The quantities G0, FD1 and
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the density n can be expressed as integrals involving Fermi-Dirac integrals,
G0(T ) = kBT
∫ pi
−pi
dxF 1
2
(
µ
kBT
− ∆
2kBT
(1− cos(x))
)
∫ pi
−pi
dxF− 1
2
(
µ
kBT
− ∆
2kBT
(1− cos(x))
) , (5.25)
FD1(T ) =
∫ pi
−pi
dx cos(x)F− 1
2
(
µ
kBT
− ∆
2kBT
(1− cos(x))
)
∫ pi
−pi
dxF− 1
2
(
µ
kBT
− ∆
2kBT
(1− cos(x))
) , (5.26)
n =
√
2mkBT
~2d2
1
2π2
∫ pi
−pi
dxF− 1
2
(
µ
kBT
− ∆
2kBT
(1− cos(x))
)
. (5.27)
Thereby, the Fermi-Dirac integral Fq(η) is defined by
Fq(η) =
∫ ∞
−∞
yq
exp(y − η)dy . (5.28)
The numerical evaluation of Fermi-Dirac integrals where q is an integer can be performed
effortlessly [AHSMM83]. For half-integer q a second term appears in the series expansion
of the integral which converges extremely slowly [AHSMM83]. Therefore, a very precise
numerical calculation of the expression (5.28) can be very demanding and time consuming.
However, in our calculations we only require the precision of a few percent. This can be
achieved by using closed form approximations for the integral (5.28) [AHSMM83].
The independent parameters of our model are the elastic and inelastic relaxation times.
In order to compare the theoretical calculations to the experimental data, both scattering
times were varied until an agreement of the NDC peak position and peak height was
achieved. The two conditions determine the two unknowns completely.
In figure 5.15(a) - (c) the results of the theoretical model for a number of different
relaxation time pairs are shown.
1. For an infinitely long elastic scattering time12 the result resembles the Esaki-Tsu
prediction with the inclusion of a finite number of electrons being distributed in the
miniband. Both for τi = 1 ps and τi = 100 fs the same peak current is reached.
However, the onset of NDC and of Bloch oscillations, which are determined in these
cases by τi, require different electric fields which correspondingly also differ by about
an order of magnitude. The electronic temperatures do not increase too strongly
since all scattering events are inelastic and allow for an effective dissipation of energy.
This in turn leads to minor changes in the chemical potential. Except for a rescaling
of the electric field axis both cases are equivalent.
2. Once elastic and inelastic relaxation are of equal importance, the situation changes.
The electronic temperature rises to higher values, indicating that elastic scattering
121 ms is at least 9 orders of magnitude longer than the chosen τi. Thus the result is very close to the
limit τe → ∞.
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Figure 5.15: (a) - (c) Theoretical results for the transport characteristics, the chemical
potential, and the effective electron temperature Te from the two-dimensional model de-
scribed in the text. (d) Comparison of the experimental data with a theoretical transport
characteristic which has been calculated with the aim of similar NDC peak properties.
heats up the carrier distribution. At the same time, this causes a larger shift in the
chemical potential and the peak current also drops. In the one-dimensional model
the peak current is proportional to
√
τ/τi (cf. equation (2.16)). This factor produces
a current reduction similar to the one that is observed in the two-dimensional model.
3. When elastic scattering becomes the dominant process, the changes observed in case
2 grow increasingly stronger. In the shown situation with τi = 25 ps and τe = 300 fs
a strong heating of the carrier distribution is observed and, correspondingly, the
chemical potential becomes strongly negative. The system can then in the high Te
region also be described by a Maxwell-Boltzmann distribution. Accordingly, the
peak current decreases strongly.
The scattering values of case 3 were chosen such that the theoretical peak position and
height are in close agreement with the experimental data. A direct comparison is shown
in figure 5.15(d). Due to the strong increase in Te, the position of the NDC peak does not
5.8. A TWO-DIMENSIONAL SURFACE SUPERLATTICE TRANSPORT MODEL 83
directly correspond to the relaxation time
√
ττi ≈ 2.7ps, but is rather found at an electric
field which gives a τ of about 1 ps. This means that the tranport in all the presented
samples is best described by miniband conduction, since the parameter plotted in figure
5.14(d) increases by at least a factor of 2 for all devices. The difference in shape between
theory and experiment can be attributed to different reasons. An important one is that
the relaxation rates are assumed to be energy independent. It would be more realistic
to implement a detailed description of the scattering processes, or at least to allow for
energy dependent scattering rates. However, while such approaches are beyond the scope
of this work, the rather simple approximations with fixed scattering rates have also often
turned out to be very close to the results of more sophisticated calculations.
Additionally, the main concern for the implementation of the above theory was not to
get an exact correspondence between theory and experiment, but rather the determination
of a parameter set τi, τe, Te that is as realistic as possible. These values determine the
magnitude of the dynamic conductivity which is directly proportional to the gain in the
surface SL. Therefore, if we want to determine realistic gain values, it is necessary to apply
a transport model that captures the important details. One of these is the possibility that
an electron transfers energy from the applied DC field into a motion perpendicular to the
electric field direction. It is this process that leads to the strong heating of the carrier
distribution. Figure 5.16 shows how the energy transfer occurs. An electron starts at
k = 0 and is accelerated by the applied electric field along the superlattice axis. Its
kx-value increases. When the electron is scattered elastically (white arrow marked with
an ¨e¨), the final states are made up of all k-space values that possess the same energy
as the initial state. Many of these states have a larger momentum ky. Therefore, a part
of the energy acquired in the electric field along the superlattice is transferred into the
perpendicular direction. Since between two scattering events ky does not change while kx
varies according to the applied electric field, the electron stays on the traces indicated in
light gray. Now, it is easy to see that the more dominant elastic processes are, the stronger
the energy transfer is. The electron undergoes many elastic scattering events before it
finally dissipates some of its energy. Therefore, it can reach states with very large ky
value. And this in turn increases the energy in the distribution, which is equivalent to a
strong heating.13 A higher temperature means a flatter distribution function, which leads
to smaller current and gain values.
Before we turn our attention to the study of surface SL transport in external fields, a
short discussion of the surface SL transport for samples without a shunt seems necessary.
So far, we switched from the unshunted to the shunted system quite naturally. The
reduction of the channel length led to a parallel transport contribution across the undoped
bulk SL. However, there are also samples similar to those discussed at length in the last
two sections which do not possess a parallel shunt channel. Their properties and the
13The application of an electric field to the SL system always leads to a heating of the carrier distribu-
tion. But for dominant elastic scattering, the electronic temperatures are much larger than in the case
of strong inelastic relaxation.
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Figure 5.16: The figure illustrates how dominant elastic (white arrows) scattering can
transfer energy taken from the electric field along the x-direction into the motion per-
pendicular to the SL axis. The light gray lines show the electron trajectories in between
scattering events. The black arrow shows an inelastic scattering event.
conclusions drawn from them, especially in correspondence to the 2D stability discussion
of chapter 4.4, is the topic of the next section.
5.9 Surface superlattices without shunt
One of the initial motivations for the study of surface SL structures was the reduced
dimensionality of the structure. As shown in chapter 4, this geometry change should allow
the realization of high-density surface SLs operating outside the traveling dipole domain
mode. With the development of the SL-shunt system this argument became obsolete,
since there the shunt stabilizes the electric field distribution at every density. Due to
the asymmetry of the shunt characteristics it is, however, possible to investigate samples
which possess parallel transport along one bulk SL direction, while no shunt current
flows in opposite source-drain geometry. The resulting current-voltage characteristics of
samples with CEW widths of 1.6 nm, 5 nm and 10 nm, identical to those of figure 5.14
but without immediate shunt current, are shown in figure 5.17(a) – (c). A significant
shunt current is only found to flow beyond SD-voltages of about 400 mV. For small SD-
biases the system is unshunted. Both for the 1.6 nm and the 5 nm CEW samples clear
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Figure 5.17: (a) - (c) Current-voltage characteristics of surface SLs that do not posses
a shunt in the SD-bias region below 400 mV ((a) 1.6 nm CEW, (b) 5 nm CEW, (c)
10 nm CEW). (d) Transport characteristic of a surface SL (5 nm CEW), where the
two-dimensional channel was induced by modulation doping. The inset shows magneto-
transport measurements before and after illumination of the modulation doped sample
structure.
instabilities can be observed in the unshunted region of the high gate bias traces. These
characteristics also show a total current flow which is significantly larger than in samples
that have parallel transport. As soon as the shunt turns on, the current seems to drop
to a different transport characteristic which again resembles that of a homogeneous SL,
showing a current peak followed by a region of NDC. A possible interpretation would be
to assume that a large part of the voltage is dropped at the boundary between contact
and SL so that the stable surface SL trace only starts at a voltage of about 450 mV. This
would, however, suggest that the instability related NDC seen in the unshunted parts of
the traces is possibly induced by a boundary pinch-off effect similar to the one discussed
at the very beginning of this chapter. Such a conclusion is further supported by the fact
that the 10 nm CEW sample shows no instabilities up to the point where the parallel
transport sets in. Nevertheless, the large current in the unshunted voltage regions of this
sample could shift instabilities into the shunted transport region.
86 CHAPTER 5. TRANSPORT IN SURFACE SUPERLATTICE SYSTEMS
A decision about possible instabilities can be made when we look at a 5 nm CEW
sample14 in which the two-dimensional electron system was induced by modulation doping.
Without the gate, there is no equipotential layer on the side of the SL and, therefore, all
problems concerned with gate induced density inhomogeneities are remedied. The I-V-
characteristics of such a sample are shown in figure 5.17(d). The corresponding densities
of 2 × 1011 cm−2 (before illumination) and 2.4 × 1011 cm−2 (after illumination) 15 were
determined from the Shubnikov-de Haas oscillations shown in the inset of figure 5.17(d).
Neither instabilities nor NDC are observed in the data, and no parallel transport occurs in
the studied SD-bias regime. This suggests that the nL-product is subcritical as to avoid
NDC which would inevitably cause instabilities. The Shubnikov-de Haas data results in
corresponding bulk densities of the order of 5× 1017 cm−3. This value is well within the
limits calculated in chapter 4 where we assumed a high effective electron temperature as
also found in the last section.
Why the current increases so strongly after illumination, although the density increases
only by 20 percent, is unclear. A possible explanation would be a strong increase in the
mobility, which is supported by the appearance of a resistance maximum at filling factor 3
in the illuminated magnetoresistance trace shown in the inset of figure 5.17(d). A parallel
channel due to the modulation doping is not expected for a thin spacer of 150 A˚ at these
densities.
Thus, there is some support suggesting that the electric field along a surface SL is
even without shunt only slightly inhomogeneous. Instabilities observed in gated structures
might only be brought about by small density inhomogeneities introduced through the
equipotential gate at the side of the SL. This offers the intriguing possibility to use a
surface SL with or without shunt for the realization of a Bloch oscillator.16
5.10 Conclusion
A number of important facts can be deduced from the discussion in this chapter. The evo-
lution of the peak currents observed in a number of samples indicates the correct miniband
filling expected for surface SLs. Moreover, the observed instability-free negative differen-
tial conductance, which leads to current-voltage traces in close agreement with theory, also
lets us conclude that minibands are formed in short-period modulated two-dimensional
electron systems. Also, the electrons perform Bloch oscillations instead of being excited
to the close lying minibands of the excited states of the triangular confinement.
When a gate structure is used to establish the two-dimensional transport channel,
then it is necessary that the condition Vgate ≫ VSD is met. Otherwise, pinch-off effects
14The sample actually possesses 500 nm thick intrinsic buffer layers. Since we have removed the gate,
however, the additional channel length is of minor importance.
15The magnetoresistance traces show double peaks which is attributed to different densities in the
intrinsic buffer layers and the SL section of the two-dimensional channel.
16This would be an invaluable advantage in the design process for such a system.
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will mask the real superlattice transport behavior. Small current jumps, whose positions
are shifted strongly to higher SD-bias with increasing gate voltage, can be introduced by
the gate, even though the former condition is met. However, they are not connected to
the concept of superlattice instabilities.
The great flexibility offered by the cleaved-edge overgrowth method allows the realiza-
tion of shunt stabilized surface SLs. The parallel transport helps to keep the electric field
homogeneous even in the region of negative differential conductance. From the observed
data we derive the claim that we could for the first time electrically excite stable Bloch
oscillations in a high-density superlattice structure. This claim is crosschecked in the fol-
lowing two chapters where surface SL transport in the additional presence of a magnetic
and a high-frequency field is studied.
Finally, surface SLs without shunt show no negative differential conductance at high
carrier densities. This supports the result found in chapter 4 that two-dimensional surface
SLs are subject to electric field instabilities only at much higher carrier densities than
conventional SLs. This observation suggests one possible approach towards the realization
of a Bloch oscillator from surface SL structures.
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Chapter 6
Surface superlattice transport in an
external magnetic field
6.1 Overview
Studying the transport through a nanostructure in the presence of an external magnetic
field has often helped to gain a better general understanding of the system properties.
In superlattices there are two distinguished magnetic field directions: parallel or
perpendicular to the SL axis. Initially, one would not expect strong changes in the
transport behavior when magnetic field and current are in parallel. However, such
a magnetic field can localize the electrons into quantized Landau tubes. The result-
ing transport channels become essentially one-dimensional and carry much less current
[MHEM01, PMF+04]. Moreover, for strong electric fields so called Stark-cyclotron res-
onances can occur [Pol81, Fer91, SN96, SN97, PMF+04] when the cyclotron energy is
equal to the Stark ladder splitting. This effect will allow us to check the assumptions
made about the shunt in the last section.
A magnetic field perpendicular to the SL axis can have different effects depending on
the SL parameters. If the SL is operated in the sequential resonant tunneling regime,
the conservation of perpendicular momentum during the tunneling process forces a shift
in the NDC peak position which is quadratic in the magnetic field [MGvKP93]. This is
in contrast to miniband transport which predicts a linear position dependence [ASP+93,
ML95]. This difference in behavior provides us with a direct means to experimentally
verify the miniband transport assumption of the last chapter. As we shall see, the electrons
in a miniband are subject to a magnetic field induced confinement, and the strength of
this confinement with respect to the electric field induced localization can cause both
positive or negative magnetoresistance [Mov87, ML95, PSE+92].
The main aim of this chapter is to compare the experimental transport data in the
presence of an external magnetic field to the theoretical predictions of the semiclassical
model we have so far worked with. Depending on how good or bad this comparison turns
out to be, we can either confirm the proposed SL-shunt system of the last chapter or try
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to come up with an alternative explanation.
A magnetic field applied perpendicular to the surface SL axis can either lie in the plane
of the two-dimensional electron system or be perpendicular to it. In the latter case the
mobility of the electron system is so large that the electrons will condense in Landau levels.
This situation cannot be described with the semiclassical transport picture. Therefore,
only a short qualitative discussion of the data for this situation is given. In contrast, the
large effective mass for the motion perpendicular to the two-dimensional electron system
prevents a quantization of the eigenenergies when the magnetic field lies in the plane of
the surface SL. In this situation the semiclassical model is expected to work fine even for
very large magnetic fields.
The sample structures used in the experiments described below are shunted surface
SLs of the final design as described in chapter 3. The SL consists of 66 periods with 12 nm
wide wells and 3 nm thick barriers without any intrinsic buffer layers. Structures with
CEW widths of 5 nm and 10 nm are investigated. The gate barrier thickness is 2 µm.
Again, all presented measurements were recorded at a temperature of 4.2 K.
6.2 Applying a magnetic field
In a conventional SL structure there are two distinguished directions for the application of
a magnetic field B. One is along the SL growth axis with the magnetic field perpendicular
to the individual SL layers. Since the SL is fully symmetric with respect to any rotation
around the SL growth axis, the second distinguished magnetic field alignment is parallel
to the SL layers. The two cases influence the transport properties in very different ways.
When current and magnetic field are parallel, there is no ~F × ~B-drift of the electronic
system. However, if the mobility inside a SL well is high enough, the electrons condense
in quantized Landau levels. As we shall see, this strongly changes the transport along the
SL axis. A magnetic field aligned perpendicular to the SL axis results in the electrons
experiencing the Lorentz-force q~v × ~B in addition to the acceleration due to the static
electric field. While the Lorentz-force strongly changes the transport along the SL axis,
the effect of the Hall voltage on the SL transport can be neglected [ML95].
The principle influence of a magnetic field on the transport in a surface SL is the
same as just described for a conventional SL. However, there are not only two, but three
different distinguished axes along which the magnetic field can be aligned. Figure 6.1
shows a schematic drawing of the possible scenarios. While the x-axis points along the
SL axis, the z-axis defines the orientation of the second growth step and the y-axis lies
along the single free electron direction. Unlike in a conventional SL the electrons do not
only feel a confining potential along the SL axis but also due to the voltage applied at the
gate electrode. Thus, the rotational symmetry around the SL axis is broken. With the
addition of the gate induced confinement the electron system becomes two-dimensional.
The electrons essentially move only along the free y-axis and the periodically modulated x-
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Figure 6.1: The figure shows the distinguished magnetic field directions defined by the
surface superlattice structure.
axis. Thus, one would initially assume that only a magnetic field alignment perpendicular
to the two-dimensional system would have a significant impact on the transport properties.
However, as we shall see, the confinement induced by the gate is still weak enough so that
a magnetic field in the plane of the two-dimensional system can result in marked transport
changes.
In the following sections we will discuss in respective order the application of fields
Bx = B

 10
0

 , By = B

 01
0

 , Bz = B

 00
1

 , (6.1)
which are defined with respect to the geometry depicted in figure 6.1. For Bx and By,
the transport changes are explained in the framework of the semiclassical model we have
worked with so far. This model cannot be applied to theBz case since the electron mobility
in the two perpendicular directions is so high that the electron system condenses into
Landau levels. In this situation, the additional SL potential is treated as a perturbation
[Mov87].
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6.3 Aligning the magnetic field parallel to the super-
lattice axis
Depending on the SL parameters, the presence of a magnetic field parallel to the SL axis
can result in distinct changes of the transport properties. Since our SL structures possess
both small miniband widths and long relaxation times, a magnetic field induces two main
transport changes.
The application of the magnetic field leads to the Landau quantization [Dat03, Chapter
1.5] of the electrons in the SL layers. The resulting set of equidistant ladder states
individually forms minibands by interaction with the corresponding states in neighboring
wells. This leads to a ladder of minibands as shown in figure 6.2(a), which are separated
by the cyclotron energy EC = ~ωC , with ωC = eB/m. Hereby, m is the effective mass for
in plane movement of the electrons. If the cyclotron energy is smaller than the miniband
width, then electrons can be scattered elastically between minibands belonging to different
Landau levels. Therefore, electrons can reach high energy values as shown in figure 6.2(a)
from which they can relax inelastically down to lower minibands. Once the cyclotron
energy exceeds the miniband width, however, no scattering between minibands of different
Landau levels is possible at low temperatures, restricting inelastic processes to intra-
miniband relaxation. However, as we have seen, it is mainly by means of inelastic processes
that electrons are driven along the SL axis. Since a large cyclotron energy leads to a
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Figure 6.2: (a) Set of minibands which result when a magnetic field along the superlattice
axis leads to Landau quantization in the superlattice planes. For the small magnetic field
situation shown, the arrows indicate that an electron can reach large energy values by
elastic scattering between the minibands before it relaxes back down to lower energies. (b)
Same as in graph (a), however, now the magnetic field is so strong that elastic scattering
between the minibands is no longer possible.
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limitation of these scattering events, a current suppression for increasing magnetic field
is predicted [MHEM01, PMF+04].
When the SL sample also possesses very long relaxation times, the application of
modest electric fields already leads to a resolution of the Wannier-Stark ladder states.
The electronic energy levels are then quantized along the SL with an equidistant energy
separation eFd proportional to the applied electric field F . If, at the same time, a strong
magnetic field parallel to the electric field is present, the electrons are also localized within
the individual SL layers due to the Landau quantization. Therefore, in the situation
of combined parallel electric and magnetic fields, the electronic states become totally
quantized with the energy states given according to
Eν,n = νeFd+ ~ωC
(
n+
1
2
)
ν = 0,±1,±2, . . . n = 0, 1, 2, . . . , (6.2)
where ν is the number of the individual SL quantum well and n the Landau level index.
Therefore, as shown in figure 6.3, in each SL well an equidistant ladder of energy states
is formed. If there is no energetic alignment of energy levels in neighboring wells, then as
shown in figure 6.3(a), the electrons move along the SL by hopping between the lowest
states (ν = i, n = 0) of the quantum wells. This is somewhat reminiscent of the situation
of Wannier-Stark hopping without magnetic field.1 However, whenever quantized states
in neighboring wells lie at equal energies, electrons can be scattered elastically by inter-
face roughness or quasi-elastically by acoustic phonons between them (∆n 6= 0). Such
1When the magnetic field is present, the dispersions along the two directions of free electron motion
collapse into a quantized state. This results in a dramatically reduced current.
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Figure 6.3: (a) Totally quantized states resulting from the combined application of strong
magnetic and electric fields. (b) Same as in (a), however, in the depicted situation the
Stark-Landau-levels in neighboring wells are aligned. This situation is referred to as a
Stark-cyclotron resonance.
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processes followed by inelastic relaxation open up additional transport paths through the
SL, leading to a current increase. Since the Wannier-Stark states extend over a num-
ber of SL periods, additional transport paths open up whenever quantized states in any
of the SL wells lie at equal energies. Generally, these additional paths lead to current
resonances in the transport characteristics which are called Stark-cyclotron resonances
(SCR) [Pol81, Fer91, SN96, SN97]. When an electric field sweep is performed for a fixed
magnetic field strength, a sequence of SCRs should appear whenever the condition
νeFd = ~ωC
(
n+
1
2
)
ν = 0,±1,±2, . . . n = 0, 1, 2, . . . (6.3)
is fulfilled. Since the electric field localizes the Wannier-Stark states across a small number
of SL periods, those resonances that involve the hopping across a large number of periods
(|ν| ≫ 1) quickly become insignificant.
Strong current resonances, referred to as Stark-cyclotron-phonon resonances, are also
expected for resonant alignments including longitudinal optical (LO) phonons [Pol81,
Fer91, SN96, SN97]. The corresponding resonance condition is given by
νeFd = ~ωC(n+
1
2
) + ~ωLO ν = 0,±1,±2, . . . n = 0, 1, 2, . . . , (6.4)
where ~ωLO is the LO phonon energy. Since the latter energy is about 36 meV in GaAs,
whereas the typical measurement range ends at a Stark-splitting of about 16 meV, such
resonances would only be observable for ν ≥ 3. As the extension of the Wannier-Stark
states decreases with increasing bias, it is not clear whether these resonances will be
observable in the experiments.
The foregoing discussion did not explicitly distinguish between SLs and surface SLs.
The concept of the SCRs and the current suppression by the magnetic field parallel to the
SL axis do, in principle, remain valid for surface SLs. However, the gate induced confine-
ment is so strong that Landau quantization does not occur for the available magnetic field
strengths. Therefore, SCRs are not expected to appear in the transport characteristics of
surface SLs.
Before we, however, discuss the transport through the surface SL, let us take a look
at the magnetic field induced changes in the shunt transport. This is rather important
since the shunt is itself a SL and we have to take care to attribute any observed feature
correctly to the shunt or the surface SL.
6.3.1 Shunt transport in a magnetic field parallel to the super-
lattice axis
Figure 6.4 shows the current-voltage characteristics of the shunt for magnetic field values
ranging from 0 to 13 T. Two characteristic changes are observed when the magnetic field
strength is increased:
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• The total transport along the shunt strongly decreases.
• A number of resonance features are visible in the transport traces.
These observations seemingly correspond one to one to the theoretical predictions dis-
cussed in the last section. On one hand, the Landau quantization introduces a limitation
on inelastic scattering processes, leading to a reduced current flow. On the other hand,
for (ν, n) pairs that fulfill condition (6.3), resonant current features appear. Test samples
without second growth step do show exactly similar data, rejecting any connection to the
presence of the overgrown layers. In order to establish a possible correlation between the
observed features and SCRs, we foremost have to determine their positions. This can be
done in a number of ways. In figure 6.5(a) the positions of the features extracted from the
first and second derivatives of the current-voltage traces are plotted. In contrast, figure
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Figure 6.4: Current-voltage characteristics of the shunt SL when a magnetic field is applied
parallel to the transport direction.
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Figure 6.5: (a) Positions of the Stark-cyclotron resonances extracted from the data of
figure 6.4. Both the slopes of the individual lines and the corresponding (ν, n) values are
shown. (b) Gray-scale plot of the resistance calculated from the same data. Black (light
gray) is a resistance minimum (maximum) indicating a current maximum (minimum).
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6.5(b) shows a gray-scale plot of the function
α(B,F ) = −∂
2R(B,F )
∂F 2
/∂R(B,F )
∂F
, (6.5)
where R(B,F ) is the resistance VSD/ISD, which unlike the current increases in the high
SD-bias regime with increasing magnetic field. The function α possesses extrema whenever
the first derivative of R crosses through or comes close to zero, while the second derivative
determines the sign of this extrema. A negative sign indicates a maximum and a positive
sign a minimum. While the gray-scale plot presents a nice overview, a comparison of the
extracted slopes2 with those found directly from the derivatives of the current traces is
quantitatively difficult. One reason for this is the sample geometry. In order to allow for
at least a four point measurement at the n+-contact layers, the current is injected at a
fixed position. From this point it spreads out laterally. The further a specific point on
the n+-contact layer is away from the injection point, the smaller is the voltage across
the SL at this location. Thus, the SCR occurs only for a certain percentage of the bulk
SL at the same SD-bias. This leads to very broad current resonances. These in turn lead
then to rather wide areas of large or small values for α such that the gray-scale plot is
rather imprecise for the determination of the exact positions of its extrema.
Nevertheless, the gray-scale plot clearly shows a linear dependence of the resonance
condition on the magnetic field strength. The slopes given in figure 6.5(a) can unam-
biguously be assigned with values (ν, n), also shown in the graph, for the possible Stark-
cyclotron resonances. A comparison of the slope of the (1, 1) transition with expression
(6.3) leads, with an effective mass3 of 0.07me, to the conclusion that about 75 percent of
the bulk SL are aligned homogeneously. Due to a possible magnetic field misalignment,
which would both reduce the magnetic field and further increase the effective mass, this
number is a lower limit. Furthermore, electrons spilling over from the unbuffered contact
layers into the first periods of the SL may reduce the effective length of the SL across
which the voltage is dropped. However, there must be a small inhomogeneity in the elec-
tric field over a very short section of the SL since otherwise NDC would occur in the
nominally undoped shunt.
6.3.2 Surface superlattice transport in a magnetic field parallel
to the superlattice axis
While the observation of the SCRs in the bulk SL confirms that the electric field alignment
in the shunt is very close to homogeneity, it also poses a problem for the determination
of the transport characteristics of the surface SL. In the discussion of the voltage and
current distributions in the shunted surface SL structure we found that the surface SL
2
Minima in α directly correspond to maxima in the current.
3Due to the confinement of the SL potential the effective mass is a little larger than in pure GaAs
[WMN+92].
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transport also changes the current flow in the bulk SL at similar SD-voltages. These
current changes naturally go along with changed voltage distributions. Therefore, the
SCRs of the bulk SL occur at different voltage positions when the two-dimensional channel
is turned on. This, however, artificially introduces current resonances into the surface SL
current-voltage characteristics, as seen in figure 6.6, when a simple subtraction of the zero
gate voltage trace is performed. And even though the observed peaks do shift with gate
voltage and also for different CEW widths while the shunt resonances remain unchanged,
a careful analysis shows that the minima between two peaks remain fixed at positions
that correspond to the maxima of the subtracted traces. Moreover, the strengths of the
extrema in figure 6.6 changes in exactly the same way as those of the current resonances
in the shunt. Thus, the features seen in figure 6.6 are artificially introduced by the
subtraction of the shunt transport. Now, a possible approach to remedy the situation
might be the realignment of identical features in the traces with and without gate bias.
However, the change in the voltage distribution of the device leads not only to a shift
of the resonance, but also changes the shape of the resonance. Therefore, even after a
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Figure 6.6: Current-voltage characteristics for a surface superlattice when a magnetic
field along the transport direction is applied. The traces result when the zero gate voltage
characteristic is directly subtracted from the total transport through the shunted surface
SL system. The apparent resonances are artificially introduced since this subtraction does
not fully cancel the features observed in figure 6.4.
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correct realignment, artificial features remain in the surface SL transport characteristics.
This makes it extremely difficult to get a clear idea of the magnetic field induced changes
in the surface SL transport.
Moreover, the parallel alignment of the electric and magnetic fields strongly quenches
the shunt current (cf. figure 6.4). When the conductivity of the shunt decreases below a
certain minimum value, the surface SL will become unshunted. This probably contributes
to the current plateaus which appear in figure 6.6 for large magnetic fields.
In figure 6.7(a) the absolute value of the surface SL current at SD-biases of ±10 mV
and the shunt current at a Stark splitting of 2.5 meV are plotted versus the parameter
~ωc/∆. In [PMF
+04] it was found that the current in the presence of a parallel magnetic
field approximately follows a universal curve when plotted versus ~ωc/∆. This curve was
calculated in [PMF+04] with the help of a nonequilibrium Green’s function approach.
Values according to this result are also given in figure 6.7(a) both for the surface SL
and the shunt. The shunt data is consistent with the predicted universal behavior. A
comparison of the surface SL data with this theory shows no agreement. There is a major
shift in the parameter ~ωc/∆ between both data sets. The universal behavior discussed
in [PMF+04] is attributed to the formation of quasi-one-dimensional transport channels
when a large magnetic field leads to a strong Landau quantization in the SL layers. Due
to the strong triangular confinement potential Landau quantization does not occur in the
surface SL. Making use of results found in the next section, we can calculate an effective
mass of about 0.6me for the lateral cyclotron motion in the triangular well. This suggests
a rescaling of the ~ωc/∆-axis in figure 6.7(a) by a factor of about 9. However, the rescaling
does not lead to a better agreement between experiment and theory as figure 6.7(b) shows.
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Figure 6.7: (a) Comparison of the current flow through shunt and surface superlattice
at fixed SD-biases with a supposedly universal theoretical prediction (Ec = ~ωc). The
magnetic field alignment is parallel to the superlattice axis. (b) Same as in graph (a),
however, only data of the surface superlattice is shown. The two theoretical traces are
calculated under the assumption of two different effective cyclotron masses.
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It rather suggests that the miniband width might also show some B-field dependence and
that the reduced dimensionality of the surface SL might introduce an additional geometry
factor in the universal curve.
It is interesting to note that the experimental surface SL data in figure 6.7 shows
some structure in form of a kink and a flat maximum. Such features are also present
in the theoretical data [PMF+04, figure 4] when a small broadening of about 0.5 meV
of the miniband states is assumed. A smooth current decrease is found only for strong
energetic broadening. The features in figure 6.7 are in agreement with the quite general
observation that the relaxation times in surface SLs are much longer than in conventional
SL structures.
6.4 Aligning the magnetic field perpendicular to the
superlattice axis
A free electron in crossed electric and magnetic fields drifts perpendicular to both field
directions. The application of a magnetic field perpendicular to the electric one also leads
to a finite ~F × ~B-drift of the electrons in the SL structure. When the mobility in the plane
perpendicular to the magnetic field is not high enough so that separate Landau levels are
formed, the semiclassical transport model can again be applied in order to study the
effects of the magnetic field on the drift velocity and current along the SL axis.
The major change introduced by the magnetic field is a coupling of the electron move-
ments along and perpendicular to the SL axis. The semiclassical acceleration theorem
now contains the sum of the electrostatic force and the Lorentz-force,
~~˙k = e ~F + e(~v × ~B). (6.6)
With4
~F = F

 10
0

 , ~B = B

 00
1

 (6.7)
and
vx,y =
1
~
∂E
∂kx,y
, (6.8)
the time evolution of the momenta kx and ky is governed by the expressions [HHHS94]
∂kx
∂t
=
eF
~
+
eB
m||
ky(t) , (6.9)
∂ky
∂t
= − eB
m⊥d
sin(kx(t)d) , (6.10)
4The current discussion concerns conventional SLs. Therefore, the situations B = By and B = Bz are
identical.
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where m|| is the effective mass of the movement in the SL planes and m⊥ = 2~
2/∆d2 is
the zone center effective mass along the SL axis. The equations clearly show the coupling
between kx and ky introduced by the magnetic field. Due to this coupling, the difficulty of
solving the corresponding Boltzmann-equation increases considerably. In order to avoid
this, the drift velocity is usually calculated with the approach introduced by Esaki and
Tsu [ET70]. According to their work, the average drift velocity of an electron along the
superlattice axis is given by [HHHS94]
vd =
~
τm⊥d
∫ ∞
0
e−
t
τ sin(kx(t)d)dt . (6.11)
The combined effects of all scattering events are described with the single relaxation time
τ . Expression (6.11) leads, for zero magnetic field, to the same velocity-field dependence
as the Boltzmann-equation description, except for any distribution factors.
A numerical integration5 of equations (6.9)6 and (6.10) and a subsequent evaluation
of the integral (6.11) for a set of different magnetic and electric fields leads to current-
voltage characteristics7 of the form shown as in figures 6.8(a) and (b). In both figures
the electric field is given in dimensionless units of Fc = ~/edτ . While the peak current
actually increases for magnetic fields smaller than 0.6 T, a strong peak current suppression
is observed for very large fields. Simultaneously, the NDC peak position is continuously
5The actual computation was done with ready to use functions of the numerical computation tool
Matlab. The short programs are given in appendix A.
6Here, it is assumed that m|| equals the effective mass in GaAs.
7Actually, the calculations only yield the drift velocity-electric field characteristics. However, assuming
a homogeneous electric field across the SL, the current-voltage characteristics have to look the same.
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Figure 6.8: (a) Theoretical current-voltage characteristics for different magnetic fields
applied perpendicular to the transport direction. In (b) the small electric field region is
magnified and additional magnetic fields are considered.
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shifted to higher electric fields. A distinct threshold electric field Fth can be defined when
a transport characteristic for B > 0 is compared to the B = 0 case. For all electric fields
smaller than Fth a positive magnetoresistance is observed and for all electric fields larger
than Fth a negative magnetoresistance occurs. In the limit B → 0 the threshold field Fth
is given by [HHHS94]
Fth =
FC
2
. (6.12)
The latter condition allows us to extract the scattering time τ from the crossover point
at small magnetic field values.
The origin of the trace crossings of figure 6.8(a) and (b) can be understood in terms
of the so-called free flight trajectories. The following discussion is based on the ideas
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Figure 6.9: Free flight trajectories of electrons that start at kx = 0 and at different ky
values for an electric field (F = 0.5FC) in the linear superlattice transport regime.
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presented in [PSE+92]. In figure 6.9 the free flight trajectories described by equations
(6.9) and (6.10) are plotted for electrons starting at kx = 0 with different ky values. Free
flight refers to the time interval [0, τ ]. Both kx and ky are normalized to
pi
d
, while F
is given in units of the critical field FC = ~/edτ . For zero magnetic field and a small
electric field F = 0.5FC , at which the SL is still ohmic, the free flight trajectories extend
straight along the kx direction, however, they do not come close to the Brillouin zone
boundary. Small magnetic fields divert these trajectories in the ky direction (cf. figure
6.9(b)-(e)). For a strong magnetic field of 5 T, the trajectories near the origin are closed
(cf. figure 6.9(f)). This closing of the free flight trajectories is interpreted as an increased
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Figure 6.10: Free flight trajectories of electrons that start at kx = 0 and at different ky
values for an electric field (F = 4FC) in the negative differential conductance transport
regime of a superlattice.
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localization compared to the one induced by the interplay of scattering and electric field.
Thus, the average drift velocity of an electron decreases and a positive magnetoresistance
is observed as seen in the characteristics of figures 6.8(a) and (b).
In the case of a large electric field of 4FC and equal τ , the changes in the free flight
trajectories due to the magnetic field are similar to the ones described above. The cor-
responding plots are shown in figure 6.10. For zero magnetic field, the trajectories now
extend much further along the kx direction, indicating that the NDC regime has been
reached. Figures 6.9 and 6.10 look similar, except for the fact that it takes higher mag-
netic fields to reach the same stage of twisting for the free flight trajectories. However,
now a reduced extension of the trajectory along the kx-direction does not lead to a smaller
drift velocity. Instead, the extension of the Bloch oscillation cycle is reduced. This weak-
ening of the Bloch oscillation mode leads to a larger drift velocity. This result is evident
in form of an increased current (negative magnetoresistance) in the numerical solutions
in figure 6.8(a) and (b).
The conclusions drawn from this discussion agree very well with the numerical calcu-
lations. In the small SD-bias regime a positive magnetoresistance is expected when the
magnetic field is increased. For every B-value, there exists a threshold electric field (where
the trajectories change from closed to open) beyond which a negative magnetoresistance
region is entered. Moreover, the position of the NDC peak is continuously shifted towards
higher biases since the magnetic field increasingly limits the kx-extension of the electron
trajectories.
6.4.1 Shunt transport in a magnetic field perpendicular to the
superlattice axis
Most of the features just discussed should be observable in the shunt characteristics.
The corresponding experimental data for structures with a 5 nm CEW and a 10 nm
CEW are shown in figure 6.11 for zero gate bias. The characteristics are independent
of the magnetic field alignment within the plane of the SL layers, as expected from the
rotational symmetry around the SL axis of the shunt. For each B > 0 there exists
a threshold field Fth which separates a region of positive magnetoresistance at small
bias from a region of negative magnetoresistance at large bias when compared to the
B = 0 trace. Numerical simulations show that the current-voltage characteristic of a low-
density SL at a fixed B-value should eventually cross all transport characteristics taken
for smaller magnetic fields. However, the exact positions of these crossings depend on
the SL characteristics and their determination requires additional numerical calculations
beyond this work. Thus, these additional crossings either occur only for Stark-splittings
beyond 14 meV or are artificially shifted beyond this value when higher electric fields
are necessary to inject carriers into the SL for increasing magnetic field. The latter is
indicated by the transport onset being seemingly shifted to somewhat larger SD-biases.
However, the current-voltage characteristics do change in a continuous way so that we
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Figure 6.11: Shunt current-voltage characteristics for a magnetic field applied perpendicu-
lar to the transport direction. The traces in (a) for a sample with 5 nm wide cleaved-edge
well are (in the same bias range) identical to those in (b) for a sample with 10 nm
cleaved-edge well.
have to worry less about observing changes in the surface SL transport traces that are
essentially changes in the shunt characteristics as was the case for the SCRs.
6.4.2 Surface superlattice transport in a magnetic field perpen-
dicular to the superlattice axis
The transport characteristics of a surface SL with a 5 nm CEW are shown in figure 6.12(a)
and (b) for densities of 1.7 × 1011 cm−2 and 3 × 1011 cm−2, respectively. The observed
magnetic field-induced changes are precisely as expected, except for the B = 0 traces
which exhibit a too large peak current. Otherwise, the peak current initially increases
until about 6 T, and then decreases again for higher B-fields. Simultaneously, the peak
position is continuously shifted to larger Stark splittings. The shoulder appearing in some
of the transport characteristics is again due to a slight current overshoot before the shunt
transport sets in (cf. chapter 5.6).
Similar observations are made for the traces of the 10 nm CEW sample shown in figure
6.12(c) at a density of 2× 1011 cm−2. But the decrease in peak current observed beyond
about 10 T is not very pronounced and the B = 13 T value actually increases again.
This indicates that additional transport through the shunt is present, as was discussed for
the 10 nm and 20 nm CEW samples in chapter 5.6. The same reason is responsible for
shifting the magnetic field at which the absolute current peak is observed to higher values.
For a more detailed evaluation, the peak positions and peak currents of all three samples
are plotted versus the applied magnetic fields in figure 6.12(d)-(f). The B = 0 anomaly is
clearly visible for all samples. Its origin is currently not understood. Since high density
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Figure 6.12: Current-voltage characteristics of a surface superlattice with a 5 nm cleaved-
edge well in the presence of a perpendicular magnetic field at a density of 1.7× 1011 cm−2
(a) and 3 × 1011 cm−2 (b) and for a 10 nm cleaved-edge well sample (c) at a density of
2× 1011 cm−2. (d), (e), (f) Negative differential conductance peak position (corrected for
a 150 Ω series resistance) and peak height in dependence on the magnetic field strength
for the data (a) - (c), respectively.
transport characteristics are increasingly subject to additional shunt transport which is
difficult to correct for in this situation, the following discussion focuses on the 5 nm CEW
sample at a density of 1.7× 1011 cm−2.
By inspection the peak position in figure 6.12(d) changes roughly linear with the
magnetic field beyond about 4 T. This agrees with the applied semiclassical model which
predicts a change from open to closed orbits at critical magnetic fields [ASP+93, ML95]
BC = FC
√
m||
2∆
. (6.13)
6.4. ALIGNING THE MAGNETIC FIELD PERPENDICULAR TO THE SL AXIS107
-20 0 20 40 60 80 100 120 140 160 180
100
150
200
250
300
350
400
450
500
R
[W
]
B
2
[T
2
]
R = 22.6 + 2.2 * B
2
0.0 0.1 0.2 0.3
0
20
40
60
80
S
D
-C
u
rr
e
n
t
[m
A
]
MR >= 0
B = 0 T
B = 1 T
B = 5 T
B = 13 T
Stark splitting [meV]
MR < 0
Figure 6.13: Resistance R = V/I of the data in figure 6.12(a) plotted against B2 for a
SD-bias of 5 meV. A linear fit is performed in the high B regime. The inset shows a
magnification of the small SD-bias regime of figure 6.12(a), indicating the regions with
positive and negative magnetoresistance in the limit B → 0.
From this expression a slope of 103d
√
2∆/m|| meV/T is predicted. A comparison of this
value with a linear fit to the data of figure 6.12(d) gives a mass m|| equal to 7.2 me. The
massm|| characterizes the electron motion perpendicular to the two-dimensional transport
channel. For a perfect two-dimensional electron system, no such movement is possible.
The electrons are completely confined in the layer. This complete quantization means that
the dispersion for these electrons is flat perpendicular to the layer. This flat dispersion
corresponds to an infinite electron mass in the perpendicular direction. Therefore, the
huge value for m|| seems quite reasonable for the surface SL structure, which is not quite
a perfect two-dimensional electron system.
Oncem|| is known, additional information about the transport properties can be found.
Equation (6.11) possesses in the limit |F/FC | ≪ |B/B0| of small electric fields [HHHS94]
the analytic solution
vd =
µF
1 +
(
B
B0
)2 , (6.14)
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where B0 is given by B0 =
√
m||m⊥/eτ . In this small electric field limit, the electric
field and the current are, respectively, directly proportional to the SD-bias and the drift
velocity. Therefore, drift velocity and electric field can be replaced by current and voltage
in expression (6.14). The resulting equation can then be rewritten as
R
R0
= 1 +
(
B
B0
)2
, (6.15)
where R = V/I and R0 is the resistance for B → 0. Since the limit B → 0 violates
the condition |F/FC | ≪ |B/B0|, B0 and R0 can experimentally only be deduced from a
linear extrapolation of the high B-field data to B = 0. In figure 6.13 this is shown for a
small SD-bias of 5 meV for the 5 nm CEW sample at a density of 1.7 × 1011 cm−2. The
dependence of the resistance on the square of the magnetic field becomes linear beyond
about 8 T. Fitting this region linearly leads to an R0 value of about 22.6 Ω and a B0 field
of about 3.2 T. With m|| = 7.2 me, this B0-value results in a scattering time of about
1.5 ps. However, since the series resistance is not exactly known, the fit procedure rather
suggests a τ -range of 1.2 ps − 2.3 ps. These numbers are a little longer than the 0.8 ps
directly extracted from the position of the NDC peak for zero magnetic field. From the
two-dimensional transport model, presented in chapter 5.15, an elastic scattering time τe
of about 300 fs and an inelastic scattering time of about τi = 25 ps was found. Those
numbers lead to a characteristic time scale of
√
τiτ ≈ 2.5 ps, where τ = τiτeτi+τe , for the
onset of Bloch oscillations. The reason for the difference between the τ determined from
the peak position and that from the experiment lies in the dependence of the NDC peak
position on the effective electron temperature. The 2.5 ps are close to the values extracted
from the magnetic field measurements. Also, if we determine the scattering time from the
threshold field that separates positive and negative magnetoresistance in the limit B → 0
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Figure 6.14: (a) Calculated current-voltage characteristics for comparison with the data
in figure 6.12(b). (b) Position and height of the negative differential conductance peak
extracted from the calculation in graph (a).
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from the inset of figure 6.13, we find a value of about 2 ps.
Figure 6.14(a) again shows current-voltage characteristics calculated with the Esaki-
Tsu model for a magnetic field perpendicular to the SL axis. However, this time we use
m|| = 7.2 me and τ = 0.8 ps. The latter value is chosen since it leads to the experimental
NDC position at B = 0. Although a larger τ is responsible for the onset of Bloch
oscillations, this value must be used for a comparison with the experiment. Essentially,
this defines an effective scattering time which incorporates an increased effective electron
temperature. Figure 6.14(b) shows that now both the peak height and the peak position,
which have been scaled to the experimental value at B = 0, come quantitatively very
close to the experimental data of figure 6.12(d). This suggests that the SSL transport
can indeed be modeled by the applied semiclassical theory and that electrons inside the
surface SL do perform stable electrically excited Bloch oscillations.
6.5 Aligning the magnetic field perpendicular to the
surface superlattice plane
When a magnetic field perpendicular to the plane of the two-dimensional electron system
is applied, in principle, the same situation as discussed in the last section arises. As
mentioned there, the shunt characteristics are similar as long as the magnetic field and
the electric field are perpendicular. However, there is an important difference when the
surface SL transport is concerned. The gate induced confinement leads, as shown in
the last section, to an extremely large effective mass for the lateral cyclotron motion.
This large mass results in a very small mobility and prevents Landau quantization. This
situation changes dramatically when the magnetic field is no longer inside the plane of
the two-dimensional transport channel but perpendicular to it. It is shown in chapter
8 that the surface SLs studied here show Shubnikov-de Haas oscillations at magnetic
fields well below 1 T. This means that a transport description is needed which is valid
in the limit of strong Landau quantization. The semiclassical model can no longer be
applied in this situation. Since the mobility in conventional SLs is much lower than the
mobility in the plane of the surface SL, the regime of strong Landau quantization cannot
be reached in these devices, and we are not aware of a detailed theoretical description
for this transport regime. Therefore, we only discuss the experimental findings and relate
them to the precious few theoretical predictions [Mov87] stated for the limit of a very
large perpendicular magnetic field.
The experimental data for a 5 nm CEW sample at densities of 1.7 × 1011 cm−2 and
3 × 1011 cm−2 are shown, respectively, in figure 6.15(a) and (b). In graphs (c) and (d)
of the same figure the magnetic field induced change of the NDC peak current and peak
position is plotted. While the position dependence beyond 3−4 T is again linear, the peak
current shows no maximum as predicted in the semiclassical theory but rather decreases
strongly and continuously. Since the peak position changes linearly, one could assume
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Figure 6.15: Current-voltage characteristics of a surface superlattice with a 5 nm cleaved-
edge well when a magnetic field is applied perpendicular to the two-dimensional electron
system. (a) n = 3× 1011 cm−2, (b) n = 1.7× 1011 cm−2. In (c) and (d) the position and
height of the negative differential conductance peaks in (a) and (b) are plotted. The gray
straight lines are linear fits to the peak position.
that the magnetic length introduces a scale with which the electric field has to compete
for inducing the localization leading to NDC. Then, in imitation of the discussion in the
previous section, if we normalize the peak positions Vp(B) to the value at B = 1 T, a
length of about 12 nm is found for L0 assuming a relation of the form
Vp(B)
Vp(B = 1 T)
=
L20
a20
, (6.16)
where a0 =
√
~/eB is the magnetic length. L0 is of the order of the period length of the
structure and corresponds to a magnetic field value of about 4 T.
One theoretical prediction found in the literature [Mov87] states that the drift velocity
is dominated by a factor exp(−L˜20/2a20) in the limit a0 → 0. Hereby, L˜ denotes a minimum
jump distance of the order of the barrier width of the SL. And, indeed, if we plot the
dependence of the current on the magnetic field for a fixed Stark splitting, as shown in
figures 6.16(a) and (b) for the above low and high density data, a good fit is found when
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Figure 6.16: (a), (b) Current values (symbols) extracted from the data in figure 6.15(a)
and (b), each at two fixed SD-bias positions. The gray lines are fits to the data assuming
an exponential decay of the form written in the figures.
an exponential decay is assumed. The deduced value for L˜0 is about 30 nm which is more
than twice as large as the L0 value and much larger than the barrier width. Such an
exponential decay is also found for the peak current itself.
However, for the lack of a more detailed theory, the development of which is beyond
the scope of this work, we will leave the discussion of surface SL transport in magnetic
fields at this point.
6.6 Conclusion
The magnetic field dependent investigations in this chapter were started with the aim to
validate or invalidate the SL-shunt system which was proposed in the preceding chapter.
The data presented for different magnetic field alignments allows us to draw a number of
conclusions.
When the magnetic field is aligned along the transport direction, then the electrons
in the individual wells of the shunt are Landau quantized and the current-voltage charac-
teristics show Stark-cyclotron resonances. From the position dependence of these current
peaks we found that the electric field in the shunt is homogeneous across at least 75
percent of the structure. The reasons for a less than 100 percent perfect alignment are
electron spill over from the contact layers, a magnetic field misalignment, and a small
inhomogeneity which must be present so that no negative differential conductance is ob-
served.
A magnetic field perpendicular to the transport direction causes the shunt characteris-
tics to show a theoretically predicted trace crossing without exhibiting negative differential
conductance. When the magnetic field is also in the plane of the two-dimensional electron
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system, the surface superlattice transport is in excellent agreement with the predictions of
the semiclassical model. A very large effective mass in the direction perpendicular to the
electric and magnetic field is found. The large effective mass is deduced experimentally
and directly reflects the two-dimensional confinement which assumes an infinite effective
mass in the perpendicular direction. It also explains why no Stark-cyclotron resonances
are found for the surface superlattice. Finally, the linear shift of the negative differential
conductance peak with the magnetic field excludes the notion that sequential resonant
tunneling transport might dominate in the surface superlattice.
The application of a magnetic field perpendicular to the two-dimensional electron
system leads due to the large electron mobility to strong Landau quantization. The
current generally shows an exponential decrease when the magnetic field is increased and
the negative differential conductivity peak is found to shift linearly to higher SD-biases.
However, the author is not aware of a detailed theory to which these results could be
compared.
Thus, by studying the transport through a shunted surface superlattice in an external
magnetic field, we could show that the assumption of a homogeneously aligned shunt
is correct and that the surface superlattice again shows excellent agreement with the
semiclassical picture based on stable electronically excited Bloch oscillations in a miniband
structure.
Chapter 7
Superlattice transport in the
presence of an external
high-frequency field
7.1 Introduction
In this chapter we study how the irradiation of a shunted surface superlattice with an
external high-frequency field changes its transport properties. Generally, a possible appli-
cation of a superlattice structure for the realization of a Bloch oscillator can be deduced
from the interaction with an external radiation field. The easiest experimentally acces-
sible quantity in this situation is the DC current. It turns out that from this data the
gain in a superlattice can be deduced [Wac02b, UKW+96]. Beyond a DC current mea-
surement, the gain properties of superlattice structures have also been estimated from the
transmission of a high-frequency field through a super-superlattice [SKLA04] and even
from the study of Bloch oscillations in time domain spectroscopy [SHOC03]. Most of
these experiments have again only been successful for superlattices with low nL-products.
While electric field instabilities can be overcome to a certain degree by the THz field
[Unt00], highly doped superlattices show none of the expected features in their negative
differential resistance regions [WSG+97].
Theoretically, the problem of a superlattice under external irradiation has been stud-
ied widely with many different semiclassical [Kro03, SDR03, ACM+98, DZI98, IS83, BI77,
IR76, API+05] and quantum mechanical [KS71, Wac02b, WDF03] approaches. Those in-
vestigations predict a number of interesting effects, many of which have indeed been
shown to exist experimentally [UKW+96, KZA+95]. Among these properties are pho-
ton assisted transport, absolute negative resistance, frequency multiplication and chaotic
transport behavior. A small number of reviews [BT86, Wac02b, Unt00, PA04] concerning
irradiated superlattices or other heterostructures is available.
In the following sections first a theoretical discussion of the problem is given, which
explains some of the effects just mentioned. This is followed by a short overview of the
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experimental setups applied in the measurements. In the last sections the absorption
data for surface superlattices is investigated and we try to draw some conclusions towards
a possible application for a Bloch oscillator. Again, all presented measurements were
recorded at a temperature of 4.2 K.
7.2 Superlattice transport in the presence of a static
and dynamic electric field
In the preceding chapters a time scale of the order of 1 ps was found for the onset of
NDC induced by Bloch oscillating electrons in the surface SL. According to ωBτ = 1 this
corresponds to a frequency fB of about 160 GHz. Thus, when we study SL transport
in the presence of a time-dependent electric field, it can be expected that the response
greatly depends on the ratio between these two frequencies. It turns out that the external
field represents a new time and energy scale which can significantly change the transport
properties once it exceeds the scattering rates and becomes of the order of the Stark
splitting. A frequency Ω = 2π THz corresponds to an energy of about 4.14 meV.
In the following calculations it is assumed that both a static electric field F and a
time-dependent field FΩ are applied to a SL system. Then, for a harmonic field FΩ, the
total electric field is given by
FT (t) = F + FΩ cos(Ωt) , (7.1)
and the semiclassical acceleration theorem reads
~k˙ = eF + eFΩ cos(Ωt) . (7.2)
The external field now introduces a term with explicit time dependence in the Boltzmann-
equation. This complicates the situation tremendously. Nevertheless, in single relaxation
time approximation a solution for an electric field Fa of arbitrary time dependence can
be found [IR76] and the drift velocity is given by
vd(t) =
∆d
2~τ
∫ t
−∞
e−
t−t˜
τ sin
(∫ t
t˜
eFa(tˆ)d
~
dtˆ
)
dt˜ . (7.3)
Neglecting aperiodic phenomena, the drift velocity is of the form
vd(t) = v0 +
∞∑
n=1
(vsn cos(nΩt) + v
a
n sin(nΩt)) , (7.4)
where the superscripts s and a characterize the vn as belonging to the symmetric and
anti-symmetric cosine and sine terms. When the field (7.1) is inserted into the general
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solution (7.3), the vs,an are given by [Wac02b, Chapter 6]
v0 =
∞∑
k=−∞
Jk(ν)
2vDC(~ωB + k~Ω) (7.5)
vsn =
∞∑
k=−∞
Jk(ν)(Jk+n(ν) + Jk−n(ν))vDC(~ωB + k~Ω) (7.6)
van =
∞∑
k=−∞
Jk(ν)(Jk+n(ν) + Jk−n(ν))
~
eFdτ
vDC(~ωB + k~Ω) . (7.7)
Hereby, the Jk are Bessel functions, ν is defined as eFΩd/~Ω and the DC velocity vDC is
given by the static solution (cf. equation (2.14))
vDC =
I1(∆/2kBT )
I0(∆/2kBT )
∆d
2~
τedF/~
1 + (τedF/~)2
. (7.8)
Of all the terms making up the drift velocity (7.4) the most interesting ones are v0 and
vs1. v0 is directly proportional to the DC current measured in the presence of the dynamic
electric field and is the most easily accessible quantity in an experiment. vs1 indicates the
strength of absorption or amplification of FΩ and its value is essential for the design of
an active oscillator.
7.3 DC current in the presence of an AC field
The important parameter in the study of the DC current, driven by the combined static
and dynamic electric fields, is ν which appears in the argument of the Bessel functions.
It is defined by the ratio between the AC Stark splitting eFΩd and the photon energy ~Ω.
For a fixed frequency, ν increases when the power of the external radiation field rises.
In figure 7.1 the DC transport through a SL in the presence of a high-frequency
field as calculated from equation (7.5) is plotted for increasing ν. Graph (a) shows the
limit Ω ≪ 1/τ and panel (b) depicts the Ω ≫ 1/τ case. In the low-frequency limit, an
irradiation of the SL with increasing power leads to a strong suppression of the NDC peak
at its original position and to a shift of the peak to higher static fields F .
A better understanding of the origin of these changes can be developed if expression
(7.3) is evaluated under the assumption Ωτ ≪ 1. Then v0 has the form [TF85, WSG+97]
v0 =
1
T ′
∫ T ′
0
∆d
2~
ωB(t)τ
1 + (ωB(t)τ)2
dt , (7.9)
where the integral is taken over one period T ′ of the external field and the time dependent
Bloch frequency ωB(t) = ωB+νΩcos(Ωt) has been introduced. The meaning of expression
(7.9) is readily understood. In the limit Ωτ ≪ 1, the system always follows the total
applied field instantaneously. Thus, the DC current flowing along the SL is just the
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Figure 7.1: (a) Calculation of the current-voltage characteristics of a superlattice in the
presence of a low-frequency radiation field (Ω ≪ 1/τ) of increasing power. The inset
shows the electric field range over which the total current is averaged in order to find the
response to the external field. (b) Same as in (a), however, in the limit of a radiation field
frequency much faster than the scattering rates (Ω≫ 1/τ).
average of the time-dependent current flowing during the time interval (0, T ′). However,
the current at time t is simply given by the DC current for the total field FT . The situation
is shown in the inset of figure 7.1(a). The electric field takes on values between F − FΩ
and F + FΩ. The resulting DC transport is therefore the average of all currents in this
interval. Hereby, an increase in power means an increase in the averaging interval.
While the current changes induced by an external dynamic field at low-frequency can
be explained classically, the problem becomes much more involved in the high-frequency
limit Ωτ ≫ 1 (cf. figure 7.1(b)). The suppression of the DC current is not only much
stronger for similar ν, but the current can actually become negative for a positive bias.
This means that once the power of the exciting field reaches a threshold value, the SL
should show absolute negative resistance. Moreover, in the high bias regime additional
current peaks appear which are shifted with respect to the static NDC peak by multiples
of the photon energy ~Ω.
In the Wannier-Stark ladder picture the effects described above can be explained
in terms of photon absorption and emission processes. Figure 7.2 shows the energetic
positions of the Wannier-Stark states of a SL when a field F is applied along the SL
axis. The energy difference between states centered in different wells is given by the Stark
splitting eFd. Transport occurs by electrons hopping along these ladder states when
the external high-frequency field is absent. In the presence of the dynamic electric field
the ratio between the Stark splitting and the photon energy ~Ω determines additional
contributions from transitions between the ladder states that involve photon absorption
or emission. If the photon energy is smaller than the ladder spacing, then emission of
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Figure 7.2: The figure illustrates the different dominant processes that occur when an
external high-frequency field interacts with the biased superlattice. If the Stark splitting
is larger than the energy of the external field (center), then electrons are dominantly
driven down the Stark ladder. For an opposite ratio (right), electrons are taken up the
Stark ladder against the static applied field. When both energies are equal (left), photon
absorption and emission occur with identical probabilities.
a photon can occur when it is followed by one or more inelastic processes so that the
energy difference to the lower ladder state is bridged (cf. center process in figure 7.2).
Photon absorption is also possible when one or more phonons are absorbed during the
absorption process. However, the latter process requires the presence of phonons and is
therefore less likely than its counterpart. As long as the Stark splitting is larger than the
photon energy, the field FΩ drives electrons down the Stark ladder and thus the current is
increased. In the opposite case, when the Stark splitting is smaller than the ~Ω, photon
absorption processes involve the emission of phonons (cf. right process in figure 7.2)
while photon emission requires the presence of phonons. In this situation, the external
field drives electrons up the ladder in the direction opposite to the static applied field F .
This leads to a reduced current flow along the SL. Absolute negative resistance will occur
in the extreme case in which the high-frequency field dominates the total transport.
When Stark splitting and photon energy are equal, absorption end emission occur
without the involvement of phonons (cf. left process in figure 7.2) and are, due to the
equal occupation of the individual Wannier-Stark ladder rungs, equally likely to take
place. This means that no change in current flow is expected when the photon energy ~Ω
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and the Stark splitting have the same value. The changes in the transport through a SL,
shown in figure 7.1(b), induced by a high-frequency field in the limit Ωτ ≫ 1 can now be
directly related to the above discussion. Since an external field of energy ~Ω = 4.8 meV
was applied, a transition from transport suppression to increase is expected as the Stark
splitting is continuously widened. And indeed at a Stark splitting of about 4.8 meV the
static and dynamic transport characteristics cross, indicating that in the lower bias region
absorption processes dominate while for higher Stark splittings electrons are driven down
the ladder.
The discussion about the absorption and emission of photons is not only valid for one
photon processes but applies also to multiple photon processes. Therefore, additional
crossing points are observed (cf. figure 7.1(b)). They are consecutively shifted by the
photon energy. Looking at equation (7.5) we find that the current along the superlattice
consists of an infinite sum of DC current-voltage characteristics. Each term in this sum
represents the absorption or emission process that involves k photons and leads to a
NDC peak that is shifted by k~Ω with respect to the static peak. The power of the
radiation field in the argument of the Bessel function determines how likely this process
is. The observation of these shifted current peaks is one of the main goals of absorption
experiments with SLs.
As we shall see, the changes in the DC current as described above are closely related to
the gain and absorption properties of a SL. It is noted here that the theoretical calculation
of the dynamic DC transport was performed in the miniband transport regime whereas
an interpretation of the results was given in terms of the Wannier-Stark hopping picture.
However, it was shown [Wac02b] that the presence of a high-frequency field leads to
identical effects in all the different transport descriptions. The next section, in which
the gain properties of a SL are discussed, also contains a semiclassical description of the
effects that where here attributed to the imbalance of photon emission and absorption
processes.
7.4 Gain and absorption in a SL structure
While the coefficient v0 in equation (7.5) represents the direct current measured under
irradiation, the coefficient vs1 determines the current which is directly coupled to the
external high-frequency field. Generally, if a long-wavelength (compared to the mean
free path) electromagnetic wave E0 inside a medium gives rise to a corresponding current
density j0, then the wave itself experiences a conductivity-dependent change in phase
1
and amplitude of the form [AD00]
E0 ∼ exp
(−σ(Ω)√
ǫǫ0c
x
)
, (7.10)
1Generally, σ is a complex quantity.
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where σ is given by
σ(Ω) =
∂j0(Ω)
∂FΩ
. (7.11)
Thus, it is the dynamic conductivity σ(Ω) which determines absorption and gain in a
SL. When the condition σ(Ω) > 0 holds, then the exponential factor in expression (7.10)
decreases the wave amplitude. The medium absorbs the electro-magnetic radiation. How-
ever, in the opposite limit σ(Ω) < 0 the external field increases in strength inside the
medium. The medium exhibits gain and amplifies the external radiation.
Figure 7.3(a) illustrates why devices exhibiting negative differential conductivity might
be possible gain media.2 Once the device is biased in the NDC region, an additional high-
frequency field leads to a smaller current when the static and dynamic field point in the
same direction. On the other hand, when both fields are aligned in opposition the total
current increases. Thus, the high-frequency field and the resulting current are in opposite
phase, which leads to a differentially negative dynamic conductivity according to equation
(7.11). From this discussion it also becomes clear that gain can only be expected when
the device is biased in the NDC region.
In order to approximate vs1, it is assumed that FΩ is not too strong so that multi-photon
processes can be neglected. It is then possible to replace the relevant Bessel functions by
J0(ν) ≈ 1, J±1(ν) ≈ ±ν2 , and J±k(ν) ≈ 0 for |k| > 1. In this limit vs1 takes on the form
vs1 =
(
vDC(~ωB + ~Ω)− vDC(~ωB − ~Ω)
)
eFΩd
2~Ω
= σ(ω)FΩ . (7.12)
2The following gain description is only valid as long as the external frequency is not faster than the
processes that determine the corresponding current-voltage characteristic.
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Figure 7.3: (a) Changes in current and total electric field when a high-frequency electric
field is added to a static electric field that biases a device in a region of negative differential
conductivity. (b) Comparison of the DC transport (v0) in the presence of a high-frequency
field to the dynamic conductivity (real part of ∂vs1/∂FΩ).
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Figure 7.3(b) compares the current contributions proportional to v0 and v
s
1 for identical
parameters τ and Ω. A one to one correspondence between current suppression and
absorption on one hand and current increase and gain on the other hand is found. The
gain in a SL structure can be understood in terms of the same photon absorption and
emission processes that determine the DC current response. When the Stark splitting is
smaller than the photon energy, absorption processes decrease the current and attenuate
the electro-magnetic radiation field. Once the Stark splitting exceeds the photon energy,
photon emission processes increase the current along the SL and amplify the electro-
magnetic radiation field. Although this is somewhat reminiscent of the laser principle,
the origin for the gain is completely different. In a laser the gain is based on occupation
inversion between the laser transition levels. In the SL structure, however, there is no
occupation inversion. Here the gain is induced by an asymmetry of the scattering processes
involving phonon emission and absorption. Those with emission dominate and make it
more likely for electrons to go up (eFd < ~Ω, absorption) or down (eFd > ~Ω, gain) the
Wannier-Stark ladder.
So far we have explained the changes induced by a high-frequency field in the Wannier-
Stark transport picture. Recently, in [Kro03] a semiclassical approach was developed
which leads to identical results. In the following the ingredients of this theory are briefly
sketched.
The most important assumption underlying this approach again concerns the nature
of the scattering events. It is assumed that the scattering probability from the upper
half of the miniband to the lower half is higher than the other way around. It should
be maximum near the top of the miniband. Based on this very reasonable argument,
the electron distribution is split into two parts which pass the top of the miniband at
different times. One part goes through the top part of the miniband when the total
electric field is largest. Thus, these electrons spend less time there and experience less
inelastic scattering than the other distribution part which passes the top of the miniband
when the total field is smallest. This difference in the effectiveness of inelastic relaxation
leads to an imbalance between the two distribution parts. Essentially, the theory shows
that electron bunches in k-space originate with a frequency identical to that of the high-
frequency field. The important point now is that these electron bunches oscillate in k-
space at the Bloch frequency. Thus, when the Bloch and the electric field frequencies are
different, the electron bunches pick up a phase difference in consecutive rounds through
the Brillouin zone. It is the sign of this phase shift which determines whether the dynamic
conductivity is positive or negative. In the limit of small amplitude FΩ, the result of this
model is very similar to the one that was derived above. However, the bunching approach
gives a similar result for large external field strength, showing that the gain in a SL
structure survives in this limit. The validity of the bunching concept was also supported by
three-dimensional Monte-Carlo simulations [SDR03]. Since such calculations are, however,
beyond the scope of this work, we will calculate the gain in our surface SL structures with
the help of equation (2.17) which is similar to the expression derived in this section but
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distinguishes also between elastic and inelastic processes. In [WDF03] it was shown that
this semiclassical expression agrees quite well with a full, three dimensional quantum-
mechanical approach if reasonable effective values for τe, τi, and Te are used. For the
surface SL structures these numbers were derived in chapter 5.8.
Before a discussion of the dynamic transport in surface SL structures is presented, a
short overview of the utilized experimental setups is given.
7.5 Measurement of the DC transport in the pres-
ence of an external high-frequency field
There are two experimental difficulties that must be dealt with when a measurement of
the DC current in the presence of an external high-frequency field is attempted.
The frequencies of interest are in the GHz to THz range. The corresponding wave-
lengths are between 100 µm and 10 mm and are much larger than the active region of
about 1 µm. Thus we have to worry about how the AC field is coupled to our structure.
The second problem is that substantial powers are required to observe the features
described in the last section. In the GHz regime there do exist solid state devices that
provide high-power fields in a continuous wave mode. In the THz range, such high-power
fields can be generated with the help of free-electron lasers (FEL) or CO2-laser pumped
gas lasers. However, the resulting fields are only pulsed and have a time length between
100 ns (gas laser) and a few µs (FEL). Under pulsed conditions, the DC current can no
longer be measured with the setup described in chapter 3.6. An additional complication
lies in the requirement that the experiments are performed at liquid helium temperatures.
Two different experimental setups have been utilized in the GHz frequency regime.
Since available radiation sources for this frequency range do work in continuous wave
mode, the measurement setup of chapter 3.6 (cf. figure 3.8) can still be applied in order to
measure the current-voltage characteristics. However, the AC field must be coupled to the
device while the current-voltage traces are recorded. Therefore, the electro-magnetic wave
has to be guided into the liquid helium reservoir. For frequencies below 10 GHz this can
be done with the help of special coaxial cables, whereas the use of rectangular waveguides
is required for frequencies in the upper GHz regime. The coupling of the electro-magnetic
wave to the sample at the end of the coaxial cable is straight forward. However, at
the input, one has to take care to separate DC and AC bias from the corresponding
sources. This is generally achieved with the help of a so-called Bias-T. This passive
device connects two inputs into one output. One input contains a capacitor which allows
the high-frequency voltage to pass unhindered. The DC power, which is coupled in from
the second input, cannot pass the capacitor. Likewise the DC bias arm contains an
inductance which stops the AC power from reaching the DC source.
In an ideal situation, the coaxial line would be connected to the sample through a
matching circuit in order to minimize the reflection of the AC field. However, since the
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electric properties of the shunted surface SL structures vary over large ranges, since the
matching circuit would have to be designed for liquid helium temperatures, and since
the sample contacts also play an important role in the matching between sample and
transmission line, no such matching was employed in the experiments. This resulted
most probably in a smaller maximum power delivered to the active device. However, the
amount of power that did couple to the device was still large enough to produce significant
results.
In the high GHz regime (10− 100 GHz) losses in coaxial cables become so large that
their use is no longer advisable. Electromagnetic waves at these frequencies were guided
to the sample along standardized rectangular waveguides. The sample was mounted at
the end of the waveguide. A short gold wire was glued to one of the top contacts of the
sample, and the waveguide short, closing off the waveguide, was adjusted3 so that the
distance between antenna and short was one fourth of the waveguide wavelength. Figure
7.4 shows a schematic drawing of the end part of the waveguide structure.
For measurements at THz frequencies the sample was mounted inside a cryostat with
transparent windows. In order to achieve an efficient coupling, samples are often mounted
in the center of some kind of antenna or lens. But since the size of the surface SL
structures is rather large, the THz radiation was focused directly onto the sample. The
wires connected to the sample most probably already served as antennas.
The measurement setup utilized for THz absorption experiments is shown in figure
7.5(a). The THz pulse, generated by the FEL or gas laser, first passes a beam splitter at
which a small part of the pulse is separated and focused onto a reference detector with
the help of an off-axis paraboloid. The main part of the pulse is guided to the cryostat
window at which it is again focused with an off-axis paraboloid onto the sample inside
the cryostat. Part (b) of figure 7.5 shows the electrical circuit. The sample is connected
3The adjustment was performed by a length measurement of the distance between antenna and waveg-
uide short outside the cryostat with the help of a microscope.
l/4
adjustable
short
antenna
2
-
5
m
m
waveguide
surface
superlattice
Figure 7.4: Schematic drawing of the waveguide section in which the high-frequency field
is coupled to the surface SL.
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THz absorption measurements. Graph (c) shows how the current and voltage data can
be extracted by averaging over intervals during which the THz pulse is off or on.
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in series with a small resistor of about 100 Ω. The constant electric field results from an
external voltage applied between one upper and lower contact of the sample. The SD-
voltage is now recorded with an oscilloscope. During the THz pulse the current flow in
the sample is increased and this leads to a change in the SD-bias value. The total current
through the shunted surface SL is determined from the voltage drop over the series resistor
at the second oscilloscope channel. Figure 7.5(c) shows how for every oscilloscope trace
values before and during the THz pulse can be measured by averaging over intervals in
which the THz pulse is off or on. In order to be able to find the DC current response
with this approach, the THz pulses need to be much longer than the average time scale
of the relaxation processes in the sample. The transport through the device is only then
in a steady state during the presence of the pulse. With a characteristic time scale of
about 1 ps for the scattering processes in the surface SL, the pulse lengths of 100 ns
for the gas laser and up to 5 µs for the THz laser are quite sufficient. Fluctuations in
the individual THz pulses can be eliminated by normalizing the measured values with
respect to the reference signal. However, since the surface SL current results from the
difference between two larger signals the residual noise is still significant. Averaging
over many measurements further increases the accuracy. Nevertheless, since the noise
is proportional to 1/
√
n where n is the number of independent measurements, the low
repetition rates of 0.25 to 1 Hz of the excitation sources represent a strong limitation.
Even more so since the radiation sources do tend to drift and need realignment or other
readjusting after a couple of hours, at the latest.
7.6 GHz absorption in shunt-stabilized surface su-
perlattices
During the development process of the shunted surface SL system, absorption experiments
were performed on a number of different sample structures. In the following, however, we
will solely focus on the shunted surface SL structures.
Figure 7.6 shows the irradiated current-voltage characteristics of a surface SL with
12 nm wide wells, 5 nm thick barriers, and a gate barrier thickness of 500 nm. The exci-
tation source was a Gunn oscillator operating at 65 GHz with a maximum output power
of 17 dBm (50 mW).4 The different power levels were achieved by inserting a tunable at-
tenuator between the Gunn oscillator and the rectangular waveguide. The main changes
introduced by the GHz radiation is a clear suppression of the NDC peak at its original
position and a shift of the peak to higher SD-bias. For comparison, equation (7.5) was
evaluated for this sample with the parameters τ = 1 ps, fΩ = 65 GHz, and with the peak
current set to the experimental value. A power increase of 1 dBm between different traces
was used. Since it is extremely difficult to estimate how much power is absorbed by the
4The logarithmic dBm units relate to the Watt scale according to P (dBm) = 10 log
(
P (mW)
1 mW
)
.
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Figure 7.6: DC transport characteristics of a surface SL structure excited at 65 GHz for
increasing input power. The given attenuation has to be subtracted from the maximum
output power of 17 dBm of the Gunn oscillator that excites the system. The gray lines
are plotted from the evaluation of expression (7.5). The power difference between two
theoretical traces is 1 dBm and the lowest ν > 0 was chosen so that the experimental and
theoretical NDC peak positions cover about the same SD-bias changes.
surface SL, the lowest ν-value was chosen so that the experimental and theoretical NDC
peak positions cover about the same SD-bias changes. From observation, the qualitative
behavior is similar for the experimental and theoretical traces. Nevertheless, the theoret-
ical data shows a crossing of the dynamic NDC peak over the static DC characteristic.
Also, the theoretically predicted peak shift is not as large as the one recorded in the ex-
periment. The fact that the dynamic DC characteristics are always smaller than the static
transport trace could be explained by an additional heating of the electron distribution
by the high-frequency field. Simultaneously, the increased experimental SD-voltage shift
might be caused by the resistance reduction in the shunt induced by the high-frequency
field. According to the discussion in chapter 5.6 the smaller shunt resistance requires a
rescaling of the SD-bias down to smaller values. However, since the external AC field
leads to very strong transport changes in the shunt, it is very difficult to make a more
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quantitative comparison between theory and measurement for the data shown in figure
7.6.
The frequency of 65 GHz was chosen for the absorption experiment according to a
scattering time of 1 ps. The latter time scale was determined from the series resistance
corrected DC current-voltage characteristics. However, since the two-dimensional trans-
port model of section 5.15 yielded a characteristic time of about 2.5 ps for the onset of
Bloch oscillations, the limit Ωτ ≪ 1 is not clearly reached at 65 GHz. Therefore, absorp-
tion measurements with an improved surface SL structure were performed at an external
field frequency of 5 GHz. The studied device possesses 12 nm wide wells, 3 nm thick
barriers, a 2000 nm gate barrier, and a 5 nm wide CEW. The data in figure 7.7(a) and (c)
shows the current-voltage characteristics in the presence of the 5 GHz field for positive
and negative SD-voltages. Due to the strongly increasing shunt current (cf. figure 7.7(f))
the noise in the data is very strong, especially at high SD-biases. Therefore, the traces
have been smoothed by averaging over 5 nearest neighbors, and some traces are only
shown for limited bias ranges. The observed transport changes in the positive voltage
region are similar to those of the 65 GHz experiment: a current suppression with a simul-
taneous shift of the NDC peak towards larger SD-bias. In figure 7.7(b) a direct averaging
of the experimental DC transport characteristic according to equation (7.9) is plotted.
The averaged data looks just like the theoretically calculated one in figure 7.6. Again,
the experimental data exhibits continuously smaller current values when compared to the
theoretically expected values. However, the exaggerated SD-bias shift is not present this
time. The latter fact is an indication that the designed reduction in the sheet resistivity
of the contact layers can somewhat compensate the AC field induced resistance reduction
in the shunt (cf. page 69).
Figures 7.7(c) and (d) show the same transport data as (a) and (b) for negative SD-
biases. Interestingly, the current minimum at −6.5 meV is smoothed down similar to the
NDC peak in the positive direction, while the maximum at 8 meV shows no continuous
change. However, the latter observation could be caused through changes in the shunt
transport induced by the AC field. Overall, the changes on the negative bias side are
much weaker.
Figure 7.7(e) compares the series resistance corrected NDC peak positions and heights
at positive SD-biases with those found from the DC averaged data. Thereby, the 60
data points average was set arbitrarily to 20 dBm, and the other traces where then
adjusted by identifying the lateral averaging interval with the corresponding AC electric
field amplitude FΩ. Again, while qualitatively a similar behavior is found, a quantitative
discussion is extremely difficult.
Thus, while a conclusive quantitative discussion of the GHz absorption experiments
is lacking, the observed data is qualitatively close to the theoretical predictions for a SL
with a homogeneous electric field distribution.
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Figure 7.7: (a) Current-voltage characteristics of a surface superlattice irradiated with a
high-frequency field at 5 GHz for different radiation field powers. (b) Transport charac-
teristics derived from the static one by averaging over increasing voltage intervals. Panel
(c) and (d) show the same as (a) and (b), however, in the negative SD-bias range. (e) A
comparison of the position and height dependence of the negative differential resistance
peaks in graphs (a) and (b) is shown. (f) Static and high-power irradiated current-voltage
characteristics of the shunt.
128 CHAPTER 7. DYNAMIC SURFACE SUPERLATTICE TRANSPORT
7.7 THz absorption in shunt-stabilized surface super-
lattices
Absorption experiments at THz frequencies were both performed with pulsed FIR gas
lasers at the University of Regensburg and with the FEL at the University of California
at Santa Barbara. In figures 7.8(a)-(c) typical results for the gas laser experiments are
shown. The plotted quantity is the DC current that is induced by the THz field. This
current must be added to the static (only a static electric field is present) DC current in
order to find the total DC current through the surface SL. The utilized sample is identical
to the device used for the 5 GHz absorption experiments. For Stark splittings smaller
than 3 meV the THz field drives more DC current through the shunt than through the
combined shunt-surface SL system. Therefore, the total DC current through the surface
SL is suppressed. However, for Stark splittings larger than 3 meV there is no difference
observable whether the gate is turned on or off. This indicates that there is no AC field
induced change in the surface SL transport at these SD-biases. A similar situation is found
in the data of figure 7.8(d) which shows the results of an absorption measurement for a
25 period SL sample with a 5 nm CEW, in which the device was excited with the FEL at
1.5 THz. The presence of the THz field (dynamic DC I-V) again leads to a suppression
of the total DC current in the small SD-bias regime.5 But for Stark-splittings larger than
about 10 meV the static and dynamic total DC current are again identical.
It is possible that the increase in the effective electron temperature beyond about
3 meV, discussed in section 5.15, leads to photon assisted transport peaks that are so
small that they cannot be resolved in the measurement shown in figures 7.8(a) and (c).6
However, the frequency independence of the 3 meV crossover point (cf. figure 7.8(c))
might suggest a different explanation. Hereby, the high-power trace (P4) at a wavelength
of 280 µm must probably be ignored, since the much higher power also introduces a much
larger noise into the measurement.
In principle, the suppression of the NDC peak in the small SD-bias regime is consistent
with the theoretical predictions (cf. figure 7.1(b)). If the largest suppression happened
directly at the NDC peak position it would suggest an important difference to what was
observed in the GHz absorption experiments. This can be understood when v0 is expanded
in the limit of quasi-static and dynamic irradiation (cf. equations (7.5) and (7.9)). This
approach leads to the expressions
v0 = J0(ν)
2vDC(~ωB) , (7.13)
v0 = vDC +
F 2Ω
4
∂2vDC
∂F 2
, (7.14)
for the high and low-frequency limits, respectively. In the dynamic absorption problem
5The difference of the two traces leads to a negative THz induced DC current for the surface SL,
similar to the one shown in figure 7.8(b).
6A similar argument can be made for the data in figure 7.8(d).
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Figure 7.8: (a) THz field induced DC current for the shunt, the surface superlattice, and
the combined system of a shunted surface superlattice structure. Panels (b) and (c) show
the same as (a) for different excitation wavelengths and powers (P1, . . . , P4). In graphs
(b) and (c) the small and large SD-bias intervals are, respectively, magnified. The number
following the excitation wavelength indicates the number of independent runs which have
been averaged to arrive at the shown data. (d) Static and dynamic DC current-voltage
characteristics of a surface superlattice irradiated with the FEL at 1.5 THz.
the NDC peak is suppressed but it stays at its original SD-bias position. In the quasi-
static case on the other hand, the maximum current reduction occurs at the SD-bias
for which the current-voltage trace exhibits its largest curvature. This difference in the
suppression of the NDC peak allows one to, in principle, distinguish between quasi-static
and dynamic excitation. However, the very complicated bias distribution in the shunted
surface SL structure makes it impossible to decide whether the observed maximum current
change occurs right at the NDC peak position or not. Moreover, the unchanged transport
through the surface SL beyond a Stark splitting of 3 meV indicates that the radiation
power applied to the SL-shunt system depends strongly on the SD-bias so that ν in
equation 7.13 might not be constant over the whole Stark splitting range. Thus, the
DC transport changes in the small SD-bias regime are consistent with the theoretical
predictions, but they do not allow to draw definite conclusions about the electric field
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distribution inside the device.
While it is difficult to pinpoint the origin of the lack of transport changes induced
by the high-frequency field in the high SD-bias regime, figures 7.9(a) and (b) suggest a
direct connection to the high-frequency properties of the shunt SL. Graph (a) shows the
radiation field induced current changes for three different devices. While those for the
1.2 THz and 5 GHz data are identical, the other two samples follow an earlier design
and have a much larger n+-layer series resistance, which leads to an effective stretching
of the SD-bias axis and makes them unsuitable for a study of photon assisted transport
in surface SLs.7 However, we are only interested in the shunt properties here. All traces
shown in figure 7.9(a) were measured at very strong excitation powers. The radiation field
induced current is much stronger for the GHz excitation than for the THz excitation of
an identical sample. Moreover, all traces taken at THz frequencies in figure 7.9(a) show
7Essentially, the SD-biases needed to observe photon-assisted transport are of the order of the gate
bias. Such large SD-voltages lead, as discussed in section 5.6, to a quenching of the two-dimensional
transport channel.
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Figure 7.9: (a), (b) Radiation induced current and static resistance for different shunt
structures. (c) THz field induced current changes of the shunt, the surface superlattice and
the combined system of a shunted surface superlattice structure. (d) Static and dynamic
DC current-voltage characteristics of a surface superlattice irradiated at 1.5 THz.
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a saturation of the radiation induced current beyond a certain SD-bias. This saturation
behavior seems to be directly correlated to the DC resistance of the shunt channel shown
in graph (b). This resistance is high for all samples at small SD-bias which indicates a
finite injection barrier into the SL. At high SD-voltages the resistance becomes very small,
in part due to the relatively large area of the shunt channel.
It is interesting to note that the THz induced current in figure 7.9(a) saturates ap-
proximately at those Stark splittings beyond which the shunt resistance has decreased
by about an order of magnitude. From this it might be concluded that for increasing
SD-bias either a smaller and smaller part of the high-frequency field is dropped across
the SL-shunt system or that the shunt resistance for the high-frequency field has become
so small that the high-frequency field does not reach the two-dimensional channel any
longer. In both cases, only the static DC surface SL current remains to be measured.
And this is what was found experimentally in figures 7.9(c) and (d).
The real part of the high-frequency resistance of the shunt, assuming a resistor in
parallel to a capacitor, is given by
Re(Zshunt)(Ω, R) =
R
1 +R2Ω2C2
, (7.15)
where R and C are the resistance and the capacitance of the shunt. A calculation of the
capacitance from the sample geometry leads to a large value of about 40 pF for C. Thus, in
the THz regime, the first term in the denominator of expression (7.15) can be neglected.
In this limit, a decreasing resistance R actually leads to an increasing high-frequency
resistance. This seems to contradict the observations of the experiment. However, both
the resistance and the capacitance should depend on the SD-bias so that the real part of
Zshunt(Ω) might still actually decrease.
It is very difficult to get any conclusive answers from the experimental data. It appears
that the high-frequency properties of the shunt make it very hard to study dynamic surface
SL transport in the SL-shunt system. At the same time, it cannot completely be ruled
out that the lack of photon assisted transport in the surface SL is caused by electric field
inhomogeneities. A decision one way or the other requires additional experimental input.
However, even when the problem lies with the shunt, the question arises whether the
high-frequency properties of the shunt represent a main obstacle for the realization of a
Bloch oscillator. An attempt of an answer will be given in the next section which deals
with a general discussion of the gain properties of surface SL structures.
7.8 Gain considerations
Generally, the calculation of the gain of a SL structure can be quite demanding. How-
ever, the results of quantum-mechanical models [WDF03] showed8 that the semiclassical
expression derived in [KSS72] is a very good approximation for (electron) temperatures
8In the comparison to the semiclassical prediction a single relaxation time was assumed.
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above 100 K and even underestimates the gain for lower temperatures. Making use of
the parameters τi, τe, and Te found from the fully two-dimensional transport simulation
in section 5.15, the gain for the corresponding surface SL structures can be calculated
according to equation 2.17. The resulting gain for Te values of 4.2 K and 200 K is shown
in figure 7.10(a). Without the heating of the electron system there would be consider-
able gain in the surface SLs. However, the strong dominance of the elastic scattering
processes leads to a reduction of these high values, just as it causes a suppression of the
DC transport and of the photon assisted transport peaks. In order to reach higher gain
values, devices with much larger miniband widths are needed so that the suppression,
which depends on the ratio ∆/kBTe, is less dramatic. Nevertheless, surface SL structures
seem to possess one general advantage over conventional SLs. The relaxation times are
generally much longer. This results, if all other parameters are fixed, in higher gain values
as shown in figure 7.10(b).9 The larger the value ωBτ at fixed SD-bias is, the larger is
the possible gain. Actually, in order for the gain minimum below the Bloch frequency to
appear, ωBτ has to reach a minimum value. Otherwise the largest gain is found at very
low frequencies.
For the above calculation the shunt has been ignored. Since it is in parallel to the
surface SL, the conductivities of both channels must be added up in order to determine
the total conductivity of the SL-shunt system. However, the gain in the shunted surface
SL system is not strongly affected by the shunt. This is on one hand due to the very low
electron density in the shunt, which results in a conductivity that is more than two orders
of magnitude smaller than the surface SL one. On the other hand, the shunt is a SL with
9For the calculations τe was assumed to be infinite.
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an almost homogeneous electric field distribution so that it exhibits gain itself [SKLA04],
albeit a very small one.
While the changes to the total conductivity induced by the shunt can be neglected,
there is more concern about the fact that the shunt acts as a parallel capacitor. As seen
in the last section, a very large capacity in parallel with a resistor reduces the real part
of the total resistance strongly at THz frequencies. This is also true for the negative
resistor represented by the surface SL. Then, if the resulting reduction is too strong,
always present positive series resistances can compensate the negative resistance (gain) in
the surface SL system. The effective gain in the structure will therefore critically depend
on the device geometry and the absolute value of the gain in the surface SL. Especially,
the exact form of the THz waveguide will play a crucial role in the development of a
possible Bloch oscillator.
7.9 Conclusion
The absorption experiments on shunted surface SLs presented in this chapter were per-
formed in order to answer the question whether it is possible to realize an active Bloch
oscillator based on this device concept. However, the measurement results are inconclu-
sive.
For low-frequency GHz excitation the observed changes in the DC transport through
the surface SLs qualitatively agree well with the corresponding theoretical predictions.
However, a quantitative evaluation of the data proves very difficult since the external
field also strongly changes the shunt transport, which always leads to significant rear-
rangements in the voltage and current distributions inside the shunted surface superlattice
system.
During THz excitation, the low SD-bias regions of the surface SL current-voltage
characteristics also show the theoretically expected transport changes. However, beyond a
certain, frequency-independent SD-bias the current through the surface superlattice stays
unchanged. On one hand this might happen when the external field either does not reach
the surface superlattice or becomes strongly weakened in the high SD-bias regime. On
the other hand, electric field inhomogeneities can also not be completely ruled out as the
origin for the missing photon-assisted transport. It will require additional experimental
information to decide on this problem.
Unfortunately, without photon-assisted transport it is not possible to experimentally
determine the gain in the surface superlattices. Theoretically, this gain proves to be
dramatically reduced from a substantial value due to the strong dominance of elastic
scattering. In order to achieve higher gain values, surface superlattices with much larger
miniband width must be designed.
Finally, although the shunt does not strongly affect the overall gain in a shunted surface
superlattice structure, the question of how the large capacitance of the shunt influences
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the gain properties of the whole system needs to be addressed in further experimental
and theoretical investigations.
Chapter 8
Magnetotransport in a
two-dimensional electron system
with a strong, short-period
modulation
8.1 Introduction
Many equilibrium properties of metals have been shown to exhibit an oscillatory behavior
when a magnetic field is applied to the sample. One of the earliest such experimental
observations was made by Shubnikov and de Haas [SdH30], who found an oscillatory
resistivity for bismuth when they performed a magnetic field sweep. While a similar
effect is difficult to observe in many other metals, semiconductors and semimetals show
even stronger Shubnikov-de Hass (SdH) oscillations. For high mobility two-dimensional
electron systems in silicon inversion layer structures and GaAs modulation doped systems
SdH oscillations are especially pronounced. Due to the observation of the integer and
fractional Quantum Hall effects (a good introduction can be found in [Yos02]), the study
of high-mobility, two-dimensional electron systems in strong magnetic fields has received
immense attention.
In 1989 the first resistivity oscillations on a periodically modulated two-dimensional
electron system were reported [WvKPW89]. Additional oscillations in the conductivity
components of the system, the so-called Weiss oscillations, were found. Since then a
lot of experimental and theoretical attention [WvKPW89, GWvK89, ZG90, BAM+90,
BMD+90, BDM+91, WRM+91, WRM+93] has been given to such devices. The mod-
ulation potential is introduced by lithographic methods or by holographic illumination
[TSYS84]. However, for both approaches the modulation period has an inherent lower
limit. Minimum modulation periods of 50 − 100 nm are possible with electron beam
lithography. For the illumination approach, the wavelength of the employed laser light
limits modulation periods to about 300 − 400 nm. Moreover, the modulation strength
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is relatively weak since the electron system is buried underneath a cap layer so that the
modulation is only felt from a distance of about 100−500 nm. These experimental limita-
tions of a long period (compared to the Fermi wavelength) and weak modulation strength
(compared to the Fermi energy), have led to a strong focus of the theoretical work onto
this regime.
With the introduction of the Cleaved-Edge-Overgrowth (CEO) method in 1990
[PWS+90] and the realization of the first surface superlattice [SPB+91] all these ex-
perimental limitations were removed. Since then it is possible to realize in principle
arbitrary modulation periods with atomic precision. Also, the distance between the mod-
ulation structure and the two-dimensional electron system can be chosen arbitrarily. Thus,
both very weak and very strong modulation potentials can be realized. Nevertheless, the
first two publications [SPB+91, MRT+00] about two-dimensional electron systems with
a strong, short-period modulation did not report any effects of the modulation on the
two-dimensional electron system. There is a very reasonable explanation for these obser-
vations, which is discussed in the following sections. The third magnetotransport study
[VSD02] of surface superlattices with a strong, short-period modulation potential finally
showed a strong influence of the modulation on the transport properties. The relevant
samples are actually those with which the investigation of the high electric field trans-
port presented in the previous chapters was started. The observed effects could be fitted
reasonably well with the results from a quantum mechanical model. However, a clear
correspondence between the measured resistance and the calculated conductivity could
not be established. During the course of this work, a reinvestigation of the problem,
aiming at a reproduction of the observed results, showed large differences although the
sample structures were nearly identical. Among these differences was the observation that
samples without cleaved-edge well (and without intrinsic buffer between contact and su-
perlattice) showed no magnetotransport oscillations (at least below 6 T) which is in stark
contrast to the earlier measurements, where such oscillations could be observed already
at fields well below 0.5 T. Moreover, the data presented in the next sections is analyzed
with a resistance formula according to which the results of the earlier study cannot be
attributed to the magnetoresistance (MR) of a two-dimensional electron system with a
strong, short-period modulation. This resistance formula has been confirmed by four-
point resistance measurements [Ler04] in Hall bar geometry. The Hall bar was fabricated
on a two-dimensional electron gas that was grown on the cleaved-edge of a SL structure.
The reason for the differences between the earlier and newer measurements is believed to
be found in the intrinsic buffer layers between contact and sample.1 Their thickness of
1The presence of this intrinsic buffer layer in the two-dimensional electron systems with a short-
period modulation is not mentioned (although it is present in the growth protocols as seen in figure 5.1)
in [DLW+00, Deu01, FRW+04, FDW+04] as seemingly negligible compared to the superlattice section
which is much wider and has a much larger resistance. And for all high electric field studies this is
correct and the two-dimensional electron system along the intrinsic buffer is simply an extension of the
contacts. However, for magnetotransport measurements the situation is different since the unmodulated
two-dimensional electron system along the buffer layer has a much higher mobility than the one along
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100 nm is wide enough so that a two-dimensional electron system is formed along their
extension. Since, however, the cyclotron radius is for larger densities of the same order of
magnitude, size effects can be expected. This might explain the delayed onset of the MR
oscillations [DLW+00]. The latter are only possible when the cyclotron radius is smaller
than about 50 nm (half the buffer layer extension).
In addition to the realization of samples with a strong, short-period modulation, the
CEO method was also used to create electron systems with modulations of intermediate
period lengths (about 50 nm) and of relatively weak strength. The resulting structure is
a textbook example for a free (two-dimensional) electron gas subject to a weak periodic
potential. The theoretically predicted opening of small gaps at the Fermi surface of
the system could be beautifully linked to the experimentally observed MR oscillations
[DWR+01]. Recently, such oscillations have also been observed for a two-dimensional
electron system subject to a weak periodic modulation in both dimensions [GCS+05]. In
this system, convincing evidence for the fractal Hofstadter butterfly energy spectrum has
also been presented [GSU+04].
Besides the CEO approach, short period modulations have also been achieved by the
growth of the two-dimensional electron gas on vicinal GaAs (001) [FS88, MTS89, TTS90]
and GaAs (111)B surfaces [NIS98, SNY+99]. In this approach, atomic steps are formed
on the substrate by the deposition of AlAs or n-AlGaAs under special growth conditions.
These steps are periodic with a period of about 10−20 nm. The two-dimensional electron
system is then grown on top of these steps. However, the resulting modulation is estimated
to be weak since the electron system resides relatively far from the steps.
The samples used for the measurements presented in the next sections are of the
final design described in chapter 5 and possess no intrinsic buffer layer between contact
and superlattice. The quantum mechanical model with which the experimental data
is analyzed was presented by Karel Vy´borny´ and co-workers [VSD02] with the aim of
describing the results of the earlier experimental study [Deu01, VSD02]. The author is
greatly indebted to Karel for his close cooperation and for providing computer programs
for the calculation of the energy spectra and the density of states for the presented system.
8.2 Semiclassical description
The semiclassical theory of magnetic field-induced oscillations of material properties was
developed in the middle of the last century for the description of such phenomena in met-
als. One of the earliest observations [SdH30] was made on bismuth. Shubnikov and de
Haas found magnetic field-dependent oscillations of the electrical resistivity in this metal.
This effect, now referred to as the Shubnikov-de Haas effect, is extremely small in most
metals while other quantities oscillate much stronger. However, in semiconductors and
the superlattice. This might also explain why the fractional quantum Hall effect could be observed in
these samples [Deu01, SDW+01, SDE+02] albeit without a signature of the strong modulation.
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semimetals the SdH oscillations are much more pronounced. This is mainly due to the
lower electron density in these materials compared to metals. Even stronger SdH oscil-
lations are found in two-dimensional electron systems and they are nowadays a standard
characterization tool for these structures.
The semiclassical model used to describe the oscillations of material properties in
dependence on the magnetic field is based on a simple physical picture. It assumes
that the closed k-space orbits (or energy values) which electrons follow when a magnetic
field is applied are quantized. In the semiclassical approach this is derived from the
Bohr-Sommerfeld quantization rule (cf. [Sho84, chapter 2.2.2]) and it corresponds to the
Landau quantization resulting from the corresponding quantum mechanical hamiltonian.
The orbit (or energy) quantization depends on the magnetic field strength. Furthermore,
the material properties at equilibrium and in linear response are strongly dominated by
the properties of the electrons at the Fermi surface. When the magnetic field is increased,
the area of the orbits increases. They are successively shifted through the Fermi surface.
It is this successive and periodic (with the inverse magnetic field) passing of the electron
orbits through the Fermi surface that leads to the oscillating material properties in a
varying magnetic field. Actually, it is not straight forward to calculate the observed
oscillations in the resistivity of a metal from these assumptions. However, a qualitative
connection can be established by the argument [Pip65] that the probability of scattering
is proportional to the number of states into which an electron can be scattered. Thus
the scattering time and with it the resistivity oscillate in accordance with the density of
states (DOS),2 which can be more easily calculated from the semiclassical model.
Just as in the case of high electric fields, the starting point for the semiclassical theory
is the dispersion E(kx, ky) given by
E(kx, ky) =
~
2k2y
2m
+
∆
2
(1− cos(kxd)) , (8.1)
where d is again the periodicity of the SL (modulation) potential and ∆ is the width of
the lowest miniband. From this the DOS can be computed directly using the expression
[AM76, chapter 8]
D(E) =
∫
A(E)
1
2π2
1
|∇E(kx, ky)| , (8.2)
where A(E) is the line segment of the k-space dispersion E(kx, ky) at energy E. The
result, in units of the DOS of a free two-dimensional electron system D0 = m/π~
2, is
D(E)/D0 =


2
pi
√
m∆
m
√
∆
E
K(
√
∆
E
) ∆ < E
2
pi
√
m∆
m
K(
√
E
∆
) 0 < E < ∆
, (8.3)
where K is the complete elliptic integral K(m) =
∫ pi/2
0
dφ√
1−m2 sin2 φ
, with K(0) = pi
2
and
K(1) =∞. Moreover, m∆ = 2~2/∆d2 has been introduced as the effective mass along the
2However, the complete relation between resistivity and density of states is often very complicated.
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miniband at k = 0. Both the DOS and the electron density are plotted versus energy in
figure 8.1. The DOS shows a logarithmic divergence at E = ∆. This van Hove singularity
leads to a slight distortion in the otherwise close to linear increase in the electron density
at E ≈ ∆. For energies within the first miniband (0 < E < ∆) the DOS is larger than
in a conventional two-dimensional electron system. Once the energy lies far in the gap
above the miniband, the DOS decreases like one over the square root of energy (K(m) is
finite in the limit m → 0) similar to a one-dimensional system. When the Fermi energy
moves from the top of the miniband into the gap, a transition from a two-dimensional
to a one-dimensional system takes place. For finite magnetic fields, finite temperature,
and finite eigenstate lifetimes the logarithmic divergence in figure 8.1 will be smeared out
and the relationship between density and Fermi energy will be very close to linear in the
range plotted in figure 8.1.
According to the semiclassical electron transport description, the velocity and momen-
tum change are given by
~v(~k) =
1
~
∂E(~k)
∂~k
(8.4)
~~˙k = ~F = e~v × ~B , (8.5)
when the Lorentz force ~F due to a magnetic field ~B acts on the system. From these
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Figure 8.1: Density of states and electron density of a surface superlattice for Fermi
energies ranging from the bottom of a miniband of width ∆ = 4 meV to twice the top of
this miniband.
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equations it follows immediately that electrons move in k-space along orbits which lie in
a plane perpendicular to the magnetic field direction and which stay at constant energies.
The Bohr-Sommerfeld quantization leads to the Onsager relation [Sho84, Chapter 2.2.2],
which states an area (and thereby energy) quantization of the form
a(E) =
(
r +
1
2
)
2πeB
~
(8.6)
for the allowed energies E. In this expression, a is the area enclosed by a (closed) k-space
electron orbit and r is an integer. From the Onsager relation an energy difference
∆E = ~ωc =
~eB
m(E)
(8.7)
between two neighbouring allowed areas is found. In this expression an effective cyclotron
mass m(E) has been introduced according to
m(E) =
~
2
2π
∂a(E)
∂E
. (8.8)
This cyclotron mass can be directly expressed in terms of the DOS of the system,
m(E) = D(E)π~2 . (8.9)
This resembles the free electron result with a more general cyclotron mass. As figure
8.1 shows, the cyclotron mass m(E) is not constant in our system but divergences at
the top of the miniband. However, as mentioned before, this divergence will be smeared
out, and measurements showed that at E = 5.5 meV the effective mass increases by less
than 15 percent for a 7.7 meV wide miniband [MRT+00]. Therefore, the energy level
spacing in the low magnetic field regime of the modulated system will still be very close
to equidistant.
Oscillations in the resistivity come about when the energy level spectrum is pushed
through the Fermi energy for increasing magnetic field. Whenever an allowed orbit area
a(E) is equal to the area of the orbit at the Fermi energy a(EF ), many properties of the
system will take on extremal values compared to when no a(E) matches a(EF ).
For the resistivity, the argument is again based on the DOS. When a small magnetic
field is turned on, the DOS will closely resemble the one shown in figure 8.1, however,
with periodic wiggles on top of the B = 0 value as shown in figure 8.2. When the Fermi
energy moves through these periodic wiggles (or the other way around), the scattering rate
oscillates in accordance with the DOS3 and thus the resistivity shows periodic oscillations.
The periodicity is given by the magnetic field difference between the situations were
two neighbouring areas take on the value a(EF ). It can be written as
∆
(
1
B
)
=
2πe
~a(EF )
. (8.10)
3It will be seen later that this assumption is quite reasonable.
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Figure 8.2: Density of states of a surface superlattice for magnetic fields of 0 and 0.5 T.
The finite magnetic field leads to oscillations in the density of states, which are reflected
in the scattering time and therefore the resistivity of the system.
The oscillations that appear due to the magnetic field are only observable if the wiggles in
the DOS are not smeared out by strong scattering. Therefore, the system needs to have
a high enough mobility so that
ωcτ > 1 . (8.11)
This requirement states that the electron must be able to perform one closed cycle along
its orbit before it is scattered. Requesting an energy level separation ~ωc larger than the
broadening due to scattering ~/τ leads to the same condition. Thereby τ is the scattering
time which corresponds to the broadening of the oscillations in the DOS.
For magnetic fields too small to satisfy condition (8.11), the conductivity is given by
the classical Drude result [AM76, chapter 1]
σ¯ =
σ0
1 + ω2cτ
2
(
1 −ωcτ
ωcτ 1
)
, (8.12)
where σ0 = ne
2τ/m is the Drude conductivity for an electron system with density n and
with an effective electron mass m.
When the magnetic field fulfills condition (8.11) oscillations in the resistivity are ob-
served. The amplitude of these oscillations is strongly influenced by the temperature of
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the surrounding bath and by the strength of the scattering of the electrons. A finite
temperature leads to a spread in the Fermi energy of the system so that the oscillations
effectively have to be averaged over a finite region of Fermi energies. In this process, the
oscillation amplitude acquires an additional reduction factor RT , given by [Sho84, section
2.7.3.1]
RT =
2π2kBT/~ωc
sinh(2π2kBT/~ωc)
. (8.13)
Likewise, the finite lifetime of an electron orbit due to scattering leads to a broadening
of the quantized energy levels. This introduces an additional reduction factor RD of the
form4
RD = e
−pi/ωcτ . (8.14)
The study of the dependence of the resistivity oscillation amplitude on temperature allows
the determination of the effective mass m(E) according to (8.13). Once m(E) is known,
the magnetic field dependence of the amplitude can be used to determine the lifetime τ .
The semiclassical approach is based on the assumption of a large number of filled quan-
tized states. Due to the low densities in two-dimensional semiconductor heterostructures
this condition is only met in the small magnetic field limit B . 1 T.
The discussion is so far completely based on the quantization of the closed orbits of
electrons on the constant energy surface of the system. However, as figure 8.3 shows,
once the Fermi energy lies above the top of the miniband, the orbits at the Fermi energy
are no longer closed. For these open orbits the area quantization is no longer valid. A
detailed treatment of transport with open orbits [LAK56, LAK57, LP59, LP60] shows
that the resistivity increases quadratically with the magnetic field in this situation. Thus,
once the Fermi energy in the surface SL system is shifted into the first minigap, the
resistivity oscillations are expected to vanish, being replaced by a quadratic increase in
the resistivity.
In summary, the semiclassical theory gives the following predictions for the MR5 of
the surface superlattice system: When the Fermi energy lies in the first miniband, the
resistivity is constant as long as ωcτ < 1 and it starts to exhibit periodic oscillations for
magnetic fields that comply with ωcτ > 1. Once the Fermi energy is pushed into the first
minigap, the orbits at the Fermi energy are open and no oscillations occur. Instead, the
resistivity is expected to increase quadratically.
The situation for open orbits is actually more complicated than described so far.
The interpretation of studies of the de Haas-van Alphen effect (magnetic field dependent
oscillations in the magnetization) in magnesium actually requires closed orbits which do
4Often RD is expressed in the form RD = e
−2pi2kBx/~ωc . In this form, x has the meaning of a
temperature, which is easily seen from a comparison to the argument of the sinh-factor of expression
(8.13). Therefore, x is referred to as the Dingle temperature and is a temperature equivalent measure for
the scattering in the system.
5The summarized effects actually apply to ρxx instead of the measured MR. However, it is shown
shortly that these quantities are directly proportional in the presented surface SLs.
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Figure 8.3: Full two-dimensional bandstructure of a surface superlattice. The Fermi level
is shown by the black plane for the situation of being smaller (a) and larger (b) then the
miniband width. The right sides of (a) and (b) show the resulting Fermi contours.
not exist on the Fermi surface of this element. The explanation for this inconsistency has
been given in terms of magnetic breakdown [CF61, Blo62]. Magnetic breakdown states
that for sufficiently strong magnetic fields electrons can tunnel from an orbit on one part
of the Fermi surface to an orbit on another part which is separated by an energy gap Eg
from the initial orbit. A similar situation can occur in the surface SL. Figure 8.4 shows
the electron orbits at a number of energies inside and beyond the first miniband. All
contours at E < ∆ are closed as expected while those at E > ∆ are open. However,
when the magnetic field becomes large enough, electrons can tunnel between one arc of
the open orbit into its mirror image so that they again follow a closed orbit. For these
closed orbits the quantization according to the Onsager relation holds and leads again to
oscillations in the resistivity. Therefore, once the system is in the regime of open orbits,
the quadratic increase in the resistivity will last only up to a certain breakdown field B0
before oscillations set in again. For metals the probability P of magnetic breakdown is
expressed as
P = e−B0/B , (8.15)
with the breakdown field approximately given by [Sho84, Chapter 7.2]
B0 ∼ B
~ωc
E2g
EF
. (8.16)
Resistivity oscillations are expected for B > B0. It is not immediately clear whether this
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Figure 8.4: Fermi contours for energies ranging from 1 to 7 meV in 1 meV steps for a
miniband of 4 meV width in the extended zone scheme. For energies smaller than the
miniband width the orbits at the Fermi energy are closed (the four inner loops). Once
the energies lie above the miniband (three outer trajectories), the Fermi contours extend
infinitely along the kx direction and are localized along the ky axis. Since the real space
trajectory is rotated by 90 degrees, electrons in real space are actually localized along the
x direction and extend infinitely in the y direction. The localization leads to a quadratic
increase of the resistivity along the x direction. When the magnetic field values become
larger than some critical B0, electrons do not have to follow the open orbits but rather
can tunnel, as indicated by the arrows, between the two branches of the same part of the
Fermi contour. The resulting closed orbits are subject to the area quantization and an
oscillatory resistivity results. A clockwise motion of the electrons is assumed.
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formula can also be applied to the surface SL system. Unlike all other instances in which
magnetic breakdown has been discussed so far,6 the modulation potential in the current
structure is very strong. This results in an energy gap which is much larger than the
Fermi energy and the cyclotron energy.
8.3 About contact geometries
Before a first interpretation of the experimental data is attempted, a relationship between
the measured quantity (resistance) and the theoretically determined one (conductivity)
needs to be established. The preferred geometry for magnetotransport measurements
on planar two-dimensional electron systems is the Hall bar geometry as shown in figure
8.5(a). The sample is long and narrow and has extra contact pads (2,3,5,6) so that the
longitudinal and the Hall voltage can be determined at pads different from those (1,4) at
which the current through the sample is applied. It is assumed that there is no current
6Besides the context of the Fermiology of metals, magnetic breakdown has also been discussed for
two-dimensional electron systems with weak periodic modulation [BDM+91, DWR+01, GCS+05] and also
extensively for magnetotransport in organic superconductors [SST90, MSB+95, HCS+96, FZ98, FBGZ98].
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Figure 8.5: Comparison of three different experimental geometries for magnetoresistance
measurements. Grey areas show the electron systems and black ones the contact pads.
In (a) the Hall bar geometry is shown which is a long and narrow strip with a number of
different contacts so that longitudinal and Hall voltage can be determined separately in a
four-point measurement. In graph (b) the geometry of the surface SL is shown. It has the
opposite limit of a wide and short electron gas area. Panel (c) shows the Corbino disc,
which also satisfies the condition W ≫ L, just like the surface superlattice. However,
here the electrons can move infinitely in the lateral direction (i.e. along the circumfence)
whereas the surface superlattice eventually has barriers at the edges (left and right).
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flow along the narrow direction. The relation between current density ~j and electric field
~F is then given by (
jx
0
)
=
(
σxx σxy
−σxy σyy
)(
Fx
Fy
)
. (8.17)
From this equation the resistances
R23 =
V23
I
=
FxL1
jxW
=
L1
W
σyy
σ2xy + σxxσyy
(8.18)
R26 =
V26
I
=
FyW
jxW
=
σxy
σ2xy + σxxσyy
(8.19)
R14 =
V14
I
=
FxL2 + FyW
jxW
=
L2
W
σyy + σxy
σ2xy + σxxσyy
(8.20)
, (8.21)
are calculated, which are, respectively, the four-point longitudinal resistance, the Hall
resistance, and the two-point resistance. When the Fermi energy in the Quantum Hall
regime lies between two Landau levels, then σxx = σyy = 0 and the four-point longitudinal
resistance vanishes. The Hall resistance and the two-point resistance take on the geometry
independent value of 1/σxy in this limit. This result is typical for two-point measurements
which do not allow a separation between longitudinal and Hall resistance.
In contrast to the Hall bar geometry, the CEO sample structure, as shown in figure
8.5(b), has extensions in the opposite limit of W ≫ L. Hence it seems reasonable to
assume that now the electric field has only a component along the x direction. Then, the
relation between current density ~j and electric field ~F is given by(
jx
jy
)
=
(
σxx σxy
−σxy σyy
)(
Fx
0
)
. (8.22)
From this, a two-point resistance of the form
R =
U
I
=
FxL
jxW + jyL
=
1
W
L
σxx + σxy
(8.23)
is found. In the Quantum Hall limit, this expression again results in a resistance given
by the geometry independent value of 1/σxy. It is not quite obvious that the current is
taken as the sum of the current densities along jx and jy. In this respect the geometry
is very similar to the Corbino geometry (cf. figure 8.5(c)). The Corbino disc also has
W ≫ L and the electric field is assumed to be completely radial. For this geometry
the two-point resistance is completely determined by σxx [All88] and there is no Hall
voltage drop in the measurement. For large magnetic fields perpendicular to the disc, the
electrons flow perpendicular to magnetic and electric field (~F × ~B-drift) and the measured
resistance becomes infinite. In the CEO sample, however, this drift is terminated at the
boundaries of the sample and the electrons will there cross the sample with skipping
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orbits and contribute the term jyL to the current. Thus, the total current for large
magnetic fields is the sum jxW + jyL. The validity of expression (8.23) has been tested
experimentally [Ler04] by structuring a Hall bar on the cleavage plane of a CEO sample
which then allowed the direct measurement of R, σxx, and σxy for known values of L and
W . A comparison of formula (8.23) to the experimental data showed good agreement for
magnetic fields above 1 T. Thus, the two-point resistance for L≫ W is found by adding
up voltages and for W ≫ L by adding up currents. In the semiclassical limit (B . 1 T),
the σxy term can be neglected and the measured resistance R is directly proportional to
1/σxx, which agrees with the assumptions made in the above discussions.
8.4 Experimental data in the semiclassical regime
The following data was taken on a final design surface superlattice with 12 nm wells,
3 nm barriers, a 5 nm CEW, and a gate barrier of 500 nm thickness. For linear response
experiments the electric field across the surface SL is so small that pinch-off effects are of
no concern. The data was taken in standard lock-in technique where a constant current
is sent through the sample while the voltage across the device is recorded. The excitation
current was set to 100 nA which limits the dissipated heat in the sample to less than
200 pW during a magnetic field sweep. The base temperature of the setup was about
350 mK.
Figure 8.6 shows the measured two-point resistance for a gate voltage of 1.5 V. In the
magnetic field region between 0 and 0.4 T the resistance actually decreases. Beyond 0.4 T
the resistance rises up strongly before it starts to saturate for magnetic fields larger then
4 T. It will be shown shortly that the 1.5 V gate bias is close to the threshold voltage
beyond which electrons start to accumulate in the surface superlattice channel. For the
resulting small electron density at this gate bias the electrons are strongly localized in the
disorder potential of the system and the mobility is very low. It seems more reasonable
to look at this situation as having a set of well separated parallel quantum wires. The
electrons in each wire have a low mobility due to disorder and the probability to tunnel
into a neighbouring wire is extremely small. This results in a very large resistance even at
B = 0 T. The resistance decrease for small magnetic fields occurs for many gate voltages
and will be the topic of the next section. Larger magnetic fields localize the electrons
even stronger and lead to a quickly increasing resistance parallel to the set of quantum
wires.
The situation changes when a higher gate voltage of 4 V is applied. The corresponding
MR is shown in figure 8.7(a). While again a resistance decrease for magnetic fields below
0.4 T is observed, there occurs no dramatic resistance increase for higher fields. Instead,
resistance oscillations appear which show an increasing amplitude with increasing mag-
netic field. A close examination shows that these oscillations already start at a B value
of about 0.35 T. It is also noted that the zero field resistance has decreased by more than
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Figure 8.6: Magnetoresistance at 1.5 V gate voltage. The corresponding density is very
small and the electrons in the system are strongly localized by the disorder potential. The
low mobility of the carriers leads to a strong resistance increase with magnetic field.
two orders of magnitude. Now, the system resembles a two-dimensional electron gas with
a mobility high enough so that resistance oscillations due to orbit quantization occur. The
early onset of these oscillations indicates that the electrons at the Fermi surface follow
closed orbits. When condition (8.11) is rewritten in the form
µ≫ 1
B
, (8.24)
a lower limit of about 30000 cm2/Vs can be deduced for the electron mobility µ. In order
to compare the measured system properties to the bandstructure results of figure 3.6 in
chapter 3, the density at each particular gate voltage must be determined. Following the
semiclassical approach, the frequency of the oscillations with the inverse magnetic field can
be evaluated through a Fourier transformation as shown in figure 8.7(b). Theoretically
the frequency f is given as the inverse of the periodicity (8.10)
f =
~a(EF )
2πe
, (8.25)
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Figure 8.7: (a) Magnetoresistance at 4 V gate voltage. At this higher density the mobility
has increased strongly and resistance oscillations are visible. The corresponding density
of 2.8 × 1011 cm−2 can be deduced from a Landau plot as shown in the inset or from a
Fourier transformation of the resistance to inverse magnetic field plot, depicted in (b).
which depends on the area of the electron orbit at the Fermi energy. The density n is
found by summing up all states up to the Fermi energy. Making use of the relation (8.9)
between DOS D(E) and cyclotron mass m(E) one finds
n =
∫ EF
0
D(E)dE =
∫ EF
0
m(E)
π~2
dE =
1
2π2
∫ EF
0
∂a
∂E
dE =
1
2π2
a(EF ) , (8.26)
where the general expression (8.8) for the cyclotron mass was inserted. From (8.25) and
(8.26) a relation of the form
n =
2e
h
f (8.27)
is found between electron density n and the frequency f of the resistance oscillations.
The Fourier transform in figure 8.7(b) gives a frequency of 5.7 Vs/m2, which results in
a density of 2.8 × 1011 cm−2. Alternatively, a so called Landau plot can be produced to
find the electron density. Such a plot is shown in the inset of figure 8.7(a). It is assumed
that at each maximum7 a fixed number of quantized energy levels are completely filled. If
7Actually, it is not known whether a maximum in the resistance or a minimum in the resistance
corresponds to a complete filling of all occupied quantized states. However, the slope of the Landau plot,
which determines the density, depends only on the magnetic field difference between the identical filling
of two neighbouring quantized energy levels. Thus, it does not matter whether the system goes from n
completely filled to n− 1 completely filled levels or from n+ 0.5 to n− 0.5 filled levels.
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Figure 8.8: Magnetoresistance at 3 V gate voltage. Since for the corresponding density
of 1.7 × 1011 cm−2 the Fermi energy is below the top of the miniband, the resistance
oscillations are similar to those of an unmodulated two-dimensional electron gas. The
gray arrows indicate the oscillations used to determine the density.
this number, the filling factor ν, is plotted versus the inverse magnetic field, it should lie
along a straight line and the slope of this line determines the density. In order to establish
which filling factor belongs to which peak, the condition that the filling factor goes to
zero for vanishing inverse magnetic field is enforced. From the slope α of 11.22 Vs/m2 a
density of
n =
e
h
α = 2.7× 1011 cm−2 (8.28)
is found. Thereby, use of the definition of the filling factor as the ratio between the electron
density n and the degeneracy eB/h of each quantized state was made. Semiclassically
this degeneracy is found by multiplying the k-space region between two neighbouring
quantized orbits ∆a = 2πeB/~ with the k-space density of states equal to 1/2π2. During
the construction of the Landau plot each quantized orbit was counted twice due to the
two possible, different spin alignments. Therefore, the slope of the Landau plot is twice
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the frequency determined from the Fourier transform.
From figure 3.6 it is found that the position of the Fermi energy for a density of
2.7 × 1011 cm−2 is very close to the top of the miniband. For a gate voltage of 3 V the
Fermi energy should then be somewhat below the top of the miniband. The corresponding
MR is shown in figure 8.8. The increased zero B field resistance and a later onset of the
oscillatory behavior indicate a lower mobility of the electron system. This is consistent
with an expected mobility increase for two-dimensional electron systems when a larger
density leads to stronger screening and therefore weaker scattering. From the period of
the oscillations a density of 1.7× 1011 cm−2 is deduced.
So far, the observed resistance oscillations seem to have shown no influence from the
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Figure 8.9: Magnetoresistance at 6 V gate voltage. For the corresponding density of
4.9 × 1011 cm−2 the Fermi energy lies considerably above the top of the miniband. This
leads to a delayed onset of the resistance oscillations due to magnetic breakdown and
to the appearance of double peak structures above 1.5 T. The gray arrows indicate the
oscillations used to determine the density. The gray circles are a quadratic fit to the low
magnetic field region.
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periodic modulation of the two-dimensional electron system. This is in agreement with
the earlier assessment that for energies within the miniband electrons can move along
closed orbits which lead to the resistance oscillations which are shown in the last two
figures. In order to observe transport changes due to the modulation potential, the Fermi
level must be shifted deep into the gap above the miniband. This situation is shown in
figure 8.9 where a gate voltage of 6 V is applied. A number of differences compared to
the so far studied resistance traces are visible. First of all, it is noticed that the resistance
decrease for small magnetic fields is absent. Also, the onset of the resistance oscillations
is pushed up to about 0.7 T although an increased density should have further increased
the mobility. This in turn should have led to a magnetic field value below 0.35 T for the
onset of resistance oscillations. When the magnetic field becomes larger than 1.5 T, the
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Figure 8.10: Magnetoresistance traces in a small interval around B = 0 T are shown at
three different gate voltages. For Fermi energies well inside the miniband (VGate = 2.5 V)
a strong negative magnetoresistance is observed. With increasing density the Fermi level
rises above the miniband and the negative magnetoresistance becomes smaller (VGate =
5 V) and eventually vanishes (VGate = 7 V).
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oscillations appear to take on a double peak structure which was not observable for smaller
densities (cf. figure 8.8). From the oscillations below8 1.5 T a density of 4.9× 1011 cm−2
is found. The corresponding Fermi energy lies deep in the gap above the miniband (cf.
figure 3.6).
The vanishing of the resistance decrease below 0.4 T is interesting and appears to
be directly connected to whether the electrons move along closed or open orbits. The
delayed onset for the resistance oscillations is actually expected from the earlier discussion.
Since the electrons follow open orbits, the resistance should increase quadratically and
oscillations are only expected to occur when there is an appreciable magnetic breakdown
probability. The gray dots in figure 8.9 show a quadratic fit to the experimental data
at low magnetic fields and confirm that the resistance indeed increases as expected for
open orbits. The appearing double peak structure cannot be explained by semiclassical
8For the double peak structure it is unclear which peak should be chosen for the density evaluation.
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Figure 8.11: Density determined from magnetoresistance oscillations versus a number of
applied gate voltages. The gray line is a linear fit to the data.
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arguments. Its interpretation requires the application of a full quantum mechanical model.
Such a discussion is presented in section 8.6.
In summary, the major changes observed when the Fermi level moves from inside
the miniband into the gap above are a delayed onset of the resistance oscillations, the
appearance of double peak structures and the suppression of the negative MR at small B
values. The latter fact is again shown in figure 8.10 for three different gate voltages. It will
be discussed in the next section in the framework of a quantum interference phenomenon
referred to as weak localization. Weak localization is observed in relatively low mobility
semiconductor structures at low temperatures. Since it depends on electrons being able
to follow a closed real space orbit, its vanishing might be directly connected to the density
dependent change from closed to open k-space orbits.
Figure 8.11 shows the densities extracted for a large number of applied gate voltages.
The linear fit shows a voltage intercept (deduced from the fitted function in the graph) at
1.49 V for an empty surface SL channel. For gate voltages below this value the miniband
lies far above the Fermi level of the system.9 When the gate is modeled as a plate
capacitor, where the dielectric consists of AlGaAs with 32 percent Al (ǫ=11.5), then a
density-gate voltage relation of the form
n =
CV
eA
=
ǫǫ0
ed
V = 1.27× 1011 cm−2 VGate[V] (8.29)
is found. Thereby, C is the capacitance of the gate, A is the active area of the gate, d is
the thickness of the gate barrier and ǫ0 is the dielectric constant. The resulting slope is
close to the experimental value. Due to the GaAs in the well and in the cap of the AlGaAs
barrier, ǫ is actually a little smaller and d a little larger so that theory and experiment
come even closer. Also, the aluminum concentration might be slightly different from the
assumed value. Nevertheless, the capacitor model nicely confirms the densities extracted
from the resistance oscillations.
8.5 Weak localization
In the following discussion no attempt at a detailed and conclusive account of the weak
localization phenomenon is made. The main aim is to establish a possible connection
to the concept of closed and open k-space trajectories as discussed for the resistivity
oscillations. Excellent introductions to this topic can be found in [Dat03, AL88, Ber84].
When a particle propagates between two points as shown in figure 8.12(a), it can do
so along a number of different paths. Classically the path that the particle will take is
determined by the condition that the action integral becomes extremal [Sch03, Chapter
2.6]. Quantum mechanically, however, the probabilities of all possible paths connecting
point B to point A have to be summed up in order to calculate the probability of finding
the particle at point B. Since these paths have different lengths, the phase of the particle
9This level is determined by the contact layers of the structure.
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Figure 8.12: (a) Different paths connecting point A and B. (b) A pair of time-reversed
paths connecting the same point A. (c) The Fermi contour of a surface superlattice system
for Fermi energies within the first miniband (closed) and above this miniband (open).
wave will be different for the various possibilities. Therefore, one can approximate the
probability of the particle being at point B by the sum over all the individual path
probabilities. Interference terms between the different paths average to zero. However,
the situation is different when the probability of the particle to return to point A is
considered, which corresponds to the particle following a closed real space orbit (cf. figure
8.12(b)). Now, to every path i there exists a time reversed path i′ of exactly the same
length. These two paths will interfere constructively and lead to a doubled probability of
finding the particle back at its starting point A. This enhancement of the back scattering
of the particle, which is referred to as weak localization, effectively leads to a reduction of
the diffusion constant and therefore to a smaller conductivity or, equally, larger resistivity.
When a magnetic field is applied, the particle wave picks up an additional phase ∆φ
along its path from one point to another. For a closed path this phase is proportional to
the magnetic flux through the real space orbit area Sa,
∆φ ∼ BSa . (8.30)
For the time-reversed path the phase is of opposite sign. Therefore, the interference of
both paths will depend oscillatory on the magnetic field value. Since the areas of all pos-
sible real space orbits are different, these orbits will also have different phase oscillation
periods. Thus, on average, the coherent back scattering probability decreases monoton-
ically with the magnetic field. A suppressed coherent back scattering leads to a larger
conductivity and therefore a reduced resistivity. It is this negative MR that is measured
in the experiment.
In order to observe the enhanced back scattering in form of a constructive interfer-
ence between path and time-reversed path, the phase information of the particle wave
must not be lost along the path. Since such a loss of phase coherence is brought about
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by inelastic scattering,10 it is required that the inelastic scattering rate is much smaller
than that of elastic scattering events. Therefore, weak localization is observed in rela-
tively low-mobility systems (due to strong elastic scattering) at low temperatures (long
inelastic lifetimes due to a very low number of phonons). In surface SL systems, the
strong elastic scattering is provided by the SL interfaces. It is interesting to note that
in all formerly studied two-dimensional electron systems with a strong, short-period
modulation, realized by cleaved-edge overgrowth, no weak localization was observed11
[SPB+91, MRT+00, DLW+00, Deu01].
From this short introduction it follows that there are two possible explanations for
the disappearance of the weak localization in the high density regime of the surface SL
system. One of these is based on the assumption that the increased density leads to a
very strong increase in the transport mobility. Then, the particle wave could have lost
its phase coherence before it returns to its origin and no coherent back scattering occurs.
The other explanation assumes that an electron at the Fermi level can only proceed
along a closed real space orbit when it moves along states which have both positive and
negative ky values. While this is readily achieved when the Fermi energy lies below the
top of the miniband, it requires scattering between the two different parts of the Fermi
contour once the Fermi energy moves into the gap above the miniband (cf. figure 8.12(c)).
The probability for such scattering events will decrease rapidly once the Fermi energy is
significantly beyond the top of the miniband since the scattering then involves a larger
and larger momentum change. Thus, with the change from a closed to an open Fermi
contour, weak localization would be continuously suppressed. If this explanation were
confirmed, it would provide further evidence for the validity of the band structure which
was used as input for the discussion about Bloch oscillations. An experimental indication
that the disappearance of the weak localization is indeed due to the change from closed
to open k-space orbits is provided by the fact that the MR for a sample with a 1.6 nm
CEW, shown in figure 8.13, also exhibits the same suppression for large densities. The
electrons in this sample have a much lower mobility for all densities than a sample with
a 5 nm CEW due to the much smaller distance to the modulation potential. It seems
unlikely that the 1.6 nm CEW sample has a higher mobility at high densities than the
5 nm CEW one at low densities. Therefore, the observed suppression of weak localization
is more likely due to the crossover from closed to open orbits than due to an increased
transport mobility.
10In this context the term inelastic does not only involve electron-phonon interactions as discussed in the
high electric field measurements of the preceding chapters. The term inelastic rather refers to all scattering
processes involving fluctuating scatterers like phonons, electrons or impurities with internal degrees of
freedom. In contrast, rigid scatterers (impurities without internal degrees of freedom, interfaces) will not
affect the definite phase relationship between different trajectories.
11It is unlikely that the growth conditions play a major role in this since the estimated mobilities for all
samples are in the range between 50000 − 100000 cm2/Vs, which is a typical value for two-dimensional
semiconductor structures in which weak localization has been observed.
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Figure 8.13: Magnetoresistance traces in a small interval around B = 0 T for a sample
with a 1.6 nm wide cleaved-edge well, shown at four different gate voltages. For Fermi
energies well inside the miniband (VGate = 9.5 V) a strong negative magnetoresistance
is observed. With increasing density the Fermi level rises above the miniband and the
negative magnetoresistance becomes smaller (VGate = 11 V, VGate = 12.5 V) and even-
tually vanishes (VGate = 14 V). The crossover from closed to open k-space orbits occurs
approximately at about VGate = 10 V.
8.6 Quantum mechanical description
So far, an interpretation of the MR data of the surface SL structures in terms of oscilla-
tions in the DOS has been given. These oscillations appear when the Bohr-Sommerfeld
quantization rule is applied to the semiclassical electron orbits in a magnetic field. In the
high magnetic field regime, when only a small number of quantized energy levels are oc-
cupied, the semiclassical arguments become invalid. Basically, the cyclotron energy is no
longer small compared to the Fermi energy. In this regime, the corresponding quantum-
mechanical problem must be solved directly. This will be done in the following discussion.
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First, the problem is formulated in the framework of the tight-binding approximation.12
Then, the resulting equation is solved numerically to find the eigenenergies of the system.
From these eigenvalues the DOS is computed and a relation between the DOS and the
conductivity tensor is established by the solution of the Kubo formula.
Assume that the modulation potential V (x) is given along the x-axis with a periodicity
d. In this geometry, in which the motion along the y-axis is unperturbed, the Landau
gauge A = (0, Bx, 0) is employed since the momentum ~k = −i~ ∂
∂y
+ eBx along the
y-direction is then a good quantum number. The corresponding eigenfunctions are plane
waves along the wires of the surface superlattice. According to these assumptions, the
hamiltonian of the system can be written as
Hˆ =
1
2m
(p + eA)2 + V (x) =
~
2
2m
(
−i ∂
∂y
+
eBx
~
)2
+
p2x
2m
+ V (x) . (8.31)
Since the translational invariance along the y-direction has been preserved, the wave-
function Ψ(x, y) in the corresponding Schro¨dinger equation HˆΨ(x, y) = EΨ(x, y) can be
written as a product state with a plane wave along the y axis,
Ψ(x, y) =
1√
2π
exp(iky)ψ(x) . (8.32)
The spectrum of the resulting Hamiltonian
Hˆ =
~
2
2m
(
k +
eBx
~
)2
+
p2x
2m
+ V (x) (8.33)
is periodic in x since the magnetic field induces only a shift of the k-space origin. There-
fore, only k values which comply with |k| < eBd/2~ have to be considered. In order to
make further progress, ψ(x) is expanded in terms of the ground state φ(x − jd) of an
electron in the j-th potential well,
ψ(x) =
∑
j
aβj (k)φ(x− jd) , (8.34)
with φ(x−jd) being centered at the position jd. β labels the different discrete eigenstates
(Landau levels) which occur for each k. The resulting problem is then solved in the tight-
binding approximation. In this limit, the vector potential Ay = Bx is replaced with the
center position value Ay = Bjd and all other x dependent parts are contained in the
tight-binding condition
〈φ(x− jd)|Hx|φ(x− qd)〉 = tδj,q±1 , (8.35)
12The high electric field study in the preceding chapters was also based on this approximation and the
results found there justify its application here.
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where the φ(x − jd) were assumed to form an orthonormal basis with 〈φ(x − jd)|φ(x −
qd)〉 = δj,q and t is negative.13 The matrix representation of the tight-binding hamiltonian
Hˆjq =
~
2
2m
(
k +
eBjd
~
)2
δjq + tδj,q±1 (8.36)
converts the problem of finding the energy eigenvalues Eβ(k) of the original hamiltonian
to the numerical solution of the set of equations
∑
q
Hˆjqa
β
q (k) = E
β(k)aβj (k) , (8.37)
with one such equation for every j. The solutions of the set of equations (8.37) are, for
|k| < deB/2~ = K/2, mathematically identical to those for the Mathieu problem, given
by the differential equation
− ~
2
2m
∂
∂y
ξ(y)− 2|t| cos(Ky)ξ(y) = Eξ(y) , (8.38)
when it is solved with the ansatz
ξ(y) =
∑
j
aβj (k)e
i(k+jK)y . (8.39)
This is easily seen when cos(Ky) is written as cos(Ky) = 1
2
(
eiKy + e−iKy
)
. Then, a
multiplication of the Mathieu problem by e−i(k+qK)y followed by an integration over y
leads directly to equation (8.37).
Thus, the eigenstates of the two-dimensional electron system with a strong, short-
period modulation in the tight-binding approximation are identical to those of the Math-
ieu problem. Although the numerical calculation is similar, additional qualitative infor-
mation can be extracted from this identity. The Mathieu problem corresponds to the
one-dimensional Schro¨dinger equation for a particle subjected to the periodic potential
W (y) = −2|t| cos(Ky). The connection between W (y) and the periodic potential V (x)
of the superlattice lies in the hopping or overlap parameter |t| = ∆/4. Although the
assumption of an infinite extension of the system along the y-axis is implicitly assumed
in the correspondence argument with the Mathieu equation, only k-values according to
|k| < deB/2~ need to be considered due to the periodicity of the potential W (y).
The spectrum of the Mathieu problem depends on the three energy scales given by the
periodic potential W (y) (in terms of |t|), the effective cyclotron energy ~ωc (see below)
and the energy E. Assume first that the cyclotron energy is small compared to the other
two energies. Then, when energies close to the bottom of the miniband (E ≈ −2|t|) are
13In this section the zero energy level is set at E = −∆/2 = −2|t| in order to comply with the solutions
from the provided computer programs which were programmed assuming this energy definition.
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Figure 8.14: Energy eigenstates and corresponding density of states, and density for a
two-dimensional electron system subject to a strong, short-period modulation, calculated
within the tight-binding approximation. The lowest miniband is assumed to have a width
of 6 meV and extends from −3 meV to +3 meV. In (a) the magnetic field was assumed
to be 1 T and in (b) it was 2 T.
studied, it is convenient to expand the potential W (y) around y = 0. An electron then
essentially moves in a harmonic oscillator potential of the form
W (y) ≈ 2|t|
(
−1 + 1
2
(
deBy
~
)2)
. (8.40)
The eigenstates of this problem are equidistantly spaced energy values with a separation
~ωc. This is found by equating W (y) to the harmonic oscillator potential
1
2
mω2cy
2, where
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ωc = eB/
√
mxmy is identified with the cyclotron energy for effective masses of 2~
2/∆d2
and m along the x and y axis, respectively. Thus, in this limit the Landau level quanti-
zation is recovered, which is in agreement with the assessment that the system behaves
like a free two-dimensional electron system (with changed effective mass) when the en-
ergy lies deep within the miniband. In contrast, for very large energies E the periodic
potential W (y) is only a small perturbation. Thus, the spectrum should resemble that
of a free one-dimensional particle, however, with small gaps at the magnetic Brillouin
zone center14 k = 0 and at the magnetic Brillouin zone boundaries k = ±deB/2~.15 The
separation between the two-dimensional and one-dimensional character of the system is
found at energies close to the top of the miniband.
The left part of figure 8.14(a) shows the corresponding numerical analysis at B = 1 T.
Indeed, for energies much smaller than the strength of W (y) (which is equal to a position
far below the top of the miniband) the eigenenergies are constant and equidistant along
the magnetic Brillouin zone |k| < deB/2~. For energies much larger than W (y) (or,
equally, far above the miniband) the spectrum resembles that of a free electron with small
(they cannot be resolved graphically) gaps at the magnetic Brillouin zone boundaries.
The corresponding DOS, shown in the right part of figure 8.14(a), equally reflects the
transition from a 2D to a 1D system when the energy is increased. For small energies the
peaks of the individual Landau levels appear. For large energies the typical 1/
√
E-shape
of the DOS for a free one-dimensional system is recovered. The transition clearly occurs
at energies close to E = 2|t| (the top of the miniband).
When the magnetic field is increased to B = 2 T, the situation is similar. As figure
8.14(b) shows, there are still Landau level like states at low energies, whereas the spectrum
of a free electron is found for large energies. However, there are fewer eigenstates that
show no dispersion (which are flat) and the gaps between the eigenstates have increased
in strength (although the small gaps at the zone boundaries and at the zone center can
still not be resolved graphically).
The situations for large magnetic fields of B = 5 T and B = 12 T are shown in figures
8.15(a) and (b). Even the lowest eigenstate has developed an inner dispersion since
its energy is no longer small compared to the potential W (y). The eigenstates at large
energies look even more like the free-electron parabola. The gaps in the high energy regime
have increased to a value so that they can now be resolved graphically. Nevertheless, these
gaps are smaller than the cyclotron gaps in a free two-dimensional electron system with
identical parameters. The widths of the Landau bands now greatly exceed the energetic
broadening introduced by disorder and, therefore, the Landau bands take up large parts
of the DOS gaps that would be there for an unmodulated system. The DOS of the broad
Landau bands shows the one-dimensional 1/
√
E behavior, however, with strong peaks
at the edges of the bands where the dispersion is flat. These peaks will appear in the
resistance measurements once the Landau bands exceed a certain minimum width. Later
14There is no such gap for the lowest band.
15A detailed description of the origin of those well known gaps can be found in [AM76, Chapter 9].
162 CHAPTER 8. MAGNETOTRANSPORT
a)
b)
-0.50 -0.25 0.00 0.25 0.50
-5
0
5
10
15
B = 5 T
k/K
E
n
e
rg
y
[m
e
V
]
0 1 2 3 4 5
B = 5 T
Density [10
11
cm
-2
]
0 1 2 3 4 5
DOS [a. u.]
-0.50 -0.25 0.00 0.25 0.50
-5
0
5
10
15
B = 12 T
k/K
E
n
e
rg
y
[m
e
V
]
0 1 2 3 4
Density [10
11
cm
-2
]
B = 12 T
0 1 2 3 4
DOS [a. u.]
Figure 8.15: Energy eigenstates and corresponding density of states, and density for a
two-dimensional electron system subject to a strong, short-period modulation, calculated
within the tight-binding approximation. The lowest miniband is assumed to have a width
of 6 meV and extends from −3 meV to +3 meV. In (a) the magnetic field was assumed
to be 5 T and in (b) it was 12 T.
on, they will be referred to as the edge or side peaks in the DOS of a Landau band.
Assuming a direct reflection of the DOS in the resistance measurements, a number of
features should appear in the experimental data. Sitting at a fixed small magnetic field,
conventional SdH oscillations should be observed as long as the Fermi energy is smaller
than the miniband width. Once the Fermi energy moves into the gap above the miniband,
these oscillation should disappear since the tiny gaps in the spectrum will be completely
smeared out by the disorder-induced energetic broadening. In the intermediate magnetic
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field regime (about 3− 5 T) the oscillations at small Fermi energies should still resemble
the SdH oscillations since the energetic broadening will mask the DOS side peaks due to
the small inner dispersion of the Landau levels. At Fermi energies above the top of the
miniband, however, a substantial change in the oscillations can be expected. The widths
of the Landau levels increases strongly and the DOS peaks at the edges of these broad
bands should eventually be resolved in the measurement. Moreover, in the small gaps
(σxx = 0) between the free-electron-like states the resistance should approach the plateau
values of the Quantum Hall regime (cf. equation (8.23)). However, the widths of these
gaps shrinks again when the Fermi energy moves deeper into the gap above the miniband
and the contributions from the Hall resistance should then disappear. This vanishing of
the cyclotron gap at very large Fermi energies (compared to the miniband width) is one
fundamental change introduced by the strong, short-period modulation. At very large
magnetic fields all observed oscillation peaks should be rather broad and the cyclotron
gap should survive the longest since the corresponding gaps in the DOS are the largest.
Before a comparison of the experimental data with the DOS presented in figures 8.14 and
8.15 is possible, however, relations between the conductivity tensor elements and the DOS
of the system have to be established. They are given by
σxx =
4πΓ
d
e2
h
D(E)
∑
β′ 6=β
(〈ψ(k, β′)|x|ψ(k, β)〉)2 (8.41)
σxy = e
∂n(E)
∂B
+
4π~eB
dm
e2
h
D(E)
∑
β′ 6=β
(〈ψ(k, β′)|x|ψ(k, β)〉)2 (8.42)
and are solutions to the Kubo formula [Str82], a result of the quantum linear response
theory. Γ is a measure for the strength of the scattering in the system and the ψ(k, β)
are the wavefunctions defined in expression (8.34).
Equation (8.41) states that the longitudinal conductivity is directly proportional to
the DOS. Numerical evaluation of the formula showed that the matrix elements do not
significantly change this behavior. The direct proportionality of σxx to Γ states that the
longitudinal conductivity vanishes without scattering.
The Hall conductivity σxy consists of two terms. The first one ensures the Hall quan-
tization when the Fermi energy lies in a gap between Landau levels (σxx = 0). This can
be seen by writing the density in terms of the filling factor ν (where spin-split states are
counted)
n = ν
eB
h
. (8.43)
In this form the expression e∂n(E)
∂B
results in the Hall conductivity νe2/h at constant filling.
The second term of σxy is again proportional to the DOS and looks very similar to the
expression for σxx, but it does not depend on Γ. Recalling equation (8.23)
R =
U
I
=
FxL
jxW + jyL
=
1
W
L
σxx + σxy
, (8.44)
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which connects the measured resistance to the individual contributions of the conductiv-
ity matrix, the resistance is dominated by σxx as long as the Fermi energy is not very
close to or inside a gap between eigenstates. The reason for this is the geometric contri-
bution of W/L which strongly enhances the σxx part of the resistance. Only when σxx
vanishes (inside a gap) or becomes very small (very close to a gap), the contribution from
σxy becomes important. Thus, once gaps in the DOS are experimentally resolved, the
measured resistance should tend towards the quantized Hall resistance values. Otherwise,
the resistance essentially looks like the scaled inverse of the DOS. A maximum in the
DOS leads to a large conductivity and therefore to a small resistance value (especially
for this short and wide geometry). It is noted here that the experimental results for the
MR of a two-dimensional electron system with a strong, short-period modulation (mea-
sured in the same geometry) reported in [Deu01, VSD02] do not seem to concur with the
above resistance equation. Resistance values far above the Hall resistance (up to more
than 100 kΩ) are found in between Hall plateaus with quantized resistance. These large
resistance values suggest that the system is in an insulating state between two gaps of
the DOS. This is, however, a clear contradiction to what should be expected. When the
Fermi energy is inside a Landau band (between two DOS gaps), the system should be
conducting and should show a very small resistance due to the wide and short sample
geometry.
In the following, the experimental data already presented in the semiclassical discus-
sion is analyzed with respect to the quantum model developed in this section. Figure 8.16
shows the measured magnetoresistance up to B = 13 T for gate voltages of 3.5 V , 5 V ,
and 7 V , which, respectively, correspond to EF < ∆, EF ≈ ∆ and EF ≫ ∆.
The oscillations observed in the resistance data for 3.5 V gate voltage look similar
to those of a free two-dimensional electron system. The mobility in the sample is large
enough so that the spin-split states16 with ν = 1, 3, 5 are resolved, as indicated in the
figure and its inset. The maxima at small magnetic fields (no real gap between Landau
levels due to disorder broadening) are due to minima in the DOS when the Fermi energy
lies between two broadened Landau levels. At larger magnetic fields the maxima contain
large contributions from the Hall resistance, since the gaps between Landau levels are
almost fully developed. Nevertheless, these gaps are narrower than those typical for
a two-dimensional electron gas of equal mobility. The latter usually show very wide
plateaus in the gaps between Landau levels. The small width of the maxima observed at
16Spin split states in two-dimensional GaAs heterostructures are only observed due to a strong increase
of the effective g-factor through electron-electron interaction. Essentially, the exchange energy term
dominates the total energy when two spin-split Landau levels are half filled. Therefore, the states at
which the electrons completely fill one of the two levels (having the same spin) are much further separated
energetically than it would be the case for bare Zeeman splitting. If the mobility is then large enough, or
better the Landau level disorder broadening small enough, the spin-split states are resolved in the MR
data. The additional exchange energy contribution is usually written in a formally similar way to the
Zeeman energy term, through the introduction of an additional g-factor. Then, the total spin dependent
energy can be expressed in terms of an effective Zeeman energy, however, with an enhanced effective
g-factor.
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Figure 8.16:
Magnetoresistance data at
gate voltages of 3.5 V, (a),
5 V, (b), and 7 V, (c). The
corresponding insets show a
magnification of the resistance
at lower magnetic fields. The
gray arrows in figure (a) and
its inset indicate the positions
of filling factors 1, 3, and 5.
In figure (b) and its inset, and
in figure (c) the gray shaded
areas indicate magnetic field
regions in which the resistance
changes due to the modulation
broadening of the Landau
levels. In the inset of figure
(c) the right gray arrow points
at the remainder of a Hall
plateau, which lies in a DOS
gap that has almost com-
pletely vanished due to the
strongly increased width of the
Landau bands. The left gray
arrow in the same inset indi-
cates that at B = 1 T there
are no resistance oscillations,
even though clear oscillations
are seen in the smaller gate
voltage data. Semiclassically
this suppression is due to
widely separated open orbits
at the Fermi energy. In the
quantum mechanical model,
the broadening of the Landau
levels has smeared out all
oscillations in the DOS.
high magnetic fields indicates a broadening of the Landau levels due to the periodic SL
potential.
The data at 5 V gate voltage, plotted in figure 8.16(b) differs significantly from that
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at 3.5 V . As the labeling of the oscillations indicates, the spin-split states at odd filling
factors have vanished. It will be seen later that this vanishing of the spin-split states
appears to occur rather abruptly when the Fermi energy moves above the top of the mini-
band. More importantly, though, the oscillation peaks become asymmetric and develop
a shoulder at their left side, indicated by the gray shaded areas in the figure and its
inset. This shoulder is caused by the modulation broadened Landau bands. At a gate
voltage of 7 V the broadening into Landau bands becomes even more pronounced as seen
in figure 8.16(c). Now, not only the DOS side peak at the lower B-side of a Landau
band is resolved but also those at the higher magnetic field value. These two peaks in
the DOS with a minimum in between appear as an additional maximum in the resistance
data (at B = 3.8 T, 5.3 T, and 9.5 T). In addition to the appearance of these additional
maxima, also the peaks associated with the gaps between the Landau bands have become
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Figure 8.17: Magnetoresistance and scaled inverse magnetoresistance at a gate voltage
of 6.5 V. Outside the energy regions in which the DOS vanishes (marked as DOS gaps
by arrows), the inverse magnetoresistance represents a rescaled version of the DOS. In
between the DOS gaps the DOS side peaks at the edges of the broadened Landau bands
can be clearly observed. The minima in between these peaks lie close to the center of the
Landau band (also marked by arrows).
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much smaller (or vanished completely) when compared to the 5 V gate voltage data at
similar magnetic fields. In the inset of 8.16(c) the gray triangle at about B = 4.5 T
marks the remains of what would be a Hall plateau in an unmodulated system. In figure
8.16(b) these gaps are still open and clearly marked by large peaks. For high energies
(compared to the miniband width) the two-dimensional electron system with a strong,
short-period modulation turns into a one-dimensional system without a cyclotron gap.
While the cyclotron gap disappears at high B values, there are no resistance oscillations
at all below a field of about 1.5 T. In this regime the cyclotron gap is also suppressed by
the modulation. Additionally, the disorder induced broadening smears out all remaining
oscillations in the DOS. Semiclassically this was referred to as the regime of open orbits
at magnetic fields that are too small to induce magnetic breakdown.
In figure 8.17 the MR and its inverse are plotted for a gate voltage of 6.5 V. The
gray line essentially corresponds directly to the DOS. At the minima labeled as DOS gaps
the DOS should actually vanish. However, a finite value is seen due to the contribution
from the Hall conductivity. Next to the minimas at the DOS gaps there are additional
minima surrounded by two maxima which correspond directly to the DOS resulting from
a broad Landau band. This means that at this high gate voltage the maxima in the
resistance (except for those resulting from the left overs of the cyclotron gap) correspond
approximately to half filling of a Landau band whereas at low densities the maxima are
between broadened Landau levels and therefore indicate a complete filling of a Landau
level.
When the resistance data is plotted versus the inverse filling factor it is possible to
directly follow the evolution of the oscillation extrema when the Fermi energy is increased
from inside the miniband into the above lying gap. A magnification of the region showing
filling factors 2-6 is shown in figure 8.18. For clarity, the traces have been offset vertically
by a resistance of 4 kΩ. The three lowest lying traces correspond to Fermi energies within
the miniband. From the fourth trace at a gate voltage of 4 V a density of 2.78×1011 cm−2
is deduced. A comparison with figure 3.6 shows that the Fermi energy for this density lies
right at the top of the miniband. All traces for gate biases larger than 4 V correspond
to Fermi energies that lie beyond the top of the miniband. The most dramatic change
can be observed at filling factor 3. As long as the Fermi energy is in the miniband, the
corresponding spin-split maximum seems to become more pronounced with increasing
density. This indicates that an increasing mobility leads to a smaller disorder broadening
so that the exchange-enhanced energy separation of the spin-split states becomes better
resolved in the measurement. However, as soon as the Fermi energy moves into the gap,
filling factor 3 ceases to exist. The fact that the peak vanishes very abruptly indicates that
the corresponding gap in the DOS is small and therefore closed very fast by the broadening
of the Landau levels into Landau bands. For larger Fermi energies the broadened Landau
bands appear at the position at which filling factor 3 would be expected.
The spin-split peaks disappear quickly when the Fermi energy moves into the gap. In
comparison, the cyclotron gaps in the DOS show an increasing resistance up to a gate
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Figure 8.18: Magnetoresistance data for a large number of different applied gate biases.
For each trace the magnetic field has been rescaled into the corresponding inverse filling
factor, according to ν−1 = (n~/eB)−1. For clarity the traces have been offset vertically
by a resistance of 4 kΩ.
voltage of 5.5 V. Beyond the corresponding density of 4.4×1011 cm−2 the resistance peak
height decreases and at the highest densities all gaps have vanished, except at ν = 2. This
peak still appears in the measurement, however, also strongly diminished.
In order to verify the validity of these conclusions, it is instructive to compare them
with the MR data of samples with different CEW widths. In figure 8.19 and 8.20 the
MR for samples with 1.6 nm and 10 nm wide CEWs is shown. The magnetic field has
been rescaled to an inverse filling factor after the density was deduced from the resistance
oscillations. The dependence of the density on the gate voltage is found to be
n = (−5.85× 1010 + 2.66× 1010VGate[V]) cm−2 CEW = 1.6 nm (8.45)
n = (−1.03× 1011 + 2.99× 1010VGate[V]) cm−2 CEW = 10 nm . (8.46)
From these densities it can be deduced that the Fermi energy in the sample with the
1.6 nm CEW should move into the minigap for gate voltages larger than about 10 V. For
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Figure 8.19: Magnetoresistance data for a sample with a 1.6 nm wide cleaved-edge well.
The magnetic field has been rescaled into an inverse filling factor and traces for increasing
gate bias are offset by a resistance of 5 kΩ.
the sample with the 10 nm CEW the modulation is so small and therefore the miniband
width so large that the Fermi energy is within the miniband even for the highest density17
of about 3.5× 1011 cm−2.
The structure of the resistance data presented in figures 8.19 and 8.20 is completely
consistent with what was found for the initial sample in figure 8.18. In the data of the
1.6 nm CEW sample (cf. figure 8.19) again the vanishing of the cyclotron gaps at high
Fermi energies is observed. The most dramatic change of this kind can be observed at
filling factor 4. The maximum at low gate voltages corresponds to the Hall resistance
contribution when the Fermi energy lies in the corresponding gap of the DOS. However,
for high gate voltages the peak actually turns into a minimum. This minimum results
when two edge peaks of broadened Landau bands overlap to form a single DOS peak
17Both samples have a gate barrier thickness of 2000 nm which reduces the maximum attainable
densities in the structure compared to the 5 nm CEW sample with a 500 nm thick gate barrier.
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Figure 8.20: Magnetoresistance data for a sample with a 10 nm wide cleaved-edge well.
The magnetic field has been rescaled into an inverse filling factor and traces for increasing
gate bias are offset by a resistance of 5 kΩ.
(resistance minimum). While the peak at filling factor 2, which corresponds to the widest
DOS gap, is not completely suppressed, it is still significantly reduced at large gate biases.
The vanishing of the DOS gaps is accompanied by the broadening of the Landau bands
which eventually become broad enough so that the double peak structure of each band
is resolved. This is clearly seen in the development of peaks at 1/ν = 0.2, 0.33 with
increasing density.18 In addition a delayed onset of the resistance oscillations is observed
(not shown in the figure).
The resistance data of the 10 nm CEW sample shows the behavior of a free two-
dimensional electron system. Due to an improved mobility in the regime EF < ∆, the
DOS gaps are better resolved and filling factor 2 shows the expected Hall plateau value.
Also, filling factors 1 and 3 are seen which indicates that when the mobility is high enough
and the Fermi energy is inside the miniband (thin Landau bands) spin-split states can be
18Although these values actually correspond to filling factors 5 and 3, the data of the 5 nm CEW
sample showed that they are not connected to spin splitting.
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observed in the resistance oscillations.
Thus, the strong, short-period modulation introduces the following major changes into
the MR of a two-dimensional electron system:19
When the Fermi energy moves from inside the miniband into the above lying gap, the mod-
ulated two-dimensional electron gas undergoes a transition into a quasi one-dimensional
system. This transition manifests itself through the vanishing of the spin20 and cyclotron
gaps, through the delayed onset of the resistance oscillations, and probably also through
the suppression of weak localization. The vanishing of the gaps and the delayed onset of
oscillations are directly related to the broadening of the Landau levels into wide bands,
which then tend to fill out the DOS gaps of a free system and also lead to additional
resistance peaks when they are broad enough so that the resulting edge peaks in the DOS
can be resolved. As long as the Fermi energy is inside the miniband the system behaves
like a free two-dimensional electron system.
8.7 Some Loose Ends
1. Features not contained in the quantum mechanical model:
The discussion in the last section showed that the predictions of the quantum me-
chanical model correspond very well to the measured experimental data. Never-
theless, there are some parts which will need further experimental and theoretical
investigation. The most prominent issue that needs additional theoretical treatment
is the spin degree of freedom. The experiment suggests that the spin gap is closed
very early when the Fermi level moves into the gap above the miniband. In the
presented quantum-mechanical model the spin degree of freedom was not consid-
ered separately. The presence of the modulation makes the incorporation of the
electron-electron interactions into a theoretical model a non-trivial matter. How-
ever, a first step in form of a Hartree-Fock approximation [MG95] might prove to
be manageable.
In addition to the spin problem, a closer look at the experimental data shows that
filling factor 2 in figure 8.18 and filling factor 1 in figure 8.20 appear shifted from their
expected positions at low densities. Some of this shift can be accounted for by inac-
curacies in the determination of the density that was used to rescale the magnetic
field into an inverse filling factor. Moreover, one could speculate about a slight den-
sity increase when electrons preferably occupy the regions close to the GaAs sections
of the SL. Then, for larger gate voltages the electron system is stronger localized in
the CEW and this effect might quickly disappear. However, this is currently only
speculation and it seems not immediately clear how this could be incorporated in a
19The form in which these changes are observed depends on the contact geometry used for the mea-
surement.
20It is not clear whether the enhanced g-factor is additionally suppressed or not.
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theoretical model.
2. Mobility considerations:
Next to these open questions, there is the problem of determining the electron
mobility in the presented structures. Unfortunately, there is no way to accurately
extract this (these) value(s). In order to calculate the transport mobility, one needs
to know the resistance at B = 0 T. However, due to the fact that there is an
unknown series resistance contribution from the current path in the contact layers
and due to the weak localization phenomenon, it is impossible to exactly determine
the desired resistance value. In figure 8.21(a) the gate voltage, corrected for its
n = 0 offset value V0, is plotted versus the estimated
21 value of the resistance at
B = 0 T minus a series resistance of 125 Ω. In principle there might be a linear
relationship between these values according to
VGate − V0 = α
R(B = 0)−R0 . (8.47)
However, the slope α contains the (inverse) mobility which is expected to increase
for larger densities. Thus it is not too surprising that the deviations from a constant
α are biggest for larger gate biases. Moreover, the choice of R0 = 125 Ω is probably
21The values are basically extrapolations from the shape of the resistance trace at magnetic fields at
which the weak localization contribution is absent. This procedure should lead to very crude guesses
with a large error.
4 5 6 7
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
T = 50 mK
T = 750 mK
M
a
g
n
e
ti
c
fi
e
ld
[T
]
Gate voltage [V]
0.00 0.01 0.02 0.03
0
1
2
3
4
5
6
7
V
G
a
te
-V
0
[V
]
(R-R
0
)
-1
[W
-1
]
a) b)
Figure 8.21: (a) Gate voltage versus the estimated resistance atB = 0 T. The gate voltage
has been corrected for V0 which is the bias at which the two-dimensional electron channel
begins to be filled. The resistance has been corrected for an assumed series resistance of
R0 = 125 Ω. (b) Magnetic field B0 beyond which resistance oscillations start to appear
versus the applied gate bias.
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too low and should be closer to 160 Ω, which leads to even larger deviations at
large densities. The R(B = 0) value of 165 Ω at a gate voltage of 7 V sets an
upper limit to the series resistance in the contact layers. Moreover, mobilities22
of more than 30000 cm2/Vs indicate a 2DES resistance of less than 20 Ω for the
two-dimensional electron system. Thus, a series resistance value of about 150 Ω,
as used in the interpretation of the current-voltage characteristics of the preceding
chapters, seems quite reasonable.
Semiclassically, it is possible to determine the quantum lifetime τq from the os-
cillation amplitudes at low magnetic fields. If these amplitudes are corrected for
temperature effects, then the slope of the so called Dingle plot [Sho84, Chapter 8]
directly leads to τq. However, for the samples presented here, there is some diffi-
culty in this procedure. For small gate biases the resistance oscillations at small
magnetic fields contain a contribution from the remainder of the weak localization
signal. And for large gate voltages there are no oscillations at small magnetic fields
due to the broadening of the Landau levels into overlapping bands. Moreover, the
effective mass is density dependent. Thus, a correction for temperature effects is not
trivial, even though the introduced error would be acceptable due to the relative low
mobility of the structures. If one attempts a Dingle plot despite these problems, a
constant slope containing τq is indeed observed. However, this slope stays constant
for a wide range of assumed series resistances R0 and effective masses m. If the plot
is forced to intercept at the value 4 for infinite magnetic field (cf. [CSF89, Col91])
then a value of τq = 0.5 ps is found. This corresponds to a mobility of about
6500 cm2/Vs. Since τq is usually much smaller than the transport mobility [Col91]
a value of 50000 cm2/Vs could be estimated for the transport mobility at densi-
ties of about 2.5 × 1011 cm−2. However, the then resulting value for R0 leads to
a much lower transport mobility, directly contradicting the results from the Dingle
plot. Therefore, the procedure seems to simply be impossible to apply in this situ-
ation or the forced intercept of 4 for infinite magnetic field is only valid for the free
two-dimensional electron system and not for the studied modulated system.
3. Magnetic breakdown:
The terminology of magnetic breakdown was developed in order to incorporate ex-
perimentally observed oscillations due to the tunneling of electrons between different
branches of the same Fermi surface. The observation of resistance oscillations in the
strongly modulated two-dimensional electron system even when the Fermi energy is
above the miniband can semiclassically be explained by a similar assumption. How-
ever, the expressions derived for the magnetic breakdown field B0, which separates
the oscillations from the region without them, are difficult to apply in this situa-
tion. The energy gap that is associated with the miniband formation is an order of
magnitude larger than both the Fermi energy and the cyclotron energy in contrast
22Estimated from the onset of SdHs.
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to the situation in metals. Moreover, experimental data in metals can be very well
fitted using B0 values which differ by as much as 100 percent [Sho84, Chapter 7].
In figure 8.21(b) B0 is plotted versus the applied gate voltage for the 5 nm CEW
sample at temperatures of 50 mK and 750 mK.23 From this data it appears that the
onset of the SdH oscillations becomes delayed for gate voltages above about 4 V.
This is in excellent agreement with the crossover between closed and open orbits
at about the same gate bias. However, the semiclassical expressions for B0 do not
contain any temperature dependence and it is not immediately clear how it should
be introduced.
In the quantum mechanical model the delayed onset results from the broadening of
the Landau levels into Landau bands, which leads in combination with the disorder
broadening to a non-oscillatory DOS. In this context the temperature change is
directly reflected in a smaller or larger disorder broadening of the Landau bands so
that oscillations in the DOS and therefore in the resistance occur already at smaller
magnetic fields for lower temperatures. Nevertheless, a derivation of the dependence
of B0 on the gate voltage, assuming realistic sample parameters, requires ample
additional calculations which will not be attempted here.
8.8 Conclusions
In the preceding sections the magnetotransport of a surface superlattice in linear re-
sponse to an applied electric field was studied. From bandstructure considerations typical
Shubnikov-de Haas oscillations were expected for Fermi energies lying within the lowest
miniband. This was confirmed by the experimental results. Once the Fermi energy moves
into the gap above the miniband, the orbit of an electron at the Fermi energy becomes open
and semiclassically no further resistance oscillations are expected. Experimentally, only
a delayed onset of the resistance oscillations is found. This can be incorporated into the
semiclassical model by the ad hoc introduction of the magnetic breakdown concept which
allows for the possibility that electrons tunnel between the two branches of the formerly
closed Fermi contour. However, at intermediate magnetic fields double peak structures
appear in the resistance oscillations which the semiclassical model can no longer account
for. A comparison with a quantum-mechanical model shows that the increase in Fermi
energy leads to a transition from a two-dimensional to a quasi one-dimensional electron
system. While the eigenstates for small energies are very close to the Landau levels of
the free two-dimensional electron system, a strong broadening of the eigenstates into wide
Landau bands occurs at Fermi energies in the gap above the miniband. This broadening
leads to a successive closing of first the spin gaps and then of the cyclotron gaps in the
density of states. In the resistance data this can be clearly seen by the vanishing of the
23The B0 values below VGate = 3.5 V are not shown since they are larger than the minimum values
due to worse mobilities at lower densities.
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Quantum Hall peaks that result when the resistance in a density of state gap takes on the
quantized Hall resistance values. Next to the reduced Hall peaks, a new peak structure
appears which corresponds to a minimum in the density of states centered between two
large maxima that mark the density of states side peaks at the edges of the Landau bands.
The excellent correspondence between the resistance data and the calculated density of
states also gives strong support for the applied resistance formula which states that in
a wide and short sample the perpendicular electric field vanishes and that the current
is found by summing up the longitudinal and perpendicular contributions. Moreover,
the presented magnetoresistance data shows, for the first time in such a structure, the
phenomenon of weak localization. Since the system is strongly anisotropic and the inter-
faces provide strong elastic scattering, such a correction to the zero field resistance should
actually be expected.
The presented analysis is an excellent starting point for the study of two-dimensional
electron systems with arbitrary modulations. Such a study should help to provide fur-
ther information under which conditions a two-dimensional electron system is metallic or
insulating.
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Chapter 9
Summary
The aim of this work was to investigate the possibility of the realization of an active Bloch
oscillator with surface superlattice structures produced by cleaved-edge overgrowth. Even
though this ambitious goal was not completely reached, the presented results and discus-
sions widely extend the understanding about electron transport in surface superlattices.
The developed sample structures should proof to be an important step towards a possible
Bloch oscillator which seems within reach at this point.
The main results can be summarized in the following observations:
1. Both simulations and measurements indicate that surface superlattices show an
increased resistance towards the formation of electric field domains. Therefore, it
should be possible to realize unshunted surface superlattices at high densities and,
according to the theoretical results, of arbitrary length with a field distribution that
is almost homogeneous. Such structures are the basis of an active Bloch oscillator.
2. The initially observed negative differential conductivity in gated surface superlat-
tices can be explained by resonant tunneling in combination with the pinch-off of
the active transport channel. Through the introduction of very thick gate barriers
this problem could be circumvented and the non-linear transport effects of the un-
derlying superlattice structure could be observed without obstruction. When the
electron system is established by modulation doping, any remaining influence of the
equipotential gate plane on the transport characteristics can be eliminated (even
though the density control is thereby lost).
3. It was shown that the great flexibility of the cleaved-edge overgrowth method offers
the unique possibility to realize shunted surface superlattice structures with widely
tunable electron densities. The resulting devices offer the possibility to separate the
transport contributions from shunt and surface superlattice. Therefore, the com-
bination of the electric field stabilizing shunt with the gate structure allowed, for
the first time, the direct observation of the negative differential resistance due to
stable, electrically excited Bloch oscillations. The direct proportionality between
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drift velocity and measured current in these structures beautifully confirms the ear-
liest theoretical predictions about superlattice structures. Moreover, the shunted
surface superlattices are also the first high-density superlattice structures that do
not suffer from electric field domain formation. They allow experimental studies in
a parameter space that was formerly inaccessible. The validity of the interpretation
that the negative differential resistance is due to Bloch oscillations can be shown
by transport studies in magnetic fields and by the investigation of the density de-
pendence of the superlattice transport. The presented data should stimulate new
approaches towards high-density superlattice systems without electric field domains.
One of these structures might eventually be turned into an active superlattice THz
oscillator based on the Bloch gain.
4. As just mentioned, the shunted surface superlattice design offers the possibility to
study electron transport in a new parameter space. One such example, studied in
detail in this work, is the investigation of the interplay between electric field- and
magnetic field-induced localization in superlattices. The presented experimental
results are in excellent agreement with the predictions of the semiclassical model
already applied by Esaki and Tsu in the first theoretical superlattice treatment. The
theoretically predicted change in the drift velocity of the system can be directly
seen in the current through the surface superlattice. Even the effective mass for
motion lateral to the triangular gate induced confinement could be deduced from
the data. Due to the high mobility in the plane of the two-dimensional electron
system, experimental measurements on a superlattice system in which the electrons
undergo Landau quantization along the superlattice axis could for the first time
be performed. The corresponding results need a theoretical description beyond the
semiclassical theory.
5. The most important information for a potential realization of a Bloch oscillator with
the help of surface superlattice structures can be acquired from transport studies in
the presence of an external high-frequency field. However, the corresponding exper-
imental results proofed to be inconclusive. On one hand, the DC current response
for low frequencies in the GHz regime was close to the theoretical predictions. On
the other hand, however, the DC current under irradiation with THz frequencies
only showed significant changes in the small SD-bias regime. Most prominently, no
photon assisted transport could be observed at larger Stark splittings. Such a direct
observation would have allowed an experimental estimate of the magnitude of the
Bloch gain in these structures. It is not clear why photon assisted transport was not
detected in the measurements. Further investigations in this area should be per-
formed with surface superlattices that have much larger miniband widths than those
in the present structures, in order to be able to exclude saturation effects due to the
heating of the electron system by the external electric fields. Such further studies
should be complemented by theoretical investigations addressing both the need for
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the incorporation of a THz waveguide into the structure and the influence of the
sample capacitance on the high-frequency transport in surface superlattices. The
outcome of this combined effort should give the final answer about whether or not
a Bloch oscillator can be realized in form of a two-dimensional surface superlattice.
6. Besides the investigation of surface superlattice transport in the strong non-
equilibrium regime, also the linear response transport studies in an external mag-
netic field produced exciting new results. For the first time, the experimental data
could be conclusively linked to the quantum mechanical predictions for a two-
dimensional electron system with a strong, short-period modulation. The modu-
lation separates the transport behavior into two regimes that can be independently
addressed by setting the Fermi energy either inside the superlattice miniband or
in the gap above it. As long as the Fermi energy resides inside the miniband, the
observed magnetoresistance oscillations resemble those of a free two-dimensional
electron system. When the Fermi level lies above the miniband, the Landau levels
broaden into Landau bands and both the spin and cyclotron gaps in the density of
states collapse. This is directly observable in the experiment through a vanishing
of the Hall resistance peaks which mark the positions of these gaps. In addition to
the closed gaps, the density of states of the broad Landau bands leads to additional
oscillations which are also clearly observed in the data.
The broadening of the Landau levels also leads to a delayed onset of the magnetore-
sistance oscillations. This delayed onset is expected semiclassically since the electron
trajectories at the Fermi energy change from closed to open orbits when the Fermi
energy moves into the gap. Moreover, for the first time, weak localization was ob-
served in surface superlattice devices based on cleaved-edge overgrowth. Since the
sample structure is strongly anisotropic and since it provides strong elastic scatter-
ing by the static superlattice interfaces, weak localization is actually expected to
appear. According to the experimental data, the change from closed to open Fermi
energy orbits also leads to a suppression of the weak localization. Such a dependence
seems reasonable as weak localization is due to an enhanced probability of finding
an electron back at its starting point after tracing a closed real space orbit.
The excellent overall correspondence between experimental data and theoretical
predictions also lends strong support to the presented resistance formula for a short
and wide sample geometry. This equation should provide a reliable starting point
for magnetotransport studies on other cleaved-edge overgrowth based structures.
The combination of all these results clears the way for a number of additional interesting
investigations. On top of this list is the realization of a Bloch oscillator. It is the author’s
opinion that cleaved-edge overgrowth based surface superlattices offer such a great design
flexibility that it should eventually (if at all) be possible to build a tunable THz oscillator
from these structures.
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Besides this ambitious goal, the samples designed in this work should also proof to
be an excellent starting point both for the study of two-dimensional electron systems of
arbitrary modulation and for the realization of modulated quantum wires.
The cleaved-edge overgrowth method offers the possibility to tune the (one-
dimensional) modulation period and strength in an unprecedented way. It is straight
forward to proceed systematically from the system with a strong, short-period modula-
tion to structures with aperiodic modulation. The corresponding experimental results
should provide important information about transport in two-dimensional electron sys-
tems in arbitrary disorder potentials. Especially questions about metallic and insulating
phases could be addressed systematically.
When a second cleaved-edge overgrowth step is added onto the surface superlattice
structures, it becomes possible to realize modulated quantum wires. In the extreme limit
of very wide modulation barriers, a set of well separated quantum dots can be produced
in which the dot size can be tuned with atomic precision. Such a system might proof to be
of strong interest in the field of quantum information processing. Especially the complete
control of the size offers the great advantage of being able to address the dots separately,
while the position control should be of help in the realization of entangled states.
Appendix A
Matlab program
The following program was used to perform the numerical integration of the equations
(6.9) - (6.11) which describe the superlattice transport subject to a magnetic field
perpendicular to the superlattice axis:
Main program
# define electric and magnetic field as global
global i ii
# open new figure
figure
# force plot of all traces in one figure
hold
# define an index counter
kk = 1
# sweep magnetic field from 0 to 13 Tesla
for ii = 0:1:13
# sweep electric field from 0 to 5 ×FC in 50 steps
for i = 0:50
# define some optional parameters for numerical solution of differential
# equations
IEBoptions = odeset(’Refine’,5,’MaxStep’,1/10,’RelTol’,1e-8,’AbsTol’,[1e-8
1e-8],’MaxOrder’,2);
# solve differential equation defined in function BsenkrechtI (see below)
[T,Y] = ode45(@BsenkrechtI,[0 5],[0 0],IEBoptions);
# define array containing the exponential in equation (6.11)
expvonT = exp(-T);
# define dt array for summing of equation (6.11)
T2 = circshift(T,1);
Tdiff = T - T2;
# extract velocity data from the numerical solution
181
182 APPENDIX A. MATLAB PROGRAM
Y(:,1) = [];
# perform summation of equation (6.11)
intwert = sin(Y.*15e-9).*expvonT.*Tdiff;
v(i+1,kk) = sum(intwert);
# end electric field sweep
end
# increase counter
kk = kk+1
# plot the velocity-field characteristic
plot(v)
# end magnetic field sweep
end
Program defining the Matlab function BsenkrechtI:
# definition line
function dy = BsenkrechtI(t,y)
# make magnetic and electric field visible as global variables
global i ii
# define differential equation matrix
dy = zeros(2,1);
# equation (6.10)
dy(1) = -ii*0.54e8*sin(y(2)*15e-9);
# equation (6.9)
dy(2) = i/10/15e-9 + ii*0.0192*y(1);
Appendix B
Folded phonons
The artificial periodicity of the superlattice does not only profoundly influence the elec-
tronic properties of the structure but also the long wavelength sound waves that can
travel along the superlattice. The corresponding changes can roughly be described in the
following way.1
The acoustic phonon branches in the materials of wells and barriers travel at a different
speed. In a simple approximation the superlattice can be described by an average speed
of sound given by
v¯ = d
(
1
dw
vw
+ db
vb
)
. (B.1)
Then, in the reduced Brillouin zone of the SL, the acoustic branches are folded back at
1For the interested reader, more detailed accounts can be found in [YC99, Chapter 9.3] and references
therein.
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Figure B.1: Folded acoustic phonon branches of a superlattice. The folded phonons
move with the average speed given by expression (B.1) which is determined by the sound
velocities (slopes of the phonon dispersions) of the two superlattice materials.
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the zone boundary k = pi
d
as shown in figure B.1. In a more detailed theory there appear
gaps at k = 0 and k = pi
d
which are similar to the minigaps for the electronic structure.
In the latter case the reason lies in the different band gaps of the superlattice materials.
For the acoustic phonons the similar periodicity in the atomic mass of the superlattice
crystals is responsible. The important point now is that the back folded acoustic phonon
branches allow for equal k the dissipation of higher energies. Even at k ≈ 0 there are
acoustic phonons with finite energy. In general, the back folding of the acoustic branches
allows electrons to dissipate energy more effectively. This could result in a higher effective
scattering rate.
For the optic phonon modes no such back folding occurs. Due to their weak dispersion,
these modes are confined in the individual superlattice layers [YC99, Chapter 9.3.3].
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