Nowadays, transfer learning (TL) has become a crucial technique to accelerate the slow optimization procedure of reinforcement learning (RL) by reutilizing knowledge acquired in a previous related task. Nevertheless, most of the current relevant research acquires knowledge through RL training in the source task, which would be too time-consuming. In view of this situation, in this paper, we propose a novel TL framework where the agent extracts knowledge from human-demonstration trajectories of the source task and reuses the knowledge in RL in the target task. As for what to transfer, two forms of knowledge deduced from the demonstration trajectories, which are the k-nearest neighbour of the current state in source samples and visit frequency of homologous states, are adopted. For how to transfer, the two forms of knowledge are respectively used to recommend a preferred action when random exploration is needed and to shape an instantaneous reward for RL. Simulation experiments of balancing Cart-Poles with different difficulties suggest that both the two forms of knowledge accelerate the learning process of RL obviously. What is more, the effect is even more significant when they are used in combination. In this case, the experimental results manifest the positive role of our framework in RL.
Introduction
With the advance of science and technology, endowing the agent with human-like learning abilities to deal with an unknown environment rather than just hand-coded programs has become a research focus recently (Xu et al., 2014) . On account of the property of model-free and nonlinear optimal control, reinforcement learning (RL) makes it feasible for the agent to solve unknown control problems autonomously through trial and error, and RL has been widely investigated during the past few decades not only in robotics, machine learning, artificial intelligence and operation research (Busoniu et al., 2010) , but also in automatic control engineering (Abbeel, 2008; Kober et al., 2013) . What is more, it has already been utilized to solve quite a few complex problems beyond human intelligence, such as playing chess (Sutton and Barto, 1998) , tracking control for a wheeled mobile robot (Luy et al., 2014) and so on.
However, RL is generally considered as a data-driven tabula rasa learning technique, which means that the agent is blind to the environment at the very beginning and it has no choice but to explore by taking random action. As a result, the learning speed may be inevitably slow and it could be even infeasible in practice, especially when the dimension of the state space is high.
With the purpose of expediting the learning process, a multitude of techniques, such as the Actor-Critic (AC) framework (Peters and Schaal, 2008) , least-square (LS) method (Lagoudakis and Parr, 2003) , experience replay (ER) (Wawrzynski and Tanwani, 2013) and so forth, are integrated with RL, but all of them only attempt to ameliorate the slow convergence from the algorithms themselves. In other words, they just try to improve the data efficiency. In addition to these, transfer learning (TL) is a new idea to assist RL with knowledge acquired from previous learning (Taylor and Stone, 2009) . Despite that TL was initially studied within the psychological literature (Skinner, 1965) , it has been combined with many kinds of machine learning algorithms since 1990 (Pan and Yang, 2010) . The essence of TL is that generalization of knowledge could come about across tasks (Taylor and Stone, 2009 ), or to say, the knowledge acquired from previous work is beneficial for subsequent learning. It is an excellent idea to integrate RL and TL, but not until recent years has transfer in RL domains achieved a great deal of attention (Konidaris et al., 2012; Lazaric et al., 2008; Taylor and Stone, 2009; Torrey et al., 2006) .
In order to devise outstanding transfer methods in RL domains, three points should be considered (Brys et al., 2015; Taylor and Stone, 2009 ): first and foremost, when to transfer, that is, the selection of source and target task; secondly, what to transfer, that is, the form of knowledge obtained in the previous task; lastly but not least important, how to transfer, that is, the way by which the agent reuses the obtained knowledge. However, there is still no universal transfer method that can realize these three points autonomously in RL domains and the application range of each method is also restricted (Taylor and Stone, 2009) . For when to transfer, the common defects include the following: firstly, the agent demands a large amount of human knowledge to specially establish or select a source task; secondly, the design of the reward function in RL is arduous at times (Abbeel, 2008) . In addition, the source task may be simple so that a human can handle it easily, and using RL to train would be time-consuming. In other words, RL may be unsuitable or not the best choice to acquire knowledge for transfer in some source tasks.
In the source tasks mentioned above, quite a few other means, such as learning from demonstration (LfD) (Abbeel, 2008) , can be employed to achieve knowledge, or to say, knowledge that can be transferred is deduced from humandemonstration trajectories rather than RL training. In addition, as the time-consuming random exploration of RL in the source task is averted with the help of the human in LfD, it would be easier to actualize stronger transfer (the time for training in the source task and solving the target task with transfer is shorter compared with that of dealing with the target task directly without transfer) (Taylor and Stone, 2009) . What is more, the demonstration trajectories are low-priced but important sources of knowledge as they can be collected during the lifetime of the agent. Inspired by these, summarized a few simple rules from the demonstration trajectories and then used the rules to help with RL, naming this framework the Human-Agent Transfer (HAT). After that, Brys et al. (2015) made use of demonstration trajectories to design a reward shaping function for RL. Nevertheless, they only considered the situation where the task remains unchanged. All in all, it is feasible and meaningful to conduct some research on transferring knowledge from demonstration trajectories to RL in a different tasks, as we propose in this paper, and as far as we know, similar research is scarce (Guofang et al., 2015) .
As for what to transfer, the value function (Taylor and Stone, 2009) , optimal policy (Ferna´ndez and Veloso, 2006) , option (Konidaris et al., 2012) , skill (Torrey et al., 2006) and so on have been regularly chosen as acquired knowledge in previous relevant research, but in LfD, it is difficult to form knowledge for transfer. In this paper, two forms, which are the k-nearest neighbour (k-NN) of the current state in source samples (Harrington, 2012) and the visit frequency of homologous states (McGovern and Barto, 2001) , are adopted as knowledge extracted from demonstration trajectories for transfer. As for how to transfer, they are respectively used in the target task to recommend a preferred action when the agent needs to explore and shape rewards for RL.
The remainder of this paper is organized as follows. The second section presents a brief introduction to RL (especially Least-Square Policy Iteration (LSPI)), LfD and reward shaping. The third section describes our novel transfer framework in RL and two forms of knowledge to transfer from demonstration trajectories to LSPI as instances, and then they are evaluated in benchmark simulation experiments for RL in the fourth section; the simulation setup and simulation results are also described in this section. The final section gives a summary and details of future work.
Background

Reinforcement learning
The underlying control problem of RL is regularly modelled as a discrete time Markov Decision Process (MDP) represented by M = S, A, P, R, g h i , where S denotes state space that the agent could reach, A denotes action space, including all actions that the agent could execute, P : S 3 A 3 S9 ! < means the probability of converting to state s9 if the agent carries out action a in state s, R : S 3 A 3 S9 ! < is the reward the agent gets along with the transition and g is the discount factor (Peters and Schaal, 2008) .
Supposing that the agent chooses an action according to a stationary policy p s ð Þ and the reward received at discrete time k is denoted by r k s, a, s9 ð Þ, the long-term cumulative discounted rewards (also called return or value) can be written (Lagoudakis and Parr, 2003; Sutton and Barto, 1998) , shown in Figure 1 , is one of the most popular RL structures where two phases (value function evaluating and policy improvement) are carried out repeatedly. Evaluating value function refers to mapping states or stateaction pairs to expected rewards if the agent follows a given policy p s ð Þ. As for policy improvement, maximizing the current policy on-line both fully optimistic and partially optimistic (update the policy after one or a batch samples) is among the most classical methods.
Least-square policy iteration
When LS is incorporated into the policy iteration framework, it is called LSPI. When the state space of the environment is continuous, a linear function is often used to approximate V s ð Þ or Q s, a ð Þ as it is easy to design and analyse (Lagoudakis and Parr, 2003) . Then the approximate state-action value Q s, a ð Þ can be deemed as the weighted sum of basis functions f s, a ð Þ, and policy evaluation is used to find the optimal weights u p as in equation (1) (Busoniu et al., 2010) 
where
and n is the number of basis functions.
The fixed-point approximation solution can be described as the following Bellman equation (Busoniu et al., 2010; Lagoudakis and Parr, 2003 )
where T p is the Bellman operator, P p is a stochastic matrix that indicates policy p s ð Þ in the next state and P w represents the orthogonal projection to the space constructed by the basis functions (Lagoudakis and Parr, 2003) .
We can simplify equation (2) to be a linear equation of parameter vectors, as equation (3) shows
where G, L 2 R n 3 n and b 2 R n , and the three terms are updated with equations (4)-(6) respectively
The LS method can be employed to solve equation (7) to obtain the bestû
where L denotes the number of samples. When L approaches infinity,û p ! u p (Lagoudakis and Parr, 2003) . After that, the agent can update the policy and equation (8) shows the e-greedy method to select an action where the random action is used to explore
In this paper, a fully optimistic update is used, that is to say, the policy is updated after each data has been processed rather than when the agent has an exact estimation of the current policy (Busoniu et al., 2010) .
Learning from demonstration
LfD, also called Apprenticeship Learning or Programming by Demonstration (PbD) (Argall et al., 2009) , is a technique that develops an explicit representation of the optimal or suboptimal policy from demonstration trajectories that are composed of state-action pairs. It could play an important role when it is difficult to define an explicit definition of the control objective; for instance, there is no obvious measure for 'flying well' of an unmanned aerial vehicle (Abbeel, 2008) . Another advantage of LfD over RL is that the expert could demonstrate the task very well without many failures before a favourable policy is derived, although these demonstrations may be not perfect. As all the human knowledge about the task is included in the demonstration trajectories, in regular LfD, a policy can be derived by using supervised learning techniques from marked data, such as classification and regression or by RL with the reconstructed reward function from the demonstration trajectories (Abbeel and Ng, 2010) . A deduced policy aims to generalize the selected actions from demonstrated states to the undemonstrated states, but for transfer, the knowledge that can assist RL in the target task is of more concern. Therefore, other forms of knowledge can be deduced for transfer rather than an optimal or near-optimal control policy. To extract knowledge from the demonstration trajectories, it must be pointed out that some states may not be accessed and the quality of the demonstrations may be poor.
Reward shaping
In RL, the reward that the agent gets is the only assessment of implementing an action in a state. In addition, reward shaping (Ng et al., 1999) refers to modifying the simply designed reward function in RL to offer more 'hints' to the agent in order to accelerate the learning speed of RL.
The effects of reward shaping on temporal difference learning of RL in the policy evaluating stage can be expressed by the following equation
where F s t , a t , s t + 1 ð Þis the shaping function. From the above equation, we can find that the state-action value can converge to a stable one faster by adjusting the value in square brackets appropriately through F s t , a t , s t + 1 ð Þ . As for how to construct the shaped reward function, Ng et al. (2006) propose an efficient method
where u s ð Þ is a potential function indicating the preference ratio for a state. They prove that the optimal policy p Ã could remain invariant using their method.
Shaping methods are various and transfer in RL domains could speed up the learning through shaping this reward function appropriately (Fachantidis et al., 2013; Konidaris et al., 2012) . As for shaping methods, Brys et al. (2015) designed the potential function to be piecewise Gaussian or flat plains, according to whether the action is demonstrated in the neighbourhood of the current state, and Fachantidis et al. (2013) shaped the reward by designing a reference reward model of the source task directly.
Transferring knowledge from demonstration trajectories to least-square policy iteration
In this section, three methods in total are proposed to transfer knowledge from the demonstration trajectories of the source task to assist LSPI as an example of RL in the target task. They can be placed in a unified framework as in Figure 2 .
During the process of RL, it would extract knowledge from previous teaching data in related tasks, hoping to reduce the number of interactions with the environment to obtain an optimal policy. The mined knowledge is considered as the prior knowledge provided to the RL agent.
Transfer with k-NN in source samples
The agent could utilize the optimal or near-optimal action embodied in the k-nearest s, a h i samples in the demonstration trajectories of the source task directly, rather than the deduced optimal policy. This is based on an intuition that the agent should take the same action in similar tasks' similar states. When the agent needs to explore the target task's new state, the first thought is to refer to the action of the most similar state in the source task expecting to reduce the uncertain and the optimal policy for the whole state space especially for states far away from the current state is meaningless for current exploration.
Here, Euclidean distance is selected as the similarity measure, shown in equation (10) dis s, s9
where s is the state of the agent in the target task, s9 is the state of stored source samples and the diagonal elements of W are the weights of different variables. The weights should remain consistent with the weights of different variables that are used to compute the radical basis function value, as equation (11) shows
where the diagonal elements of G are the weights of different variables, m is the designed point over the state space and s 2 is a constant. It should be noted that G is specially selected by a human, and improper weights would result in bad final policy. The underlying meaning of setting the weights equal is that different variables play equivalent effects in action selection with the similarity measure. After that, the agent could select k-NNs fs 9 1 , s 9 2 , . . .g of the current state in the source samples and they vote for the preferred action denoted by a t = p s9 ð Þ. With a given probability of e t , the agent will select and execute the recommended action a t , or else it will implement the normal exploration action p e s ð Þ, as equation (8) shows. Another point to note is that the poor quality of individual data, which is very common as the teacher's ability is limited, would be mitigated to a certain extent by the introduction of the k-NN.
Transferring visit frequency for reward shaping
In some tasks, there is an intuition that when a state is frequently visited, it is preferred by the agent and the agent should be awarded for reaching this state, or vice versa (McGovern and Barto, 2001) . Nevertheless, when the state space is continuous, the probability of visiting an exact state for the agent is zero and calculating the visit frequency for every state is impossible and meaningless. In order to measure the access frequency of them, the state space could be divided into discrete parts, and the states in the same part can be called homologous states. It should be noted that the segmentation of state space would retain the problem of states not being accessed in LfD. Then, the visit times of each part in the demonstration trajectories are counted as the relative preference.
However, the samples in a certain part would still be exceedingly scarce, especially when the dimension is high and the block number is huge, as the total number of samples may be restricted. As a result, we propose that the visit frequency is counted according to each variable firstly, as presented in Figure 3 , and then the weighted sum of each dimension is computed as the preference. The rationality of doing this is that the frequency is a relative value rather than an absolute value, which is similar to the reward. What calls for special attention is that the sum weights should also remain consistent with the diagonal elements of G in equation (11). Finally, the sum is adjusted by a const according to the rewards in the target task to be the 'hint' of fit size, as equation (12) shows
where n x , . . . , n z are the frequencies of a state in the xÀaxis, . . . , zÀaxis, respectively, and w x , . . . , w z are the weights of different variables. After this preprocessing, the agent could receive an additive reward R s9 ð Þ when it reaches a state s9 in the target task compared with a regular reward as the following equation r s, a, s9 ð Þ= r s, a, s9
Complex of the two methods
The two proposed methods above can also be combined, expecting that the complex method will improve the learning speed even further. When the agent gets into a new state, it can try to explore as the Transfer with k-NN in source samples section suggests; meanwhile, it will get more 'hints' about the next state in terms of the Transferring visit frequency for reward shaping section. By doing so, the agent could combine the advantages of k-NN and reward shaping very well.
The complete flow of online LSPI with transferred knowledge from demonstration trajectories is shown in the following table.
The transferred knowledge about the source task, according to the Transfer with k-NN in source samples and Transferring visit frequency for reward shaping sections, is incorporated into the LSPI at steps 7 and 12, respectively. When only one form of knowledge is incorporated, we just add the corresponding step.
Algorithm
Online LSPI with transferred knowledge from demonstration trajectories
Input:
Radial Basis Functions f l s, a ð Þ, l = 1, . . . , n, discount factor g, matrix initial factor d, greedy factor e, the probability of selecting transferred action e t , terminator factor e, the shaped reward for state s, R s ð Þ. 1: u 0; initialize policy p 2:
For t = 0, 1, 2, . . . do 5:
Execute: 6:
If rand()\e t , then select transferred action 7: a = p t s9 ð Þ 8:
Draw action according to equation (8); 10:
End if 11:
observe the next state s t + 1 and the reward r t 12:
Add the additive rewards r t = r t + R s t + 1 ð Þ 13:
Process data using equations (4)-(6) 14:
Solve equation (7) It should be stated that in these methods, the state and action space of the agent are supposed to remain the same, and therefore the inter-task mapping (Taylor and Stone, 2011 ) is very clear and transfer is very convenient. However, if the state space of the target task varies from the source task, the weights mentioned above cannot be directly determined as described and determining the corresponding states is also more difficult. However, provided with exact inter-task mapping, we believe the methods can still be effective.
Experimental results
In this section, the performance of the proposed transfer methods is evaluated on a well-known benchmark for RLCart-Pole Balancing. They are compared with regular LSPI, LSPI with a hand-coded rule and LSPI with a hand-coded rule combining reward shaping.
Simulation setup
The object of cart-pole balancing is to balance a pendulum of unknown mass and unknown length near the upright position as many steps as possible. It is realized by applying a force to the cart that the pendulum is connected to, as Figure 4 shows. Here we suppose that only three discrete actions (50, 0, -50) are allowed. In the meantime, uniform noise confined in [-5, + 5 ] is added to the actions for the sake of simulating the real environment (Lagoudakis and Parr, 2003) .
The state space of RL comprises the vertical angle u, the angular velocity _ u, the distance from origin x and the velocity of cart _ x. The nonlinear dynamics of the pendulum are determined by the current state u; x; _ u; _ x ½ and real control force F as in the following equations (Peters and Schaal, 2008) 
where l = 0:5m is the length of the pendulum, m = 2:0kg is the quality of the pendulum, M = 8:0kg is the quality of the cart and g = 9:8 is the gravity constant.
In the source task, the length of the pole is 3 m and the simulation step is set to 0.1 s as human reaction time is a little more than 0.1 s. The source task is very easy for a human to control and there is no need to train with RL. However, the control effect may be so-so for a human without too much experience. In the target task, the length of the pole is reduced to 0.5 m and the simulation step is set to 0.02 s. It may be difficult for a human to get an exactly optimal control policy, and the LSPI of RL would be a favourable choice.
In regular LSPI, a reward of 1 is given to the agent every step, except when the absolute of the pendulum's angle exceeds p=4. If the vertical angle exceeds p=4, the penalty is -1, the episode ends, and the agent returns to a random initial position 0; 0; 0; 0 ½ with 0.1 fluctuation in u and x. Other installs are that the angular velocity is restricted to [-2, + 2] and the velocity of the cart is limited in [-1, + 1].
The parameters d,e,e t ,e,g are respectively constants of 0.02, 10 À6 , 0.1, 0.1 and 0.9. We apply 82 radical basis functions for each action; thus, 246 basis functions are needed to approximate the state-action value. We should note that the 82 basis functions include a constant of 0.8 and 81 basis functions that are arranged in a 3 3 3 3 3 3 3 grid over the state space of the agent as In our reward shaping method, the segmentations for different variables are respectively 9,3,9,3, and the const is 1000.
In order to facilitate comparison, the learned policy is evaluated for 10 test runs after each learning episode ends, and then the balanced steps are averaged as the performance. It should be noted that if the pendulum is balanced for more than 1000 steps, we think the policy is optimal and end the testing episode.
Simulation results
As LSPI contains a stochastic exploration process, the performance of the same algorithm may also be exceedingly different and spread over a large range. As a consequence, three curves at random are selected as representatives in Figures 5-8 . Finally, the average performance is shown in Figure 9 . We get 94 s, a h i samples of the source task in our demonstration trajectories and the number of interactions is relative small compared with using RL to obtain a near-optimal policy. In the following section, the positive effect of transferred knowledge from these samples to LSPI in the target task is stressed.
Transfer with k-NN in source samples. In Figure 5 , we select three different integers 1, 3, 5 for k as examples to explain the effect of k-NN. It is obvious that all of them can accelerate the learning speed compared with the regular LSPI, although the performance is worsened with the growing of k. This is possibly because when the distance between corresponding states is larger than a certain value, the transferred action has little reference, despite the human demonstration being good. In order to contrast, we also hand code a simple rule (when the vertical angle is negative, the force is 50 N; when the angle is zero, it is zero and in the other situations it is -50N) to help with RL. We find that the performance is positive, but it is not as excellent as the 1-NN transfer. This may be because the rule is too simple to capture much knowledge about the tasks.
Transferring visit frequency for reward shaping. Figure 6 demonstrates that, compared with regular LSPI, reward shaping via visit frequency transfer is greatly effective. Regular LSPI does not converge to the optimal policy until 30 episodes, but when combined with shaped rewards, the agent can get the optimal policy at the 23th episode at the soonest. We can also find that all curves of the transferring visit frequency for reward shaping converge to optimal policy faster than the best regular LSPI curve, and this is wholly owing to the added shaping reward for homologous states.
The complex methods. Figures 7 and 8 show that when the agent makes use of 1-NN transfer and the transferring visit frequency for reward shaping simultaneously, the performance is best when compared with using any one transfer method mentioned in this paper. This proves the positive function of our transfer methods and brings into correspondence the intuition that the more an agent knows about the environment, the quicker it can obtain an optimal policy.
The overall contrast. Figure 9 indicates the average performance of all the methods involved in order to enhance the persuasion. We can find that k-NN transfer, reward shaping via visit frequency transfer and hand-coded rules all enjoy a positive effect more or less compared with the regular LSPI. Among them, 1-NN (the pink line) gets the best performance, and only when the agent combines the rule and reward shaping via the visit frequency transfer can the performance be equalled. In addition, the effect is the most significant when the agent combines our proposed two methods together, as the brown line shows.
Summary and future work
In this paper, a new framework where the agent extracts knowledge from human-demonstration trajectories of the source task and reuses the knowledge in RL in the target task is proposed. Various forms of knowledge extracted from demonstration trajectories can be reused and then k-NN of the current state in source samples and the visit frequency of homologous states are taken as examples to assist the LSPI in the target task. Simulation results show that both forms of knowledge can accelerate the learning process and thereby decrease the number of interactions between the agent and the environment. In addition, the effect is even better when they are combined. This confirms the feasibility of transferring different forms of knowledge from human-demonstration trajectories to RL in a related but different task.
However, the forms of knowledge selected in this paper require the state space of two different tasks to remain consistent. In addition, the k-NN method needs similar states to have similar optimal action and shaping rewards via visit frequency transfer needs, which means that the visit frequency of a state can reflect the preference for a state. This may restrict the practical application range of our methods. In the future, more general forms of knowledge, which can remain unchanged with the help of inter-task mapping, will be employed in our framework to broaden the application scenarios.
