Symplectic Matroids
Hyperoctahedral group and admissible permutations. Let I = {1, 2, . . . , n} and I * = {1 * , 2 * , . . . , n * }.
Define the map * : I → I * by i → i * and the map * : I * → I by (i * ) * → i. Then * is an involutive permutation of the set J = I I * . We say that a subset K ⊂ J is admissible if and only if K ∩ K * = Ø. Let W be the group of all permutations of the set J which permute with the involution * , i.e. a permutation w belongs to W if and only if w(i * ) = w(i) * for all i ∈ J. We shall call permutations with this property admissible. The group W is known under the name of hyperoctahedral group BC n . It is easy to see that W is isomorphic to the group of symmetries of the n-cube [−1, 1] n in the n-dimensional real Euclidean space R n . Indeed, if e 1 , e 2 , . . . , e n is the standard orthonormal basis in R n , then W acts on R n by the following orthogonal transformations: for i ∈ I we set
w(i) if w(i) ∈ I −e w(i) if w(i) ∈ I
* .
The set B is called the set of bases of the symplectic matroid M , its elements are called bases of M , the cardinality k of bases is the rank of M . Symplectic matroids were introduced by I. M. Gelfand and V. V. Serganova in [GS1, GS2] , in a slightly different, but obviously equivalent way: they used the minimality property in place of our maximality property. In the case of symplectic matroids the two properties can be obtained from each other in the most trivial way, by reversing the inequalities. However, the paper [BG] explains why the maximality property fits better in the general theory of W P -, or Coxeter matroids, of which symplectic matroids represent only a special case.
Representable Symplectic Matroids
Now we wish to see how symplectic matroids arise naturally from symplectic geometry, in much the same way that ordinary matroids arise from projective geometry. We begin with a standard symplectic space, which is a vector space V over a field F of characteristic = 2 with a basis E = {e 1 , e 2 , . . . , e n , e 1 * , e 2 * , . . . , e n * } and which is endowed with an anti-symmetric bilinear form (., .) such that (e i , e j ) = 0 for all i, j ∈ J, i = j, j * , whereas (e i , e i * ) = 1. A totally isotropic subspace of V is a subspace U such that (u, v) = 0 for all u, v ∈ U . Let U be a totally isotropic subspace of V of dimension k. Since U ⊥ U , and dim U ⊥ = 2n−dim U , we see that k ≤ n. Now choose a basis {u 1 , u 2 , . . . , u k } of U , and expand each of these vectors in terms of the basis E: u i = Now, given a k × 2n matrix C = (A, B) with columns indexed by J, let us define a family B ⊆ J k by saying X ∈ B if X is an admissable k-set and the k × k minor formed by taking the j-th column of C for all j ∈ X is non-zero.
Theorem 2 If U is totally isotropic, then B is the set of bases of a symplectic matroid.
To prove this theorem, we first need the following result.
Theorem 3 Let C = (A, B) be a k × 2n matrix of rank k with columns indexed by J such that AB t is symmetric. Let ≺ be an admissible ordering of J. Let K be the unique maximal k-subset of J such that the corresponding k × k minor of C is non-singular. Then K is admissible.
Proof. Let us re-order the columns of C by the ordering ≺, starting with the largest column index. Now, K is uniquely determined by the greedy algorithm of ordinary matroid theory. In particular, K = {i 1 i 2 . . . i k }, and if we denote by x j the i j -th column of C, then x 1 = C i1 is the first non-zero column of C, x 2 = C i2 is the first column of C which does not depend on C i1 , and in general, x j = C ij is the first column of C which does not depend on
Suppose now that K is not admissible. Thus there exists m such that m, m
The hypothesis that AB t is symmetric means that for any two rows, say those indexed by u and * occur between j and j * , say with j being the largest, in which case neither x g nor x h can occur in the expansion of the column C j , hence both cannot occur in any term of the expansion of C u,v j,j * . Now notice that the coefficients α i,j are independent of u, v, since they depend only on how each column of C is written as a linear combination of the * are all non-zero scalar multiples of the same non-zero vector α, and those indexed by 1 * , 2, and 2 * are all indexed by non-zero scalar multiples of another non-zero vector β, linearly independent from α. obviously, since row operations preserve dependencies among the columns. Note that here the row-space U is unchanged, as is the symmetry of AB t , although the matrix AB t itself may be changed via congruence, since XA(XB) t = X(AB t )X t . Secondly, let Λ be a non-singular n × n diagonal matrix. Then
since the collection of subsets of the columns which are linearly dependent is preserved. Now the row-space U is changed, whereas AB t is unchanged. This type of transformation is referred to as the torus action on the representation (A, B) .
Invariants of both of the above types of transformations are the rank and signature of AB t . Thirdly, let us consider permuting columns of C. Any time we permute the columns of C, we permute the column indices in the same way, thus preserving the symplectic matroid represented by the matrix. Which column permutations are guaranteed to preserve the fact that the row space corresponds to an isotropic subspace of V ? Well, the i-th column of A and the i-th column of B may be transposed, provided one of them is multiplied by −1. Furthermore, the i-th and j-th columns of A may be transposed provided the i-th and j-th columns of B are transposed at the same time. Thus we see that all admissible permutations of the columns of C preserve the symmetry of AB t .
Homogeneous Symplectic Matroids
A collection B ⊆ J k is said to be m-homogeneous if for every two elements B 1 and B 2 of B,
In other words, all members of B have the same number of unstarred elements, and consequently also the same number of starred elements. We are going to show that a homogeneous symplectic matroid is equivalent to a flag matroid, which is a special kind of pair of ordinary matroids. Let F k,l denote the set of all pairs of (A, B), where A is a k-subset of [n], B is a l-subset of [n] and A ⊆ B. When k = l, it will be convenient to identify F k,k with P k , the set of all k-subsets in [n]. We shall call F k,l the set of k, l-flags. For every ordering ≤ w , w ∈ Sym n , of [n] we define the ordering on F k,l by setting
Definition. A subset B ⊆ F k,l is the set of bases of a flag matroid of rank (k, l) if it satisfies the Maximality Property: namely, if w ∈ Sym n , there exists F ∈ B such that for all G ∈ B, G ≤ w F . It is easy to see from the Maximality Property that the first components of B form an ordinary matroid of rank k, which we will denote M k (B), while the second components form a matroid M l (B) of rank l. We remark parenthetically that in [BGW3] we show that the definition of flag matroid is equivalent to these two matroids being related by a strong map which is the identity on [n]. 
Proof: The proof follows from the Maximality Property for symplectic matroids and flag matroids. First let us assume that B is the collection of bases of a homogeneous symplectic matroid. Every ordering ≺ of [n] induces an admissible ordering of [n] ∪ [n] * (we denote it by the same symbol ≺): we set all starred elements to be ≺-smaller than non-starred elements, and set i * ≺ j * if and only if j ≺ i. Now let A ≺ B in B. By homogeneity and our choice of ordering, This proves the first statement of the theorem. The second statement is just a reformulation of the first.
2 Now we proceed to show that the homogeneous symplectic matroid B of the previous theorem is representable if and only if the two ordinary matroids of f lag(B) are representable by a pair of subspaces related by containment. We say that an ordinary matroid M of rank k on the set [n] is represented by a subspace U of F n if U is the row-space of a k × n matrix with columns indexed by [n] such that the bases of M are precisely the sets of k columns of the matrix which are non-singular. 
Proof. The equivalence of (2) and (3) is immediate by putting (A, B) into row-echelon form, where the condition that AB t be symmetric is equivalent to Y Z t = 0. Furthermore, (3) implies (1) is obvious. The equivalence of (3) and (4) is immediate from the properties of f lag above, and the well-known fact that a representation of a matroid is equivalent to a representation of the dual matroid (which is the matroid obtained by complementing the bases) via orthogonal complement of the row-space. 
Root Systems of type C n
For a deeper study of symplectic matroids we have to introduce the system of vectors in R n known as the root system of type C n .
Roots. Let e i , i ∈ I, be the standard orthonormal basis in R n , and set e i * = −e i for i * ∈ I * . This defines the vectors e j for all j ∈ J = I I * . Now the roots are the vectors 2e j , j ∈ J (called long roots), together with the vectors e j1 − e j2 , where j 1 , j 2 ∈ J, j 1 = j 2 or j * 2 (called short roots). Written in the standard basis e 1 , e 2 , . . . , e n , the roots take the form ±2e i , i = 1, 2, . . . , n, or ±e i ± e j , i, j = 1, 2, . . . , n, i = j. Notice that both short and long roots can be written as e j − e i for some i, j ∈ J. The set of all roots is denoted Φ.
Recall that if r is a non-zero vector in the Euclidean space then the reflection σ r in the hyperplane perpendicular to r is the linear transformation of R n determined by
where ( , ) is the standard scalar product in R n . Reflections can be characterized as linear orthogonal transformations of R n with one eigenvalue −1 and (n − 1) eigenvalues 1; a vector r in this case is an eigenvector corresponding to the eigenvalue −1. The set of points fixed by σ r is the hyperplane (x, r) = 0 called the mirror of the reflection σ r . When r is a root, we shall also use the word wall and symbol Σ r for the mirror of reflection σ r . It is easy to see that when r is one of the long roots ±2e i , i ∈ I, then σ r is the linear transformation corresponding to the element s r = (i, i * ) of W in its canonical representation. Analogously, if r = e i − e j , i, j ∈ J, is a short root (recall that we use the convention e i * = −e i for i ∈ I), then the reflection σ r corresponds to the admissible permutation s r = (i, j)(i * , j * ). Moreover, one can easily check (for example, by computing the eigenvalues of admissible permutations from W in their action on R n ) that every reflection in the group of the symmetries of the unit cube [−1, 1] n is of one of these two types. Now we see that use of the name 'root system' in regard to the set Φ is justified, because Φ satisfies the formal definition of a root system as given in [H] . A root system is a finite set Φ of nonzero vectors in R n satisfying, for all r ∈ Φ, the following two conditions.
(ii) σ r Φ = Φ. set r 1 , . . . , r n of roots in Φ + with the property that every root in Φ + is a non-negative linear combination of r 1 , . . . , r n . It can be shown (see, for example, the proof of Theorem 1.3 in [H] ) that every simple system in Φ is linearly independent and thus contains the same number of roots. This number is obviously the rank of Φ, i.e. the dimension of the subspace in R n spanned by Φ.
Standard Simple System of Roots. In our system of roots C n , consider the linear functional
It is easy to see that a root e i − e j is positive with respect to α if, in the ordering
of the set J, we have i > j. The system of positive roots Φ + associated with α is called the standard positive system of roots. The set Π = {2e 1 , e 2 − e 1 , . . . , e n − e n−1 } is obviously the simple system of roots contained in Φ + ; it is called the standard simple system of roots.
Vocabulary. We shall now describe natural one-to-one correspondences between the four classes of objects:
• admissible permutations of the set J;
• admissible orderings of the set J;
• systems of positive roots in Φ;
• systems of simple roots in Φ.
Indeed, for every admissible permutation w ∈ W we have the admissible ordering ≤ w of J. Vice versa, if ≺ is an admissible ordering of J, then the permutation
is admissible and the ordering ≺ coincides with ≤ w . If now
is an admissible ordering of J, then the vectors e jn+1 , e jn+2 , . . . , e j2n form a basis in R n . Let y 1 , y 2 , . . . , y n be the coordinates with respect to this basis and α(y) = y 1 + 2y 2 + 3y 3 + · · · + ny n . Then, obviously, α does not vanish on roots in Φ, and, for a root e j − e i in Φ, the inequality α(e j − e i ) > 0 is equivalent to i ≤ w j. Thus the system of positive roots associated with α coincides with the system wΦ
obtained from the standard system Φ + of positive roots by the action of the element w. Obviously, the simple system of roots contained in Φ + is exactly wΠ.
If now Π is an arbitrary simple system of roots arising from an arbitrary linear function α : R n −→ R not vanishing on roots in Φ then the following objects are uniquelly determined by our choice of Π :
• the system of positive roots Φ + , which can be defined in two equivalent ways: as the set of all roots which are non-negative linear combinations of roots from Π , and as the set {r ∈ Φ | α(r) > 0};
• the (obviously admissible) ordering ≺ on J defined by the rule: i ≺ j if and only if α(e i ) ≤ α(e j ).
In particular, we immediately have the following lemma (which is a partial case of a more general result about conjugacy of simple system of roots for arbitrary finite reflection groups, [H, Theorem 1.4]).
Lemma 7 Any two simple systems of roots in Φ are conjugate under the action of W .
If w ∈ W then the sets wΦ+, wΦ − , wΠ will be called the system of wpositive, w-negative, w-simple roots.
Convex Polytopes Associated with Symplectic Matroids
For an admissible set A ∈ J k define the point e A ∈ R n as
The following lemma is obvious.
Lemma 8 In this notation, let A and B be admissible k-subsets. Then A ≤ B implies that e B − e A is a nonnegative linear combination of positive roots.

The reverse statement, if e B − e A is a nonnegative linear combination of positive roots then
is not in general true, as the following simple example shows. Let
and A = 2 * 1, B = 3 * 4. Then
is the sum of positive roots, but it is not true that A ≤ B. This example shows that the statement in the last two lines preceeding Theorem 8.1 in the paper by I. M. Gelfand and V. V. Serganova [GS2] is incorrect, which, in its turn, compromises the proof of Theorem 8.1 in the same paper. Our Theorem 10 is a special case of that result, and shows that at least in the special case of symplectic matroids the proof of it can be repaired. Our crucial tool is the following partial reversal of Lemma 8. The following result is a special case of a theorem by I. M. Gelfand and V. V. Serganova [GS2] . Proof. Assume first that B is the collection of bases of a symplectic matroid M on the set J. Let l be an edge with vertices e A and e B that is not parallel to any root. Consider a linear function α : R n −→ R which is constant on l and takes smaller values on the other points of ∆. There is unique simple system of roots r 1 ,r 2 , . . . ,r n such that α(r i ) > 0, i = 1, 2, . . . , n. In view of Lemma 7, the group W acts transitively on the set of all simple root systems, there is w ∈ W sending {r 1 , r 2 , . . . , r n } to {r 1 ,r 2 , . . . ,r n }. Then for any C ∈ B distinct from A we have α(e C ) ≤ α(e A ) and the vector e C − e A has at least one negative coefficient with respect to {r 1r2 , . . . ,r n }. But this makes impossible the inequality A ≤ w C, because the latter implies, by Lemma 8, that e C − e A is the non-negative linear combination of the rootsr i . Therefore, by the maximality principle, A is the w-maximal element of B. But the same arguments can be applied to the vertex e B , and yield that B is also the w-maximal element of B, a contradiction to the maximality principle.
Assume now that the edges of ∆ are parallel to the roots. Fix w ∈ W and the corresponding system wΠ = {r 1 , . . . ,r n } of simple roots.
Take α : R n → R a linear function such that α(r i ) > 0 for all i ∈ {1, 2, ..., n}. Then α does not vanish on any root.
By properties of convex polytopes α attains a maximum at some vertex e A of ∆. We want to prove that e A is a unique. Indeed, if α(e A ) = α(e B ) for some other e B ∈ ∆, the intersection ∆ of ∆ and the hyperplane α(x) = α(e A ) is a face of ∆ containing two different vertices. Therefore ∆ contains some edge l of ∆. Since α is constant on the edge l, it vanishes on a root r parallel to l, a contradiction.
Thus we established the uniqueness of the α-maximal vertex e A . Our next aim is to prove that A is the w-maximal base of M , i.e. B ≤ w A for all bases B ∈ B. Take an arbitrary base B ∈ B. Let e B1 , . . . , e Bm be all vertices adjacent to e B in ∆. The convex polytope ∆ lies in the convex polyhedral cone Γ with the vertex at the point e B , spanned by the edges e Bi − e B :
By hypothesis, for all i = 1, 2, . . . , m, we can write e Bi − e B = λ i r i where λ i > 0 and r i is a root. If all roots r i are w-negative, α(r i ) < 0 and thus on Γ the function α reaches its maximum at the point e B , which means B = A. Therefore if B is distinct from A, at least one of the roots r i is w-positive and by Lemma 9 B ≤ w B i . We can repeat the same argument for the vertex e Bi (denote it e B (1) ), and so on, until we get to e A through the sequence of adjacent vertices e B = e B (0) , e B (1) , e B (2) , . . . , e B (t) = e A , with
2 Let F ⊆ F k,l be a set of flags. Assign to every F ∈ F k,l the point e F in R n as follows: if F = (A, B) then e F = e A + e B , where e X is defined by,
Let ∆ be the convex hull of all e F , F ∈ F k,l , and ∆ F is the convex hull of e F for F ∈ F .
Proposition (Gelfand-Serganova). F is the set of bases of a flag matroid if and only if edges of ∆ F are parallel to roots e i − e j , i = j, of the root system A n . Now let Φ system of roots of type C n , and let Φ 0 be the subsystem
of type A n , W and W 0 the coresponding Weyl groups. Notice that W 0 Sym n leaves invariant the vector r = e 1 + e 2 + · · · + e n .
Proposition. The parallel translation ∆ − r is exactly the convex polytope Γ associated with the full k-homogeneous symplectic matroid of rank k + n − l. Every convex polytope for a flag matroid F of rank (k, l) becomes, after the translation, the convex polytope for the corresponding homogeneous symplectic matroid B = f lag −1 (F), obtained explicitly in the following way.
Proof. The first statement can be checked by a direct computation, the second follows from the observation that if F is a flag matroid, the edges of ∆ F are parallel to the roots in Φ 0 hence the translated polytope ∆ F − r has the same property. Therefore it is a polytope of a symplectic matroid. Moreover, it is easy to see that this matroid is calB. 2 This characterization gives a property of symplectic matroids, although it is no longer a characterization in this more general setting. We retain all notation from the preceeding Theorem. In particular, a transversal is still an admissible n-set, although B now has rank k.
Lagrangian Matroids
Theorem 12 Let B be a symplectic matroid or rank k. Then I T is the collection of independent sets of an ordinary matroid for every transversal T .
Proof. Let µ : T → R be a given non-negative function. Let ≺ denote any linear ordering on T which is compatible with µ. As is well-known ¿from ordinary matroid theory, it suffices to show that the greedy algorithm with respect to ≺ on I T always returns an optimal member with respect to µ. We extend ≺ to an admissible ordering of J, also denoted ≺, by saying i i * for all i ∈ T , and i, j ∈ T, j ≺ i implies i * ≺ j * . Now we extend µ to a map on J by setting Example. The converse of the preceeding Theorem is false, as can be seen from the counterexample {12, 1 * 3, 23}. It is easy to see that this is not a symplectic matroid by way of the Gelfand-Serganova Theorem.
Bouchet also gives an exchange axiom for Lagrangian matroids. Unfortunately, it does not generalize in any straightforward way to symplectic matroids. Bouchet, in addition, provides a very interesting way to construct Lagrangian matroids from Eulerian tours of 4-regular graphs. He provides as well, in [Bou3] , a notion of representation of Lagrangian matroids which is similar to ours. We show in the next section that Bouchet's version of the greedy algorithm for Lagrangian matroids generalizes to symplectic matroids. Now let us see how some of the considerations of represented symplectic matroids specialize to the Lagrangian case. Suppose that M is a represented Lagrangian matroid. Thus we are given C = (A, B) , where A and B are now both n × n. Let B 0 be a basis of M . By an allowable permutation of the columns, we can bring the columns indexed by B 0 to the leftmost n positions, replacing C by (R, S), where R is non-singular, since B 0 is a basis of M . Hence (R, S) ∼ (I n , R −1 S) = (I n , T ), where T is a symmetric matrix. The rank and the signature of the symmetric matrix T are invariants of the basis B 0 of M , independent of the ordering of B 0 , and also preserved by the torus action. These invariants may be thought of as generalizing the orientation derived from a representation of an ordinary matroid over the reals, wherein each ordered basis is assigned a sign according to the sign of the corresponding determinant of the representation. In the case of an orientation of an ordinary matroid, however, the sign is dependent upon the ordering of the basis, and is also not invariant under the torus action.
Let us now specialize our work on homogeneous symplectic matroids to the Lagrangian case. Proof. An immediate corollary of the results in Section 3.
2
The first sentence of the preceeding result is also equivalent to Corollary 4.2 in [Bou2] , although the terminology is very different.
Bouchet ([Bou1] , Corollary 7.3) considers a second way of imbedding an ordinary matroid into a Lagrangian matroid. Let I be the collection of independent sets of a matroid. Then Φ(I) still makes sense, and is a (non-homogeneous) Lagrangian matroid. This seems less important than the above Theorem.
Greedy Algorithm
Let us define an admissible weight function to be a function ω : J → R such that for some admissible order ≺ on J, i j for i, j ∈ J implies ω(i) ≥ ω(j). We will say in this situation that ω is compatible with ≺. If B is any collection of subsets of J, we say that B 0 ∈ B is optimal if ω(B 0 ) ≥ ω(B) for all B ∈ B, where, as usual, ω(B) denotes b∈B ω(b).
We now take essentially Bouchet's definition of a greedy algorithm, modified for the fact that k does not necessarily equal n, except that we cannot assume that the weight function is symmetric (i. Proof. If B is a symplectic matroid, then by the Maximality Property, there is a member of B which dominates every other element of B elementwise. Thus it is clear that this member is optimal.
Conversely, if B is not a symplectic matroid, then there exists an admissible ordering ≺ under which B has two distinct maximal members. If B m is a maximal member, we write B m = {b 
Symplectic Matroid Constructions
One of the striking features of the theory of ordinary matroids is the large number of constructions, which allow one to derive new matroids from old; see, for example, [Bry] . In this section, we investigate whether some of these constructions may have analogues for symplectic matroids. Unfortunately, the simplest and most important construction, that of submatroid, does not have such an analogue. To see this, let us examine the symplectic matroid B represented by the matrix * } is not a symplectic matroid. However, note that B is the example of a non-symplectic matroid considered following Theorem 12. Since deletion of the pair {4, 4 * } destroyed the property of being a symplectic matroid, it is clear the deletion of single elements cannot always preserve that property, either.
Contraction, however, is a different story. Let B be a symplectic matroid of rank k on J, and let a ∈ J. Then B = {B \ {a} : a ∈ B and B ∈ B} is a symplectic matroid of rank k − 1, which is most easily seen by noting that the polytope ∆ B is a face (although not necessarily a facet) of the symplectic matroid polytope ∆ B , and hence satisfies the Gelfand-Serganova criterion.
Direct sum of matroids also has the obvious analogue in symplectic matroids. If B 1 and B 2 are symplectic matroids on disjoint sets J 1 and J 2 , then B = {B 1 ∪ B 2 : B 1 ∈ B 1 , B 2 ∈ B 2 } is a symplectic matroid, as is easily seen from the Maximality Property.
The only other constructions which we have found to have symplectic analogues are truncation and Higgs lift. If B is a symplectic matroid of rank k on J, and l < k, then the truncation of B to rank l is B = {A ∈ J l : there exists B ∈ B such that A ⊆ B}. For l > k, Higgs lift is defined in similar fashion, except for reversing the containment. The proofs that these are again symplectic matroids lie beyond the scope of this paper, and will be presented in a future paper in a more general setting.
