I. INTRODUCTION
IGNALS that consist of a sum of sine waves whose frequencies are integral multiples of the lowest frequency (so-called fundamental) are said to be harmonic. Many physical signals are approximately harmonic. Examples include voiced speech and other biological signals, musical waveforms, helicopter and boat sound waves, and outputs of nonlinear systems excited by a sinusoidal input. To filter noise corrupted harmonic signals whose parameters are unknown and possibly time varying, it is desirable to apply adaptive filtering. Most existing adaptive filters (for instance, in [l] and [a] ) do not account for the special structure of the harmonic spectrum, thus, their performance is not likely to be optimal for such signals.
In Section I1 of this paper, we develop a new adaptive algorithm, specially designed to enhance harmonic signals measured with additive white noise. It can also be used as an adaptive notch filter for eliminating harmonic interference from a measurement broad-band process. The parameters of the harmonic signal, such as the fundamental frequency, and the harmonic amplitudes and phases, are assumed unknown and are estimated by the algorithm. The proposed algorithm is of recursive prediction error (RPE) or recursive maximum likelihood (RML) type (see [3] and [4] ) and uses several nonstandard features to improve its performance. Manuscript received February 5 , 1985; reviscd March 29, 1986 . The work of A. Nehorai was supported in part by the National Science Foundation under Grant DCI-860435 1.
A The filter appearing in the algorithm consists of a cascade of second-order infinite impulse response (IIR) sections, and has a comb-type frequency response. These second-order sections are parametrized by a single variable: the estimated fundamental frequency of the harmonic signal. This yields an estimation algorithm for the fundamental frequency which is more efficient and accurate than others (for example, [l] and [2] ) which view the sinusoidal frequencies as independent. In addition, similarly to [SI, special constraints are imposed on the filter coefficients, giving arbitrarily narrow-band-pass filters for each harmonic. This improves the performance in comparison to other comb filters of finite impulse response (FIR) type (for example, [6] and [7] ), which typically require a large number of coefficients to obtain narrow passbands. The harmonic amplitudes and phases are estimated separately, conditioned on the estimated fundamental frequency. The algorithm is computationally efficient; the number of operations it requires per time sample is proportional to the squared number of the filtered harmonics.
Section I11 is devoted to performance analysis of the algorithm. We first derive the Cramer-Rao bound (CRB) for estimating the parameters of harmonic signal embedded in white noise, Then results of Monte Carlo simulations are presented, indicating that the variances of parameter estimates are of the same order of magnitude as the CRB for a sufficiently large number of data, but the algorithm is not fully efficient in general. The algorithm is also tested against periodic signals with an infinite number of harmonics. The results demonstrate the applicability of the algorithm to the filtering of artificial periodic waveforms, such as square waves, saw-tooth, triangular waves, and others. Section 1V summarizes the paper.
THE ADAPTIVE COMB FILTER
This section derives the proposed adaptive comb filter (ACF) for harmonic signal enhancement and spectral estimation. The subsections below consider the following subjects: I) the special model and parameterization of the harmonic signal with additive white noise, and a general description of the algorithm; 2) the error regression and gradient; 3) the recursive algorithm for estimating the fundamental frequency and enhancing the harmonic signal; and 4) the recursive algorithm for estimating the amplitudes and phases of the harmonic components.
0096-3518/86/1000-1124$01.00 @ 1986 IEEE x ( t ) in our special case, the zeros of A ( q -' ) are at integral multiples of the fundamental frequency, this polynomial can be-written as (5b) Let x ( t ) be the harmonic signal whose parameters are to be estimated. Thus, Due to the summetry of
where w, is the fundamental frequency, and c k and c $~ are the amplitude and phase of the kth harmonic component of x ( t ) , respectively. The number n is the assumed number of harmonics in x ( t ) . In cases where the actual signal consists of an infinite number of harmonics, we truncate the infinite sum at n harmonics where n is chosen so that the energy in the remaining harmonics is sufficiently small. The remaining harmonics will be considered as part of the, noise, cf. (2) below.
The white noise corrupted measurement at time t is assumed to be
where u (t) is a zero-mean white noise with variance u 2 ,
We assume that the parameter vector
is unknown. A maximum likelihood estimation of 0 would require a nonlinear algorithm of dimension 2n + 1. To simplify this situation, we shall divide our algorithm into two cascaded parts, as is illustrated in Fig. 1 . As shown in the figure, the first part of the algorithm is the recursive prediction error adaptive comb filter, which estimates the fundamental frequency w, and enhances the harmonic component x ( t ) of y ( t ) . Based on these results, the amplitudes { Ck} and phases { &} are estimated (after parameter transformation, see later) using a linear recursive least squares (RLS) algorithm. Let us discuss the whitening filter of y ( t ) . For this we recall that for n sine waves (not necessarily harmonics) with additive white noise, y (t) can be shown to satisfy the relationship [SI
where A(q-') is the 2nth-order polynomial in the unit delay operator q-', whose zeros are on the unit circle at the sine wave frequencies. We should stress that since the nulls of A(q-') are at the sine wave frequencies, it does not follow from (4) that y ( t ) = u (t). Also note that A(q-') has 2n poles at the origin which are not important for the present discussion as they are cancelled out in (4). Since
The whitening filter of y (t) is required to be stable, and its output has to be u (t) when excited by y (t (7), we observe that the error signal
approximates the noise u ( t ) when p is sufficiently close to one.
Note that H(q-') can be used as a notch filter for eliminating harmonic disturbance added to a desired broadband process. The reverse operation of extracting the harmonic signal x ( t ) from the noisy measurement y (t) is obtained by where K is the zero frequency gain of H(q-').
One of the main advantages of our algorithm can be observed already at this point by noting that the whitening filter H(q-') is modeled by a single parameter, namely, the fundamental frequency of x@). This leads to a computationally efficient algorithm for estimating w,, as is discussed in the sequel.
B. f i e Error Regression and Gradient
The proposed algorithm uses the model (7), (8) [ '~l ( t ) 
CP(~)

The gradient of ~( t )
with respect to u, can be found as follows. Let
The derivatives -aE(t)/aai can be shown to be given by (see also [ 5 ] ) The expression in the right-hand side of (16) can be computed using the following lemma proven in Appendix A.
Lemma I : Let P(z) be a polynomial of order m in z , viz., and Xi are given in (17). Now let
Combining (22)- (24) 
C. The Adaptive Algorithm for 2(t) and Go@)
With the results above, we can now apply the general RML or RPE approach to our case. The resulting recursions of the algorithm for enhancing the harmonic signal and estimating the fundamental frequency are summarized below. Note that in each recursion, the latest available estimates of a, and A(q-') replace their value in the expressions of the previous subsection. The explanations of the algorithm and its special features are discussed below.
1) The RPE Adaptive Comb Filter:
Nominal Values: n = number of band-pass filters
Ey2(t)/100
p (1) 
(300
We now discuss some of the special features which were used to improve the performance of the algorithm. Some of these features were used also in the algorithm of [SI, and therefore, they are discussed only briefly.
2) Time-Varying Pole Moduli: The recursion (30q) for the pole moduli yields a time-varying p(t) instead of a constant value of the pole moduli. Note that p(t) grows exponentially from p(1) to p ( m ) with a time constant To = 1/( 1 -p,). Thus, at the beginning of the data processing, the notches of the estimated whitening filter are wide and they become narrower as time goes on. This improves the sensitivity of the algorithm to the presence of harmonics and increases its convergence rate. To see this, note that when the initial conditions of the algorithm are poor, and if the notches are too narrow, the input harmonics are likely to appear at the flat part of the estimated whitening filter transfer function. In such cases, the gradient of the algorithm vanishes and the algorithm may not converge to the desired transfer function.
The nominal initial value p(1) = 0.8 was chosen as the smallest value of pole modulus which still has significant effect on the notch bandwidths. The value of p ( m ) is chosen as a tradeoff between accurate asymptotic performance ( p ( m ) as close as possible to one) and robustness as well as tracking capability of time-varying frequencies (smaller values of p(00)). ( 1) and X, were found to yield the best results in our simulation experiments. For SNR = 0 dB, it was useful to take X(1) = 0.45 and for SNR 2 4 dB X(1) = 0.65.
3) Updating the Gain and Tracking
With the above recursions and for stationary signals, the resulting step size y(t)/r (t) asymptotically approximates the inverse second derivative of the cost function evaluated at &,(t -1). For this reason, the algorithm can be viewed as a recursive Gauss-Newton type.
To allow tracking of time-varying parameters, it is common to choose y ( t ) = yo, where yo is a small positive number. This corresponds to an exponentially weighted cost function characterized by time constant lly, (see [4]).
4) Stability Monitoring: The analysis of [3] and [4]
shows that for RPE algorithms, one must check at each time update whether the current parameter estimates correspond to a stable filter. Otherwise, the parameter estimates must be projected back into the stable model set. However, in our case, the estimated whitening filter H(q-') is stable by construction, and therefore, stability monitoring is not needed.
5) Estimating the Number of Harmonics:
For practical cases where the number of harmonics n is unknown, we note that n can be estimated as follows. Apply the algorithm given above and the cascaded algorithm of Section 11-D-1 with an overestimated number of harmonics based on prior information on n. Then n can be estimated on line using the number of harmonics yielding significant amplitudes, i.e., larger than some predetermined threshold. The use of an underestimated n usually adds a distortion to the filtered signal. The faster the spectrum envelope of x ( t ) decreases, the smaller the distortion will be. The use of an overestimated n usually adds some noise to the output.
6) A Modified Version:
The algorithm above directly estimates the fundamental frequency of x (t). Another version of the algorithm first estimates the coefficient a1 [see (5b)l and then the fundamental frequency can be evaluated using the relationship a, = cos-' ( -cu1/2). This modified version was found to be more robust than the original algorithm, especially when most of the energy is concentrated in the first harmonic of x ( t ) . (See the examples bf the next section.) This result can be explained heuristically by the fact that in such cases, the error gradient tends to be more linear with respect to al than with respkct to w, (consider, for instance, the special case of a single sine wave). The modified algorithm is obtained by
7) Convergence Analysis: The convergence of RPEtype algorithms has been analyzed in [3] and [4] . The proof that the assumptions of this analysis hold for our case is 'technical, and we omit its detail. Among the results of the canvergence analysis, we briefly mention that in the model complete case (i.e., when the model is consistent with the data) and white Gaussian noise, the parameter estimates are asymptotically unbiased, normally distributed, and achieve the Cramer-Rao bound (i.e., statistically efficient).
Finally, we note that the initialization r ( 1 ) = Ey2(t)/ 100 is only an approximation implicitly based on recommendations in [4, p. 2991. As noted in [4] , in practice, it is common to take r(1) = 1/C where C is a large number. As C becomes' larger, the value of c3,(0) becomes only marginalfy important.
D. Estimating the Harmonic Amplitudes and Phases
In some applications, it i s desired to estimate the amplitudes and'phases of the harmonic components in a$$-tion to the fundamental frequency. The algqrithm below is suggested for this purpose.
To derive the algorithm, we shall first assume that w, is known, and apply proper transformation to, the desired parameters. We have 
C(t) = $(t -1) + P(t) c(t) e(t).
(354
In the above algorithm, the variable X(t) is updated similarly to the algorithm in (30). The amplitudes and phages can'be evaluated by
In the next section, we will show that the expected relative error of 2, is significantly smaller than those of the amplitudes and phases when obtained by a maximum likelihood estimator. This implies that by replacing w, by its estimate &, , the accuracy of the amplitude and phase estimates is not expected to deteriorate significantly.
To improve the estimation accuracy of this procedure, it is also useful to replace the raw data y ( t ) by the filtered data a ( t ) [see (35b)l. Here it should be noted that the noise in a ( t ) is colored, which may cause some bias in the estimates of the amplitudes and phases. However, since this noise is much smaller than in the raw data y ( t ) , the overall accuracy of this procedure is still better than if y ( t ) were used.
The initialization P(0) = (100/SNR) Z2n, where ZZn is the 2n X 2n identity matrix, is only an approximation based on recommendations in [4, p. 2991. In practice it is common to take P(0) = C ZZn where C is a large number (see r41).
PERFORMANCE EVALUATION
In this section we evaluate the performance of the proposed algorithm by several Monte Carlo simulation runs, and make comparisons to the Cramer-Rao bound (CRB Remarks: Note the quantity y/2a2 = E t = , k2Ci/202 appearing in the CRB of the fundamental frequency, is not the SNR, but an "enhanced SNR," in which the various harmonics are weighted both by their energies and by their relative frequencies.
In particular, higher frequency harmonics have larger enhancement than low-frequency harmonics.
It is of interest to note that the results (36a) and (36b) can also be written as 
B. Monte Carlo Simulations
The following examples illustrate the bias and variance of the estimated parameters, compared to the CRB. The input data were 5 y(t) = c C, sin 2~0.08kt + u(t), (37) i.e., the number of harmonics n = 5 , fundamental fre-
of envelope is often used to model the voiced speech spectrum envelope generated by the vocal tract.
The algorithm was applied, using a DEC VAX computer with double precision arithmetic, to estimate the parameters of the signal (37) with design variables p ( ] ) = 0.8, po = 0.98, p ( m ) = 0.96, and X, = 0.98. For SNR = 0 dB, we used X(l) = 0.45 and for larger SNR's values X(1) = 0.65. As was explained earlier, since in this case the number of harmonics is relatively small (n = 5 ) , and most of the energy of x(t) is contained in its first harmonic, it was was useful to update the parameter & 1 rather phases are unknown and amplitudes are known or not phases are known and amplitudes are known or not than &. This was found to improve the robustness of the algorithm.
The algorithm was tested under different data lengths and signal-to-noise ratios. Each of the statistics below was computed from 100 independent Monte Carlo experiments. The parameter estimates Gl(t) were set to values such thatL(0) was equal to 0.05 at the beginning of each experiment. Table I summarizes the resulting sample statistics of the normalized fundamental frequency estimates for the signals in (37). In the simulations, we encountered some realizations which gave outlier performance, i.e., the estimates were not close to the typical behavior. Out of 100 experiments in each frequency estimate, the number of outliers is indicated in parentheses in the table. These cases were eliminated from the statistical computations. This is justified by the fact that the Cramer-Rao bound is derived under small error assumption. The decision on outlier was based on an arbitrary threshold of 0.0015 in the error of the fundamental frequency estimates. The number of cases in which this happened decreased with the data length and signal-to-noise ratio. Table I presents also the CRB of the fundamental frequency for the above examples.
The ratio of the actual standard deviation to the CRB appears to decrease as N increases, at least for high SNR's. However, this ratio is not close to one, so the estimates are not fully efficient.
We applied significance tests to the bias (using the "t" statistic) and found that w, is unbiased with confidence level 0.95, in all cases except for N = 200 and SNR = 0 dB. The CRB was computed using (36a).
Using the estimates of the fundamental frequency, the second part of the algorithm was used to estimate the harmonic amplitudes and phases for the same signals above. Table I1 presents the resulting sample statistics for the amplitude estimates. The results of the table show that the amplitude estimates have a negative bias. This bias becomes larger for the higher frequency harmonics whose power in these examples is relatively small. The negative bias is due to the error in the fundamental frequency estimates, which tends to attenuate the sine wave amplitudes. However, the bias decreases with the data length and signal-to-noise ratio. Table I11 presents the sample statistics of the phase estimates for the above signals, and the CRB computed by the square root of (36d). Similarly to the previous estimates, we observe that the standard deviations of the phases decrease with the data length and the signal-tonoise ratio, but they do not approach the CRB in general. . 4
.5
Normalized Frequency 
C. Convergence Examples
The following examples demonstrate the convergence of the algorithm by two simulation runs for signals with a different number of harmonics. Fig. 2(a) -(e) presents the results for the signal with five harmonics and fundamental frequency f, = 6 and SNR = 0 dB. The harmonic amplitudes decrease by 6 dB/octave. Fig. 2(a) and (b) depicts the power spectral density of the noise-free signal x(t) and the noisy measurement y(t), respectively. The algorithm was applied with initial conditionfo(0) = 0.05 and design variables as described above in the Monte Carlo simulations, except that p(00) was set to 0.99. This larger value was chosen to achieve higher reduction of noise. Fig. 2(c) shows the fundamental frequency estimate of the algorithm versus time. We note that for larger signal-to-noise ratios, the convergence was usually faster and smoother. Fig. 2(d) illustrates the magnitude of the corresponding comb filter transfer function after convergence given by
at t = 2000, and where t) is the estimated whitening filter of the measurement, and K(t) its zero frequency gain. At t = 2000, the bias in the fundamental frequency was 8.00 X Fig. 2(e) depicts the power spectral density of the filtered output R(t) after convergence. This figure was drawn by applying FFT to the last 1024 data points of R(t) from t = 977 to t = 2000.
The next example illustrates the ability of the algorithm to filter noisy signals with a relatively large number of harmonics. For this purpose, the harmonic signal was with 20 harmonics, fundamental frequency & and SNR = 0 dB. Similarly to the above example, the harmonic amplitudes were adjusled to yield a spectrum envelope of -6 dB/octave. The algorithm was run with the same design variables as before and initial condition A,(O) = 0.015. Since, in this example, the number of harmonics was relatively large, the algorithm that updates ;,(t) was used. The results are presented in Fig. 3 . The bias in the fundamental frequency estimate was -2.5 1 X at t = 2000.
The result of the last example is interesting as it demonstrates that the algorithm is applicable for signals with a large number of harmonics and large orders of A ( q -' ) and A(pq-'). This is remarkable in comparison to the behavior of most existing system identification algorithms whose usual largest possible order is between 5-10 for these types of SNR conditions and unknown input. The reason for this good behavior of the algorithm is our use of a single parameter model in the algorithm for estimating the fundamental frequency.
The power spectral densities of Figs. 2(b) and 3(b) may lead one to think that FFT can be used to estimatef, easily, as they clearly show the harmonic distribution of the signal. However, this is only because&, was chosen to be a submultiple of the number of FFT points (X, = &) in this simulation. In practice, usuallyf, does not satisfy this condition and then the "leakage" between the FFT bins makes it prohibitive to estimate L), especially in low SNR's. Moreover, the FFT is a batch method, which cannot be applied adaptively in contrast to the proposed algorithm.
D. Enhancement of Periodic Signals
As mentioned in Section 11, the proposed adaptive comb filter is also useful for enhancement of periodic signals with an infinite number of harmonics by truncating the low-energy high-frequency harmonics. This is illustrated by the following example.
This example is of a triangular wave whose period is 12 samples and additive white noise with SNR = 0 dB. was chosen to achieve high reduction of noise. Fig. 4(a) -(c), respectively, shows the original triangular wave signal, the noisy measurement, and the algorithm filtered output after convergence, from t = 1900 to t = 2000. At t = 2000, the fundamental frequency bias was 1.75 X
We have also .applied the algorithm to filter a square wave signal plus white noise. The resulting filtered signal was slightly worse than in the triangular wave. This is explained by the fact that the spectrum envelope of a square wave decreases by 6 dB/octave, while that of a triangular wave decreases by 12 dB/octave. Thus, the truncation of higher harmonics causes larger distortion in the square wave than in the triangular wave. We omit the results due to space limitation.
Signals such as the above square wave and triangular wave which have so-called symmetric half-wave (i.e., x(t)
= -x(t -T/2) where T is the period) are characterized by zero odd indexed harmonics. When it is a priori known that the harmonic component of the input is of this type, it is desirable to apply a special comb filter with only even index passbands. The algorithm of Section I1 can be easily modified for such applications.
IV. CONCLUSION
In this paper, we have presented a new adaptive algorithm for harmonic signal enhancement and parametric spectral estimation. Its computational efficiency advantage stems from the separation of the solution into two cascaded parts, as is illustrated in Fig. 1 . The first part enhances the harmonic signals and estimates its fundamental frequency. The second part estimates the harmonic amplitudes and phases. In this way, the nonlinear part of the algorithm involves only one parameter-the signal fundamental frequency. This enables the algorithm to work with significantly larger order ARMA polynomials than in general system identification schemes. Another improvement compared to general RPE algorithms is the stability of the filter. Thus, stability monitoring, which is usually necessary for general RPE algorithms, is not needed in our scheme. Simulation results indicate that, for sufficiently large data sets, the variances of the estimated parameters are generally of the same order of magnitude as the Cramer-Rao bound, but the algorithm is not fully statistically efficient in general.
Other variants of the algorithm presented in this paper can be derived. For example, instead of using constant bandwidth passbands, one can use so-called constant-Q passbands, i.e., let the bandwidth of each passband be proportional to its central frequency. Another possibility is to include only certain harmonics, say, the odd ones, based on a priori information about the signal. speech and heart wave forms. Another important application is tracking of propeller-engine vehicles, for instance, submarines and helicopters. The alternative use, as an adaptive harmonic notch filter, is useful for harmonic noise cancellation. This may be used, for example, to reduce the noise in helicopter cockpit communication.
Other applications are when there is a need to estimate artificial harmonic signal parameters in the presence of noise, e.g., to estimate a radar's modulated pulse repetitive frequency by a passive radar. Further research has to be carried out to investigate the performance in such applications. Our analysis has provided new results for the CRB of the parameter estimates of harmonic signals in additive white noise. One interesting result is that the power of each harmonic appearing in the CRB of the fundamental -3 .
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2. i frequency estimate is multiplied by its squared relative frequency. Thus, higher frequency harmonics have enhanced SNR in the CRB. This mathematical result gives a new explanation to a known physical phenomenon by which high-frequency, harmonics in speech are important to its intelligibility although their energy is usually rela-tively low. Clearly this is due to the fact that the highfrequency harmonics yield more information on the fundamental frequency. The CRB results of this paper are general and potenfially useful in evaluating the performance of other harmonic spectral estimation algorithms.
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Premultiplying by (VT)-' and making use of (A6), we obtain the desired expression (2 1).
APPENDIX B THE ASYMPTOTIC CRAMER-RAO BOUND FOR THE PARAMETERS OF HARMONIC SIGNALS IN WHITE NOISE
The Cramer-Rao is a general lower bound on the error covariance of unbiased estimators. This appendix derives the asymptotic Cramer-Rao bound for the parameter estimates of harmonic signals in additive white noise.
The assumed model is as in (1) parameterized by 8 defined in (2). To derive the CRB for this model, we will first derive the corresponding bound for the alternative model where { g k } and {hk} were defined in (33a) and (33b), respectively. The desired CRB for (1) and 0 will then be evaluated using the relationship between the two models.
Under the above model, the joint probability density of the measurements { y(1) y ( N ) } is From (B2) the general expression for the ( k , Z)th element of the Fisher information matrix is
The CRB for 8 is given by the inverse of J . It should be noted that an expression similar to (B3) was used in [9] for multiple sine waves with independent frequencies using complex signal formulation.
Let O(x) 
The Cramer-Rao bounds on the fundamental frequency w,, the amplitudes (ck} , and phases (4k}) can now be found from the diagonal entries in (B24) as summarized in (36). The structure of CRB(0) implies that the asymptotic CRB of w; and (4R) are independent of whether the amplitudes are known or unknown, and vice versa. From (B24) we can also find that the asymptotic CRB of o, given the phases is Using a similar notation we also find that CRB (4(w0) = 202 D.
where the (k, Z)th entry of [a19la8] is aOk/a8, .
