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(NON)UNIQUENESS OF CRITICAL POINTS IN VARIATIONAL
DATA ASSIMILATION
GRAHAM COX
Abstract. In this paper we apply the 4D-Var data assimilation scheme to
the initialization problem for a family of quasilinear evolution equations. The
resulting variational problem is non-convex, so it need not have a unique min-
imizer. We comment on the implications of non-uniqueness in numerical ap-
plications, then prove uniqueness results in the following situations: 1) the
observational times are all sufficiently small; 2) the prior covariance is suffi-
ciently small. We also give an example of a data set where the cost functional
has a critical point of arbitrarily large Morse index.
Keywords. Variational data assimilation; Inverse problems; Quasilinear evo-
lution equations.
1. Introduction
An important problem in data assimilation is to estimate the initial state of a
physical system when only given access to noisy, incomplete observations of the
state at later times. To make this more precise, suppose y(t) solves an evolution
equation yt = F (y) in some function space V , and the observations of the state
are given by a bounded linear operator H : V → Rq. Then given observations
z1, . . . , zN ∈ Rq at times t1 < · · · < tN , one would like to find the initial condition
u = y(0) that best matches the empirical data.
Of course it is important to carefully formulate what is meant by the “best”
initial condition, to ensure that the problem is well-posed and has a physically
meaningful solution. One approach is to minimize the log-likelihood
N∑
i=1
∣∣∣R−1/2 (Hy(ti)− zi)∣∣∣2
over the set of all possible initial conditions u, where R is the observational co-
variance matrix, and y(ti) is the solution to the evolution equation with initial
condition u, evaluated at time ti. However, the resulting variational problem turns
out to be ill-posed, in the sense that it does not necessarily possess a minimizer in
V .
One possible resolution is to add a regularization term to the cost functional, of
the form
J(u) :=
1
2
N∑
i=1
∣∣∣R−1/2 (Hy(ti)− zi)∣∣∣2 + 1
2σ2
‖u− u0‖2V(1)
for some fixed u0 ∈ V and σ > 0. The analytic motivation for this is clear—the
cost functional is now coercive over V and hence can be shown through standard
variational methods to admit a minimizer (see [8] and [9] for details). From a
data analysis point of view, there is a Bayesian interpretation of (1) in which the
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regularization term corresponds to a Gaussian prior distribution with covariance
proportional to σ2.
It is common practice (see, for instance, [2, 3, 6, 7]) to solve a suitable dis-
cretization of the regularized variational problem using a gradient-based algorithm.
Implicit in the implementation of such an algorithm is the assumption of a unique
minimizer for the variational problem—gradient descent methods are of course local
and do not have the ability to distinguish between local and global minima. The
problem of uniqueness has so far received little attention in the literature. A short-
time uniqueness result for Burgers’ equation appeared in [9] under the assumption
of continuous-in-time observations, using the cost functional∫ T
0
|Hy(t)− z(t)|2 dt+ 1
2σ2
‖u− u0‖2V .
There it was shown that the variational problem admits a unique minimizer when
the maximal observation time, T , is sufficiently small.
The discrete problem was investigated numerically in [1], where a unique min-
imizer was observed as long as σ > 0. For the non-regularized σ = 0 case (cor-
responding to an improper prior in the Bayesian formulation) multiple minimizers
were found numerically.
The goal of this paper is to give a rigorous Bayesian formulation of the vari-
ational problem for a family of quasilinear evolution equations (which includes
reaction-diffusion equations and viscous conservation laws) and determine sufficient
conditions to guarantee unimodality of the resulting posterior distribution.
1.1. Some notation and conventions. Throughout we denote the L2(0, 1) norm
and inner product by ‖ · ‖ and 〈·, ·〉, respectively. We let V = H10 (0, 1), with
norm ‖u‖V := ‖ux‖. This is clearly equivalent to the standard H1 norm, because
π‖u‖ ≤ ‖ux‖ for any u ∈ H1(0, 1). It is well known that H10 (0, 1) ⊂ L∞(0, 1),
with sup |u| ≤ ‖ux‖. We will frequently make use of the inequality between the
arithmetic and geometric means,
2ab ≤ λa2 + λ−1b2(2)
for any positive a, b and λ, which we refer to as the AM–GM inequality.
2. Statement of results
For the remainder of the paper we consider a quasilinear parabolic equation
yt + f(y)x = yxx + r(y)(3)
on the interval [0, 1], with Dirichlet boundary conditions. We make the standing
assumption that f and r are both of class C2. This is more than sufficient to
guarantee that the initial value problem for (3) is well-posed, as will be seen in
Proposition 3. The additional regularity is needed in computing the first and second
variation of the cost functional. We also need to ensure that the initial value
problem admits a global (in time) solution for any initial value, so that J is well-
defined on all of H10 . This will be the case if∫ 0
−∞
1
|r(y)|+ 1dy =
∫ ∞
0
1
|r(y)|+ 1dy =∞.(4)
If this condition is not satisfied, there may exist initial conditions for which the
solution blows up in a finite amount of time.
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We also assume that the observation operator H is bounded on L2, and hence
has a bounded adjoint H∗ : Rq → L2.
Our first result is that the problem has a natural Bayesian formulation with
respect to a Gaussian prior distribution, the significance of which will be discussed
in Section 5. This requires a further assumption on r and f that will not be needed
elsewhere in the paper.
Theorem 1. Let µ0 denote the Gaussian measure on L
2(0, 1) with covariance
C = −σ2∆−1 and mean u0, and suppose that r(y) and f ′(y) are uniformly Lipschitz.
Then there is a well-defined posterior measure µz, with Radon–Nikodym derivative
dµz
dµ0
(u) ∝ exp
{
−
N∑
i=1
∣∣∣R−1/2 (Hy(ti)− zi)∣∣∣2
}
.(5)
Moreover, the mean and covariance of the posterior distribution are continuous
functions of the data, z = {zi}.
In fact, one has that the posterior measure is Lipschitz with respect to the
Hellinger metric; the reader is referred to [8] for further details. The nontriviality
of this result is due to the infinite-dimensional setting of the problem. Because there
is no analog of the Lebesgue measure for infinite-dimensional spaces, one cannot
define the posterior measure using the exponential of J as a density, as is done in
finite dimensions. Thus it is necessary to define the posterior relative to the prior
distribution, and care must be taken to ensure that this density, given by (5), is
in fact µ0-integrable and hence can be normalized. This normalizability will follow
from estimates on solutions to the nonlinear evolution equation.
There is thus a Bayesian formulation of the regularized variational problem,
for which the MAP (Maximum A Posteriori) estimators are precisely the global
minima of the cost functional (1). With this framework in mind, we study the
uniqueness and non-uniqueness of minima for J(u).
We assume throughout that the data are uniformly bounded, with
|zi| ≤ D(6)
for all i. Our first result is that J has a unique minimizer when all of the observa-
tional times are sufficiently small.
Theorem 2. There is a constant T0, depending on N , D, ‖u0‖ and σ, such that
(1) has a unique global minimum in V if tN < T0.
The time T0 also depends on the observation operator, H and the observational
covariance, R, but we consider these to be fixed throughout, and hence will not
explicitly note this dependence. We will similarly not mention any dependence of
constants on the functions f and r in (3), though this dependence can easily be
deduced from the proofs if desired.
The theorem is proved in Section 6 by first observing that all minimizers are
contained in a fixed ball B ⊂ V , then showing that the cost functional is convex
over B as long as the observational times are small enough that nonlinear effects
are not yet dominant. This differs from the uniqueness result in [9] because in the
discrete-time case there are non-vanishing contributions to the cost functional even
as tN → 0, whereas in the continuous case the observational term∫ T
0
|Hy(t)− z(t)|2 dt
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vanishes in the T = 0 limit. For this reason we need to consider the second variation
of the cost functional. In the continuous case the Euler–Lagrange equation can be
expressed as a fixed-point equation for a nonlinear map that is a contraction for
small T , but this contractive property is easily seen to fail in the discrete case, even
for linear equations.
We next show that it is possible to obtain a uniqueness result for any set of
observational times, provided the observational covariance is sufficiently small.
Theorem 3. There is a constant σ0 > 0, depending on, N , D, ‖u0‖ and tN , such
that (1) has a unique global minimum in V if σ < σ0.
We will see explicitly in (15) how f ′′ and r′′ can lead to nonconvexity in J . The
general idea behind the preceding uniqueness theorems is thus to determine under
what conditions these nonlinear effects can be dominated by the linear term coming
from the Gaussian prior distribution.
It will be seen in the proofs below that Theorems 2 and 3 (as well as the unique-
ness result in [9]) in fact establish the stronger result that the cost functional
has a unique critical point in a closed subset of H10 that necessarily contains any
global minima. This observation could be useful in implementing a gradient descent
method, because it says that one can avoid suprious local minima by ensuring that
the algorithm starts in the bounded region given by Lemma 6, where J is known
to be convex.
Our final result shows that the behavior of J can be rather complicated in general.
Theorem 4. Consider a reaction-diffusion equation yt = yxx + r(y) where r(0) =
r′(0) = 0 and r′′(0) 6= 0. Let H denote projection onto the first Fourier coefficient,
and set R = 1. Then for any positive integer q and times t1 < · · · < tN there exist
data {zi} and a prior u0 such that u ≡ 0 is a critical point of J with Morse index
greater than or equal to q.
Thus there are cases in which J is not globally convex, and has at least two
critical points (since it is already known to have a minimizer).
3. The variational framework
We start our investigation by deriving the Euler–Lagrange equation for the vari-
ational problem (1) in the space V . We also compute the second variation of the
cost functional as it will be needed in proving the uniqueness theorems.
We first recall that y denotes the unique solution to (3) with Dirichlet boundary
conditions and y(0) = u. The variation of y with respect to the initial value u, in
the v-direction, is denoted η := Dy(u)v, and satisfies the initial value problem
ηt + [f
′(y)η]x = ηxx + r
′(y)η(7)
η(0) = v.
Similarly, the second variation of y is denoted ω := D2y(u)(v, v) and satisfies
ωt +
[
f ′(y)ω + f ′′(y)η2
]
x
= ωxx + r
′(y)ω + r′′(y)η2(8)
ω(0) = 0.
We observe that ω ≡ 0 if f ′′ and r′′ vanish, which happens precisely when the
forward equation is linear.
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We let p denote the solution to the adjoint equation
−pt − f ′(y)px = pxx + r′(y)p(9)
p(tN ) = 0
with a discontinuous jump
p(t+i )− p(t−i ) = H∗R−1 (Hy(ti)− zi)(10)
prescribed at each observation time, ti. The definition is such that
〈pt, η〉+ 〈p, ηt〉 = 0(11)
for all t 6= ti.
The first variation of the cost functional (1) can thus be written
DJ(u)(v) =
N∑
i=1
〈
η(ti), H
∗R−1(Hy(ti)− zi)
〉
+
1
σ2
〈v, u− u0〉V ,
and from the definition of p we obtain
N∑
i=1
〈
η(ti), H
∗R−1(Hy(ti)− zi)
〉
=
N∑
i=1
〈
η(ti), p(t
+
i )− p(t−i )
〉
=− 〈η(0), p(0)〉
−
N∑
i=1
[〈
η(ti), p(t
−
i )
〉− 〈η(ti−1), p(t+i−1)〉]
where we have set t0 = 0. Then (11) implies
〈
η(ti), p(t
−
i )
〉− 〈η(ti−1), p(t+i−1)〉 =
∫ ti
ti−1
d
dt
〈p, η〉 dt
= 0
for each i, hence
DJ(u)v = −〈v, p(0)〉+ σ−2 〈v, u− u0〉V .
Integrating the first term by parts, we arrive at the following.
Proposition 1. The V -gradient of J is given by
DJ(u) = ∆−1p(0) + σ−2(u− u0).(12)
To better understand this result, it is worth recalling that the solution to the
adjoint equation depends on y and hence on the initial condition, u. With this de-
pendence explicitly written as p[y(u)], the Euler–Lagrange equation can be viewed
as a fixed-point equation for the map
u 7→ u0 − σ2∆−1p[y(u)](0)(13)
Proceeding similarly for the second variation, we find
D2J(u)(v, v) =
N∑
i=1
[〈
ω(ti), H
∗R−1(Hy(ti)− zi)
〉
+ ‖R−1/2Hη(ti)‖2
]
+
1
σ2
‖v‖2V
(14)
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and
N∑
i=1
〈
ω(ti), H
∗R−1(Hy(ti)− zi)
〉
= −
N∑
i=1
[〈
ω(ti), p(t
−
i )
〉− 〈ω(ti−1), p(t+i−1)〉]
because ω(0) = 0. Using (8) and (9) and integrating by parts, we find that
〈pt, ω〉+ 〈p, ωt〉 =
〈
r′′(y)η2, p
〉
+
〈
f ′′(y)η2, px
〉
,
with the following consequence.
Proposition 2. The Hessian of J is given by
D2J(u)(v, v) =
∫ tN
0
[〈
r′′(y)η2, p
〉
+
〈
f ′′(y)η2, px
〉]
dt(15)
+
N∑
i=1
∣∣∣R−1/2Hη(ti)∣∣∣2 + 1
σ2
‖v‖2V .
We observe that this term is positive definite if f ′′ = r′′ = 0, but the Euler–
Lagrange map given in (13) may fail to be a contraction in that case.
4. Analytic preliminaries
In this section we review some analysis for quasilinear evolution equations. We
restrict our attention to equations that admit global solutions for all initial condi-
tions, as this guarantees the cost functional is defined on all of V .
Proposition 3. Suppose r and f ′ are locally Lipschitz, and (4) is satisfied. Then
for any initial condition u ∈ H10 , (3) has a unique classical solution on [0, 1]×(0,∞).
This result is a direct consequence of the material in Chapter 3 of [4]; for the
sake of completeness we verify some of the necessary details here.
Proof. The local existence and uniqueness follows from Theorem 3.3.3 of [4], be-
cause the map y 7→ r(y) − f ′(y)yx is locally Lipschitz from H10 to L2. This yields
a solution y ∈ C ([0, T );L2), with y(t) ∈ H10 ∩ H2 for all t ∈ (0, T ). Moreover,
from Theorem 3.5.2 of [4], the map t 7→ yt ∈ H10 is locally Ho¨lder continuous. In
particular this implies y and yt are continuous in both x and t. We also know that
y ∈ H2 so by the Sobolev embedding theorem yx ∈ H1 is Ho¨lder continuous. We
then have for each fixed t that
yxx = yt + f(y)x − r(y)
is in Cδ[0, 1] for some δ > 0, hence by elliptic regularity y(t) ∈ C2+δ[0, 1]. Thus y
is a classical solution of (3).
The long-time existence claim follows from Corollary 3.3.5 of [4] together with
the following pointwise bound from Lemma 1.

We now gather some estimates on y, η and p that will be needed in proving the
uniqueness theorems. The first of these shows that y is uniformly bounded on any
finite time interval.
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Lemma 1. Suppose y(t) solves (3) for t ∈ (0, T ), with ‖y(0)‖∞ ≤ A. Then
‖y(t)‖∞ ≤ B(16)
for any t < T , where B depends on A and T .
Proof. Let ψ+ and ψ− solve the initial value problems
ψ′+ = |r(ψ+)|, ψ+(0) = A
ψ′− = −|r(ψ−)|, ψ−(0) = −A.
Then the parabolic maximum principle (cf. Theorem 1 of [5]) guarantees that
ψ−(t) ≤ y(x, t) ≤ ψ+(t).
From (4) we know that ψ± exist and are continuous for all t ≥ 0, so we complete
the proof by setting
B := max
0≤t≤T
max {−ψ−(t), ψ+(t)}

Since f and r are of class C2, for any given value of A and k ∈ {0, 1, 2} the
quantities
Rk(A) := sup
|y|≤B
|r(k)(y)|(17)
Fk(A) := sup
|y|≤B
|f (k)(y)|(18)
are well defined, with B as in the proof of Lemma 1.
We next derive an estimate on the L4 norm of η. To simplify notation, we
observe that ‖η‖L4(0,1) = ‖η2‖1/2.
Lemma 2. Suppose η(t) solves (7) for t ∈ (0, T ), and ‖y(0)‖∞ ≤ A. Then
‖η2(t)‖ ≤ ‖v2‖eαt(19)
for any t < T , where α depends on A and T .
Proof. We differentiate and then integrate by parts to obtain
1
4
d
dt
∫ 1
0
η4dx =
∫ 1
0
η3 (ηxx − [f ′(y)η]x + r′(y)η) dx
=
∫ 1
0
(−3η2η2x + 3f ′(y)η3ηx + r′(y)η4) dx
Then by the AM–GM inequality
∣∣η3ηx∣∣ ≤ F1(A)
4
η4 +
1
F1(A)
η2η2x
so we find that
d
dt
∫ 1
0
η4dx ≤ (4R1(A) + 3F1(A)2)
∫ 1
0
η4dx.
The result follows from Gronwall’s inequality. 
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We finally turn to the adjoint equation. Invoking linearity, the solution can be
expressed as p = p1+· · · pN , where pi satisfies (9) with terminal condition p(tN ) = 0
and jump
p(ti+)− p(ti−) = H∗R−1(Hy(ti)− zi).(20)
Therefore it suffices to bound each pi individually, then sum the resulting estimates.
Lemma 3. Suppose p(t) solves (9), and ‖y(0)‖∞ ≤ A. Then
‖p(t)‖ ≤ Ceβ(tN−t)(21)
for any t ≤ tN , and ∫ tN
0
‖px(t)‖dt ≤ C
√
tNe
2βtN ,(22)
where β depends on A and tN , and C depends on N , D, A and tN .
Proof. Differentiating and applying the AM–GM inequality, as in the proof of
Lemma 2, we have
−1
2
d
dt
‖p‖2 = 〈p, pxx + r′(y)p+ f ′(y)px〉
≤ −‖px‖2 +R1(A)‖p‖2 + F1(A)‖p‖‖px‖
≤
(
R1(A) +
F1(A)
2
4
)
‖p‖2
and so an application of Gronwall’s inequality to the function ‖p(ti − t)‖2 yields
‖pi(t)‖ ≤
∥∥H∗R−1(Hy(ti)− zi)∥∥ eβ(ti−t)
for any t ≤ ti, with β = R1(A) + F1(A)2/4. We next recall that y(t) is bounded
uniformly (and hence in L2), so∥∥H∗R−1(Hy(ti)− zi)∥∥ ≤ C′,
where C′ depends on A and tN (through Lemma 1) and D. To complete the proof
of (21) we simply note that pi(t) = 0 for t > ti, then let C = NC
′.
With a different choice of constants in the AM–GM inequality, we obtain
−1
2
d
dt
‖p‖2 ≤ −1
2
‖px‖2 +
(
R1(A) +
F1(A)
2
2
)
‖p‖2
and subsequently, letting γ = 2R1(A) + F1(A)
2,
‖px‖2 ≤ d
dt
(
eγt‖p‖2) .
Integrating, we find ∫ ti
0
‖pix(t)‖2dt ≤ eγti‖pi(ti)‖2 − ‖pi(0)‖2
≤ eγtiC′2
for each i. Now from the Cauchy–Schwarz inequality,∫ tN
0
‖px(t)‖dt ≤
N∑
i=1
(
ti
∫ ti
0
‖pxi(t)‖2dt
)1/2
≤ NC′√tNeβtN ,
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where we have used the fact that γ ≤ 4β. 
5. The Bayesian formulation
Before proving Theorem 1 we elaborate on the meaning of the Gaussian prior
measure µ0 = N
(
u0,−σ2∆−1
)
, following throughout the presentation of [8].
We first note that the covariance operator C = −σ2∆−1 has eigenvalues γn =
(σ/nπ)2, with normalized eigenfunctions φn(x) =
√
2 sin(nπx). Then we can ex-
press a random variable u ∼ µ0 using the Karhunen–Loe`ve expansion:
u = u0 +
√
2
∞∑
n=1
σξn
nπ
sin(nπx),(23)
where {ξn} is an i.i.d. sequence of N (0, 1) random variables. This means the nth
Fourier coefficient of u is distributed according to N (an, (σ/nπ)2), where an is the
nth Fourier coefficient of the prior mean, u0. It follows that
‖u− u0‖2 =
∞∑
n=1
σ2ξ2n
(nπ)2
and so
E‖u− u0‖2 = σ
2
6
.
Thus σ2 measures the expected value of ‖u− u0‖2.
We now observe that Theorem 1 follows from Corollary 4.4 of [8]. To do so we
must show that:
(i) L2(0, 1) has full measure under µ0;
(ii) for every ǫ > 0 there exists M ∈ R such that
N∑
i=1
∣∣∣R−1/2Hy(ti)∣∣∣2 ≤ exp(ǫ‖y(0)‖2 +M)
whenever y(t) is a solution to (3);
(iii) for every ρ > 0 there exists L ∈ R such that
N∑
i=1
∣∣∣R−1/2H (y1(ti)− y2(ti))∣∣∣2 ≤ L‖y1(0)− y2(0)‖2
whenever y1(t) and y2(t) satisfy (3) with max{‖y1(0)‖, ‖y2(0)‖} < ρ.
To establish (i) we use Lemma 6.25 of [8], which says that any function u ∼ µ0
is almost surely α-Ho¨lder continuous for any α < 1/2. In particular, this implies u
is almost surely contained in L2(0, 1), hence µ0[L
2(0, 1)] = 1.
Since the observation operator H is bounded on L2, (ii) and (iii) will follow from
Lemmas 4 and 5 below.
Lemma 4. Suppose r(y) is uniformly Lipschitz. Then there exist positive constants
a and b so that
‖y(t)‖2 ≤ eat [‖y(0)‖2 + bt](24)
and
2
∫ t
0
‖yx(s)‖2ds ≤ ‖y(0)‖2 − ‖y(t)‖2 + a
∫ t
0
‖y(s)‖2ds+ bt(25)
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for all t ≥ 0 and any solution y(t) to (3).
Proof. Differentiating, we have
1
2
d
dt
‖y‖2 = 〈y, yxx + r(y)− f(y)x〉 .
Letting g(y) be an antiderivative of yf ′(y), we find that
〈y, f(y)x〉 =
∫ 1
0
g(y)xdx
vanishes by the fundamental theorem of calculus, so
d
dt
‖y‖2 ≤ −‖yx‖2 + 2 〈y, r(y)〉 .
It follows immediately from the Lipschitz condition that |yr(y)| ≤ K|y|2+ |r(0)||y|,
which implies 2|yr(y)| ≤ a|y|2 + b for some a and b. Then (24) is a consequence of
Gronwall’s inequality, and (25) is obtained by integrating from 0 to t. 
To see how this implies (ii), we first observe that it suffices to prove
‖y(t)‖2 ≤ exp(ǫ‖u‖2 +M)
for any t ≤ tN . Thus fixing ǫ > 0 and defining
eM = max{btNeatN , ǫ−1eatN}
we have from Lemma 4 that
‖y(t)‖2 ≤ eM (1 + ǫ‖u‖2)
≤ eMeǫ‖u‖2
as required.
Lemma 5. Suppose r(y) and f ′(y) are uniformly Lipschitz. Then for any ρ > 0
there exists a positive constant L so that
‖y1(t)− y2(t)‖2 ≤ L‖u1 − u2‖2
for all t ≤ tN , provided y1(t) and y2(t) satisfy (3) with max{‖y1(0)‖, ‖y2(0)‖} < ρ.
Proof. For convenience we let Kr and Kf denote the Lipschitz constants of r and
f ′, respectively. Differentiating and then integrating by parts as in the proof of
Lemma 4, we have
1
2
d
dt
‖y1 − y2‖2 = 〈y1 − y2, (y1 − y2)xx + r(y1)− r(y2)− f(y1)x + f(y2)x〉
≤ −‖(y1 − y2)x‖2 +Kr‖y1 − y2‖2 + 〈y1 − y2, f(y2)x − f(y1)x〉 .
For the final term we write
f(y1)x − f(y2)x = f ′(y1)(y1 − y2)x + [f ′(y1)− f ′(y2)] y2x.
and thus obtain
|〈y1 − y2, f(y2)x − f(y1)x〉| ≤ [Kf (‖y1x‖+ ‖y2x‖) + |f ′(0)|] ‖y1 − y2‖‖(y1 − y2)x‖.
(NON)UNIQUENESS OF CRITICAL POINTS IN VARIATIONAL DATA ASSIMILATION 11
Then after an application of the AM–GM inequality, we find that
1
2
d
dt
‖y1 − y2‖2 ≤
(
Kr +
1
4
[Kf (‖y1x‖+ ‖y2x‖) + |f ′(0)|]2
)
‖y1 − y2‖2
= α(t)‖y1 − y2‖2,
where we have defined α(t) to be the term in parentheses on the right-hand side.
From (25) we know that
∫ t
0 α(s)ds is bounded above by a constant depending only
on ‖y1(0)‖, ‖y2(0)‖ and tN , so the result follows from Gronwall’s inequality. 
6. The uniqueness theorems
Our main tool for proving Theorems 2 and 3 will be the second variation formula
(15) together with the following a priori estimate for minimizers of J .
Lemma 6. Let u∗ achieve of the infimum of the cost functional (1). Then
‖u∗‖V ≤ A,(26)
where A depends on N , D, tN , ‖u0‖ and σ.
It is clear from the proof that A can be assumed to be nondecreasing with respect
to σ.
Proof. Since u∗ is a minimizer it satisfies J(u∗) ≤ J(0). Letting y(t) solve (3) with
y(0) = 0, Lemma 1 implies that y(t) is uniformly bounded for t ≤ tN . Therefore
‖u∗‖2V ≤ 2σ2J(u∗)
≤ σ2
N∑
i=1
∣∣∣R−1/2 (Hy(ti)− zi)∣∣∣2 + ‖u0‖2V
is bounded above as claimed. 
We now use the estimates of Section 4 to prove that, under the conditions of
Theorems 2 and 3, J is convex on the ball ‖u∗‖V ≤ A. Discarding nonnegative
terms in (15), it suffices to show that∫ tN
0
∣∣〈r′′(y)η2, p〉+ 〈f ′′(y)η2, px〉∣∣ dt < 1
σ2
‖v‖2V .
From Lemmas 2 and 3 we have∣∣〈r′′(y)η2, p〉∣∣ ≤ CR2‖v2‖eαt+β(tN−t)
and ∫ tN
0
∣∣〈f ′′(y)η2, px〉∣∣ dt ≤ CF2‖v2‖√tNe(α+2β)tN .
Combining these estimates, we find that∫ tN
0
∣∣〈r′′(y)η2, p〉+ 〈f ′′(y)η2, px〉∣∣ dt ≤ Γ‖v‖2V√tN ,(27)
where Γ depends on A (from Lemma 6), tN , N and D.
It is clear that the constant Γ in (27) remains bounded as tN → 0. Therefore
in proving Theorem 2 it suffices to choose tN sufficiently small that Γ
√
tN < σ
−2.
Similarly for Theorem 3, we observe that Γ remains bounded as σ → 0 so it is
possible to choose σ small enough that σ−2 > Γ
√
tN .
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7. The non-uniqueness theorem
Turning now to the proof of Theorem 4, we must establish that u = 0 is a critical
point of J , and the Hessian D2J(0) has at least q negative eigenvalues. The key
to the proof is the observation that the Euler–Lagrange equation depends on both
the data and the prior, whereas the Hessian is independent of the prior. Thus
we can first construct data to ensure D2J(0) has the required number of negative
eigenvalues, and then choose the prior term to ensure that 0 is in fact a critical
point of J .
The hypothesis r(0) = 0 ensures that y(t) = 0 is the unique solution of (3) with
y(0) = 0. Then because r′(0) = 0, the linearized equation reduces to the heat
equation, ηt = ηxx, and the adjoint equation becomes the backward heat equation,
−pt = pxx.
We compute the Hessian of J in the direction of the first q Fourier modes, setting
vn = sin(nπx) for 1 ≤ n ≤ q, so ‖vn‖2V = 1/2. The corresponding solution to the
linearized forward equation is
η(x, t) = e−n
2π2t sin(nπx)
and so
N∑
i=1
∣∣∣R−1/2Hη(ti)∣∣∣2 ≤ N∑
i=1
e−2π
2ti
For each observation zi ∈ R we have
H∗zi = zi sin(πx),
hence the solution to the adjoint equation is given by
p(x, t) =
∑
{i:t<ti}
zie
−π2(t−ti) sin(πx)
for t 6= ti. We thus find that〈
r′′(y)η2, p
〉
=
∑
{i:t<ti}
zie
−2n2π2tie−π
2(t−ti)
〈
sin(πx), sin2(nπx)
〉
=
4n2
2π(4n2 − 1)
∑
{i:t<ti}
zie
−π2[t+(2n2−1)ti]
Integrating, we have∫ tN
0
∑
{i:t<ti}
zie
−π2[t+(2n2−1)ti]dt =
1
π2
N∑
i=1
zie
−2n2π2ti
(
eπ
2ti − 1
)
and so we find from (15) that
D2J(0)(vn, vn) ≤ 4n
2
2π3(4n2 − 1)
N∑
i=1
zie
−2n2π2ti
(
eπ
2ti − 1
)
+
N∑
i=1
e−2π
2ti +
1
2σ2
.
All N terms in the first summation are positive (with the exception of the zi
coefficients) and decreasing with respect to n, so if we choose the {zi} sufficiently
negative that D2J(0)(vq, vq) < 0, the Hessian will also be negative for all vn with
1 ≤ n ≤ q.
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To complete the proof, we choose the prior
u0 := σ
2∆−1p(0).
It follows immediately from (12) that u = 0 is a critical point of J .
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