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Abstract 
Dependability and security become increasingly important for distributed systems. In this paper, we present a novel 
fault-tolerant scheme for providing dependability and security in distributed systems through fault scheme and 
security scheme. Our mechanism is different from other works because our research focuses on building a scalable, 
adaptive and dependable management mechanism which is a combination of QoS management, failure management, 
and security management. Quality of Service (QoS) management manage the delay, delay variation (jitter), 
bandwidth, and packet loss parameters on distributed systems. Failure management to ensure the distributed systems 
has strong dependability, while security management to ensure the information within the system has secure 
guarantee. Our performance analysis shows that the executing time of algorithm is negligible compares to the running 
time of the distributed application program. So our algorithm can be applied to the larger-scale distributing 
application.
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1. introduction 
Distributed systems and databases are at the core of the information society and increasingly pervade 
many aspects of our daily lives [1]. While flexible and pervasiveness require support for systems that 
adapt themselves to changing environments, the infrastructures become more and more heterogeneous 
and complex [2, 3]. In addition, we can see an increasing demand for dependability of such systems, 
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taking into account the software as well as the surrounding environment. Generally, adaptiveness can 
either satisfy a change in user requirements or seek to fulfill the same requirements in a changing system 
context and environment. In particular, adaptation is also a means to achieve dependability in a 
computing infrastructure with dynamically varying structure and properties. Fault tolerance can 
consequently be seen as a special case, where the adaptation seeks to overcome an otherwise negative 
effect of a change in the computing infrastructure that can be classified as a fault [4, 5].   
In this paper, we focus on the architecture construction of a distributed system with fault tolerance. In 
our fault-tolerant architecture, as opposed to main conventional distributed systems architectures, our 
architecture focuses on building a scalable, adaptive and dependable management mechanism which is a 
combination of QoS management, failure management, and security management. The QoS management 
to ensure that crucial resources within the system have adequate capacity, failure management to ensure 
the distributed system have strong dependability, while security management to ensure the information 
within the system have secure guarantee.  
The rest of this paper is organized as follows: Section 2 briefly describes the goals we intended to 
achieve, as well as the approaches of fulfilled them in this paper. In Section 3, we present an adaptive 
management mechanism for providing dependability and security in distributed systems through failure 
management and security management. Section 4 analyses the performances on the basis of the solution 
we proposed. Finally, conclusions are summarized in Section 5. 
2. Objectives and Approaches 
Our intended achievement of this work is as follows.1) QoS management; 2) failure management; 3) 
security management.Since user's QoS requirements change and available resources for system and 
terminal fluctuate occasionally, QoS management mechanism is required. In this paper, we propose a 
multi-agent-based, decentralized, adaptive QoS management mechanism that is suitable to a distributed 
environment.
Fundamentally, distributed system applications rely on the collaboration amongst tasks [6]. It follows 
that the failure of one of the involved tasks can bring the whole computation to a dead end. Replicating 
specific tasks which are identified as crucial to the application may allow bypassing easily this problem. 
However, one must keep in mind that replication may often be very costly in processing as well as in 
communications [7]. Moreover, the intrinsic properties of distributed systems, in particular the fact that 
they are very flexible and dynamic, point them out as a strong basis for elaborating a fault-tolerant 
mechanism likely to allow on-the-fly changes. 
Moreover, a distributed system gives rise to several security problem such as but not limited to denial 
of service, unauthorized access to services and modification of messages when travelling over insecure 
intermediaries. So, it is necessary to use a mechanism that can reduce these impacts. In our scheme, we 
can fulfil different security strategy according to the requirements of users though security manager and 
security scheme modules (in detail, see section 3). 
3. A Novel Fault-Tolerant Architecture (ANFTA) 
3.1 Design and architecture 
A novel fault-tolerant (ANFT) architecture has three compositions: client, a novel fault-tolerant 
(ANFT) manager, and some agent-based groups, as Figure 1 shows. 
Client includes quality of service (QoS) requirement and Connector two modules, which allows the 
application programmer to specify QoS requirements, defining desired levels of availability of the 
service.
For each client with fault-tolerant and security requirements, a novel fault-tolerance manager (ANFT 
manager) is created. The ANFT manager defines the current configuration, based on the QoS 
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requirements demanded for the security application and on the frequency of partial failures. A 
reconfiguration of the application is started when monitoring data collected by the ANFT manager shows 
that the current configuration is not appropriate for maintaining the QoS requirements of the application – 
i.e., it may be in lack or in excess of resources  or using a replication technique weaker or stronger than 
necessary. 
QoS Requirement
Security Requirement
Client
Security Manager
QoS Manager
Failure Manager
ANFT 
Manager
Security Schem
e
Fault Schem
e
Security Detector
Failure 
Detector
Agent
TiT1
Security Detector
Failure 
Detector
Agent
TiT1
group1 groupn
Each agent-based group, include security detector, failure detector and some terminals modules, The 
agent used for improving the reliability while the terminals take charge for the subtasks assigned by 
agent.
Figure 1: the adaptive dependable fault-tolerant architecture 
3.2 QoS Management 
QoS management allows the user to specify their QoS requirements. Through the QoS manager 
module of ANFT manager different levels of QoS related to the performances of the application can be 
specified. These requirements are passed on to the ANFT manager, which interprets them and defines a 
proper configuration for the application. The ANFT manager tries to keep the requested level of QoS with 
the resources currently available. The ANFT manager changes the configuration of the system when it 
detects that the requirements are not being fulfilled. QoS requirements can be changed at any time 
through the QoS requirement module. Any change in the requirements is informed to the ANFT manager, 
which may need to reconfigure the application in order to enforce the new QoS requirements. The QoS 
manager also informs to the user about the current configuration of its application. 
3.3 Fault Scheme 
Software replication in distributed environments has some advantages over other fault-tolerance 
solutions in order to achieve the desired levels of reliability, but its solutions should be based on an 
economic model. If we let every task be replicated, this is a too heavy cost to fulfill. Since ANFT 
manager and the agent in every group are crucial in this architecture, we provide a replication strategy for 
them through use sync module to maintaining the consistency between primary component and backup 
component. 
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Failures are monitored using the fault detector module (see Figure 1). Each agent is bound to a fault 
detector module, which is the responsible for sending monitoring data to the failure manager module of 
ANFT manager. By using the failure detector, two levels of faults can be detected: module failures – in 
case the failure detector stops responding – and agent failures – i.e., when the agent stops answering calls 
from the failure detector 
3.4 Security Scheme 
Different users mean different things when they talk about security. Some people talk about security in 
terms of computer viruses or hackers making a denial-of-service attack over the system. Others refer to 
privacy and encryption or authentication and authorization.  
Security scheme module is a computer security strategy that provides a suite of functions including 
login, authentication, and access control in an agent system according to the demand of the security 
manager module (see Figure 1).  
While the demand of the security manager come from the QoS requirements of client. Different clients 
may request to different QoS requirements so that them need to different security policies to guarantee the 
QoS requirements. 
4. Performance  
In this section we analyze the mechanism from cost view. Failure management functions are based on 
failure detector which scans periodically the agent in group. For analyses purposes, we define the value of 
Td as scan time which represent for the cycle time. Here, we define the value equal 30 second. 
In order to allow that backup component store and restore the state of primary component, we must 
implement the sync function between them, which keep the information to identification always. We 
define the value of Tr as replicate time which represent for the synchrony cycle time. Here, we define the 
value equal 300 second. 
Hence, we can calculate the cost Cr, which indicate to the cost of failure management, as follows: 
Cr = 1/Ts + 1/Tr = 1/30 + 1/300                                                       (1) 
In the condition, the band width between any two processes is 10Mbps, the operation system of 
computer is Microsoft windows XP and every node contains only one process. We gain the relationship 
of between the number of processes and the executing time of algorithm; figure 2 shows the result, where 
the time measurement is microsecond. 
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Figure 2: Execution time vs. no. of processes 
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0: 4-14. 
4: 257-270. 
In figure 2, we know that the executing time of algorithm almost in range of the scope of 
milliseconds level. The executing time of algorithm is negligible compares to the running time of the 
distributed application program. So our algorithm can be applied to the larger-scale distributing 
application. 
5. Conclusion 
The fault-tolerant architecture proposed for distributed systems utilizes dynamic policing, thus 
providing a scalable and flexible architecture. Since there are many different applications, different client 
and different QoS requirements, an adaptive dependable fault-tolerant Mechanism for Distributed 
Systems is needed for providing different strategy. The proposed scheme is a combination of QoS 
management, failure management, and security management: it uses QoS management to ensure that 
crucial resources within the system has adequate capacity, uses failure management to ensure the 
distributed systems have strong dependability, while uses the security management to ensure the 
information within the system has secure guarantee. The result is an adaptive, secure and dependable 
solution. 
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