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Abstract
In response to a question of Bondy, bounds are established on the minimum number of
Hamiltonian cycles in all graphs of order n and minimum degree at least n=2.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
1.1. Notations and de*nitions
For basic graph concepts see the monograph of Bollob&as [3].
V (G) and E(G) denote the vertex-set and the edge-set of the graph G. (A; B; E)
denotes a bipartite graph G=(V; E), where V =A∪B, and E⊂A × B. For a graph
G and a subset U of its vertices, G|U is the restriction to U of G. N (v) is the set
of neighbors of v∈V . Hence |N (v)|=deg(v)= degG(v), the degree of v. (G) stands
for the minimum, and (G) for the maximum degree in G. K(n1; n2; : : : ; nk) is the
complete k-partite graph with color classes of sizes n1; n2; : : : ; nk . Pl denotes the path
of length l (counting edges). When A; B are subsets of V (G), we denote by e(A; B)
the number of edges of G with one endpoint in A and the other in B. In particular,
we write deg(v; U )= e({v}; U ) for the number of edges from v to U . For non-empty
A and B,
d(A; B)=
e(A; B)
|A||B|
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is the density of the graph between A and B. In particular, we write d(A)=d(A; A)=
2|E(G|A)|=|A|2.
Denition 1. The bipartite graph G=(A; B; E) is ”-regular if
X ⊂A; Y ⊂B; |X |¿”|A|; |Y |¿”|B| imply |d(X; Y )− d(A; B)|¡”;
otherwise it is ”-irregular.
We will often say simply that “the pair (A; B) is ”-regular” with the graph G implicit.
Denition 2. (A; B) is (”; )-super-regular if it is ”-regular and
deg(a)¿|B| ∀a∈A; deg(b)¿|A| ∀b∈B:
1.2. The number of Hamiltonian cycles
Let h(n; k) be the minimum number of Hamiltonian cycles over all labelled graphs
of order n and minimum degree k. At one extreme h(n; n − 1)= (n − 1)! At the
other extreme, since the bipartite graph K(
(n+1)=2; (n− 1)=2) does not have any
Hamiltonian cycles, h(n; k)= 0 for all k6(n − 1)=2. A classical result of Dirac [6]
states that h(n; 
n=2)¿1, so in every graph G of order n with (G)¿
n=2 (a Dirac
graph) there is a Hamiltonian cycle. How many Hamiltonian cycles are there? Nash-
Williams [15] proved a lower bound on the number of edge-disjoint Hamiltonian cycles,
and as a consequence established that h(n; 
n=2)¿ 5224n. Bondy (in [5] on page 79 in
the Handbook of Combinatorics, and at several conferences, see also Bollob&as [4] page
1260 in the same book) asked for an asymptotic estimate of h(n; 
n=2). Surprisingly
there has been no progress on this natural question. In this paper we study this question.
For the upper bound on h(n; 
n=2), consider the graph G=K(n=2; n=2). In case
n is odd, add a vertex vn adjacent to every other vertex. The minimum degree of G
is 
n=2. The number of Hamiltonian cycles in K(n=2; n=2) is n=2!(n=2 − 1)!,
and adding vertex vn for odd n raises this number to (n− 1)n=2!(n=2 − 1)!.
Our main result is the following.
Theorem 1. There is a constant c¿0 such that
(cn)n6h
(
n;
⌈n
2
⌉)
6(n− 1)
⌊n
2
⌋
!
(⌊n
2
⌋
− 1
)
! (1)
Note that here for suNciently large n the upper bound is less than or equal to
3n
( n
2e
)n
:
We conjecture that this upper bound is close to the truth, so
lim
n→∞
(h(n; 
 n2))1=n
n
=
1
2e
:
Theorem 1 shows that if this limit exists it is positive.
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In fact, perhaps this is the right order of magnitude for graphs with the other well-
known weaker degree conditions guaranteeing Hamiltonicity, such as Ore, P&osa and
Chv&atal (see [5]).
2. The main tools
In the proof the Regularity Lemma [20] plays a central role. Here we will use the
following variation of the lemma. For a proof, see [14].
Lemma 2 (Regularity Lemma—degree form). For every ”¿0 there is an M=M (”)
such that if G=(V; E) is any graph and d∈ [0; 1] is any real number, then there is
a partition of the vertex-set V into l + 1 sets (so-called clusters) V0; V1; : : : ; Vl, and
there is a subgraph G′=(V; E′) with the following properties:
• l6M ,
• |V0|6”|V |,
• all clusters Vi; i¿1, are of the same size L6
”|V |.
• degG′(v)¿degG(v)− (d+ ”)|V | for all v∈V ,
• G′|Vi = ∅ (Vi are independent in G′),
• all pairs G′|Vi×Vj ; 16i¡j6l, are ”-regular, each with a density 0 or exceeding d.
This form can easily be obtained by applying the original Regularity Lemma (with
a smaller value of ”), adding to the exceptional set V0 all clusters incident to many
irregular pairs, and then deleting all edges between any other clusters where the edges
either do not form a regular pair or they do but with a density at most d.
Recently we have developed a general tool, the Blow-up Lemma, for applications of
the Regularity Lemma (see [10] for the original, [12] for an algorithmic version and
[16,17] for two alternate proofs). Here we use the following very special case of a
counting version of the Blow-up Lemma.
Lemma 3. Given ¿0 there exists an ”= ”()¿0 such that the following holds. Let
G=(A; B; E) be an (”; )-super-regular pair with |A|= |B|= n=2 and x∈A; y∈B. Then
the number of Hamiltonian paths in G starting at x and ending at y is at least (”n)n.
A proof of the counting version of the Blow-up Lemma (with a much better constant)
can be found in [16, p. 446] (see also [2,18]).
Finally, we are going to use the following easy consequence of Dirac’s theorem.
Lemma 4. Let G be a graph on n vertices. If (G)¿(n=2)−x for some natural number
x, then there is a matching in G which covers all but at most 2x + 1 exceptional
vertices.
This follows from adding 2x extra vertices to G adjacent to all other vertices. The
new graph is a Dirac graph and admits a Hamiltonian cycle, and a matching which
covers all but at most one vertex.
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3. Outline of the proof
In a series of papers [8,9,10,11,12,13], a general method based on the Regularity
Lemma and the Blow-up Lemma for embedding problems in dense graphs was devel-
oped. In this paper for the lower bound in (1) we use a counting version (Lemma 3)
of this method.
Let us consider a graph G of order n with
(G)¿
n
2
: (2)
We will assume throughout the paper that n is suNciently large. We will use the
following main parameters.
”d%1; (3)
where d depends on %; ” depends on d and %, and ab means that a is suNciently
small compared to b. For simplicity we do not compute the actual dependencies, al-
though it could be done.
First in the next section, in the non-extremal part of the proof, we assume that the
following extremal condition does not hold for our graph G. We show later in Section
5 that Theorem 1 is true in the extremal case as well.
Extremal Condition (EC): There exist (not necessarily disjoint) A; B⊂V (G) such
that
• |A|= |B|= n=2, and
• d(A; B)¡%.
We apply Lemma 2 for G with ” and d as in (3). We get a partition of V (G′) into
clusters V0; V1; : : : ; Vl. We deQne the following reduced graph Gr: The vertices of Gr
are the clusters Vi; 16i6l, and we have an edge between two clusters if they form an
”-regular pair in G′ with density exceeding d. Since in G′, (G′)¿( 12 − (d+ ”))n, an
easy calculation shows that in Gr we have
(Gr)¿
(
1
2
− 3d
)
l: (4)
Indeed, because the neighbors of u in G′ can only be in V0 and in the clusters which
are neighbors of Vi in Gr , then for a Vi; 16i6l we have:(
1
2
− (d+ ”)
)
nL6
∑
u∈Vi
degG′(u)6”nL+ degGr (Vi)L
2:
From this we get inequality (4):
degGr (Vi)¿
(
1
2
− d− 2”
)
n
L
¿
(
1
2
− 3d
)
l:
Applying Lemma 4 we Qnd a matching M in Gr covering all but at most 6dl + 1
clusters. We add the vertices of these exceptional clusters to the exceptional set V0,
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so that
|V0|66dlL+ ”n+ L67dn: (5)
For each edge of the matching M , say the edge joining clusters Vi and Vj, we want
to use Lemma 3 to extract a large number of Hamiltonian paths in the subgraph of
G induced by Vi ∪Vj to be spliced into the Hamiltonian cycles of G. However, we
must Qrst remove some vertices from Vi and Vj to achieve super-regularity, and then
remove more vertices so |Vi|= |Vj|. To absorb these extra vertices, we Qrst modify
M in Gr to a covering by vertex disjoint triangles and a matching, then the removed
vertices are added to the triangles. Indeed, Lemma 3 will be applied in each edge of the
matching of the cover, and in the Qrst two clusters of each triangle. But for this purpose,
Qrst we are going to connect these pairs by short connecting paths that will be on
every Hamiltonian path, then we will take care of the various exceptional vertices and
make some adjustments. The third cluster in the triangles will help in this adjustment,
namely to balance the number of remaining vertices in the two other clusters of the
triangle.
4. The non-extremal case
4.1. Modifying the matching
For any Dirac graph G we apply Lemma 2 with ” and d as in (3), and then we
obtain the reduced graph Gr and the matching M described in the previous section.
We assume for simplicity that (
√
d=2)l is an integer. We remove any (
√
d=2)l edges
(and thus
√
dl clusters) from M to yield matching M ′. Let us denote |M ′| by s. Since
we have
l
2
¿|M |¿ l− 6dl − 1
2
;
and we removed (
√
d=2)l edges from M to get M ′, we have(
1
2
−
√
d
2
)
l¿s¿
l− 6dl − 1−√dl
2
¿
(
1
2
−
√
d
)
l; (6)
if d is suNciently small. Our goal in this section is to show that by slightly changing
M ′ and by redistributing the removed clusters, we can get a vertex disjoint cover in
which we have
√
dl triangles and a matching of size s − √dl. We will denote this
covering by M1; M2; : : : ; Ms, where Mi; 16i6s′=
√
dl is a triangle and Mi; s′¡i6s is
an edge, and we denote the clusters in Mi by V i1 ; V
i
2 (; V
i
3 if 16i6s
′).
We redistribute the
√
dl removed clusters one-by-one. Let us consider the next re-
moved cluster C. If there is an edge Mi in the current cover such that we have
{C; V i1 }; {C; V i2 }∈E(Gr), then we just add C to Mi, we have one more triangle and
we can move to the next removed cluster. Thus we may assume that |NGr (C)∩Mi|61
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for every edge Mi in the current cover. Let T be the set of edges Mi in the current
cover for which |NGr (C)∩Mi|=1. Then (3), (4), (6) and an easy calculation show
that |T |¿(1 − d1=3)s. Indeed, otherwise let us count the neighbors of C, and we get
a contradiction. C has exactly 1 neighbor in each edge of T (fewer than (1 − d1=3)s
neighbors), at most 3 neighbors in each triangle (fewer than 3
√
dl neighbors), and
there are at most 6dl + 1 +
√
dl clusters not covered by the current cover. But then
we get a contradiction from (2), (4) and (6) since
degGr (C)¡6dl + 1 +
√
dl+ 3
√
dl+ (1− d1=3)s6(7d+ 4
√
d)l
+(1− d1=3)
(
1
2
−
√
d
2
)
l
=
(
1
2
− d
1=3
2
+
7
√
d
2
+
d5=6
2
+ 7d
)
l¡
(
1
2
− d
1=3
4
)
l
¡
(
1
2
− 3d
)
l6degGr (C):
Let S be the set of clusters in edges of T which are not neighbors of C. We
could exchange C with any cluster of S in the corresponding edge of T . As above, if
we have a C′∈ S and edges Mi;Mj such that C′ ∈Mi and {C′; V j1 }; {C′; V j2 }∈E(Gr),
then again we are done, since we replace C′ with C in Mi and add C′ to Mj, and
thus we have one more triangle. Hence we may assume that there is no C′ with this
property.
Let A be the union of the clusters in S, along with enough other vertices to satisfy
|A|= n=2. Since EC does not hold, dG(A)=dG(A; A)¿%. This and d% clearly imply
that there exists a C1 ∈ S such that
degGr (C1; S)¿
%
2
l
2
:
Say Mi = {C1; C′1}. Consider an arbitrary C2 ∈NGr (C1; S) with {C2; C′2}∈M ′. We
replace C2 with C in {C2; C′2}, we replace C′1 with C2 in Mi, and now C′1 plays the
role of C. Then again, if we have an edge Mj such that {C′1; V j1 }; {C′1; V j2 }∈E(Gr),
then we are done, so we may assume that there is no edge Mj with this property. Then
similarly as above for C, this implies that the number of edges Mi in the current cover
for which |NGr (C′1)∩Mi|=1 is at least (1− d1=3)s.
Now if we have an arbitrary C2 ∈NGr (C1; S) with {C2; C′2}∈M ′, then we have
{C1; C′2}; {C2; C′1} =∈E(Gr), since otherwise we have two edges to the same edge of
M ′ from C1 or from C2, and we could increase the number of triangles in M ′.
Finally using d%, the above clearly implies that we can pick a {C2; C′2}∈M ′ such
that {C1; C2}∈E(Gr); {C1; C′2}; {C2; C′1} =∈E(Gr) and {C′1; C′2}∈E(Gr). Then replace
C′2 with C1 in the edge of M
′, and Mi = {C; C′1; C′2} yields one more triangle again.
By repeating this procedure we obtain a sequence M1; M2; : : : ; Ms where Mi; 16i6s′,
are triangles and the others are edges.
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4.2. Connecting the Mi-s
For 16i6s we pick typical vertices ui and vi in the following way:
• ui ∈V i1 and deg(ui; V i2 )¿(d− ”)|V i2 |,
• vi ∈V i2 and deg(vi; V i1 )¿(d− ”)|V i1 |.
Note that ”-regularity implies that most vertices satisfy this in V i1 and V
i
2 . We use the
following simple consequence of the fact that EC does not hold.
Claim 5. If EC does not hold in a Dirac graph, then for a pair of distinct vertices u
and v we have at least (%=2)=(n=2) vertex disjoint P3-s connecting u and v.
Indeed, to get A in EC we keep n=2 neighbors of u, to get B we keep n=2 neighbors
of v, and then d(A; B)¿% implies the claim.
Using the claim we Qnd vertex disjoint P3-s connecting ui and vi+1 in G (where
vs+1 = v1). This is possible since the number of these paths is a constant, s. These paths
are the connecting paths between Mi and Mi+1, they will be on all the Hamiltonian
cycles that we are counting for the lower bound in (1), and the vertices on these paths
between ui and vi+1 are removed from G. However, note again that since the number
of removed vertices is a constant, this will be absorbed by the constant in the lower
bound in (1). We may assume that the number of vertices remaining in G is even by
inserting a vertex into the connecting path between u1 and v2 if necessary.
4.3. Adjustments and the handling of the exceptional vertices
We already have a set V0 of exceptional vertices in G. We add some more vertices
to V0 to achieve super-regularity across all the edges of M1; : : : ; Ms. From a cluster V ij
in Mi we remove all vertices v for which there exists a j′ = j such that
deg(v; V ij′)6(d− ”)|V ij′ |:
”-regularity guarantees that at most 2”|V ij |62”L such vertices exist in each cluster V ij
(note that we need the factor of 2 because of the triangles).
At this point we may have a small discrepancy among the number of remaining ver-
tices in the clusters. By removing extra vertices from certain clusters (and adding them
to the exceptional set V0) we achieve that each cluster has exactly L′ vertices where
2|L′. From (5), V0 had at most 7dn vertices, and adding at most another 2”Ll62”n
vertices, we still have
|V0|68dn: (7)
Next, since we are looking for spanning subgraphs, namely Hamiltonian cycles, we
have to take care of the vertices in V0. We are going to redistribute these vertices
among the Mi-s, 16i6s. We group the vertices in V0 into pairs of vertices (note that
|V0| is even), and we associate with each cluster C; C =V0, an initially empty subset
H (C) to receive the distributed vertices. Vertices added to H (C) are also added to C.
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Consider the Qrst pair of vertices v1; v2 in V0. First we show that with some exchanges
and maintaining super-regularity we can achieve that the two vertices we have to
redistribute both came from the same cluster.
Let us assume Qrst that there is an Mi; i¿s′ and a cluster in Mi, say V i1 without loss
of generality, such that
deg(vj; V i1 )¿(d− ”)|V i1 |; j∈{1; 2}: (8)
(Here and in the remainder of this section we keep the same names for the clusters
although the contents may change as we process pairs in V0.) In this case we may add
v1 and v2 to H (V i2 ), and now remove any two vertices from V
i
2 and rename them v1
and v2. Note that (8) implies that with this exchange we maintained super-regularity
in Mi. The situation is similar if we have V i2 instead of V
i
1 in (8).
Let us denote by Sj; j∈{1; 2}, the sets of those clusters C for which C ∈Mi for
some i¿s′ and
deg(vj; C)¿(d− ”)|C|: (9)
Note that
|Sj|¿
(
1
2
− d1=3
)
l for j=1; 2: (10)
Indeed, if (10) were not true we get a contradiction by counting the neighbors of vj.
vj can have at most 8dn neighbors in V0 (using (7)), fewer than 3
√
dn neighbors in
the triangles, at most (d − ”)n neighbors in clusters in Mi; i¿s′ for which (9) is not
true, and Qnally at most ( 12 − d1=3)n in the clusters in Mi; i¿s′ for which (9) is true.
Hence altogether,
deg(vj)¡8dn+ 3
√
dn+ dn+
(
1
2
− d1=3
)
n6
(
1
2
− d
1=3
2
)
n¡
n
2
;
a contradiction with (2).
Denote by Sj the “complement” clusters in Mi, namely if V i1 ∈ Sj, then V i2 ∈ Sj, and
if V i2 ∈ Sj, then V i1 ∈ Sj. Consider the set of vertices of G in S1 and in S2. Let A and
B be arbitrary sets of cardinality n=2 such that ⋃C∈S1 C ⊂A and ⋃C∈S2 C ⊂B. Since
EC does not hold we have dG(A; B)¿%. This fact, (3) and (10) imply that there are
clusters C1 and C2 such that C1 ∈ S1; C2 ∈ S2 and {C1; C2}∈E(Gr). Consider a vertex
v′1 ∈C1 with deg(v′1; C2)¿(d− ”)|C2| (from ”-regularity most vertices are such in C1).
Exchange v1 with v′1, and in fact, we add v1 to H (C1). This exchange does not hurt
super-regularity since C1 ∈ S1. But now we have
deg(v′1; C2)¿(d− ”)|C2| and deg(v2; C2)¿(d− ”)|C2|:
Thus we are back to the special case discussed above, we may exchange v′1 and v2
with two vertices from the other cluster of Mi, if C2 ∈Mi.
Hence now we may assume that v1 and v2 came from the same cluster C. For this
cluster C and for every Mi; 16i6s, we determine a label
li = |NGr (C)∩Mi|:
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The number of Mi-s, 16i6s for which li¿2 is at least d2=3s. In fact, otherwise let
us count the neighbors of C and we will get a contradiction from (4). C can have at
most 3 neighbors in fewer than d2=3s triangles, and it has at most 1 neighbor in the
remaining triangles, thus altogether C can have fewer than
√
dl+ 2d2=3s neighbors in
the triangles. Similarly C can have fewer than s−√dl+d2=3s neighbors in the edges,
and Qnally there are at most 6dl + 1 clusters not covered by the triangles and edges.
Hence, using (3), (4) and (6) we get a contradiction
degGr (C)¡6dl + 1 +
√
dl+ 2d2=3s+ (s−
√
dl) + d2=3s
= s+ 6dl + 1 + 3d2=3s
6
(
1
2
−
√
d
2
)
l+ 4d2=3
(
1
2
−
√
d
2
)
l¡
(
1
2
−
√
d
2
+ 2d2=3
)
l
¡
(
1
2
− 3d
)
l6degGr (C):
Pick an Mi with li¿2. In case i¿s′, we add v1 to H (V i1 ) and v2 to H (V
i
2 ). If
16i6s′ and li =2, then we add v1 and v2 to H of the third cluster in Mi that is not
the neighbor of C in Gr . Finally, if 16i6s′ and li =3, then we add v1 and v2 to H
of any cluster in Mi.
Next we want to handle subsequent pairs of vertices in V0. Unfortunately, because
|V0| may be quite large, we cannot just repeat this procedure for all vertices in V0,
since we might violate super-regularity. First of all, (7) and the fact that we can add
any pair from V0 to at least d2=3s Mi-s (and similarly for the exchanging) implies
that we may achieve that during the whole process |H (C)|6d1=4|C| for any cluster
C. However, even this is signiQcantly larger than ”|C|, and thus we might violate
”-regularity. Therefore we have to do periodic updating in each Mi; 16i6s. We will
have two kinds of updating.
Update 1: When |H (V ij )|¿”2|V ij | becomes true for some i and j, we do the Qrst
kind of updating in this Mi, namely we eliminate the added vertices in Mi with the
following procedure.
First let us assume that i¿s′, so Mi = {V i1 ; V i2 } is an edge in the cover. Pick sets A
and B in the following way.
• H (V i1 )⊂A⊂V i1 , H (V i2 )⊂B⊂V i2 ,
• |A|= |B|= √”|V i1 |,
• A\H (V i1 ) and B\H (V i2 ) are chosen randomly from V i1 \H (V i1 ) and V i2 \H (V i2 ).
Then with high probability the pair (A; B) is also super-regular. More precisely:
Claim 6. With high probability G|A×B is (”′; d′)-super-regular for d′=d=2 and for
some ”′d′.
This well-known claim follows from the following two facts.
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Fact 7. With high probability G|A×B is ”′-regular.
Fact 8. With high probability (G|A×B)¿d′|A|.
Fact 8 follows from ChernoS’s bound and the fact that Mi is also super-regular, so
(G|Mi)¿(d− ”)|V i1 |:
For Fact 7, observe, that with high probability (about 1−O(|A|e−”|A|)), apart from at
most 4”|A|2 exceptional pairs in A, for a pair {x; x′}⊂A we have
|NG(x)∩NG(x′)∩B|¿(d− ”)2|B|:
This so-called quasi-random property is well-known to imply Fact 7 (see [19,1,7]).
Since Claim 6 is true, we can apply Lemma 3 for G|A×B, where x is an arbitrary
neighbor of vi in A and y is an arbitrary vertex of B. This extends the connecting
path between Mi−1 and Mi by a Hamiltonian path in G|A×B. By Lemma 3 the number
of ways we can do this is at least (”′2|A|)2|A|. y is the new vi, the endpoint of the
connecting path between Mi−1 and Mi.
In case 16i6s′, we do the following. First we do the above procedure in {V i1 ; V i2 }
to eliminate H (V i1 ) and H (V
i
2 ). Then again we repeat the procedure, but this time in
(V i2 ; V
i
3 ) to eliminate H (V
i
3 ) (note that H (V
i
2 ) was already eliminated in the previous
step). Thus again all the added vertices are eliminated.
Update 2: When we eliminated (d=2)|V ij | vertices from V ij for some i and j, we
do the second kind of updating, namely we remove the vertices from Mi that violate
super-regularity.
From a cluster V ij in Mi we remove all vertices v for which there exists a j
′ = j such
that
deg(v; V ij′)6(d− ”)|V ij′ |:
If i¿s′, we also remove some extra vertices to make sure that we have the same
number of vertices left in the two clusters of Mi. If 16i6s′, we remove one more
vertex, if necessary, to make sure that the number of remaining vertices in Mi is even.
”-regularity guarantees that during the whole process in Update 2 we added at most√
”n (dn) new vertices to V0.
From the above we get that the procedure goes through for all the pairs of vertices
from V0, and that during the whole process, we eliminated at most (d1=4)1=4|C|=d1=16|C|
vertices from each cluster C.
4.4. Filling in the Hamiltonian cycles
We now have all but a constant number of vertices belonging to clusters of a covering
M1; M2; : : : ; Ms, where Mi; 16i6
√
dl are triangles of Gr , and Mi;
√
dl¡i6s, are edges
of Gr . The pairs of clusters in every Mi are (”′; d′)-super-regular clusters of G. Either
2l or 2l+ 1 vertices were used to connect the Mi-s.
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In each Mi; i¿
√
dl we have |V i1 |= |V i2 |, and the bipartite graph (V i1 ; V i2 ) is (”′; d′)-
super-regular with ”′d′. By Lemma 3, there are at least (ci|V i1 |)2|V
i
1 | Hamiltonian
paths in (V i1 ; V
i
2 ) between ui and vi. For Mi; 16i6
√
dl, we might have a discrepancy
among the remaining number of vertices in the three clusters. We distribute the vertices
of V i3 among V
i
1 and V
i
2 such that now |V i1 |= |V i2 | (note that the number of remaining
vertices was even in Mi). Furthermore, the resulting bipartite graph (V i1 ; V
i
2 ) is still
(”′; d′) super-regular with ”′d′. Again Lemma 3 assures us that there must be at
least (ci|V i1 |)2|V
i
1 | Hamiltonian paths in (V i1 ; V
i
2 ) between ui and vi, and this Qnishes the
non-extremal case.
5. The extremal case
First we assume that we have the following special case.
Case 1: There is a partition V (G)=A1 ∪A2 with |A1|= n=2 and d(A1)¡%1=3.
Note that in this case from (2) we also have d(A1; A2)¿1 − %1=3. Thus roughly
speaking in this case we have very few edges in G|A1 , and we have an almost complete
bipartite graph between A1 and A2.
A vertex v∈Ai; i∈{1; 2}, is called bad if it is not connected to most of the vertices
in the other set, more precisely if we have
deg(v; Ai′)6(1− %1=9)|Ai′ |; {i; i′}= {1; 2}: (11)
Note that since (G)¿n=2, this implies that if v∈Ai is bad, then
deg(v; Ai)¿%1=9|Ai|:
Furthermore, since d(A1; A2)¿1− %1=3, the number of bad vertices in Ai is at most
%2=9|Ai|(%1=9|Ai|):
We also deQne a special type of bad vertex; a vertex v∈Ai; i∈{1; 2}, is exceptionally
bad if it is connected to very few vertices in the other set, that is
deg(v; Ai′)6
%1=9
2
|Ai′ |; {i; i′}= {1; 2}:
Note that if a vertex is exceptionally bad, then clearly it is bad.
Let us assume Qrst that we have no exceptionally bad vertices. If n≡ 1mod 2, then
|A2|= |A1|+ 1. Since (G|A2 )¿1, it is easy to see that we can Qnd an edge e in G|A2
such that the two endpoints of e have at least %
1=9
4 n common neighbors in A1. Indeed,
to Qnd this e, take an arbitrary vertex w∈A2 with
deg(w; A1)¿(1− %1=3)|A1|
(the existence of w is guaranteed by d(A1; A2)¿1 − %1=3) and e is an arbitrary edge
in G|A2 incident to w (there must be an edge incident to w, since (G|A2 )¿1). We
contract e into a vertex, where the neighbors of this new vertex are the common
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neighbors of the two endpoints of e. Consider the bipartite graph G|A1×A2 . This is an
almost complete bipartite graph between two equal color classes, where the number of
bad vertices is much smaller than their degree, and thus the lower bound in (1) clearly
holds. When the Hamiltonian cycle in this bipartite graph goes through w, then in G
we traverse the edge e.
Thus, we have to eliminate only the exceptionally bad vertices, the other bad vertices
do not cause any further complications. We show Qrst that we may assume that we
have either no bad vertices in Ai; i∈{1; 2}, or there are no exceptionally bad vertices
in Ai′ ; {i′; i}= {1; 2}. Indeed, otherwise we could exchange a bad vertex in Ai with
an exceptionally bad vertex in Ai′ and this way we can decrease the number of bad
vertices in Ai, since the exceptionally bad vertex of Ai′ will not be bad in Ai. By
iterating this procedure we can achieve that either we have no more bad vertices in
Ai, or there are no more exceptionally bad vertices left in Ai′ . Thus we can have
exceptionally bad vertices only in at most one of the sets A1 and A2. Assume that we
have exceptionally bad vertices in A1. Then we have no bad vertices in A2. We remove
the exceptionally bad vertices from A1 and we add them to A2. Note that these added
vertices will not be bad in A2. For simplicity we still denote the sets by A1 and A2.
Let |A2|= |A1|+ x. We have the following.
Claim 9. G|A2 contains at least (x=4) x matchings of size x.
Indeed, we have
(G|A2 )¿
n
2
− n− x
2
=
x
2
:
We choose the edges of the matching one-by-one and we show that for the next
edge we always have at least x=4 choices. For the Qrst edge we pick an arbitrary
vertex u1, and we have at least x=2¿x=4 choices for v1 from the neighbors of u1 in
G|A2 . Suppose we have already chosen the edges {u1; v1}; : : : ; {ui; vi}; 16i¡x in the
matching. We show that we have at least x=4 choices for {ui+1; vi+1}. In fact, we must
have a vertex ui+1 with∣∣∣∣∣∣NG|A2

ui+1; A2
∖
i⋃
j=1
{uj; vj}


∣∣∣∣∣∣¿
x
4
;
since otherwise we would have at least(n
2
− 2x
) x
4
¿
nx
16
edges between
⋃i
j=1{uj; vj} and A2\
⋃i
j=1{uj; vj}, and this is impossible since we had
no bad vertices in A2. Then we pick this ui+1, and we have at least x=4 choices for
vi+1 proving the claim.
We contract the edges in the matching of size x and denote the resulting set by A′2.
Similarly as above, the bipartite graph G|A1×A′2 is an almost complete bipartite graph
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between two equal color classes. Thus in G we have at least
(c(n− x))n−x
( x
4
)x
¿(c′n)n
Hamiltonian cycles for some constant c′¿0, proving the lower bound in (1) for this
case.
Case 2: Assume next that we have a partition V (G)=A1 ∪A2 with |A1|= n=2 and
d(A1; A2)¡%1=3. Thus, roughly speaking, G|A1 and G|A2 are almost complete and the
bipartite graph between A1 and A2 is sparse.
Again we deQne bad vertices v∈Ai; i∈{1; 2}, as
deg(v; Ai′)¿%1=9|Ai′ |; {i; i′}= {1; 2}:
Note that again the number of bad vertices in Ai is at most %2=9|Ai|. We remove the
bad vertices from each set and add them to the set where they have more neighbors.
We still denote the sets by A1 and A2. Say |A1|6|A2|.
We show that we can Qnd two vertex disjoint edges {u1; v1}; {u2; v2} in G|A1×A2 .
This is trivial if |A1|¡|A2|, since then for every u∈A1 we have deg(u; A2)¿2. Thus
we may assume that |A1|= |A2|. But then for every u∈A1 we have deg(u; A2)¿1 and
for every v∈A2 we have deg(v; A1)¿1, and thus again we can pick the two edges.
Since G|A1 and G|A2 are almost complete graphs, where the number of bad vertices
is much smaller than their degree, we are done again because we have suNciently
many Hamiltonian paths in G|A1 connecting u1 and u2 and in G|A2 connecting v1
and v2.
Case 3: Assume Qnally that the extremal case EC holds, so we have A; B⊂V (G); |A|
= |B|= n=2 and d(A; B)¡%. We have three possibilities.
• |A∩B|¡√%n. The statement follows from Case 2. Indeed, let A1=A; A2 =V (G)\A1,
then clearly d(A1; A2)¡%1=3 if %1 holds.
• √%n6|A∩B|¡(1 − √%)n=2. This case is not possible under the given conditions.
In fact, otherwise we would get
|A∩B|n
2
6
∑
u∈A∩ B
degG(u) =
∑
u∈A∩ B
degG(u; A∪B)
+
∑
u∈A∩ B
degG(u; V (G)\(A∪B))
6 2%n2 + |A∩B| (|A∩B|+ 1) ;
or
|A∩B|
(n
2
− |A∩B| − 1
)
62%n2;
a contradiction under the given conditions.
• |A∩B|¿(1−√%)n=2. The statement follows from Case 1 by choosing A1=A; A2 =
V (G)\A1, and then d(A1)¡%1=3.
This Qnishes the extremal case and the proof of the lower bound in (1).
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