The contribution of sampling to the combined uncertainty of measurement is assessed using a combination of literature review and experimental determination of sampling variability in a range of foodstuffs in order to determine whether there is a consistent relationship between analyte level and proportion of variation attributable to sampling. Experimental determinations used the duplicate method, an economical method of assessing the relative contributions of sampling and analytical variability to the overall variance of results. The experimental work covered sampling of retail foodstuffs. 101 estimates of between-target, between-sampling,and within-sample variance were obtained. It is shown for the first time that sampling variance across the food sector appears to follow a Horwitz-like relationship sufficient to provide estimated between-sample standard deviation to within approximately an order of magnitude. The results from different methods of data processing for sampling uncertainty experiments are also compared. It is shown that for the data sets obtained experimentally in this study, log-transformation is of minor importance while the use of robust statistical methods can have greater but less predictable effects on estimated sampling variance.
Introduction
The importance of measurement uncertainty for improving the reliability of compliance decisions in the food sector has been recognized internationally by Codex Alimentarius 1 . This recognition currently has only considered the uncertainty arising in the analytical part of the measurement process, but is now becoming clear that the sampling process is also part of the measurement process and often a larger source of uncertainty 2 . For analytical uncertainty there is a wealth of knowledge of values for a wide range of analytes in food and feed generated over at least ten years; for precision of test methods, the knowledge base goes back considerably further and has resulted in the identification of several useful relationships between analyte level and reproducibility standard deviation 3, 4 which are useful in setting criteria for analytical test method performance 3, 5 or for proficiency testing. 6, 7 For sampling uncertainty such a volume of information has not so far been available and it is not known whether any consistent relationships exist between, for example, analyte level and the proportion of variability due to sampling.
This project therefore aimed to collate and extend the available data for sampling uncertainty across a wide range of food and feed materials, at various stages of their production, and for various analytes, with a view to identifying any consistent relationship that might assist in setting regulations or guidelines for future sampling strategies.
The majority of the data presented here were assembled via a review of the available literature. This included data from previous research on cost-effective methods of characterising sampling uncertainty studies, [8] [9] [10] [11] together with a range of additional sources (see below). Much of the published data, however, focused on bulk sampling of a comparatively small range of commodities. To ensure that data on typical analytes in retail foods was included, a range of additional retail foods, selected to provide complementary data to that found in previous studies, were sampled and analysed.
Historically, sampling variation 1 has been characterised by large studies involving hundreds of observations. This was not feasible for the present work. Instead, advantage was taken of more costeffective methods. International guidance published by Eurachem on approaches to the estimation of measurement uncertainty arising from the sampling process provides a simple and comparatively economical approach to estimating sampling variation. 12 This guidance was informed by prior research on simple methods for characterising sampling variation [13] [14] [15] [16] which has demonstrated that it is capable of characterising sampling variation with as few as eight sampling targets. 16 In addition, the project sought to compare different methods of processing the data obtained from these simple studies. Existing guidance provides a range of options, including classical and robust ANOVA, with sampling uncertainty expressed as a relative standard deviation. It has, however, been suggested that robust ANOVA is not always appropriate 17 and, in addition, that log-transformation might be appropriate prior to analysis where the variation is known to be proportional to analyte level and the range of results is wide. 18 In this work the experimental data were processed by a number of different methods in order to assess the differences between robust and classical variance analysis in the context of sampling uncertainty evaluation and to assess whether log-transformation had any material effect on results.
In this paper, we first describe the initial literature review. We then discuss the results of experimental determinations of different retail products, with particular attention to the various calculation methods used. Finally, we review the accumulated data with a view to identifying any general trends.
Experimental
Sampling was carried out by staff with experience in food survey sampling following available guidelines for trading standards enforcement. Sampling plans followed the duplicate method, using eight distinct sampling targets for each foodstuff studied with one exception, for which 10 materials were acquired. The use of eight sampling targets has been shown to provide a sufficiently reliable estimate of the sampling variance for comparison purposes. 16 Sampling was from multiple retail outlets; where products were packaged and on shelving, each item was taken as far as possible at random. All the materials were analysed using standard methods of analysis for foodstuffs in an accredited laboratory using appropriate internal quality control methods. 19 Table 1 lists the foodstuffs and analytes studied.
Statistical analysis used two principal methods for comparison: classical analysis of variance (ANOVA) and Robust Analysis of Variance. Variance component estimates were also calculated using restricted maximum likelihood estimation (REML) as this is a recommended alternative to classical ANOVA, giving closely similar results for balanced data and generalising more easily in cases of imbalance. 20 To assess the effect of log-transformation, classical ANOVA was also applied to log-transformed data. Classical ANOVA and REML estimation were carried out using the R statistical programming environment, 21 version 2.9.2 or later; robust analysis of variance used the ROBAN package.
22,23

Literature survey of sampling uncertainty in food analysis
Literature review covered a range of food and analytical journals and other publications extending to 2010. Twenty separate sources were identified, including references cited above 8, 9, 12, 15 and a further sixteen sources [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] . to be important food contaminants, present at low levels and prone to high sampling variance, so many of the larger studies -though not the majority of analyte/product combinations -had focused on mycotoxins in granular products such as grain, nuts, or green coffee. It is important to note that this data set is, by comparison with data sets on analytical variability in interlaboratory studies 3 or proficiency testing schemes, 6 neither large nor representative in the sense of random, representative selection from a larger population of all foods and analytes. The range of product and analyte types is broad considering the size of the data set, but it is clearly possible that product/analyte combinations known to be hard to sample are disproportionately represented in the set.
For this reason, and to add to the number of different retail materials studied, a number of additional materials sampled from retail outlets were studied using the duplicate method. These studies are described below before returning to the consideration of trends in sampling variance.
Experimental studies of uncertainty of sampling in retail products
Sixteen product type/analyte combinations were studied to improve coverage of retail products. Each different analyte class was the subject of a separate sampling exercise, resulting in eight separate sampling exercises. Milk and lemonade provided materials with low expected sampling variability.
Bread and lamb mince were expected to show moderate sampling variability for major components, and potentially high sampling variability for minor components. Metals (in bread) provided examples of some common nutritional elements rather than contaminants. Histamine in tuna (a spoilage indicator) was expected to show high product to product variation and moderate sample to sample variability.
Alkaline phosphatase in milk was chosen to provide an unusual enzyme activity measurand, whilst proximates (which include ash, protein, moisture, fat and dietary fibre in foods) provided further examples at comparatively high mass fraction.
All of the materials were sampled using the duplicate method, duplicate samples being taken randomly from shelving with the exception of lamb mince, for which duplicate samples were collected on two different days that were equally likely to be selected, given the sampling protocol. Analysis used standard methods and as far as possible was undertaken under repeatability conditions. The results on the raw data are given in Table 4 ; the corresponding results from the log-transformed data are presented as Table 4a . REML gave essentially identical results to the classical ANOVA calculations for the balanced data sets in this study and the REML results are not reported. To obtain the means and standard deviations in Table 4a , the conversions in equation 1 were used:
where ln x is the mean of the log-transformed data ln(X) and sln the appropriate standard deviation calculated from the log-transformed data (this calculation is based on the known variance of a lognormal distribution with known mean and standard deviation of the logarithm; for small relative standard deviation prior to log transform, the standard deviation approaches
To compare the effect of log-transformation, Figure 1 shows box plots of the ratio of the respective RSDs calculated using raw data and using log-transformed data. In these plots, if there were no effect the individual box plots would centre at 1.0; values above 1.0 indicate that the standard deviation from log-transformed data is lower than that calculated from raw data. With the exception of three apparent outliers, the plots indicate a slight decrease of approximately 8% in estimated standard deviation when taking logs. Considering that the typical confidence intervals for standard deviations estimated with between 7 and 16 degrees of freedom, as for the balanced nested design used in the 8-target duplicate method, extends above and below the estimate by a factor of at least two, an 8% bias is unlikely to have any important effect. It is, of course, important not to over-generalise; in this data set the range of mean values for each product type is rarely as large as a factor of two itself, leading to a comparatively small change in estimated standard deviation on log-transformation. Were the mean values for different targets within each data set considerably more dispersed, the effect of a proportional standard deviation would be more important and log-transformation more strongly recommended. Considering the relatively small effect in this data set, together with the fact that much of the literature data in Table 3 did not apply any transformation before estimating sampling uncertainties, we chose to retain the standard deviation estimates obtained from the raw data for the purpose of the present review. duplicates, but the data set included one material with generally high vitamin C (ca 15 mg/100 ml compared to the robust mean of 12 mg/100 ml) which additionally included the largest between-sample and between-analysis differences. The effect of robust analysis in this case was to reduce both the between-target and sampling variance estimates, leaving the analytical variance largely unchanged.
It follows that there is no simple generalisation that can be made about the merits or otherwise of robust analysis; the most appropriate approach depends in part on the particular features of the data set and the principal aim of the analysis. For example, analysis aimed at characterising a central majority of variation or likely to suffer from analytical outliers would choose robust analysis; a study aimed at establishing the complete range of variation observed would use classical analysis or modelling that took account of any known distribution properties. For this survey, we chose to retain both estimates for graphical review and to use the robust estimates for any numerical comparisons, again in part because at least some of the prior work summarised here also employed robust estimates.
Trends in analytical and sampling uncertainty
The combined literature and experimental data, comprising 101 estimates of sampling, analytical and between-target standard deviation, were then inspected with a view to identifying any trends, in sampling or analytical uncertainty, with concentration. Sample size was reported quite differently for different products -for example, kg, number of packages, number of individual lettuces etc. -and only one sample size was reported for each product. We were therefore unable to draw meaningful inferences about the effect of sample size on analytical uncertainty.
Initial inspection of the analytical repeatability estimates showed a general increase in RSD with decreasing concentration as might be expected from Horwitz' equation; 3, 4 this is illustrated in Figure   3a ). Figure 3b) shows a broadly similar picture on inspection of the sampling RSD (denoted RSDsam in the figures). Note that, unlike estimates of reproducibility standard deviation, estimates of uncertainty from sampling can be zero; these are omitted from the log-log plot.
The best fit lines, omitting the classical estimates of standard deviation from Table 4 , are given by  10 possible error for prediction of an individual sampling standard deviation. Estimates from this relationship are therefore order-of-magnitude estimates only. Further, the data set remains comparatively small; although inspection showed that no specific group of analytes or matrices dominates either the present data set or the trends found (for example, the 12 aflatoxins included in the data set follow the same trend as all other analytes), the data set is not guaranteed to be representative, which could lead to additional bias.
An important additional question is whether the proportion of measurement variance attributable to sampling follows a consistent trend with concentration. Figure 4 shows the calculated values for proportion of measurement variance attributable to sampling as a function of concentration; it is immediately evident that although there is a tendency in this data set for very low estimated proportions attributable to sampling to appear only at mass fractions above 10 -6 , there no evidence of a useful trend.
The proportions of measurement variance due to sampling cover almost the whole range from 0 to 1 across essentially the whole mass fraction range from 10 -6 to 1.0.
Finally, Figure 5 shows the ratio of sampling standard deviation to analytical (repeatability) standard deviation by concentration. Again, there is little evidence of a trend; certainly not a trend useful for prediction. Figure 5 does, however, serve to underline the tendency for sampling to equal or exceed analytical variability: the greater part of the data set falls above the line denoting equal sampling and analytical standard deviation, and the mean ratio of sampling standard deviation to analytical standard deviation is almost exactly 2.0. A predicted value for the ratio at a particular mass fraction can also be obtained from equations 2 and 3.
Discussion
The possibility of predicting sampling standard deviation in foodstuffs from a simple predictor such as mass fraction is of interest for regulatory agencies, such as the CODEX Alimentarius Commission, because it would offer the possibility of providing more general guidance on the number of sampling increments or individual portions taken when sampling, and would also inform sampling strategies. This is, indeed, the major impetus for much of the published work on sampling of mycotoxins in grains and nuts (see, for example, references 32-39). These extensive studies have generated predictive models for different bulk foodstuffs that have in turn enabled regulators to plan sampling strategies for specific foodstuffs; examples include the detailed sampling plans for aflatoxins in US FDA regulations 41 and the sampling plans adopted in the EU for aflatoxins in nuts 42 . A generally applicable model would simplify planning and potentially simplify regulation.
The evidence from the present review, however, is that while there does appear to be a general trend in sampling standard deviation with analyte concentration, the sampling standard deviation for individual products can differ considerably; perhaps by up to a factor of 10 from the predicted values.
While this might be improved via studies of, for example, the effect of processing, it follows that for critical analytes and products, where it is important to have more than an order-of-magnitude estimate, it remains necessary to evaluate sampling uncertainties on a case-by-case basis.
The particular form of the trend found in this study is of a Horwitz-type relationship, that is, a relatively simple power curve relating dispersion to concentration. Broadly similar models have been used to predict sampling dispersion in particular products; for example the sampling variance for aflatoxin in dried figs has been modelled as (590/ns)2.219c 1.433 , where ns is the number of figs included in the sample. 43 It is not clear why such a model might apply to sampling variance; it does not appear to follow naturally from sampling theory. However, the form may simply be a matter of choice; with relatively large residuals around the fitted log-log model, a range of possible smooth models could be considered and a linear fit is the simplest of these.
It is also of some interest that the analytical standard deviation is, from equations 3 and 4, close to a factor of two smaller than the sampling standard deviation. Again, the reason for this is unclear.
However, it would be good practice to ensure that analytical variance is small compared to sampling variance. A common recommendation is to ensure that a measurement standard deviation is smaller than a sampling standard deviation by a factor of two or more; for example, Ramsey et. al.
recommended that analytical variance be less than 20% of sampling variance for geochemical analysis, at which point the ratio of sampling to analytical standard deviation is 2. The observed ratio may therefore be unrelated to any natural limitation; it may simply be an outcome of 'sufficient' method development, as suggested by Thompson, 45 in which measurement methods are developed to the point of acceptable precision and not beyond.
Conclusions
Experimental data were processed by different combinations of classical or robust analysis and using raw or log-transformed data in order to assess the effect on the resulting estimates of sampling and analytical standard deviation. It was found that for this data set, in which the range of values for a given analyte/material combination was rarely large, log-transformation resulted in only a modest reduction in variance estimates that is inconsequential by comparison to the expected variability of the estimates. For similar applications -that is, where similar products with similar analyte levels are examined to establish an approximate sampling variance -it therefore seems reasonably safe to use raw data without transforms; for data with large ranges, however, appropriate transformation or modelling that takes explicit account of any known distribution properties should be considered.
The effect of robust analysis versus classical analysis was most important for the estimated sampling standard deviation, which was found to vary appreciably and in either direction on applying robust analysis depending on the particular features of the data set. It follows that no clear generalisation can be made based on the present study; rather, the choice of robust over classical estimates depends on the particular intent of a study and on the likely behaviour of the analytical methods used.
The principal question for this study is whether sampling variation can be predicted usefully from 
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Figures Figure 1: Effect of log-transformation
The figure shows the ratio of relative standard deviations for analysis, sampling and target-to-target (product) variation calculated using a) raw data and b) ROBAN. The ratio shown is for the raw data RSD divided by the RSD calculated from the log-transformed data. Values for which both RSDs were zero have been omitted; there were no cases in which log-transformation caused an estimated standard deviation to change from zero to a nonzero value or vice versa. 
