This paper uncovers a new influential factor driving suicidal behavior. Using an international sample, we document a robust and significant inverse relationship between stock market returns and the percentage increase in suicide rates. Trends in suicides are affected by market fluctuations both contemporaneously and at a lag. This predictive quality of stock returns offers the potential to implement proactive suicide prevention strategies for those who could be affected by the vagaries of the market and general economic downturns.
I. Introduction
The Bankers' Panic of 1907 sent shockwaves through the market causing US stock prices to halve in value from its previous year's high point. This was reflected in mortality statistics for 1908, which showed that the percentage of deaths attributed to suicide amongst bankers, brokers and officials of companies was over twice as high as that of the general population (Department of Commerce and Labor, 1909) . Suicides on Wall Street have become mythologized through the popular press and cinema (Stacks and Bowman, 2014) . Finance folklore alludes to traders jumping out of windows following the 1929 crash (Rogers, 1929) , although some commentators questioned the accuracy of these accounts (Lowenthal, 1987; Galbraith, 1997: 128) . Despite the controversy, there has been no rigorous investigation as to whether stock market collapses compel people to take their own lives. In a society where success is measured in material terms, one would suppose that a substantial loss in wealth could lead to such a desperate act. However, this supposition remains untested in the academic literature and our study attempts to address this gap.
Suicide represents and creates intense suffering and results in a tragic loss in terms of human capital.
It is estimated that 788,000 deaths were attributable to suicide in 2015, translating into one death every 40 seconds (World Health Organization, 2018) . The WHO has identified suicide as a public health priority and has tasked its member states with achieving a 10% reduction in their respective rates by 2020. In order to be successful, prevention strategies have to address the underlying causes and motivations behind the act itself. The purpose of our inquiry is to contribute to the understanding of what may induce an individual to kill themselves. If stock market fluctuations drive these desperate decisions, policies pertaining to mental health will need to take market movements and the consequent financial strain into account.
Prior literature indicates that there could be a link between financial distress and the health status of individuals. The findings of Currie and Tekin (2015) tell us that foreclosures are traumatic events which can induce heart attacks, strokes and psychiatric difficulties, as is evidenced by an increased number of hospital visits. Lin et al. (2013) support this notion by documenting that a fall in house prices can be linked to increased use of medications to treat depression. As economic strain is becoming more recognized as a factor that negatively impacts upon mental wellbeing, it is important to realize the hazards that stock price fluctuations present. Exposure stretches beyond those who are directly invested in equities, as large swathes of the general populace are dependent on pension funds for their retirement income. Furthermore, stock prices can mirror the general economic circumstances and the financial standing of employers. As adverse movements in equity values can be considered a stressor, the question arises as to whether this may propel individuals to commit suicide.
It is important to note that the stock market index is usually considered a leading indicator capable of predicting future macroeconomic trends (Stock and Watson, 1989; Estrella and Mishkin, 1998) . Thus, if individuals are forward-looking, stock returns may be a better predictor of suicide rates than the aggregate economic indices, which offer only a retrospective view of the situation. If sudden changes in stock prices signal future financial hardship, careful monitoring of market conditions could aid policy makers in designing and implementing pro-active strategies to manage potential suicide epidemics.
In what follows, we utilize a panel data set of 36 countries to verify whether the current and lagged stock index returns affect changes in suicide rates. In doing so, we consider data aggregated within a given country, as well as statistics separated by gender. A wide range of control variables have also been included to capture the business cycle and the corresponding socioeconomic conditions. We find that contemporaneous returns and their previous values drive the changes in suicide rates for the general population. This finding persists when the data is broken down by gender. Among the macroeconomic control variables, changes in unemployment and inflation appear to exert the strongest influence. Increases in female labor market participation and prior health expenditure appear to stave off growth in male suicide rates. Women decrease their proclivity to commit suicide whenever they display a greater tendency to bear children and when the alcohol consumption in the general population falls.
The remainder of the paper is organized as follows. The next section reviews the literature on how the human condition is affected by material wealth and considers the existing theoretical views on suicide.
Section III discusses known determinants of suicide rates that we include in our empirical model.
Following on from that, in Section IV, we present a list of data sources, summary statistics, as well as bivariate correlation analysis. The penultimate section analyses the results from the multivariate models employed in the study. We end the paper with conclusions and recommendations for financial advisers and policy-makers in the areas of finance and public health.
II. Literature review
A long-standing scientific question is whether material riches can affect the level of individual happiness and mental health. Higher income results in greater purchasing power that allows one to fulfill many desires and affords more personal freedoms. Indeed, the academic literature focusing on individual-level data has reported modest positive correlations between income and subjective wellbeing (see for instance Mullins, 1992; Frey and Stutzer, 2000; Oswald, 2004a, 2004b) . The relationship between income and happiness, however, appears to be nonlinear, in that the satisfaction derived from additional cash inflow is lower at higher income levels (Frey and Stutzer, 2000) . Furthermore, as people tend to compare themselves with others, it may be their relative rather than absolute income that determines how satisfied they are with their lives (Luttmer, 2005) .
When examining these questions, the direction of causality may not always be clear. Does money buy happiness, or are happy and healthy people more productive? The reverse causality problem is mitigated in situations, where large exogenous income shocks transpire. Using this logic, Lindahl (2005) examined a sample of Swedish lottery winners and showed that sudden income augmentation leads to improved health status and lower mortality. Gardner and Oswald (2007) and Apouey and Clark (2015) observed the salubrious effects of lottery prizes on the mental wellbeing of British people. However, the general health level was not improved, as winners started to engage in more social drinking and smoking (Apouey and Clark, 2015) . Another paper focusing on windfalls by Kim and Ruhm (2012) found that bequests created no substantial health effects, despite the fact that the recipients increased their expenditure on healthcare.
Another strand of research has been conducted using aggregated data on subjective well-being.
Robust evidence has been found in a cross-section of countries showing that individuals living in wealthier nations tend to be happier on average (Inglehart and Klingemann, 2000; Diener and BiswasDiener, 2002) . Time series investigations, however, conclude that despite a sharp real GDP per capita increase over time, the average happiness level has remained largely unaltered (Easterlin, 1995; Blanchflower and Oswald, 2004b) . One rationalization for this phenomenon is related to the fact that people undergo a process of adaptation and have continuously growing aspirations (Frey and Stutzer, 2002) .
Happiness aside, a strand of health economics literature suggests that mortality and morbidity are related to the business cycle. Ruhm (2000 Ruhm ( , 2005 argues that the general state of physical health within the population improves during recessions, when the opportunity cost of time is lower. This allows individuals to engage more with health-promoting activities, such as exercise and other preventative behaviors. Financial constraints inhibit indulgent and self-destructive tendencies like overeating, as well as excessive alcohol and tobacco use. In recessionary periods, the pressures placed on an individuals' health owing to working longer hours are alleviated, resulting in a lower level of exertion.
One important exception to this countercyclicality of health that Ruhm (2000) identifies relates to suicide, which is the only proxy for mental health used in his study.
Mental health has been shown to be undermined through financial adversity. Ganzini, McFarland and Cutler (1990) show that adults who suffered a catastrophic financial loss are more susceptible to developing major bouts of depression. Recent data from the credit crunch period revealed that both a decline in housing wealth and difficulties with mortgage repayments are a significant contributor to psychological distress (Gili et al, 2012; Yilmazer et al., 2015) . Evidence on the role that financial stressors play in the development of mental illness was also obtained in a natural disaster context. Galea et al. (2008) of social integration reaches a point where it creates within the individual an urge to take their own life. Important in this explanation is the departure from seeing suicide as a consequence of insanity and rather viewing it as a side effect of socio-economic disquiet. Anomie, argues Durkheim, is a condition which reflects the failure of value-based norms and standards, leading to sense of purposelessness and a lack of integration. In the empirical model that follows, we employ a wide range of controls that capture the social conditions within which suicides occur. A more focused link between economic circumstances and destructive human behavior is offered by Henry and Short (1954) who propose their frustration aggression theory. This postulates the idea that a negative impact on individual personal economic circumstances may induce a person to engage in acts of aggression that are often self-targeted. An improvement in economic conditions therefore lessens the degree of frustration felt by individuals and thus the tendency to do themselves harm. This allows the authors to coherently argue for a link between suicide rates and business cycles.
The nexus between macroeconomic fluctuations and suicide has been investigated by a number of scholars (for a literature review see Oyesanya et al. (2015) ). However, an explicit attempt to model the prevalence of voluntary deaths as a function of stock market returns has not been made to date.
Where work has been completed, it is in the tracing of the relationship between mental health and the vagaries of the market. For instance, McInerney et al. (2013) link the 2008 stock market collapse with the diagnosis as well as treatment of depression. Engelberg and Parsons (2016) examine hospital admissions for psychological conditions in California and find that they are inversely related to stock returns. In a similar vein, Cotti et al. (2015) show that negative returns trigger risky health behavior, such as excessive use of tobacco and alcohol. What is surprising, is that the literature neglects to consider suicide in this context, even though wealth decreases caused by market gyrations clearly have the potential to affect the mental state of investors.
III. Determinants of Suicide Rates
A broad range of socio-economic factors has been proposed in the literature to account for suicide rates. Variables related to business cycles, labor market status, family structure, demographics and risky health behaviors have been considered in prior studies. In this section, we review scientific findings pertaining to these indicators.
Beginning with macroeconomic variables, we first consider income. In the theoretical model of Hamermesh and Soss (1974) , high levels of permanent income enhance lifetime utility, discouraging suicidal acts. Conversely, a reading of Durkheim (1897) would suggest that failure on the part of society to integrate and regulate individuals is more likely in the presence of economic extremes. This implies a polarised relationship between income and suicide rates, with maximums being reached in the context of sharp expansions and contractions (Lester, 2001) . Many empirical studies examining the link between income or real GDP growth and suicide rates have found negative covariations, this lends credence to the Hamermesh and Soss (1974) model (Kimenyi and Shughart, 1986; Brainerd, 2001; Mathur and Freeman, 2002; Helliwell, 2007; Chen et al., 2009) . It is important to note, however, that a number of researchers report the opposite result (Simpson and Conklin, 1989; Lester, 1995; Freeman, 1998; Jungeilges and Kirchgässner, 2002) . Consequently, it has to be concluded that both the theoretical and empirical literatures present divergent views on the effect of income.
Evidence with respect to unemployment is more clear-cut, with the vast majority of studies reporting a positive association with suicide mortality (Huang, 1996; Lewis and Sloggett, 1998; Freeman, 1998; Klick and Markowitz, 2006; Bar et al., 2012; Phillips and Nugent, 2014) . First, unemployment reduces permanent income and therefore can undermine satisfaction with life. Second, people with mental health problems can be stigmatized in the labor market and experience prolonged spells of unemployment (for a full review see Stuart, 2006) . The strain of joblessness can also contribute to the manifestation and progression of mental illness (Paul and Moser, 2009 ). Third, an unemployed person may lose their sense of life's purpose and their feeling of integration within society echoing the anomic condition described by Durkheim (1897) .
An untenable cost of living may be another factor driving suicide rates. An early discussion of this notion can be found in Morselli (1882, p. 152 ) with reference to the price of food staples. In an economy where wages are sticky and labor contracts are renegotiated on a periodic basis, inflation in consumer price index lowers the real income and purchasing power of individuals in the short term.
The emotional distress that follows as a result, particularly among the less affluent, may lead to responses that are extreme in nature. The empirical evidence regarding the link between inflation and suicide rates can be best described as mixed. Huppes (1976) finds a strong positive association between the two for the Netherlands and the US, while Gavrilova et al. (2000) note that the 1992
Russian market reforms, which relaxed prices controls, led to an escalating inflation rate and an increase in self-induced violent deaths. On the other hand, using an international sample, Matsubayashi and Ueda (2011) fail to find a similar statistically significant relationship. It is also worth mentioning that economists sometimes aggregate the level of unemployment and inflation into one indicator which is referred to as the misery index. When considering US data, Yang and Lester (1999) argue that the correlation between suicide rates and the misery index is exceptionally high.
In addition to the macroeconomic indicators, our study controls for recognized social risk factors which contribute to suicidal behavior. Durkheim (1897) espoused the idea that a high degree of social integration, which can be to some extent captured by family ties, reduces the instance of suicide. One variable taken to proxy for familial cohesion is the fertility rate. Using an international sample, Rodríguez Andrés (2005) confirmed that birth rates are negatively associated with both male and female suicides. However, we must introduce a number of caveats to this picture. Caring for children can exert its own financial and emotional strain on the individual, which in certain circumstances can overpower this beneficial relationship. For instance, Mäkinen (1997) shows that illegitimate births and teenage pregnancies are positively correlated with suicidal behavior across both genders. Further consideration is that when the responsibility of childrearing is passed to older generations, this can intensify the pressure on grandparents, leading to increased suicidal tendencies amongst older men (Chen et al., 2009 ).
Another measure of familial cohesiveness is the strength of formalized partnerships, the breakdown of which has been shown empirically to precipitate suicidal behavior (see for instance Burr et al., 1994; Minoiu and Rodríguez Andrés, 2008; Mäkinen, 1997) . Generally speaking, researchers agree that the emotional and financial upheaval attached to a marriage dissolution can induce self-destructive behavior. The effect, however, may not be uniform across gender. A number of studies show that, compared to females, males are more likely to commit suicide as a result of experiencing divorce (Chen et al., 2009; Neumayer, 2003; Koo and Cox, 2008; Matsubayashi and Ueda, 2011) . Potential explanations for this difference are discussed in Chen et al. (2012) and relate to the fact that courts tend to favor women in decisions over custody and financial support. In addition, divorce may have a more liberalizing effect upon women, particularly those who are already enjoying a certain level of financial independence. Finally, in abusive relationships, an option to divorce unilaterally can empower the victim and has been shown to reduce the female suicide rate (Stevenson and Wolfers, 2006) .
The engagement of the female demographic as part of the labor force should be also considered a factor relevant to modeling self-inflicted fatalities. Potential role conflicts and erosion of traditional preconceptions of the family structure can heighten the risk of a negative response from those adversely affected. Several studies linked high female labor force participation to increased prevalence of suicides (Mäkinen, 1997; Stack, 1998; Neumayer, 2003) . However, the supplementation of family income by women can relax financial household pressures and offer them opportunities to integrate into society. The ultimate net effect of female labor force participation will depend upon the relative importance of the abovementioned drawbacks and benefits. For instance, Burr et al. (1994) document a reduction in suicides as a result of more women being at work. Similar results are reported for urbanized areas in Faupel et al. (1987) . Consequently, it is clear that the findings with regard to female labor activity can be sample-specific and will depend upon the cultural and economic context.
A further determinant of suicide is the rate of alcohol consumption within the general populace.
Acutely intoxicated individuals exhibit overly emotive and impulsive behavior, poor decision-making and relaxed inhibitions. Taken individually or together these behaviors could enhance suicidal urges.
Additionally, chronic alcohol abuse is often embedded in the pathology of mental illness and leads to social isolation. A Canadian study conducted by Smart and Mann (1990) revealed that suicide is linked to major proxies for alcohol problem indicators, such as dependency levels and liver cirrhosis. Similar findings were obtained in a sample of Scandinavian countries by Norström (1988) and the US (Stack and Wasserman, 1993) . Landberg (2009) examined the impact of aggregate per capita alcohol consumption on suicide related deaths broken down by gender. Although there was no statistically significant relationship for the male sub-sample, females exhibited greater sensitivity. An increase in per capita consumption of spirits by one liter raised the female suicide rate by 16%. It is conceivable that this may be as a result of the distress caused by a heavy drinking partner and the domestic violence that could ensue as a result (Leonard, 2009 ).
Other societal characteristics may play a part in the manifestation of psychiatric morbidity. For example, population density has been noted in some studies to be a contributory factor to suicidal behavior. Population concentrations can affect the degree of social cohesiveness and access to mental health services. A sense of isolation may occur in highly urbanized environments, just as much as it can in remote locations. On one hand, large geographical distances between individuals can undermine the process of social integration and potentially lead to higher suicide rates (Minoiu and Rodríguez Andrés, 2008) . On the other hand, in rural areas with low population densities people tend to live in settlements, which increases proximity to others and may create a tightly knit community support structure (Levin and Leyland, 2005; Stark et al., 2007) . Similar considerations are also apposite to highly populated regions. Emotional distance and a sense of alienation can arise even when people live cheek by jowl (Burr et al., 1994) . Taking into account the ambiguities involved, it may be difficult make to a priori predictions about the direction of the relationship between suicide rates and population density. 
IV. Data
The main variable of interest in this study is the suicide rate, which is sourced from the OECD Health Statistics database. This rate is expressed per 100,000 people and the data is available for 41 countries. For 36 of these, the MSCI value-weighted country stock market indices are available from
Thomson Reuters Datastream. Based on these indices, we compute dollar-denominated continuously compounded returns to be subsequently used in our analysis. These two key variables define the dimensions of our primary unbalanced panel, which for some of the nations starts as early as 1970
and ends in 2014. The exact list of countries included in our sample can be found in the appendix to this paper. We collect data on all of the control variables, which were described in detail in the previous section. Table I lists these variables alongside their exact definitions and data sources.
[Insert Table I Maddala and Wu (1999) . The problem of potential nonstationarity is of great importance, as the presence of unit roots can render our regression results spurious. It is evident that suicide rates have a stochastic trend component and that they need to be transformed in order to eliminate this problem. Pierce (1967) noted that residuals from suicide rate models exhibit an exceptionally high degree of autocorrelation, which leads to estimation difficulties. This was a perceptive comment as it was made before the concept of non-stationarity was introduced into the body of econometric literature by Dickey and Fuller (1979) . Guided by these considerations, we decide not to focus on the data in levels and instead compute percentage change in the suicide rate. This indicator acts as a dependent variable in the econometric specifications that follow. Other explanatory variables have also been expressed as a percentage rate of change in order to remove unit roots and make our analysis logically consistent. We note in passing that GDP growth and inflation do not need to be transformed, as they are already expressed as a rate of change.
The averages reported in Table II shed more light on the socio-economic trends transpiring across societies. Firstly, the incidence of suicide within the general population is around 15 per 100,000 people annually and this rate has increased over time. Although men are 3.2 times more likely to complete a suicidal act than women, this statistic has to be interpreted with caution as Mościcki (1994) notes that the majority of suicide attempters are female. The observed average stock market return of 6.3% materialized in an environment characterized by growing GDP and consumer prices. Increasing female labor force participation coincided with declines in fertility and more frequent marriage dissolutions. Somewhat worryingly, both the unemployment rate and alcohol consumption trended upward during our sample period. Finally, the population density increased and the cost of supporting healthcare relative to GDP has escalated over time.
[Insert Table III about here] Table III reports estimates of correlation coefficients between the percentage changes in the suicide rates and our explanatory variables. We also consider Returns and pcHealth variables at a lag, as the impact of healthcare spending on suicides may not be immediate (Minoiu and Rodríguez Andrés, 2008) and because stock market returns tend to reflect anticipated future economic circumstances (Stock and Watson, 1989; Estrella and Mishkin, 1998) . Most strikingly, Table III highlights a strong negative association between stock market fluctuations and changes in the incidence of voluntary death. The caveat to interpreting this preliminary finding is that a simple correlation analysis does not control for other important factors that are likely to affect suicide rates.
The estimates also lend support to the theory propounded by Hamermesh and Soss (1974) , as some of our evidence demonstrates that suicide rates decline in times of rising income and falling unemployment. The variables labelled pcFertility and pcDivorces, which proxy for family cohesiveness, or lack thereof, appear to significantly affect suicidality within the population. Additionally, the correlation analysis suggests that a rising population density contributes to suicidal tendencies for both genders.
V. Empirical Results
Since our data has an unbalanced panel structure, we utilize panel data methods in our modelling.
The simplest estimation approach available in this particular setting is pooled OLS, which assumes that unique attributes of countries are not present and that the regression parameters are identical for all cross-sectional units. One could explicitly incorporate the heterogeneity between different nations by considering either a random or fixed effects panel model. In the context of our modelling, however, the Hausman (1978) test indicated that residuals from a random effect model are correlated with the regressors in many of the specifications, implying that this method will not produce consistent estimators of the true population parameters. Consequently, we resort to using fixed effects panel techniques, which deliver in terms of consistency and allow the regression intercept to vary over crosssectional units.
Several considerations emerge when selecting the appropriate estimation method for the fixed effects panels. First, it may be argued that the quality of suicide data may not be uniform across nations. In societies where suicides are stigmatized for cultural or religious reasons, suasion may be exerted on the Coroner to misreport the cause of death, a phenomenon first reported by Morselli (1882). These country-specific measurement errors could become reflected in residuals and lead to cross-sectional heteroscedasticity. To counter this problem, we estimate our fixed effects panel specifications using a feasible generalized least squares approach. This method permits us to assign lower cross-sectional weights to countries with high residual variances, which may to some extent reflect the inaccuracies inherent in the data. The second potential hindrance is the serial correlation of residuals, which can lead to an incorrect estimation of parameter standard errors and test statistics.
To address this issue, we use the Arellano (1987) estimation technique, which leads to correct inferences even in instances when errors for a cross-section are heteroscedastic and autocorrelated.
[Insert the simplest specification where all controls are omitted. In contrast, the fixed effects model displayed in column (3) includes a full set of independent variables, many of which prove to be statistically insignificant. Our parsimonious and preferred specification reported in the last column excludes all insignificant factors. The exclusion procedure was iterative in that we started with specification (3), dropped the control variable with the highest p-value and re-estimated the model. Subsequent controls were removed one-by-one in a similar manner until all of the remaining explanatory factors exhibited statistical significance.
In line with our expectations, there is an inverse relationship between stock market fluctuations and suicidal tendencies within society. This relationship is quite robust for both genders, as is evidenced by the statistical significance of Returns across the different model specifications.
Interestingly, lagged stock market movements can also be considered an influential determinant. Two rationalizations can be put forward to explain this delayed reaction. First, one may argue that the ultimate decision to take one's life can happen after a prolonged period of emotional anguish instigated by material loss. Second, returns may be predictive of future economic circumstances and hardship. Since stock market investors are forward-looking, expectations about the future will drive present returns. In our sample, we find that current returns appear to reliably predict next year's GDP growth (correlation coefficient = 0.4497, p-value = 0.0000). This leading indicator characteristic of stock price fluctuation could underpin the observed dynamic relationship with suicide. Importantly, returns remain significant, even after controlling for economic conditions. They not only seem to reflect the underlying macroeconomic fundamentals, but also appear to act as a useful barometer of public sentiment (Baker and Wurgler, 2007) . This sentiment evidently finds its reflection in the suicide statistics.
While the statistical significance of returns is difficult to refute, questions may be raised about the economic significance of our results. A useful illustration in this regard can be drawn from the 2008 stock market crash. To estimate the number of lives lost due to crash-related suicidal acts in our sample countries, we perform a simulation based on the parsimonious model for the change in the overall suicide rate (Table IV 2 To put this into context, this estimate is over twice as large as that of the total number of people killed in the 9/11 terrorist attacks (Riedman and Warden, 2017) . Despite its importance, the problem described here has received little attention from the media and academic community.
Further insights about suicidal behavior can be gleaned from the regression estimates for the control variables. Since our interest is primarily in the statistically significant results, we focus on the parsimonious model specifications. For the overall sample, percentage changes in suicide rates are linked positively with rising unemployment. However, disaggregation according to gender reveals that men more easily succumb to suicidal urges in an economy that increasingly fails to fully utilize its workforce. Perhaps men feel the psychological impact more acutely as a result of the traditional cultural norms of gender roles within society. Inflationary pressures seem to exert a significant influence on the changing rate of suicide, regardless of whether we focus on men or women. Our findings in this respect contribute a note of clarity to the conflicting opinions extant in the literature (Huppes, 1976; Matsubayashi and Ueda, 2011) .
Macroeconomic considerations aside, the evolving nature of familial structures are of consequence to our dependent variable. In line with anomic theory, where a sense of purposelessness is part of the driving impetus behind suicides, women who decide to have children tend to extract a sense of purpose from this responsibility. A similar effect is not discernable among men, as the pcFertility variable is insignificant in the regressions reported in Table V . The percentage change in female participation in the workforce has a significant bearing on trends in male suicide, as the burden of subsistence provision no longer rests solely with men. Increased representation of women in the workforce, however, appears to be inconsequential for determining their suicidality.
Our results with regards to health expenditure mirror those obtained by Minoiu and Rodríguez Andrés (2008) . Healthcare spending is efficacious in reducing the incidence of suicide among men at a lag, but seems ineffective in altering the outcome for females. What would be beneficial for women is the implementation of successful alcohol prevention programs. This should incorporate elements of targeting the externalities of increased alcohol consumption amongst the populace. Our results indicate that females are adversely affected by higher alcohol use, possibly through being the victims of domestic violence (Leonard, 2009) , which could lead them to take their own lives. The findings for men are insignificant and this is perhaps due to their use of alcohol as a coping mechanism (Pearlin and Radabaugh, 1976) .
VI. Conclusions
This paper identifies a new important determinant of suicide, one which has hitherto not received attention from the academic community. Movements in stock markets have a clear and recognizable effect on suicide rates across 36 countries, both contemporaneously and at a lag. The fact that the relationship is dynamic suggests a causality in the Granger (1969) sense. Although traditional finance theories articulate the financial uncertainties associated with stock investing, they overlook the risk inherent at the human level. This study widens the analytical lens in this respect and points out that financial markets have a greater resonance within society than initially envisaged by the theories.
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Our findings have a range of practical implications. First, guidance should be directed not only to the investors for whom the vagaries of the market have a direct consequence, but also to those who recommend investment plans for others. Financial advisors should bear in mind that acting in the clients' best interest requires consideration of their emotional and psychological well-being. In order to do this, assistance may be required from the medical profession. Associations of investment professionals should collaborate with mental health experts to come up with clear guidance on how to identify vulnerable individuals. Upon recognizing clients who may be at risk, advisors should recommend a low risk portfolio with an underweighting in stocks. For people with suicidal tendencies, the benefits of achieving higher expected returns from taking on additional risk pales in comparison to the threat to life that this danger presents.
The second recommendation we put forward is rooted in the fact that stock returns signal increased suicide rates ahead of time. Preventative measures, therefore, can be put in place with a reasonable expectation of success. For instance, government spending on mental health could be, to some extent, conditioned upon stock market performance. Additional resources could be made available following market crashes to help affected individuals cope with the associated financial distress. Since stock returns are forerunners to economic change, such spending would be countercyclical and would act as an automatic fiscal stabilizer. Taken together, these proposals could contribute towards creating a safer investment environment. Although it is beyond the scope of the current study, future research should endeavor to look at this phenomenon using data on an individual level. 
