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Resumen
Cuando ma´s de una aplicacio´n, tarea o trabajo, quiere utilizar el recurso en
forma exclusiva surge el problema de la exclusio´n mutua. Con el avance tec-
nolo´gico, el surgimiento de las redes de alta velocidad y la tendencia a trabajar
con varias computadoras interconectadas, aparecen nuevas herramientas para
resolver los problemas, como es el caso de aquellos inherentemente distribuidos
que se debe analizar bajo una concepcio´n distribuida. Dado que un recurso
puede tener re´plicas y varias tareas o´ trabajos pueden utilizarlo en el mismo
instante, se pueden presentar los siguientes problemas: k-exclusio´n mutua, ex-
clusio´n mutua de grupos de procesos, h-out of-k exclusio´n mutua.
El proyecto se basa en el ana´lisis, adaptacio´n y bu´squeda de alternativas
de algoritmos distribuidos que soporten exclusio´n mutua o cooperacio´n entre
procesos: considerando los casos de restricciones en el tiempo, en tipos de redes
como las cableadas e inala´mbricas (ad hoc).
Preliminares
El manejo de los recursos surge a partir del multiprocesamiento, ya que varios
procesos pueden competir por el acceso al mismo recurso. Con la evolucio´n de la
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tecnolog´ıa, las redes de comunicacio´n presentan una mayor velocidad y confiabilidad.
E´stas pueden ser cableadas o sin cable (inala´mbricas), en el u´ltimo caso se consideran
las redes inala´mbricas ad hoc. Las redes ad hoc no tienen una infraestructura fija y
todos los nodos/sitios son capaces de moverse, las cuales determinan la conectividad
de la red. Los nodos ad hoc pueden comunicarse solo directamente con los nodos
que esta´n inmediatamente dentro de su rango de transmisio´n. Para comunicarse con
otros nodos, es necesario un nodo intermedio para propagar al nodo destino. Los
nodos necesitan cooperar en orden de mantener la conectividad y cada nodo actu´a
como un router. Las caracter´ısticas de un sistema ad hoc son la auto-organizacio´n,
verdaderamente decentralizado, y altamente dina´mico.
Las caracter´ısticas de las redes favorecen el desarrollo de nuevas aplicaciones como
es, la comunicacio´n por voz y video, las conferencias, encuentros, compartir en un foro
privado o compartido, compartir una pizarra de trabajo, comunicacio´n inala´mbrica
entre veh´ıculos en movimiento, etc.
La sincronizacio´n y coordinacio´n de los recursos es una l´ınea actual de estudio e
investigacio´n.
Un buen algoritmo que resuelve el problema tradicional de exclusio´n mutua debe
garantizar las siguientes propiedades: Exclusio´n mutua, Libre de interbloqueo y Libre
de inanicio´n
En la extensio´n de k-exclusio´n mutua, se debe considerar que k procesos pueden
acceder simulta´neamente a la seccio´n cr´ıtica (al recurso), en el caso de exclusio´n
mutua para grupos que se optimice la concurrencia en la seccio´n cr´ıtica y en el caso
de h-out of-k se debe considerar que todos los procesos que esta´n en la seccio´n cr´ıtica
no excedan los k recuros disponibles. Los algoritmos que resuelven cualquiera de
las variaciones presentadas siguen un ciclo, esto es, inicialmente esta´n en la seccio´n
resto, seccio´n entrada, seccio´n cr´ıtica, seccio´n salida y nuevamente a la seccio´n
resto.
Los algoritmos de exclusio´n mutua se los puede clasificar en: basados en memoria
compartida o´ basados en pasaje de mensaje. La u´ltima clasificacio´n se los puede dividir
en los basados en quorum o´ basados en token.
En los distintos modelos se quiere alcanzar un buen desempen˜o del mismo, y
este esta´ relacionado con la cantidad de accesos a memoria, la cantidad de mensajes
requeridos para acceder a la seccio´n cr´ıtica. Pero tambie´n es importante considerar
los procesos que puedan estar compitiendo en un instante de tiempo, las fallas de un
link o de un nodo, en el caso de considerar restricciones en el tiempo el manejo de
prioridades es la caracter´ıstica primordial para alcanzar la solucio´n.
En [3], [4], [5], [6], [10] se presentan algoritmos que utilizan el modelo de memoria
compartida para resolver las diferentes extensiones al problema de exclusio´n mutua,
y en [7], [11], [12], [14], [15], [16], [17] se resuelve el problema utilizando el modelo
de pasaje de mensajes. Algunos algoritmo han tenido una mayor influencia en la
investigacio´n sobre este tema, como el disen˜ado por Maekawa [14] que es un algoritmo
basado en quorum.
Desarrollo del Proyecto
Las aplicaciones distribuidas se pueden utilizar en diferentes modelos de redes,
presentar requerimientos de tiempo y de tolerancia a fallas.
En funcio´n del ambiente y requerimientos se pueden considerar distintas situacio-
nes:
Ambientes que comparten la memoria o utilizan el paradigma de memoria com-
partida, usan los algoritmos de exclusio´n mutua basados en memoria compartida
distribuida.
Ambientes donde la red es cableada, so´lo utilizan los algoritmos basados en el
pasaje de mensaje, aplicando tanto los basados en quorum como los basados en
token sobre redes solapadas.
Ambientes donde la red es inala´mbrica, se utilizan los algoritmos basados en
el pasaje de mensaje, teniendo en cuenta esta topolog´ıa de red, donde existen
frecuentes e impredecibles cambios, los algoritmos basados en token son una
mejor eleccio´n, porque requieren menor comunicacio´n directa entre los procesos.
El trabajo esta´ orientado al manejo de recursos con trabajo cooperativo y compe-
titivo. El problema de exclusio´n mutua para grupos de procesos, la exclusio´n mutua
para k-grupos de procesos y por u´ltimo el problema de h-out of-k.
Se ha trabajado sobre el problema de la exclusio´n mutua y la exclusio´n mutua
para grupos de procesos utilizando el modelo de memoria compartida distribuida y
en el modelo de pasaje de mensajes considerando una topolog´ıa de red cableada.
Es motivo de futuros trabajos en este proyecto, profundizar el estudio de la pro-
blema´tica considerando restricciones de tiempo que soporten un alto grado de con-
currencia, las incidencias que puede tener al considerar que se tiene como medio de
comunicacio´n una red inala´mbrica, co´mo afecta la falla en un nodo o´ link, co´mo afecta
que cada proceso requiera ma´s de un recurso al mismo tiempo de k recursos que hay
en el sistema.
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