Abstract-The optimal linear preprocessor for classifying two zero-mean Gaussian discrete-time signals which have been corrupted by additive zero-mean Gaussian noise is studied. Conditions for existence of the optimal linear preprocessor that achieves the performance of the likelihood ratio test for the noisy signals are given and the preprocessor is explicitly derived.
I. INTRODUCTION
We study a binary hypothesis testing problem in which a classifier was designed for clean signals but the observed signals are noisy. We assume zero-mean Gaussian discrete-time signals and an additive statistically independent zero-mean Gaussian discrete-time noise process. These mismatched conditions may result in significant performance degradation especially at low signal-to-noise ratio (SNR).
The optimal classifier for the clean signals compares the likelihood ratio of these signals to a threshold that depends on the optimality criterion. When the observed signals are noisy, the classifier must use the likelihood ratio for the noisy signals and a different threshold may be required. Under the Gaussian regime considered here, the likelihood In this correspondence, we study the hookup of a linear preprocessor with the original likelihood ratio test which provides the desired likelihood ratio test for the noisy signals. Optimal classifications in the sense of minimum probability of error and in the Neyman-Pearson sense [20] are considered. We provide conditions for the linear preprocessing approach to be optimal and give the explicit form of the optimal preprocessor. When the Gaussian signals and noise have circulant covariance matrices [7] , the optimal preprocessor is proportional to the geometric mean of the Wiener filters for the two hypotheses. For independent and identically distributed (i.i.d.) signals and noise, we calculate the probability of error and compare the optimal preprocessor for classification with the optimal linear preprocessor for estimation of the signal in the minimum mean-square error (MMSE) sense. This is the Wiener estimator for the mixture covariance of the signals under the two hypotheses. It is demonstrated that the optimal linear preprocessor for classification can substantially outperform the optimal linear preprocessor for estimation especially at low SNRs. Other signal estimation preprocessors that adaptively estimate the clean signals from the noisy signals are often used but will not be considered here [17] .
The optimal preprocessor for classification derived here under Gaussian assumptions may also be useful in approximating the optimal linear preprocessor when the signals and noise are not strictly Gaussian and compensation of the likelihood ratio for the clean signals is not trivial. In such situations, only second-order statistics of the signals and noise are required for designing the linear preprocessor for classification.
The preprocessing approach is motivated by the infamous Kailath-Duncan theorem [10] , [11] . This theorem draws an analogy between the likelihood ratio functions for two binary detection problems. In one problem, the signal to be detected is deterministically known while in the other problem, it is a sample function of a finite-energy random process that is not necessarily Gaussian. In both cases, the signals and noise are continuous-time processes, and the noise is assumed to be a zero-mean Gaussian white process. The signal and noise are assumed statistically independent. The theorem shows that the likelihood ratio for detecting the random signal has a similar form as that of the likelihood ratio for detecting the deterministic signal. The former likelihood ratio can formally be obtained from the latter by replacing the deterministic signal with the MMSE causal estimator of the signal random process, and by interpreting the correlator integral as an Ito integral. Thus, this theorem shows that the optimal detector for the signal random process is an estimator-correlator receiver in which the signal is first estimated from the observed process and then the estimated signal is applied to the correlation detector as if it were the known deterministic signal. An excellent review of this and related results can be found in [13] . Weaker conditions for the theorem are also given in [13] .
The Kailath-Duncan theorem deals with a detection problem that is different from the mismatched classification problem we study here. Nevertheless, it is often cited as the rationale for replacing unavail nals is known primarily since there is no explicit likelihood ratio formula for discrete-time signals [4] , [9] , [8] . We also seek here a single preprocessor for the two hypotheses rather than a single estimator for each hypothesis as in [10] , [11] , and [21] .
The remainder of this correspondence is organized as follows. Our main results are presented in Section II. The i.i.d. case is studied in Section III. Comments are given in Section IV.
II. MAIN RESULTS
Let Y denote a k-dimensional zero-mean Gaussian vector in the Eu- to a threshold . When optimality is in the minimum probability of classification error sense, the threshold is given by P2=P1 where P1 denotes the probability of 1 and P 2 = 1 0 P 1 denotes the probability of 2 . In the Neyman-Pearson formulation the threshold is determined by the probability of false alarm. Let 
We assume that = 1 is not an eigenvalue of R 01 1 R2 and thus R 4 is nonsingular.
Suppose that Y is nonobservable and that a corrupted version Z = Y + W is observed where W is a zero-mean k-dimensional Gaussian vector with positive-definite covariance matrix R w . Let z 2 R k denote a realization of Z. Let p(zji) denote the density of Z under the hypothesis i , i = 1; 2. These Gaussian densities differ in their covariance matrices given bỹ R i = EfZZ 0 j i g = R i + R w ; i= 1; 2:
The optimal classifier of z compares the likelihood ratio LZ(z) = p(zj 1 )=p(zj 2 ) to a threshold that depends on the optimality criterion. The optimal partition of the Euclidean space of the noisy signals fzg is given bỹ 
We assume that = 1 is not an eigenvalue ofR 01 1R 2 and, thus,R 4
is nonsingular. Clearly, the likelihood ratio test for the noisy signal can be obtained from the likelihood ratio test for the clean signal simply by replacing the covariance matrices of Y by those of Z and the threshold by.
Suppose instead that we choose to continue using the likelihood ratio test for the clean signal when the input signal is noisy. To compensate for the input noise, however, we preprocess the input signal by a linear estimator H, as shown in Fig. 1 , where > 0 is some constant.
Substituting Hz for y in (2) we obtain
Since this likelihood is compared to zero, we may as well use
instead of (9). For the estimator H to be optimal, and H must satisfy
Comparing (10) to (6) 
The right-hand side of (12) is not guaranteed to be positive and hence the linear preprocessing approach does not always provide the optimal solution. It is optimal for those parameters fR 1 ; R 2 ; R w ; ;g for which = > 0.
Equation (13) is a degenerate form of the algebraic Ricatti equation [14] . A necessary condition for (13) where we have used (14) for the second equality and the symmetry of R2R 4 R1 for the third equality.
Having established (16) we can now find a solution of (13) [16] . Let R 4 = U3U 0 where U is the orthogonal matrix of eigenvectors and 3 is the diagonal matrix of eigenvalues of R 4 . Let 0 denote a diagonal matrix with the square root of the absolute value of the eigenvalues of R 4 on its main diagonal. Let J denote a diagonal matrix with 61's on its main diagonal indicating the signs of the eigenvalues of R 4 . We have that 3 = 0J0. Similarly, letR 4 =Ũ3Ũ 0 whereŨ is the orthogonal matrix of eigenvectors and3 is the diagonal matrix of eigenvalues ofR 4 . Let3 =0J0 where0 is a diagonal matrix with the square root of the absolute value of the eigenvalues ofR 4 on its main diagonal and J denotes a diagonal matrix with the signs of the eigenvalues ofR 4 on its main diagonal. From (16) , there exists a perturbation matrix P such that P 0 JP =J. A permutation matrix is orthogonal and it is obtained from the identity matrix by interchanges of rows or columns [15, p. 64] . Hence (13) can now be written as (H 0 U0P )J(P 0 0U 0 H) =Ũ0J0Ũ 0 (17) and H 0 =Ũ0 (U0P ) 01 =Ũ0P 0 0 01 U 0 :
Clearly, (13) does not have a unique solution. Other solutions are obtained as follows. Let Q be any orthogonal matrix such that Q 0J Q =J. The matrix Q may be a permutation matrix that results in interchanging diagonal entries ofJ which have the same sign. Substituting this relation in the left-hand side of (17) we find that H 0 =Ũ0QP 0 0 01 U 0 is also a solution of (13 When the signals under the two hypotheses are i.i.d. sources, and the noise is white, the probability of error can be explicitly written, thereby enabling its minimization over the class of all linear estimators. This is, of course, a special case of the more general problem studied in Section II. It is of interest, however, since an explicit expression for the probability of error can be used to compare the optimal preprocessor for classification derived in Section II with other suboptimal preprocessors. Of particular interest is a comparison with the preprocessor that linearly estimates the clean signal y from the noisy signal z in the MMSE sense. Linear preprocessor for estimating the signals have often been used in classifying clean signals which have been degraded by noise, see, e.g., [3] , [17] and the references therein. This comparison will demonstrate the usefulness of designing preprocessors for discriminating the signals rather than for linearly estimating them in the MMSE sense. Since the density of the clean signal is given by p(y) = P1p(yj1) + P2p(yj2) (19) where p(yj i ) denotes the Gaussian density with zero mean and covariance matrix R i , the optimal linear MMSE estimator of the signal Y given the noisy signal Z is given bỹ H = (P 1 R 1 + P 2 R 2 )(P 1 R 1 + P 2 R 2 + R w ) 01 : Ri =riI,ri = ri +rw, i = 1; 2, where I is the k 2k identity matrix.
We assume without loss of generality that r 1 < r 2 and thus r 4 = (1=r 1 0 1=r 2 ) > 0. Since in this section we shall only be concerned with minimum probability of error classification, it is clear that =.
From (12) and (18) 
The linear MMSE signal estimator (20) is given by hsigI where hsig = P1r1 + P2r2 P1r1 + P2r2 + rw : (22) Suppose that a linear estimator gI, not necessarily the optimal estimator h dis I, is used in the preprocessing scheme of Fig. 1. From (9 
where p(xji) denotes the density of the random variable X in (23) given the hypothesis i , i = 1; 2. This density is easily obtained from (24). Thus, taking into account the fact that V is an almost surely positive random variable, we have
provided that > 0. The case of 0 is of no interest since with probability one the random variable V cannot be smaller than a nonpositive . Thus, the hypothesis 2 is always chosen and the probability of error is P 1 independently of the estimator gI. We shall, therefore, proceed with the assumption that > 0. We shall also assume that k is even so that the integrals in (27) have finite series representations. On substituting (24) in (27) and evaluating the integrals using [6, eqs. 
Setting the derivative of (28) with respect to g 2 to zero gives the optimal preprocessor (21) . For the probability of error in classifying Gaussian signals that are not necessarily i.i.d., see [18] .
The expression for the probability of error (28) can now be evaluated for the optimal preprocessor for classification h dis in (21) and for the linear MMSE signal estimation preprocessor h sig in (22) . The optimal preprocessor for classification is also linear for the given problem.
Let P e (h dis ) denote the probability of error when the preprocessor h dis is used. This is also the minimum probability of error for the given problem. Let Pe(hsig) denote the probability of error obtained when h sig is used. We have compared the two preprocessors in classi- Figs. 2 and 3 depict, respectively, Pe(h dis ) and Pe(hsig) as a function of r 2 =r 1 for the three input SNRs. Fig. 4 depicts the ratio P e (h sig )=P e (h dis ) for the same range of r 2 =r 1 and input SNRs.
When r2=r1 is smaller than a certain value 6:2, and the input SNR is not too low, the performance of the classifier using either preprocessor is similar. In that range of r2=r1, the ratio Pe(hsig)=Pe(h dis ) varies in a nonmonotonic fashion for each SNR, since Pe(hsig) decreases with r 2 =r 1 at a varying rate. As the ratio of r 2 =r 1 increases beyond that value of 6:2, the mixture statistic used by the linear MMSE signal estimator becomes less reliable for the given hypothesis, and the ratio P e (h sig )=P e (h dis ) increases monotonically for each input SNR. When r1 is substantially different from r2 and the input SNR is smaller than 10 dB, the optimal preprocessor for classification provides significantly lower probability of error than that obtained with the suboptimal linear MMSE signal estimator. For example, when r 2 =r 1 = 15 and SNR = 0 dB, we have P e (h dis ) = 0:00076, P e (h sig ) = 0:0064, and P e (h sig )=P e (h dis ) = 8:4022.
IV. COMMENTS
A linear preprocessing approach for classification of two zero-mean Gaussian signals which have been degraded by statistically indepen- Fig. 3 . Probability of error obtained with the linear MMSE signal estimation preprocessor as a function of the ratio of the signal variances at three different SNRs. Fig. 4 . Ratio of the error probabilities obtained using the suboptimal linear MMSE signal estimation preprocessor and the optimal preprocessor for classification as a function of the ratio of the signal variances at three different SNRs. dent additive zero-mean Gaussian noise was studied. The linear preprocessing approach was shown to be optimal in the minimum probability of error sense and in the Neyman-Pearson sense for a subset of the parameter set of the problem. When the Gaussian processes have circulant covariance matrices, the optimal preprocessor for classification is proportional to the geometric mean of the Wiener filters for the two processes. For i.i.d. signals and noise, the probability of error was explicitly calculated and used in comparing the optimal preprocessor for classification with the optimal preprocessor for linear MMSE estimation of the signal. This preprocessor is the Wiener filter for the mixture of the two Gaussian processes. It was demonstrated that the optimal preprocessor for classification can substantially outperform the linear MMSE preprocessor for signal estimation, especially at low SNRs.
The general preprocessing approach for optimal classification of non-Gaussian signals and noise forms an interesting and challenging problem for which no solution is yet known. Of particular interest are signals with mixtures of Gaussian densities or hidden Markov processes [19] . Such models are extensively used in automatic speech recognition [19] and in many other classification problems [2] . In all of these examples, redesign of the recognition system for clean signals to accommodate for input noise is expensive and highly undesirable. The design of a preprocessor for classification of such signals is extremely difficult. The approach used in this work does not seem extendable to the general case, and alternative approaches in which the linear preprocessor is designed by minimizing bounds on the probability of error [5] , [1] , or by minimizing asymptotic forms of the probability of error, over the space of all possible linear preprocessors, did not result in tractable optimization problems even for the simple Gaussian case considered here. It is evident from the results of this work, however, that the commonly used linear MMSE signal estimation preprocessing approach in applications such as automatic speech recognition (see. e.g., [3] ) may be far from optimal. We finally note that while effective linear preprocessing is desirable for its simplicity and ease of implementation, nonlinear preprocessors may be easier to derive as the optimization problem is less constrained. APPENDIX DERIVATION OF (14) Since R 1 and R 2 are symmetric matrices 
Applying the Woodbury-Schur matrix inversion formula [12] gives 
Adding the noise covariance R w to (A3) gives 
Applying again the matrix inversion formula to (A4) we obtaiñ (A6)
The result (14) is obtained by substituting (A6) into (A5).
