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MAXIMAL NON-EXCHANGEABILITY IN DIMENSION D
MICHAEL HARDER AND ULRICH STADTMU¨LLER
Abstract. We give the maximal distance between a copula and itself when the argument is
permuted for arbitrary dimension, generalizing a result for dimension two by Nelsen (2007);
Klement and Mesiar (2006). Furthermore, we establish a subset of [0, 1]d in which this bound
might be attained. For each point in this subset we present a copula and a permutation, for
which the distance in this point is maximal. In the process, we see that this subset depends on
the dimension being even or odd.
1. Introduction
Studying the dependence structure in the distribution function H of a d-dimensional continuous
random vector X the so called copula is crucial. This is the distribution C of the random vector
U with components Ui = Fi(Xi) where Fi is the one-dimensional marginal distribution of Xi .
For details, see Sklar’s Theorem in Sklar (1959).
Of interest are in particular parametric classes of such copulas. The usual examples, how-
ever, have the disadvantage that they share some symmetry properties. Quite popular are
Archimedean copulas which have the form
C(u1, ..., ud) = ϕ(ϕ
−1(u1) + . . . , ϕ
−1(ud)) ,
with a generating function ϕ(s) being most often the Laplace transform of a distribution on
(0,∞). If these generating functions contain some parameter θ we are given a parametric cop-
ula model. However, a random vector U having this copula as a distribution has exchangeable
components. But it is not clear whether data which have to be investigated follow an exchange-
able copula. On the way to look for tests on exchangeability one comes across the question:
what is the maximal distance between a copula and a version of it where the arguments are
permuted. This paper is devoted to this question.
In the following, let d ∈ N \ {1} denote the dimension.
Definition 1.1. A random vector X := (X1, . . . ,Xd)
⊤ is called exchangeable, if its law coincides
with the law of the random vector Xpi := (Xpi(1), . . . ,Xpi(d))
⊤, where pi ∈ Sd is a permutation of
{1, . . . , d}.
Let H be the cdf of X and Hpi the cdf of Xpi. Then it is straightforward to see, that if X is
exchangeable, then all marginal cdfs must be identical.
Definition 1.2. A mapping F : Rd 7→ R is called exchangeable, if
F (x1, . . . , xd) = F (xpi(1), . . . , xpi(d))
holds for all (x1, . . . , xd)
⊤ ∈ Rd and all permutations pi ∈ Sd.
Note, that instead of exchangeable the notion symmetric is used as well (e. g. for aggregation
functions by Grabisch et al. (2009)), which however is not used in a uniquely defined way (e. g.
Nelsen (1993) defines four different kinds of symmetry of a distribution function). It may seem
unusual to use the same word for a property of a random vector as well as for a property of a
mapping. But it is easy to verify that a random vector is exchangeable if and only if its cdf is
exchangeable. From the famous theorem by Sklar (1959) it follows that a multivariate cumulative
distribution function is exchangeable if and only if its copula is exchangeable (provided that all
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marginal cdfs are identical). In the following, we will address the exchangeability—or rather the
lack of this property—of copulas.
Now, being interested in statistical tests to decide whether some data come from an exchangeable
copula it is important to know how big the difference of a copula from itself with permuted
components can be. For exchangeable copulas this difference is zero. Here comes the first result
in this direction.
Nelsen (2007) shows that for d = 2 and any copula C it holds that
(1) |C(u)− C(upi)| ≤
1
3
for all u ∈ [0, 1]2 and all pi ∈ S2 .
The same result has been published independently by Klement and Mesiar (2006). For pi = id
obviously C(u) = C(upi), so for d = 2 there’s only one interesting permutation, namely pi =
τ(1, 2), i.e. the transposition of u1 and u2. The bound in (1) is the best possible, as Nelsen
(2007) demonstrates by showing that
C(u1, u2) := min
{
u1, u2,
(
u1 −
1
3
)+
+
(
u2 −
2
3
)+}
is a copula and for u :=
(
1
3 ,
2
3
)⊤
the bound in (1) is attained. As usual we denote by f+ :=
max{f, 0} .
By defining C˜(u1, u2) := C(u2, u1) for any (u1, u2)
⊤ ∈ [0, 1]2, we obviously get another copula
C˜. Therefore, (1) could be rewritten as
(2) max
u∈[0,1]2
|C(u)− C˜(u)| ≤
1
3
i. e. the maximal absolute difference between two copulas. However, the difference between two
arbitrary 2-dimensional copulas in the same point is at most 0.5, as
|Ca(u)−Cb(u)| ≤M(u)−W (u) ≤M
(
1
2 ,
1
2
)
−W
(
1
2 ,
1
2
)
=
1
2
shows, where M(u1, u2) := min{u1, u2} and W (u1, u2) := max{0, u1 + u2 − 1} are the upper
and lower Fre´chet-Hoeffding-bounds, respectively. Note that this bound is best possible since
it is attained by the two copulas M and W . Whereas the extension of the latter inequality to
arbitrary dimension d is obvious this is not the case for the inequality (1). Hence, it is aim of
the present paper is to extend inequality (1) to arbitrary dimension d and to investigate the
copulas and the set of points where this bound is attained.
2. Main Result
Now, let’s state the main theorem of this paper, generalizing the inequality (1) to arbitrary di-
mension d. Just like in Definition 1.1, given a vector u ∈ [0, 1]d, we write upi := (upi(1), . . . , upi(d))
⊤
for the vector whose components are permuted according to pi ∈ Sd.
Theorem 1. Let C be a d-copula. Then
(3) max
u∈[0,1]d
|C(u)− C(upi)| ≤
d− 1
d+ 1
holds true for any permutation pi ∈ Sd. The bound is best possible, i.e. for each dimension d there
exists a d-copula C, a permutation pi ∈ Sd and a vector u
∗ ∈ [0, 1]d, such that |C(u∗)−C(u∗pi)| =
d−1
d+1 .
Remarks:
i) The difference between two arbitrary copulas C1 and C2 of dimension d can be bounded for all
u ∈ [0, 1]d as follows
|C1(u)− C2(u)| ≤Md(u)−Wd(u) ≤Md(u
∗)−Wd(u
∗) =
d− 1
d
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with the Fre´chet-Hoeffding-bounds Md(u) = min{u1, . . . , ud} and Wd(u) = max{
∑d
i=1 ui − d+
1, 0}, and u∗j = (d−1)/d for all j = 1, . . . , d . Although Wd is no copula for d > 2, the bound
d−1
d
is best possible, since for every fixed u ∈ [0, 1]d there exists a copula C, such that C(u) =Wd(u)
(see e. g. Nelsen (2006) or for an exact form of such a copula with given diagonal section, see
Jaworski (2009)).
ii) If we assume u∗1 ≤ u
∗
2, Nelsen (2007) shows that for d = 2 there is exactly one u
∗ =
(
1
3 ,
2
3
)⊤
for which the maximum in (3) is attained. Under the condition, that u∗1 ≤ · · · ≤ u
∗
d, we get
nonuniqueness or uniqueness of u∗ depending on d being even or odd. For d = 2n + 2, n ∈ N
there are infinitely many choices for such a u∗—yet within some lower dimensional manifold.
In any case, for d > 2, a fixed u∗ and a fixed copula C, such that the bound in (3) is achieved,
there’s still more than one choice for the permutation pi. This will be discussed in more detail
in Section 4.
iii) Based on our result we could define
µ(C) :=
d+ 1
d− 1
max
pi∈Sd
max
u∈[0,1]d
|C(u)− C(upi)|
as a measure of non-exchangeability for the copula C . Note, that the definition of measures
of non-exchangeability by Durante et al. (2010) is just for bivariate copulas and therefore not
applicable in this case.
In the following corollary we see that Theorem 1 is not just a statement about exchangeability,
but also has consequences for the possible choices of lower dimensional margins of a copula. For
example, if d > 3 there exists no copula, of which two (d − 1)-dimensional margins Ca and Cb
coincide on the point d−2
d−1 (1, . . . , 1)
⊤ with the Fre´chet-Hoeffding-bounds.
Corollary 2.1. Let d > 3, C be a d-copula and 1 ≤ k < d−12 . Let C(d−k),a and C(d−k),b two
(d− k)-dimensional margins of C. Then
|C(d−k),a(u˜)− C(d−k),b(u˜)| ≤
d− 1
d+ 1
<
d− k − 1
d− k
=Md−k(u
∗)−Wd−k(u
∗)
for all u˜ ∈ [0, 1]d−k and u∗ := d−k−1
d−k
(1, . . . , 1)⊤ ∈ [0, 1]d−k
By Md−k we denote the upper (d − k)-dimensional Fre´chet-Hoeffding-bound, and by Wd−k a
(d − k)-copula which coincides with the lower (d − k)-dimensional Fre´chet-Hoeffding-bound in
u
∗. Note, that Corollary 2.1 is still correct for d = 3, but gives no information.
Proof. As C(d−k),a and C(d−k),b are margins of C, for a fixed u˜ ∈ [0, 1]
d−k there exist ua,ub ∈
[0, 1]d with exactly k components equal to 1, such that
C(d−k),a(u˜) = C(ua) and C(d−k),b(u˜) = C(ub).
These two d-dimensional vectors ua and ub are the same, up to the order of their components.
Therefore, there exists a permutation pi ∈ Sd such that ua = (ub)pi and
|C(d−k),a(u˜)− C(d−k),b(u˜)| = |C(ua)− C
(
(ua)pi
)
| ≤
d− 1
d+ 1
.
The other equations are straightforward to compute. 
3. Proof of the main result
Before proving Theorem 1 we first state some auxiliary results needed in the proof. By τij we
denote the transposition of i and j, i.e. the permutation interchanging components i and j and
leaving the others unchanged.
Lemma 3.1. Let u ∈ [0, 1]d, let i, j ∈ {1, . . . , d}, then
|C(u)− C(uτij )| ≤ |ui − uj |
holds for any d-copula C.
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Proof. Let C be a d-copula, u ∈ [0, 1]d and i, j ∈ {1, . . . , d}. Now define v by
vk := max{uk, uτij(k)}, k = 1, . . . , d
which implies vk = uk for k 6= i, j. Due to the monotonicity of C we get
(4) C(u) ≤ C(v), C(uτij ) ≤ C(v).
C being Lipschitz-continuous (see e. g. Nelsen (2006)) yields
(5) |C(v)− C(u)| ≤
d∑
k=1
|vk − uk| = |vi − ui|+ |vj − uj |
where the last equation is due to the choice of v. As vi = vj = max{ui, uj} either |vi − ui| or
|vj − uj | vanishes. Together with (4) we conclude
C(u) ∈
[
C(v)− |ui − uj|, C(v)
]
.
By replacing u in (5) by uτij , it is easy to see, that C(uτij ) is within the same interval, which
completes the proof. 
In the next lemma, we will show that the upper inequality in Theorem 1 holds. For the proof
we need the following example of special permutations.
Example 3.1. Let u ∈ [0, 1]d and pi ∈ Sd. Note that in this example each transposition might
be the identity mapping. Let τd be the transposition, which exchanges d and pi(d). Thus, τd puts
ud in the right place. Now let τd−1 be the transposition, which puts ud−1 in uτd in the right place.
If (d − 1) wasn’t concerned by τd (i.e. τd(d − 1) = d − 1), then τd−1 is the transposition which
exchanges (d−1) and pi(d−1) (note that pi(d−1) 6= pi(d), so ud remains untouched). Otherwise,
τd(d) = d− 1 and then τd−1(d− 1) = d− 1 and, even more important τd−1(d) = pi(d− 1). Now,
we have ud and ud−1 in the right places, i.e. on the same positions in upi and uτd−1◦τd . Like
this, we can go on, until τ2 finally puts u2 into its place. We needn’t worry about u1, because
when u2, . . . , ud are all on their places, then u1 has to be taken care of as well. In a nutshell,
pi can be replaced by the composition of at most d− 1 transpositions (for more details see e. g.
Dummit and Foote (2009, p. 107)).
Let’s have a look at a concrete example, namely pi : (1, 2, 3, 4) 7→ (3, 2, 4, 1). Now, one way to
generate pi is by pi = τ2 ◦ τ3 ◦ τ4, where the transpositions τj are characterized by
τ4 = (34) τ3 = (14) and τ2 = id.
In this case, as τ2 = id, even two transpositions suffice to generate pi = (143).
Lemma 3.2. Let u ∈ [0, 1]d, let pi ∈ Sd, then
(6) |C(u)− C(upi)| ≤
d− 1
d+ 1
holds for any d-copula C.
Proof. Let C be a d-copula. W.l.o.g. let u1 ≤ . . . ≤ ud, otherwise we replace C in the proof by
C˜ with C˜(v) := C(vσ−1) for all v ∈ [0, 1]
d. Here σ ∈ Sd is the permutation which orders the
components of u by size, i.e. uσ = (u(1), . . . , u(d))
⊤.
If there exists at least one i ∈ {1, . . . , d} with ui <
d−1
d+1 the claim follows immediately by
|C(u)− C(upi)| ≤ max
{
C(u), C(upi)
}
≤M(u) ≤ ui <
d− 1
d+ 1
.
Hence we may assume now that d−1
d+1 ≤ u1. In the following, we write u˜i := ui −
d−1
d+1 , so we
have 0 ≤ u˜i ≤
2
d+1 . The permutation pi is generated by at most (d − 1) transpositions (as
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described in Example 3.1, see also Dummit and Foote (2009)), therefore, we are able to write
pi = τ2 ◦ . . . ◦ τd−1 ◦ τd. Next we use the triangular inequality to derive
|C(u)− C(upi)| ≤
≤ |C(u)− C(uτd)|+ |C(uτd)− C(uτd−1◦τd)|+ . . . + |C(uτ3◦...◦τd)− C(upi)|
≤
d∑
i=2
(ui − u1) ≤
d∑
i=2
u˜i
(7)
where the second inequality follows from Lemma 3.1.
At the same time, we have
|C(u)− C(upi)| ≤Md(u)−Wd(u)
≤ u1 −
( d∑
i=1
ui − (d− 1)
)
= 2
d− 1
d+ 1
−
d∑
i=2
u˜i
(8)
with the Fre´chet-Hoeffding-bounds Md andWd (see Nelsen (2006)). Therefore, we may conclude
that
|C(u)− C(upi)| ≤ min
{ d∑
i=2
u˜i, 2
d − 1
d + 1
−
d∑
i=2
u˜i
}
≤
d− 1
d+ 1
which completes the proof. 
In the proof of Lemma 3.2 we need u1 ≤ . . . ≤ ud just for notational convenience. Therefore, it
is straightforward to derive the following corollary:
Corollary 3.1. With the prerequisites of Lemma 3.2
|C(u)− C(upi)| ≤ min
{
u1, . . . , ud,
d∑
i=1
(ui − u(1)), (d− 1) + u(1) −
d∑
i=1
ui
}
holds for any d-copula C (where u(1) := min{u1, . . . , ud}).
By now, we established the upper inequality in Theorem 1. In order to prove that it cannot
be improved, we have to find a proper d-copula, for which the bound in (3) is attained in some
point u ∈ [0, 1]d and for some permutation pi ∈ Sd. To this end let u
∗ ∈ [0, 1]d such that
(9) u∗j :=


d−1
d+1 for 1 ≤ j ≤
d+1
2
d
d+1 for j =
d
2 + 1 and d even
1 otherwise
for j ∈ {1, . . . , d}. In the following we consider the mapping C∗ : [0, 1]d → R with
(10) C∗(u) :=
d−1∑
j=0
d−1∧
k=0
(
u((j+k)mod d)+1 −
d∑
i=1,i 6∈I(j,k)
(1− u∗i )
)+
where I(j, k) :=
{
((j + l)mod d) + 1 : l = 0, 1, . . . , k
}
and
∧d
i=1 ai := min{a1, . . . , ad}. A small
calculation shows that in the case d = 2 this copula satisfies C∗(u1, u2) = min{u1, u2, (u1 −
1/3)+ + (u2 − 2/3)
+} as discussed above.
Lemma 3.3. Let C∗ be the mapping defined in (10) and u∗ ∈ [0, 1]d as in (9). Let pi ∈ Sd the
order reversing permutation, i.e. pi(k) := d− k + 1, then C∗(u∗) = 0 and C∗(u∗pi) =
d−1
d+1 .
Proof. First, note that
∑d
i=1 u
∗
i = d − 1 by the choice of u
∗ and therefore,
∑d
i=1(1 − u
∗
i ) = 1.
Now for the first claim: let j ∈ {0, . . . , d − 1} and k := 0. Thus I(j, k) = I(j, 0) = {j + 1} and
because of
d∑
i=1,i 6∈I(j,0)
(1− u∗i ) =
d∑
i=1
(1− u∗i )− (1− u
∗
j+1) = u
∗
j+1
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we get (
u∗((j+k)mod d)+1 −
d∑
i=1,i 6∈I(j,k)
(1− u∗i )
)+
= (u∗j+1 − u
∗
j+1)
+ = 0
whenever k = 0. As this holds for each j we have C∗(u∗) = 0.
In order to prove the second claim, note that C∗(u∗) =
∑d−1
j=0
∧d−1
k=0
(
mj,k
)+
, with
mj,k := u
∗
([(d−1)−(j+k)] mod d)+1 −
d∑
i=1,i 6∈I(j,k)
(1− u∗i )
because d−
(
((j + k)mod d)+ 1
)
+1 =
(
(d− 1)− (j + k)
)
mod d+1. Now let j ∈ {0, . . . , d− 1}
and 0 ≤ k ≤ d− 2. We want to show that mj,k is nondecreasing in k, i.e. mj,k ≤ mj,k+1. This
is the case if and only if
αj,k := u
∗
([(d−1)−(j+k)] mod d)+1 − u
∗
([(d−1)−(j+k+1)] mod d)+1
≤ 1− u∗((j+k+1)mod d)+1 =: βj,k
(11)
holds. Obviously the left hand side of (11) is the difference between consecutive components of
u
∗, so αj,k = 0 for most choices of k. The cases where αj,k 6= 0 depend on d being odd or even.
If d is even, αj,k 6= 0 if:
(1) ([(d − 1)− (j + k)]mod d) + 1 = 1. Then αj,k = u
∗
1 − u
∗
d < 0 ≤ βj,k.
(2) ([(d−1)−(j+k)]mod d)+1 = d2+2. In this case ((j+k+1)mod d)+1 = d−(
d
2+1)+1 =
d
2 .
Therefore,
αj,k = u
∗
d
2
+2
− u∗d
2
+1
=
1
d+ 1
<
2
d+ 1
= 1− u∗d
2
= βj,k .
(3) ([(d−1)−(j+k)]mod d)+1 = d2+1. In this case ((j+k+1)mod d)+1 = d−
d
2+1 =
d
2+1.
Therefore,
αj,k = u
∗
d
2
+1
− u∗d
2
=
1
d+ 1
= 1− u∗d
2
+1
= βj,k .
If d is odd, αj,k 6= 0 if:
(1) see 1. where d is even.
(2) ([(d−1)−(j+k)]mod d)+1 = d+12 +1. In this case ((j+k+1)mod d)+1 = d−
d+1
2 +1 =
d+1
2 . Therefore,
αj,k = u
∗
d+3
2
− u∗d+1
2
=
2
d+ 1
= 1− 1− u∗d+1
2
= βj,k .
So we have αj,k ≤ βj,k and thus mj,k ≤ mj,k+1 for all choices of j and k. This means the
minimum in (10) is always achieved for k = 0 which gives us
C∗(u∗) =
d−1∑
j=0
(mj,0)
+ =
d−1∑
j=0
(u∗d−j − u
∗
j+1)
+ =
d− 1
d+ 1
as for j > d2 the term (u
∗
d−j − u
∗
j+1)
+ is 0 by the construction of u∗. 
Now we are finally set to prove Theorem 1.
Proof of Theorem 1. Let pi ∈ Sd and C be a d-copula. Then by Lemma 3.2 we get (3). In
Lemma 3.3 we show that there exists a point u∗ ∈ [0, 1]d and a mapping C∗ : [0, 1]d → R such
that
|C∗(u∗)− C∗(u∗pi)| =
d− 1
d+ 1
.
So, all we need to do in order to prove Theorem 1 is to show that C∗ is indeed a copula. This
is the case, as it can be constructed as a shuffle of min. In two dimensions Mikusin´ski et al.
(1992) show that by slicing the unit square vertically (including the mass of the upper Fre´chet-
Hoeffding-bound on the main diagonal) and rearranging it, i.e. shuffling the strips, the resulting
mass distribution will yield a proper copula. Mikusin´ski and Taylor (2010, section 6) state
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that this also works for d > 2 by rearranging [0, 1]d (with the mass on {u ∈ [0, 1]d |u1 =
. . . = ud}). [0, 1]
d is separated along hyperplanes of the form {uk = λk}. The separate parts
are then rearranged. The resulting shuffle of the original mass distribution corresponds to
a proper copula. C∗ can be obtained this way, by using hyperplanes with λk :=
∑k
i=1(1 −
u∗i ). Durante and Ferna´ndez-Sa´nchez (2010) generalize this concept by applying it to arbitrary
copulas. By Remark 2.1. therein, and following their notation, we get a copula C˜ indicated by〈
(J k)dk=1, (Ci)
d
i=1
〉
where Ci(u) :=Md(u) for i = 1, . . . , d, and J
k = (Jkj )
d
j=1 with
(12) Jkj :=


[∑d
i=1,i 6=j,...,k(1− u
∗
i ),
∑d
i=1,i 6=j+1,...,k(1− u
∗
i )
]
if j < k,[∑d
i=1,i 6=k(1− u
∗
i ), 1
]
if j = k,[∑j−1
i=k+1(1− u
∗
i ),
∑j
i=k+1(1− u
∗
i )
]
if j > k,
for k = 1, . . . , d. In Proposition 2.2. Durante and Ferna´ndez-Sa´nchez (2010) give an explicit
expression of C˜, namely
(13) C˜(u) =
d∑
j=1
λ(J1j )Md
(
(u1 − a
1
j)
+
λ(J1j )
, . . . ,
(ud − a
d
j )
+
λ(J1j )
)
where akj is the left limit of the interval J
k
j . Showing that C˜(u) = C
∗(u) is just notationally
demanding. The sums in (10) and in (12) look similar, but in (10) we circumvent the distinction
of cases by using modular arithmetic. Note that in (13), we write (ui − a
i
j)
+ instead of ui − a
i
j
in Proposition 2.2. in Durante and Ferna´ndez-Sa´nchez (2010). But from their proof it is clear
that a summand is 0 whenever ui < a
i
j for at least one i ∈ {1, . . . , d}. 
4. Additional Results
As mentioned in Section 2, if we assume u∗1 ≤ u
∗
2, Nelsen (2007) shows that for d = 2 there is
exactly one u∗ (namely u∗ =
(
1
3 ,
2
3
)⊤
) for which the maximum in (3) is attained. For d > 2,
the point u∗, where equality in (3) holds, is unique if and only if d is odd (assumed u∗i ≤ u
∗
j for
i ≤ j). If d = 2n+2 (n ∈ N), then there is a (d2−1)-dimensional manifoldM⊂ [0, 1]
d, such that
for all u∗ ∈ M, there exist a copula C and a permutation pi ∈ Sd with |C(u
∗)− C(u∗pi)| =
d−1
d+1 .
This is shown in Lemma 4.2. For the proof we are going to improve the bound in (7) which was
derived in the proof of Lemma 3.2.
Lemma 4.1. Let d ≥ 2 and u ∈ [0, 1]d with ui ≤ uj for i ≤ j. Then
(14) |C(u)−C(upi)| ≤
d∑
i=⌈ d2⌉+1
(ui − u1)
holds for any copula C and any permutation pi ∈ Sd, where ⌈a⌉ denotes the smallest integer
n ≥ a .
Before the proof of Lemma 4.1 for an arbitrary pi, we will give the proof for a special case in the
following example.
Example 4.1. Let d ≥ 3, u as in Lemma 4.1 and pi ∈ Sd such that pi(i) 6= i for exactly
three i ∈ {1, . . . , d}. This means, there are exactly three components ui1 , ui2 , ui3 in u, which are
permuted in upi. W. l. o. g. we may assume i1 < i2 < i3. As pi can’t be a transposition (otherwise,
there is one k with pi(ik) = ik), either pi is a left-shift or a right shift, i. e. pi = pil := (i1i3i2)
or pi = pir := (i1i2i3) (as there are no other derangements in S3). Now let τ1 := (i1i2) and
τ2 := (i2i3), then pil and pir are generated by those two transpositions in the following way:
pil = τ1 ◦ τ2, pir = τ2 ◦ τ1.
So we have
|C(u)− C(upil)| ≤ |C(u)− C(uτ2)|+ |C(uτ2)− C(upil)|
|C(u)− C(upir)| ≤ |C(u)− C(uτ1)|+ |C(uτ1)− C(upil)|
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and applying Lemma 3.1 yields
|C(u)− C(upil)| ≤ |ui3 − ui2 |+ |ui2 − ui1 | = |ui3 − ui1 | ≤ |ud − u1|
|C(u)−C(upir)| ≤ |ui2 − ui1 |+ |ui3 − ui2 | = |ui3 − ui1 | ≤ |ud − u1|.
Note that the last equation holds, as u1 ≤ ui1 ≤ ui2 ≤ ui3 ≤ ud by the prerequisites. Now, in
this special case, (14) follows immediately, as either pi = pil or pi = pir.
For more information on generating permutations by transpositions, see e. g. Dummit and Foote
(2009). We will make use of Example 4.1 in the following proof of Lemma 4.1.
Proof. Let d ≥ 2, u ∈ [0, 1]d with ui ≤ uj for i ≤ j and pi ∈ Sd. We will need p ∈ N, defined by
p := |{1 ≤ i ≤ d : pi(i) 6= i}|
i. e. p is the number of elements of {1, . . . , d}, which are no fixed points of pi. Note, that for
p = 0, there is nothing to show and p = 1 is impossible. Therefore, we may assume p ≥ 2 and
have p indices 1 ≤ i1 < . . . < ip ≤ d with pi(ik) 6= ik for k ∈ {1, . . . , p}. We will proof Lemma
4.1 by establishing the similar claim
(15) |C(u)− C(upi)| ≤
p∑
k=⌈ p
2
⌉+1
(uik − ui1).
Then (14) follows immediately, as
p∑
k=⌈ p2⌉+1
(uik − ui1) ≤
d∑
i=⌈ d2⌉+1
(ui − u1)
holds true for all p and the corresponding index sets.
The proof of (15) will be an induction on p. For p = 2 equation (15) holds true due to Lemma
3.1. Now assume (15) holds for p−1 (with p ≥ 3). The proof will be completed by a case-by-case
analysis, dependent on y in iy := pi(ip). In any case y 6= p as ip is by definition no fixed point of
pi.
Case 1. y ∈
{⌈
p
2
⌉
+ 1, . . . , p− 1
}
: Just like in Example 3.1, we can see pi as a composition of at
most p − 1 transpositions, such that each ik is put in its place, starting with ip. Therefore, we
have pi = σ ◦ τp, where τp :=
(
ip pi(ip)
)
and σ is the permutation which is generated by all the
remaining transpositions. As τp(ip) = pi(ip) by definition, ip is a fixed point of σ, so σ permutes
just p− 1 elements. Thus we get
|C(u)− C(upi)| ≤ |C(u)− C(uσ)|+ |C(uσ)− C(upi)|
≤
p−1∑
k=⌈p−12 ⌉+1
(uik − ui1) + (uip − uiy) ≤
p∑
k=⌈p2⌉+1
(uik − ui1)
by the induction hypothesis and Lemma 3.1 as
⌈
p−1
2
⌉
+ 1 ≤ y ≤ p− 1.
Case 2. p = 2n+ 1 and y =
⌈
p
2
⌉
= n+ 1: Analogous to Case 1, as
⌈
p−1
2
⌉
+ 1 = n+ 1.
Case 3. p = 2n and y =
⌈
p
2
⌉
= n: Now let ix := pi
−1(ip) (x 6= p as ip is not a fixed point of pi).
Case 3.1. x > y: Similar to Case 1 (resp. Example 3.1) we write pi as a composition of tranpo-
sitions. This time pi = σ ◦ τ1 ◦ τ2, with
τ1 := (ix ip), τ2 := (iy ix)
and σ being the composition of the remaining transpositions. ip and ix are fixed points of
σ, as τ1 ◦ τ2(ip) = pi(ip) and τ1 ◦ τ2(ix) = pi(ix). So σ permutes p − 2 elements. Because of
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τ1 ◦ τ2 = (iy ix ip), with Example 4.1 we get
|C(u)− C(upi)| ≤ |C(u)− C(uσ)|+ |C(uσ)− C(upi)|
≤
p−1∑
k=⌈p−22 ⌉+1, k 6=x
(uik − ui1) + (uip − uiy) ≤
p∑
k=⌈ p2⌉+1
(uik − ui1)
by the induction hypothesis and Lemma 3.1.
Case 3.2. x = y: With pi = σ ◦ τ and τ := (ix ip) (see Case 1 or Example 3.1), we get (15)
analogous to Case 1.
Case 3.3. x < y: Similar to case 3.1. we write pi = σ ◦ τ1 ◦ τ2. This time with
τ1 := (ix iy), τ2 := (iy ip)
we get (15) analogous to Case 3.1.
Case 4. y ∈
{
1, . . . ,
⌈
p
2
⌉
− 1
}
: With ix := pi
−1(ip) this case can be solved analogous to Case 3,
which completes the proof.

Now we are able to prove, that for d > 2, the point u∗, where maximal non-exchangeability is
possible, is unique if and only if the dimension is odd.
Lemma 4.2. Let d > 2, Cd := {C : [0, 1]
d → R : C is a d-copula} and
M :=
{
u ∈ [0, 1]d : u1 ≤ . . . ≤ ud,∃pi ∈ Sd ∃C ∈ Cd s.t. |C(u)− C(upi)| =
d−1
d+1
}
.
Then |M| = 1 if and only if d = 2n+1 (for a n ∈ N). If d = 2n, thenM is a (n−1)-dimensional
manifold.
Proof. Let u ∈ M and u˜i := ui −
d−1
d+1 ∈
[
0, 2
d+1
]
(∗). The left bound of u˜i follows from
d−1
d+1 = |C(u) − C(upi)| ≤ Md(u) ≤ ui for any i = 1, . . . , d . From (8) we find that any such u
satisfies 2d−1
d+1 −
∑d
i=2 u˜i ≥
d−1
d+1 , i.e., it holds that
d− 1
d+ 1
≥
d∑
i=2
u˜i ≥
d∑
i=⌈ d2⌉+1
u˜i .
This and the inequality
∑d
i=⌈ d2⌉+1
(ui − u1) =
∑d
i=⌈ d2⌉+1
(u˜i − u˜1) ≥
d−1
d+1 from Lemma 4.1 yield
(16)
d∑
i=⌈ d2⌉+1
u˜i =
d− 1
d+ 1
for every u ∈ M. Let d = 2n+ 1 then the only way for (16) to be true is
u˜1 = . . . = u˜⌈ d2⌉
= 0, u˜⌈ d2⌉+1
= . . . = u˜d =
2
d+ 1
as 0 ≤ u˜j ≤
2
d+1 for all j = 1, . . . , d.
Now let d = 2n and u ∈ [0, 1]d with
u1 = . . . = un =
d− 1
d+ 1
, un+j =
d
d+ 1
+ δj for j = 1, . . . , n
such that δj ∈
[
0, 1
d+1
]
and
δ1 ≤ . . . ≤ δn,
n∑
j=1
δj =
n− 1
d+ 1
holds. Let M˜ be the set of all such u. For each u ∈ M˜ there exists a permutation pi and a
copula C, such that |C(u) − C(upi)| =
d−1
d+1 . We will construct such a copula by the Shuffle of
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Min method, presented by Mikusin´ski et al. (1992) and Durante and Ferna´ndez-Sa´nchez (2010),
in the Appendix. Therefore, we have M˜ ⊆ M. Now, let u ∈ M. If we assume un+1 <
d
d+1 ,
i.e., u˜n+1 <
1
d+1 then equation (16) implies that there exists some u˜n+j >
2
d+1 contradicting (∗)
in the beginning of the proof. Hence, we can write un+j =
d
d+1 + δj with 0 ≤ δ1 ≤ · · · ≤ δn .
Consequently we have u˜n+j =
1
d+1 + δj , j = 1, . . . , n and equation (16) implies
n∑
j=1
δj =
n− 1
d+ 1
which means that u ∈ M˜ and thus M⊆ M˜. 
The above proof shows, that for every u ∈ M the first ⌈d2⌉ components are equal. Therefore,
even for a fixed u∗ ∈ M and a fixed C ∈ Cd there’s never a unique pi ∈ Sd which maximizes (3)
(for d > 2). E. g. let pi be such a permutation, then p˜i := pi ◦ τ12 maximizes (3) as well.
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Appendix A. Examples
Let d = 2n and u ∈ M as described in the proof of Lemma 4.2, i.e.
u1 = . . . = un =
d− 1
d+ 1
, un+j =
d
d+ 1
+ δj for j = 1, . . . , n
such that δj ∈
[
0, 1
d+1
]
and
δ1 ≤ . . . ≤ δn,
n∑
j=1
δj =
n− 1
d+ 1
.
Let pi ∈ S be the order reversing permutation, i.e. pi(j) = d− j+1 for j = 1, . . . , d. By applying
the Shuffle-Of-Min-Method, we will construct a copula C, such that |C(u)− C(upi)| =
d−1
d+1 .
According to Remark 2.1. in Durante and Ferna´ndez-Sa´nchez (2010), all that is needed for the
construction of such a copula, is a so called shuffling structure of d-dimensional orthotopes and
a system of copulas (Ci). We use Ci ≡ Md for all i for simplicity, but other choices, especially
non-singular copulas are possible. Now for the orthotopes J1i ×. . .×J
d
i (with i ∈ {1, . . . , 3n−1}):
In the following, we will give Jki for all cases of i ∈ {1, . . . , 3n − 1} and k ∈ {1, . . . , d}.
Case 1. i ∈ {1, . . . , n− 1}:
Case 1.1. k ∈ {1, . . . , n− i} ∪ {n+ 1, . . . , 2n} then:
Jki :=
[∑i−1
j=1
(
1
d+1 + δj
)
,
∑i
j=1
(
1
d+1 + δj
)]
Case 1.2. k = n− i+ 1 then: Jki :=
[
d−1
d+1 ,
d
d+1 + δi
]
Case 1.3. i ≥ 2 and k ∈ {n− i+ 2, . . . , n} then:
Jki :=
[∑i−1
j=1,j 6=n+1−k
(
1
d+1 + δj
)
,
∑i
j=1,j 6=n+1−k
(
1
d+1 + δj
)]
Case 2. i ∈ {n, . . . , 2n − 2} and:
Case 2.1. k = 1 then:
Jki :=
[
d−2
d+1 − δn +
∑i−n
j=1
(
1
d+1 − δj
)
, d−2
d+1 − δn +
∑i−n+1
j=1
(
1
d+1 − δj
)]
Case 2.2. n ≥ 3 and k ∈ {2, . . . , 2n − i− 1} then:
Jki :=
[
d−3
d+1 − δn − δn+1−k +
∑i−n
j=1
(
1
d+1 − δj
)
, d−3
d+1 − δn − δn+1−k +
∑i−n
j=1
(
1
d+1 − δj
)]
Case 2.3. k = 2n− i then: Jki :=
[
d
d+1 + δn+1−k, 1
]
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Case 2.4. i ≥ n+ 1 and k ∈ {2n − i+ 1, . . . , n} then:
Jki :=
[
d−4
d+1 − δn +
∑i−n
j=1
(
1
d+1 − δj
)
, d−4
d+1 − δn +
∑i−n+1
j=1
(
1
d+1 − δj
)]
Case 2.5. k ∈ {n + 1, . . . , 2n} then:
Jki :=
[
d
d+1 − δn +
∑i−n
j=1
(
1
d+1 − δj
)
, d
d+1 − δn +
∑i−n+1
j=1
(
1
d+1 − δj
)]
Case 3. i ∈ {2n− 1, . . . , 3n − 2} and:
Case 3.1. k = 1 then:
Jki :=
[
d−2
d+1 +
∑i−2n+1
j=1
(
1
d+1 − δj
)
, d−2
d+1 +
∑i−2n+2
j=1
(
1
d+1 − δj
)]
Case 3.2. k ∈ {2, . . . , n} then:
Jki :=
[
d−4
d+1 +
∑i−2n+1
j=1
(
1
d+1 − δj
)
, d−4
d+1 +
∑i−2n+2
j=1
(
1
d+1 − δj
)]
Case 3.3. k ∈ {n + 1, . . . , 3n− 2} \ {i− n+ 2} then:
Jki :=
[
d
d+1 +
∑i−2n+1
j=1,j 6=k−n
(
1
d+1 − δj
)
, d
d+1 +
∑i−2n+2
j=1,j 6=k−n
(
1
d+1 − δj
)]
Case 3.4. k = i− n+ 2: Jki :=
[
d
d+1 + δk−n, 1
]
Case 4. i = 3n− 1:
Case 4.1. k = 1: Jki :=
[
d−1
d+1 , 1
]
Case 4.2. k ∈ {2, . . . , n} then: Jki :=
[
d−3
d+1 ,
d−1
d+1
]
Case 4.3. k ∈ {n + 1, . . . , 2n} then: Jki :=
[
d−2
d+1 − δn,
d
d+1 − δn
]
By Definition 2.1. in Durante and Ferna´ndez-Sa´nchez (2010), the intervals Jki must fulfill four
conditions, in order to get a proper copula:
(1) First, i must run in a finite or countable index set. This is obviously the case, as
1 ≤ i ≤ 3n− 1.
(2) Second, for every k ∈ {1, . . . , d} and i1 6= i2 the intervals J
k
i1
and Jki2 have at most one
endpoint in common. This condition is tedious to verify, but nonetheless fulfilled.
(3) Third, the orthotopes must be d-hypercubes, i.e.
∣∣Jk1i ∣∣ = ∣∣Jk2i ∣∣ for every i and every pair
k1, k2. This is the case, as for every k
∣∣Jki ∣∣ =


1
d+1 + δi for i ∈ {1, . . . , n− 1},
1
d+1 + δi−n+1 for i ∈ {n, . . . , 2n− 2},
1
d+1 + δi−2n+2 for i ∈ {2n − 1, . . . , 3n− 2},
2
d+1 for i = 3n− 1.
(4) Last, for every k, the length of the intervals must sum up to 1.
3n−1∑
i=1
∣∣Jki ∣∣ =
n−1∑
i=1
(
1
d+1 + δi
)
+
2n−2∑
i=n
(
1
d+1 − δi−n+1
)
+
3n−2∑
i=2n−1
(
1
d+1 − δi−2n+2
)
+ 2
d+1 = 1
for every k.
Analogous to (13) we get an explicit expression of C, namely
(17) C(u) =
3n−1∑
i=1
min
((
u1 − a
1
i
)+
, . . . ,
(
ud − a
d
i
)+
,
∣∣J1i ∣∣
)
where aki is the left limit of the interval J
k
i . The distribution of mass within the d-hypercubes
is arbitrary, as long as there is exactly the mass
∣∣J1i ∣∣ in the hypercube J1i × . . . × Jdi . In our
example, all the mass is on the diagonal. For a non-singular copula, one could spread the mass
evenly within the hypercubes, for example replace Md in (13) by the Independence Copula pid.
Let’s clarify things with two small examples for d = 4:
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Example A.1. In (9) we get u∗ = (0.6, 0.6, 0.8, 1). The copula in (10) is given by
C∗(u) = min
{
(u1 − 0.6)
+, (u2 − 0.2)
+, u3, u4
}
+
+ min
{
(u2 − 0.6)
+, (u3 − 0.4)
+, (u4 − 0.4)
+, u1
}
+ min
{
(u3 − 0.8)
+, (u4 − 0.8)
+, (u1 − 0.4)
+, u2
}
+min
{
(u4 − 1)
+︸ ︷︷ ︸
=0
, . . .
}
.
Therefore, we have |C∗(u∗)− C∗(1, 0.8, 0.6, 0.6)| = 0.6.
Example A.2. As the dimension is even, the point u∗ in Example A.1 is not the only one, in
which maximal non-exchangeability is achieved. Let δ1 ∈ [0, 0.1] and u˜ = (0.6, 0.6, 0.8+δ1 , 1−δ1).
Note that 1− δ1 = 0.8 + δ2 if δ1 + δ2 = 0.2. The copula in (17) is given by
C(u) = min
{
u1, (u2 − 0.6)
+, u3, u4, 0.2 + δ1
}
+
+ min
{
(u1 − 0.2 − δ1)
+, (u2 − 0.8 + δ1)
+, (u3 − 0.6 − δ1)
+,
(u4 − 0.6 − δ1)
+, 0.2 + δ1
}
+ min
{
(u1 − 0.4)
+, u2, (u3 − 0.8 − δ1)
+, (u4 − 0.8)
+, 0.2− δ1
}
+ min
{
(u1 − 0.6 + δ1)
+, (u2 − 0.2 + δ1)
+, (u3 − 0.8)
+, (u4 − 1 + δ1)
+, δ1
}
+ min
{
(u1 − 0.6)
+, (u2 − 0.2)
+, (u3 − 0.2 − δ1)
+, (u4 − 0.2 − δ1)
+, 0.4
}
.
Therefore, we have |C(u˜) − C(1 − δ1, 0.8 + δ1, 0.6, 0.6)| = 0.6. This copula C is different from
the copula C∗ in Example A.1, as C(u˜) = 0, but C∗(u˜) = δ1.
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