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1. Introduction
Random probability vectors are of great interest, especially in view of
their application to statistical inference. Recently, a growing literature in
Bayesian non-parametrics proposed new priors for modeling situations where
data may be divided into different groups. In this case, one would like to
consider different densities for different groups instead of a single common
density for all the data. For this reason, models driven by vectors of de-
pendent random probability measures could be used as an alternative to the
classical univariate models. After the seminal papers of MacEachern (1999),
the problem of modelling a finite number of dependent densities, allowing
information pooling across groups, has become an active area of research in
Bayesian non-parametrics. Focusing on the stick breaking representation of
the Dirichlet Process (DP), De Iorio et al. (2004) propose an ANOVA-type
dependence for the law of the atoms, and later, Griffin and Steel (2006),
defined a class of DP with both dependent atoms and weights. Many other
alternative constructions have been proposed in this framework, see, for in-
stance Hatjispyrosa et al. (2011), Kolossiatis et al. (2013) and the references
therein. All these approaches are based on the Sethuraman representation
of the DP. In Leisen and Lijoi (2011) an alternative way for constructing
vectors of random probability measures is proposed. They introduce a 2-
dimensional infinite divisible vector where the dependence is regulated by a
Levy’s Copula. The same approach is used in Leisen et al. (2013).
In this paper, we extend to the multidimensional case some results pre-
sented in Leisen and Lijoi (2011), in particular, the Laplace Transform and
the exchangeable partition probability function. In addition, a MCMC al-
gorithm is proposed for evaluating the Exchangeable Partition Probability
Function (EPPF). When the dimension is greater than 2, the derivation of
the Laplace transform is non-trivial and the result that we prove, it is inter-
esting compared with the Laplace transform of the n-dimensional vector of
Dirichlet Processes studied in Leisen et al. (2013). In addition, an MCMC
algorithm for evaluating the EPPF is proposed and its performance is tested
in the bidimensional case. As we will show, the application of the algorithm
to some specific examples, allows some considerations about the clustering
behaviour of such a vector. The paper is organized as follows. In Section
2 some preliminaries are given and the vector of Poisson-Dirichlet processes
is introduced. Section 3 is devoted to the derivation of the multivariate
Laplace exponent and in Section 4 an expression of the EPPF is provided
1
for the multivariate setting. Finally, Section 5 is devoted to the definition of
the MCMC algorithm, the testing of its perfomance and the application to
some examples.
2. Preliminaries
Let (Ω,F ,P) be a probability space and (X,X ) a measure space, with X
Polish and X the Borel σ–algebra of subsets of X. Suppose µ˜1, . . . , µ˜d are
completely random measures1 (CRMs) on (X,X ) with respective marginal
Le´vy measures
ν¯i(dx, dy) = α(dx) νi(dy) i = 1, . . . , d
The probability measure α on X is non–atomic and νi is a measure on R+
such that
∫
R+ min(y, 1) νi(dy) < ∞. We further suppose that µ˜1, . . . , µ˜d are
stable CRMs, i.e.
νi(dy) =
σ
Γ(1− σ)y
−1−σ dy 0 < σ < 1 and i = 1, . . . , d. (1)
Moreover, µ˜1, . . . , µ˜d are dependent and the random vector (µ˜1, . . . , µ˜d) has
independent increments, in the sense that given A and B in X , with A∩B =
∅, then (µ˜1(A), . . . , µ˜d(A)) and (µ˜1(B), . . . , µ˜d(B)) are independent. This
implies that for any set of measurable functions f = (f1, . . . , fd) such that
fi : X→ R, i = 1, . . . , d and
∫ |fi|σ dα <∞, one has
E
[
e−µ˜1(f1)−···−µ˜d(fd)
]
= exp
{−ψ∗ρ,d(f)} . (2)
where
ψ∗ρ,d(f) =
∫
X
∫
(0,∞)d
[
1− e−y1f1(x)−···−ydfd(x)] ρd(dy1, . . . , dyd) α(dx) (3)
The representation (2) entails that the jump heights of (µ˜1, . . . , µ˜d) are
independent from the locations where the jumps occur. Moreover, these jump
locations are common to all the CRMs and are governed by α.
An important issue is the definition of the measure ρd in (2): we will
1For background information on CRMs one can refer to Kingman (1993)
2
determine it in such a way that it satisfies the condition∫
(0,∞)d−1
ρd(dx1, . . . , dxj−1, A, dxj+1, . . . , dxd) =
∫
A
σ
Γ(1− σ)y
−1−σ dy (4)
for any j = 1, . . . , d and A ∈ B(R+). In other words, the marginal Le´vy
intensities coincide with νi in (1). This is possible through a Le´vy Copula,
see Cont and Tankov (2004). Indeed, set Ui(y) :=
∫∞
y
νi(s) ds as the i–th
marginal tail integral associated to νi and
U(y1, . . . , yd) =
∫ ∞
y1
· · ·
∫ ∞
yd
ρd(s1, . . . , sd) ds1 · · · dsd
is the corresponding tail integral. According to Cont and Tankov (2004)
there exists a unique Le´vy copula C such that
U(y1, . . . , yd) = C(U1(y1), . . . , Ud(yd)).
Furthermore, if both the copula C and the marginal tail integrals are suffi-
ciently smooth
ρd(y1, . . . , yd) =
∂dC(s1, . . . , sd)
∂s1 · · · ∂sd
∣∣∣∣
s1=U1(y1),...sd=Ud(yd)
ν1(y1) . . . νd(yd).
A choice for C could be the Le´vy-Clayton Copula
Cθ(s1, . . . , sd) = (s
−θ
1 + · · ·+ s−θd )−
1
θ θ > 0. (5)
where the parameter θ regulates the degree of dependence. Under the par-
ticular choice of stable marginals and θ = 1
σ
, then
ρd(y1, . . . , yd) =
(σ)d
Γ(1− σ) |y|
−σ−d (6)
where |y| = y1 + · · ·+ yd and (σ)d = σ(σ+ 1) · · · (σ+ d− 1) is the ascending
factorial. If d = 2 then we recover the bivariate Le´vy intensity used in
Leisen and Lijoi (2011). Let (µ˜1, . . . , µ˜d) be the vector of random probability
measures defined in (2) with ρd as in (6). Suppose Pi,σ is the probability
distribution of µ˜i, for i = 1, . . . , d.
Hence Pi,σ is supported by the space of all boundedly finite measures MX
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on X endowed with the Borel σ–algebraMX with respect to the w]–topology
(“weak-hash” topology2). Introduce, now, another probability distribution
Pi,σ,θ on (MX,MX) such that Pi,σ,θ  Pi,σ and
dPi,σ,θ
dPi,σ
(µ) =
Γ (θ)
(K)
1
d
[µ(X)]−θ (7)
where
K =
∫
(0,∞)d
(
d∏
i=1
λi
)θ−1
e−ψρ,d(λ)dλ
and ψρ,d(λ) is the Laplace exponent defined in formula (9). We denote with
µ˜i,σ,θ a random element defined on (Ω,F ,P) and taking values in (MX,MX)
whose probability distribution coincides with Pi,σ,θ. The random probability
measure
p˜i = µ˜i,σ,θ/µ˜i,σ,θ(X)
is a Poisson-Dirichlet process with parameter (σ, θ), see, e.g. Pitman and
Yor (1997) and Pitman (2006), and The vector
(p˜1, . . . , p˜d) (8)
is a dependent vector of Poisson–Dirichlet random probability measures on
(X,X ). Note that, when d = 2, (8) coincides with the vector introduced in
Leisen and Lijoi (2011).
Remark. Note that the change of measure in (7) differs from the one given
in Leisen and Lijoi (2011). The latter contains a typo that, however, slightly
affects only the normalizing constant of the EPPF. Indeed, such a constant
must coincide with Γ(θ)
(K)
1
d
.
3. The Laplace Exponent
In this section, it is provided the Laplace exponent of the vector (µ˜1, . . . , µ˜n)
defined through the Le´vy intensity in (6). This is an important tool for deter-
2Recall that a sequence of measures (mi)i≥1 in MX converges, in the w]–topology, to
a measure m in MX if and only if mi(A) → m(A) for any bounded set A ∈ X such that
m(∂A) = 0. See Daley and Vere-Jones (2003) for further details.
4
mining the Exchangeable Partition Probability Function in the next section.
Before getting started, it is worth noting that, since (µ˜1, . . . , µ˜d) has inde-
pendent increments, its distribution is characterized by a choice of f1, . . . , fd
in (2) such that fi = λi 1A for any set A in X , λi ∈ R+ and i = 1, . . . , d. In
this case
ψ∗ρ,d(f) = α(A)ψρ,d(λ)
where λ = (λ1, . . . , λd) and
ψρ,d(λ) =
∫
(R+)d
[
1− e−〈λ,y〉] (σ)d
Γ(1− σ) |y|
−σ−ddy (9)
where y = (y1, . . . , yd) and 〈λ,y〉 =
∑d
i=1 λiyi.
In Leisen and Lijoi (2011), the authors provide the expression of ψρ,d in
the bidimensional case, i.e.
ψρ,2(λ1, λ2) =
{
[λσ+11 − λσ+12 ]/(λ1 − λ2) λ1 6= λ2
(σ + 1)λσ1 λ1 = λ2
(10)
In this case, the computation of ψρ,2 is quite straightforward but it’s not
trivial in the multidimensional setting. Our goal is to prove the following
Proposition 1. Let λ ∈ (R+)d be such that it consists of l ≤ d distinct values
denoted as λ˜ = (λ˜1, . . . , λ˜l) with respective multiplicities n = (n1, . . . , nl).
Then
ψρ,d(λ) = ψρ,d(λ˜,n) =
(
l∏
i=1
1
Γ(ni)
∂ni−1
∂ni−1λ˜i
)(
φl(λ˜)
l∏
i=1
λ˜ni−1i
)
, (11)
where
φσl (x) =
{ ∑l
i=1
xσ+l−1i∏l
j=1,j 6=i(xi−xj)
1(x1 6=...6=xl) if l > 1
λσ1 if l = 1
(12)
This result is interesting when compared with the Laplace Exponent of
the vector of Dirichlet Processes introduced in Leisen et al. (2013). They
differ only in the function φσl . Clearly, this is due to the different nature of the
marginals but it is surprising if considering that they arise from different Le´vy
Copulas. Our conjecture is that this happens when the Le´vy Copula could
be seen as a function of the tail integrals of the marginal Le´vy intensities.
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The development of this idea (in its generality) is out of the scope of this
paper and will be matter of future research.
Before proving the statement of the proposition we need some prelimi-
naries. For every a > 0 and d > 1 such that d ∈ N, define the integral
Φad(λ) =
∫
4d−1
(a+1)d−1 [λ1z1 + · · ·+ λd−1zd−1 + λd(1− z1 − · · · − zd−1)]a dz
where z = (z1, . . . , zd−1) and 4d = {z ∈ (0, 1)d : z1 + · · · + zd < 1}. The
Laplace Exponent is strictly related to this integral, indeed a simple change
of variable, namely zi = yi/s for i = 1, ..., d− 1 and s = |y| in equation (9),
yields
ψρ,d(λ) = Φ
σ
d(λ)
i.e. the Laplace Exponent coincides with the integral (13) when a = σ. This
means that, for proving the statement of Proposition 1, we have to prove
that
Φσd(λ) = Φ
σ
d(λ˜,n) =
(
l∏
i=1
1
Γ(ni)
∂ni−1
∂ni−1λ˜i
)(
φl(λ˜)
l∏
i=1
λ˜ni−1i
)
, (13)
Proof. We prove it by induction. The case d = 2 has been proved by Leisen
and Lijoi (2011) and it is displayed in Equation (10).
Now, suppose that (13) holds for d with l ≤ d distinct values λ˜1, . . . , λ˜l
among the λ1, . . . , λd with multiplicities n1, . . . , nl. For the case of d + 1,
there are two possibilities for λd+1
a) λd+1 ∈ {λ1, . . . , λd}
b) λd+1 6∈ {λ1, . . . , λd}
Case a). In the first case, without loss of generality, we can assume that
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λd+1 = λ1 = λ˜1 6= λ˜l = λd. Hence,
Φσd+1(λ˜1, ..., λ˜l;n1 + 1, ..., nl)
=
1
λ˜l − λ˜1
[
Φσ+1d (λ˜1, ..., λ˜l;n1, ..., nl)− Φσ+1d (λ˜1, ..., λ˜l;n1 + 1, n2, ..., nl−1, nl − 1)
]
=
1
λ˜l − λ˜1
{
1∏l
i=1 Γ(ni)
∂n1−1 · · · ∂nl−1
∂n1−1λ˜1 · · · ∂nl−1λ˜l
[
φσ+1l (λ˜)
l∏
i=1
λ˜ni−1i
]
− nl − 1
n1
1∏l
i=1 Γ(ni)
∂n1∂n2−1 · · · ∂nl−1−1∂nl−2
∂n1λ˜1∂n2−1λ˜2 · · · ∂nl−1−1λ˜l−1∂nl−2λ˜l
[
φσ+1l (λ˜)
λ˜1
λ˜l
l∏
i=1
λ˜ni−1i
]}
=
1
λ˜l − λ˜1
{
1
n1
1∏l
i=1 Γ(ni)
∂n1−1 · · · ∂nl−1
∂n1−1λ˜1 · · · ∂nl−1λ˜l
[
φσ+1l (λ˜)
∂
∂λ˜1
(
λ˜n11
) l∏
i=2
λ˜ni−1i
]
− 1
n1
1∏l
i=1 Γ(ni)
∂n1∂n2−1 · · · ∂nl−1−1∂nl−2
∂n1λ˜1∂n2−1λ˜2 · · · ∂nl−1−1λ˜l−1∂nl−2λ˜l
[
φσ+1l (λ˜)λ˜1
l−1∏
i=1
λ˜ni−1i
∂
∂λ˜l
(
λ˜nl−1l
)]}
(14)
Let λ−1 = (λ˜2, . . . , λ˜l). The following identity holds
φσ+1l (λ˜) = λ˜1φ
σ
l (λ˜) + φ
σ+1
l (λ˜−1) (15)
Notice that φσ+1l (λ˜−1) does not depend on λ˜1. Using this identity, the second
term of (14) could be written as
− 1
λ˜l − λ˜1
{
1
n1
1∏l
i=1 Γ(ni)
∂n1 · · · ∂nl−1
∂n1λ˜1 · · · ∂nl−1λ˜l
[
φσ+1l (λ˜−1)λ˜
n1
1
l∏
i=2
λ˜ni−1i
]
− 1
n1
λ˜l∏l
i=1 Γ(ni)
∂n1 · · · ∂nl−1
∂n1λ˜1 · · · ∂nl−1λ˜l
[
φσl (λ˜)λ˜1
l∏
i=1
λ˜ni−1i
]}
(16)
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On the other hand, the first term of (14) could be written as
1
λ˜l − λ˜1
{
1
n1
1∏l
i=1 Γ(ni)
∂n1 · · · ∂nl−1
∂n1λ˜1 · · · ∂nl−1λ˜l
[
φσ+1l (λ˜)λ˜
n1
1
l∏
i=2
λ˜ni−1i
]
− 1
n1
1∏l
i=1 Γ(ni)
∂n1−1 · · · ∂nl−1
∂n1−1λ˜1 · · · ∂nl−1λ˜l
[
λ˜n11
l∏
i=2
λ˜ni−1i
∂
∂λ˜1
φσ+1l (λ˜)
]}
(17)
By applying the general Leibniz rule and noting that the n1-th derivative of
λ˜n1−11 is 0, one gets,
∂n1−1
∂n1−1λ˜1
[
λ˜n11
l∏
i=2
λ˜ni−1i
∂
∂λ˜l
φa+1l (λ˜)
]
=
n1−1∑
k=0
(
n1 − 1
k
)
∂k
∂kλ˜1
(λ˜n11 )
∂n1−k
∂n1−kλ˜l
φa+1l (λ˜)
=λ˜1
n1∑
k=0
(
n1
k
)
∂k
∂kλ˜1
(λ˜n1−1l )
∂n1−k
∂n1−kλ˜1
φa+1l (λ˜)
=λ˜1
∂n1
∂n1λ˜1
λ˜n1−1l φ
a+1
l (λ˜)
and from identity (15) , equation (17) could be further written as
1
λ˜l − λ˜1
{
1
n1
1∏l
i=1 Γ(ni)
∂n1 · · · ∂nl−1
∂n1λ˜1 · · · ∂nl−1λ˜l
[
φσ+1l (λ˜−1)λ˜
n1
1
l∏
i=2
λ˜ni−1i
]
− 1
n1
λ˜1∏l
i=1 Γ(ni)
∂n1 · · · ∂nl−1
∂n1λ˜1 · · · ∂nl−1λ˜l
[
φσl (λ˜)λ˜1
l∏
i=1
λ˜ni−1i
]}
(18)
Combining equation (16) with (18) we get the thesis of case a), i.e.
Φad+1(λ˜1, ..., λ˜l;n1 + 1, ..., nl) =
1
n1
1∏l
i=1 Γ(ni)
∂n1 · · · ∂nl−1
∂n1λ˜1 · · · ∂nl−1λ˜l
[
φal (λ˜)λ˜1
l∏
i=1
λ˜ni−1i
]
Case b). Without loss of generality, we assume that λd+1 = λ˜l+1 6= λ˜l = λd.
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Hence,
Φσd+1(λ˜1, ..., λ˜l, λ˜l+1;n1, ..., nl, 1) =
1
λ˜l − λ˜l+1
[
Φσ+1d (λ˜1, ..., λ˜l;n1, ..., nl)− Φσ+1d (λ˜1, ..., λ˜l, λ˜l+1;n1, ..., nl − 1, 1)
]
By working in a similar fashion of ”case a)”, one gets the thesis for ”case
b)”, i.e.
Φσd+1(λ˜1, ..., λ˜l, λ˜l+1;n1, ..., nl, 1) =
1∏l
i=1 Γ(ni)
∂n1−1 · · · ∂nl−1
∂n1−1λ˜1 · · · ∂nl−1λ˜l
×
[
l+1∏
i=1
λ˜ni−1i φ
σ
l+1(λ˜1, ..., λ˜l+1)
]
and this concludes the proof.
4. The Exchangeable Partition Probability Function
In this Section, the exchangeable partition probability function (EPPF)
is computed for the vector defined in (8). Let us define the following function
gρ(q1, . . . , qd;λ) =
∫
(0,∞)d
yq11 · · · yqdd e−ψρ,d(λ)ρd(y1, . . . , yd)dy (19)
that plays a central role in the determination of the EPPF. We will prove
that this function is related with a Lauricella function of fourth kind that is
defined as
FD(a, b1, . . . , bd, c, z1, . . . , zd) =
∞∑
m1=0
· · ·
∞∑
md=0
(a)|m|(b1)m1 · · · (bd)md
(c)|m|m1! · · ·md! z
m1
1 · · · zmdd
for |zi| < 1, i = 1, . . . , d and |m| = m1 + · · ·+md. It is available an integral
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representation of the Lauricella function of fourth kind, that is
FD(a, b1, . . . , bd, c, z1, . . . , zd) =
Γ(c)
Γ(c−∑di=1 bi)∏di=1 Γ(bi)×∫
∆d
(1− |y|)c−1−
∑d
i=1 bi
d∏
i=1
ybi−1i (1− < y, z >)−ady
Hence, we have the following theorem.
Theorem 1. Let gρ(q1, ..., qd;λ) be defined as (19). Let I ∈ {1, . . . , d} be
such that λI = max(λ1, . . . , λd). Hence,
gρ(q1, ..., qd;λ) =
(σ)d
Γ(1− σ)
Γ(|q| − σ)
λ
|q|−σ
I
∏d
i=1 Γ(qi + 1)
Γ(|q|+ d)
× FD(|q| − σ; q−I + 1; |q|+ d;1− λ−I
λI
)
where q−I + 1 and 1− λ−IλI are the vectors of parameters
q−I + 1 = (q1 + 1, . . . , qI−1 + 1, qI+1 + 1, . . . , qd + 1)
1− λ−I
λI
=
(
1− λ1
λI
, ..., 1− λI−1
λI
, 1− λI+1
λI
, · · · , 1− λd
λI
)
Proof. Without loss of generality, suppose that I = d. A simple change of
variable, namely zi = yi/s for i = 1, ..., d− 1 and s = |y|, yields
gρ(q1, ..., qd;λ) =
(σ)d
Γ(1− σ)
∫
∆d−1
(1− |z|)qd
d−1∏
i=1
zqii
×
∫ +∞
0
s|q|−σ−1e−s[<λ,z>+λd(1−|z|)]dsdz
=
(σ)dΓ(|q| − σ)
Γ(1− σ)
∫
4d−1
(1− |z|)qd∏d−1i=1 zqii
[< λ, z > +λd(1− |z|)]|q|−σ
dz
and we get the thesis from the integral representation of the Lauricella func-
tion of fourth kind.
As in Leisen and Lijoi (2011), we are considering d groups of data with
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sample sizes n1, . . . , nd that are partial exchangeable, i.e.
P
[
X(1)n1 ∈ ×n1i1=1A(1)i1 ; . . . ;X(d)nd ∈ ×ndid=1A
(d)
id
| (p˜1, . . . , p˜d)
]
=
n1∏
i1=1
p˜1(A
(1)
i1
)× · · ·
· · · ×
nd∏
id=1
p˜d(A
(d)
id
).
with X
(i)
ni = (X
(i)
1 , . . . , X
(i)
ni ), i = 1, . . . , d. This description of the model
implies that the d samples (X
(1)
1 , . . . , X
(1)
n1 ), . . . , (X
(d)
1 , . . . , X
(d)
nd ) are indepen-
dent conditional on (p˜1, . . . , p˜d). Given the discrete nature of the random
probabilities in (8), there might be ties, i.e. common values among the sam-
ples X
(i)
ni , i = 1, . . . , d. Precisely, let Z
∗
1 , . . . , Z
∗
K be the distinct values among
the (X
(1)
1 , . . . , X
(1)
n1 ), . . . , (X
(d)
1 , . . . , X
(d)
nd ). Clearly, 1 ≤ K ≤ n1 + · · · + nd.
Let Ni,j be the number of X
(j)’s that is equal to Z∗i , i.e.
Ni,j =
nj∑
h=0
1{X(j)h =Z∗i }
This means that the data can be described by the set
{K,Z∗1 , . . . , Z∗K , (N1,1, . . . , NK,1), . . . , (N1,d, . . . , NK,d)}
The Exchangeable Partition Probability Function (EPPF) is defined as
Πn1,...,ndk (n1, ...,nd) = P[K = k,N1 = n1, ...,Nd = nd]
with 1 ≤ k ≤ n1 + · · · + nd and for vector of non-negative integers such
that
∑k
h=0 ni,h = ni. In the following theorem, an expression of the EPPF is
provided and an algorithm for its evaluation will be given in next section.
Theorem 2. For any positive integers n1, ..., nd and k and vectors ni =
(n1,i, ..., nk,i) for i = 1, ..., d such that
∑k
j=1 nj,i = ni and nj,1 + · · ·+nj,d ≥ 1,
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for i = 1, ..., d, one has
Πn1,...,ndk (n1, ...,nd) =
∫
(0,∞)d
λθ+n1−11 · · ·λθ+nd−1d e−ψρ,d(λ) ×
k∏
j=1
gρ(nj,1, ..., nj,d;λ)dλ
K
d∏
i=1
(θ)ni
Proof. We recall that with µ˜i, i = 1, ..., d, we denote the i-th σ-stable com-
pletely random measure, see Section 2.
p˜in1,...,ndk (n1, ...,nd, dz) =
Γ d(θ)
K
d∏
i=1
[µ˜i(X)]θ+ni
k∏
j=1
[µ˜1(dzj)]
nj,1 · · · · · [µ˜d(dzj)]nj,d
for any k ≥ 1 and ni = (n1,i, ..., nk,i) such that
∑k
j=1 nj,i = ni for i = 1, ..., d.
We will now show that the probability distribution E [p˜in1,...,ndk ] admites a
density on Ndk × Xk with respect to the product measure γdk × αk, where
γ is the counting measure on the positive integers, and will determine its
form. Suppose C,x denotes a neighborhood of x ∈ X of radius  > 0 and
B = ∪kj=1C,zj . Then∫
B
E [p˜in1,...,ndk (n1, ...,nd, dz)] =
1
K
d∏
i=1
(θ)ni
∫
(0,∞)d
λθ+n1−11 · · · · · λθ+nd−1d
×E
[
e−λ1µ˜1(X)−···−λdµ˜d(X)
k∏
j=1
d∏
i=1
[
µ˜i(C,zj)
]nj,i] dλ
Define X to be the whole space X with the neighbourhoods C,zr deleted for
all j = 1, ..., k. By virtue of the independence of the increments of the CRMs
µ˜1 and µ˜2, the expression above reduces to
1
K
d∏
i=1
(θ)ni
∫
(0,∞)d
λθ+n1−11 · · ·λθ+nd−1d E
[
e−λ1µ˜1(X)−···−λdµ˜d(X)
]× k∏
j=1
Mj,(λ)dλ
12
where, by virtue of Lemma 1 in Appendix,
Mj,(λ) : = E
[
e−λ1µ˜1(X)−···−λdµ˜d(X)
d∏
i=1
[
µ˜i(C,zj)
]nj,i]
= α(C,zj)e
−α(C,zj )ψρ,d(λ)gρ(nj,1, ..., nj,d;λ) + o(α(C,zj))
This shows that E[p˜ik] admits a density with respect to γdk × αk and it is
given by
1
K
d∏
i=1
(θ)ni
∫
(0,∞)d
λθ+n1−11 · · ·λθ+nd−1d e−ψρ,d(λ) ×
k∏
j=1
gρ(nj,1, ..., nj,d;λ)dλ
5. Numerical illustrations
In this section we provide an automatic Markov Chain Monte Carlo al-
gorithm (MCMC) for evaluating the EPPF when θ > 1. In particular, in the
first part we will focus on the bidimensional case for comparing the perfor-
mance of the algorithm vs the matlab integrator. Indeed, as shown in Leisen
and Lijoi (2011), in the bivariate case, the EPPF reduces to a one dimen-
sional integral in the interval [0, 1] and, in this case, the matlab integrator is
very accurate. When the dimension d of the vector is greater than 2, it is not
possible to reduce the dimension of the integral and another computational
approach must be used. In the MCMC setting it is possible to compute
integrals of this type:
I =
∫
F (x)pi(x)dx
Z
(20)
where
Z =
∫
pi(x)dx
is the normalizing constant of the unnormalized target distribution pi and F
a objective funtion. This means that
p˜i(x) =
pi(x)
Z
13
is a probability distribution. The Metropolis-Hastings algorithm is able to
construct a Markov Chain (Xi)i≥0 that has p˜i as stationary distribution and,
an estimator of the integral (20) is
I ∼= 1
N
N∑
i=1
F (Xi)
Since the constant K in the EPPF acts naturally as a normalizing constant,
in our case, the unnormalized target is
pi(λ) = e−ψρ,d(λ)
d∏
i=1
λθ−1i (21)
and the function F is
F (λ) =
(
d∏
i=1
λnii
(θ)ni
)(
k∏
j=1
gρ(nj,1, ..., nj,d;λ)
)
For a non-expert reader, the general steps (in our case) of the Metropolis-
Hastings, are displayed in Algorithm 1.
Algorithm 1. Random Walk Metropolis-Hastings for the EPPF
Suppose that λ(t) = (λ
(t)
1 , . . . , λ
(t)
d )
1. Draw λ′ = (λ′1, . . . , λ
′
d) from a proposal distribution
Q(·|λ(t)).
2. Set λ(t+1) = λ′ with probability
α(λ(t),λ′) = min
{
1,
pi(λ′)Q(λ(t)|λ′)
pi(λ(t))Q(λ′|λ(t))
}
and λ(t+1) = λ(t) with probability 1− α(λ(t),λ′)
14
We set the proposal distribution as
Q(·|λ(t)) = q1(·|λ(t)1 ) · · · qd(·|λ(t)d )
Since θ regulates the shape of the proposal distribution, we need to choose
qi(·|λ(t)i ) according to its value.
If θ ≤ 1 then qi(·|λ(t)i ), i = 1, . . . , d is a Weibull Distribution, otherwise
if θ > 1, then qi(·|λ(t)i ), i = 1, . . . , d, is the density of a truncated Normal
distribution in the interval [0,∞) with mean λ(t)i and standard deviation σi.
When θ > 1, a guideline for setting the standard deviations σ = (σ1, . . . , σd)
could be
σ = Argmax pi(λ)
On the other hand, when θ ≤ 1, a guideline could be to set the shape
parameter of the Weibull distribution equal to σ. Since the heaviness of the
tails increases as σ decreases, we suggest the following empirical rule for the
scale parameter: if σ ≥ 0.5 then set it equal to 1 otherwise, set it at least 10.
In the set of experiments, we run 20 chains for 20000 iterations with a
burn in period of 5000 iterations.
First of all, we focus on the bidimensional case and we test the perfor-
mance of our MCMC algorithm. Note that the expression of the EPPF in
Theorem 2 is done by 2 integrals, one at the numerator and the constant K
at the denominator. When d = 2, in a similar fashion of Leisen and Lijoi
(2011), both integrals can be reduced to one dimensional integrals in the in-
terval [0, 1] and evaluated accurately through the standard one-dimensional
matlab integrator. This allows a comparison with our MCMC algorithm and
the results are displayed in Table 1 for different values of θ and σ.
As we can see in Table 1, our algorithm has a good level of accuracy
compared with the matlab integrator. In some cases, it performs better, i.e
when (θ = 5, σ = 0.25) and (θ = 5, σ = 0.8). This inaccuracy of the matlab
integrator is due to the “explosion” of the values of both integrals at the
numerator and denominator. Our algorithm, is unaffected by this problem
and also by dimensional problems. In a slightly more advanced case, the same
comparison is done when n1 = 2 and n2 = 1, see Table 2. Although these
examples are very simple, we can do some comments about the clustering
behaviour of such a vector. Precisely, if θ or σ increases then the number of
clusters increases. Moreover, in table 2 it can be observed that when θ = 0.5,
the probability of the configuration with k=1 cluster changes its trend, as σ
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Numerical Integrator MCMC
θ σ k = 1 k = 2 k = 1 k = 2
0.5 0.25 0.294 0.706 0.2985± 0.0033 0.7075± 0.2022
0.5 0.5 0.1894 0.8106 0.1897± 0.0013 0.7947± 0.0158
0.5 0.8 0.0729 0.927 0.0729± 0.0005 0.9150± 0.0142
1 0.25 0.1862 0.8138 0.1867± 0.0034 0.8096± 0.0036
1 0.5 0.1215 0.8785 0.1218± 0.0008 0.8818± 0.0091
1 0.8 0.0475 0.9525 0.0476± 0.0003 0.9521± 0.0130
3 0.25 0.0734 0.9053 0.0759± 0.0048 0.9154± 0.0882
3 0.5 0.0496 0.9504 0.0498± 0.0012 0.9397± 0.0486
3 0.8 0.0197 0.981 0.0198± 0.0003 0.9769± 0.050
5 0.25 0.0423 0.8585 0.0472± 0.0004 0.9593± 0.0327
5 0.5 0.0303 0.9439 0.0313± 0.0003 0.9577± 0.0252
5 0.8 0.0126 1.0061 0.0124± 0.0001 0.9748± 0.0201
Table 1: Matlab integrator vs MCMC assuming n1 = 1 and n2 = 1
increases, compared with the first 2 configurations with k=2 clusters. Indeed,
when σ = 0.25, the first one has higher probability than the second one and,
conversely, when σ = 0.8, the first one has lower probability than the second
one. This suggests that an higher σ encourages an higher number of clusters
and a lower sigma discourages the creation of new clusters.
Anyway, for a better understanding of the qualitative behaviour, we need
to test the prior on more sophisticated configurations.
We consider the three dimensional case where n1 = 40, n2 = 20 and
n3 = 30. In Figure 1 is displayed, for some values of θ and σ, the log
scale EPPF for two different clustering behaviours. On the left hand side is
plotted the k=1 cluster case and the right hand side, is plotted a configuration
with k=3 clusters and multiplicities n1 = (10, 0, 0),n2 = (10, 10, 10) and
n3 = (20, 10, 20).
The probability of k=1 cluster decreases as σ increases and also together
with the increase of θ, which evidently suggests that lower σ and lower θ
depresses the creation of new clusters. In addition, the comparison of the
probabilities of the two cases implies that the first case, which has only 1
cluster, happens with a enormously bigger chance than the second one.
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Numerical Integrator MCMC
θ σ k = 1 k = 2 k = 3 k = 1 k = 2 k = 3
0.5 0.25 0.1715
0.1225
0.353 0.1700± 0.0043
0.1227± 0.0069
0.3503± 0.02950.1225 0.1227± 0.0069
0.2295 0.2285± 0.0124
0.5 0.5 0.0947
0.0947
0.5404 0.095± 0.0016
0.0959± 0.004
0.5478± 0.07640.0947 0.0959± 0.004
0.1755 0.1753± 0.0117
0.5 0.8 0.0292
0.0438
0.8034 0.0289± 0.0004
0.0439± 0.0013
0.8037± 0.03410.0438 0.0439± 0.0013
0.0789 0.0795± 0.0023
3 0.25 0.0161
0.0574
0.7355 0.0162± 0.0004
0.0570± 0.0033
0.7331± 0.07980.0574 0.0570± 0.0033
0.1124 0.1136± 0.0072
3 0.5 0.0093
0.0403
0.8316 0.0092± 0.0001
0.0398± 0.0013
0.8260± 0.070.0403 0.0398± 0.0013
0.0785 0.0769± 0.0025
3 0.8 0.0015
0.0167
0.9319 0.0029± 0.00001
0.0164± 0.001
0.9154± 0.07870.0167 0.0164± 0.001
0.0282 0.0314± 0.0007
Table 2: Matlab integrator vs MCMC assuming n1 = 2 and n2 = 1
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Log EPPF in three dimensions
Figure 1: Left column: the log EPPF of k=1 cluster. Right column: the log EPPF of
designated k=3 clusters
We conclude the section by pointing out to the reader that similar trends
has been observed on higher dimensional cases.
6. Conclusions
In this paper, we extended the bivariate vector of Leisen and Lijoi (2011)
to the multivariate setting. We derived some interesting theorical results,
especially compared with previous literature. In addition, a new MCMC
algorithm has been introduced for evaluating the EPPF since its expression
is not explicit. The performance of the algorithm are tested as well as the
clustering behavior of such a prior.
Appendix
Lemma 1. Let (µ˜1, ..., µ˜d) be a vector of CRMs with Laplace exponent ψρ,d(λ).
If C ∈X is such that diam(C)↓ 0 as  ↓ 0, then
E
[
e−λ1µ˜1(C)−···−λdµ˜d(C)
d∏
i=1
{µ˜i(C)}qi
]
=
(−1)q1+...+qd−1α(C)e−α(C)ψρ,d(λ) × ∂
q1+...+qd
∂λq11 · · · ∂λqdd
ψρ,d(λ) + o(α(C))
18
as  ↓ 0.
Proof. The proof follows from a simple application of a multivariate version
of the Faa´ di Bruno formula.
E
[
e−λ1µ˜1(C)−···−λdµ˜d(C)
d∏
i=1
{µ˜i(C)}qi
]
= (−1)q1+...+qd ∂
q1+...+qd
∂λq11 · · · ∂λqdd
e−α(C)ψρ,d(λ)
The right-hand side above coincides with
e−α(C)ψρ,d(λ)q1! · · · qd!
q1+...+qd∑
k=1
(−1)k[α(C)]k×
q1+...+qd∑
j=1
∑
pj(q1,...,qd,k)
j∏
i=1
1
βi!(s1,i! · · · sd,i!)βi
(
∂s1,i+...+sd,i
∂λ
s1,i
1 · · · ∂λsd,id
ψρ,d(λ)
)βi
where pj(q1, ..., qd, k) is the set of vectors (β, s1, ..., sj) with β= (β1, ..., βj)
a vector whose positive coordinates are such that
∑j
i=1 βi = k and the
si = (s1,i, ..., sd,i) are vectors such that 0 ≺ s1 ≺ · · · ≺ sj. Obviously, in
the previous sum, all terms with k ≥ 2 are o(α(C)) as  ↓ 0.
Furthermore, if we suppose that the Le´vy measure is of finite variation,
i.e.∫
‖y‖≤1 ‖y‖ρd(y1, ..., yd)dy1 · · · dyd < ∞ where ‖y‖ stands for the Euclidean
norm of the vector y = (y1, ..., yd), then one also has
∫
‖y‖≤1 y
n1
1 · · · yndd ρd(y1, ..., yd)dy1 · · · dyd <
∞ for any ni, i = 1, ..., d positive integers.
E
[
e−λ1µ˜1(C)−···−λdµ˜d(C)
d∏
i=1
{µ˜i(C)}qi
]
= α(C)e
−α(C)ψρ,d(λ)gρ(q1, ..., qd;λ) + o(α(C))
as  ↓ 0, for any λi > 0, i = 1, ..., d, where
gρ(q1, ..., qd;λ) =
∫
(0,∞)d
yq11 · · · yqdd e−λ1y1−···−λdydρd(y1, ..., yd)dy1 · · · dyd
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