A protocol for determining structural resolution using a potentially-traceable reference material is proposed. Where possible, terminology was selected to conform to those published in ISO JCGM 200:2008 (VIM) and ASTM E 2544-08 documents. The concepts of resolvability and edge width are introduced to more completely describe the ability of an optical non-contact 3D imaging system to resolve small features. A distinction is made between 3D range cameras, that obtain spatial data from the total field of view at once, and 3D range scanners, that accumulate spatial data for the total field of view over time. The protocol is presented through the evaluation of a 3D laser line range scanner.
INTRODUCTION
The three most important metrics for any measuring system 1 are measurement resolution, 1 measurement accuracy, [1] [2] [3] and measurement precision, 1, 2 which have been defined by the Joint Committee for Guides in Metrology (JCGM) for a broad range of measurement systems. Accuracy is quantified by measurement error 1, 3 and precision by the standard measurement uncertainty. [1] [2] [3] Quantifying resolution is particularly challenging for 3D imaging systems 2 and there is currently no commonly-accepted definition of spatial resolution 4 or even standardized protocols for evaluating the spatial resolution of 3D imaging systems. 5, 6 Resolution, accuracy and precision are interrelated so quantifying spatial resolution requires taking all three parameters into account. In this paper, resolution is defined as an extension to existing ISO JCGM 200:2008 (VIM) 1 and ASTM E 2544-08 (ST3DIS) 2 vocabularies, and is quantified with respect to a potentially-traceable certified reference material 1 using a proposed reference measurement procedure. 1 Methods for quantifying precision are only addressed peripherally in this paper.
BACKGROUND
3D imaging systems can be divided into 3D range scanners and 3D range cameras. A 3D range camera can be defined as a measuring instrument 1 in which spatial measurement results 1, 3 are acquired simultaneously for the total field of view. 3D range cameras generate an output signal in which the measurement result is, minimally, a set of simultaneouslygenerated vectors containing spatial information in the form of a distance measured quantity value 1 and two coordinate measured quantity values. A 3D range scanner can be defined as a measuring system 1 in which spatial measurements are obtained sequentially from within the total field of view. The term "system" is used rather than device because the final spatial measurement result is generated from two or three separate measuring devices: one that obtains a distance measured quantity value and possibly a measured quantity value result along one coordinate axis, and one or two devices that each generate measured quantity values from the remaining coordinate axis or axes. The results presented in this paper apply only to 3D range scanners.
Parallax is an issue that particularly affects short-range (<1 metre) 3D imaging systems. Often the optical sensor 1 is separated from the optical emitter by a distance, referred to as the baseline, that is large compared to the distance between the 3D imaging system and the surface being imaged. The length of the baseline is used to compute the range measurement result in triangulation-based systems. Few medium-range (1 to 10 metres) and long-range (>10 metres) systems use triangulation; in time-of-flight-based systems the emitter and detector paths are either collinear or have negligible parallax. Only short-range 3D range scanners were used in this study so that parallax would be a significant influence quantity. 1, 3 (d) 
Resolution
Representing the resolution of a 3D imaging system is a complex problem. The annex to the VDI/VDE 2617 Part 6.2 7 divides resolution for 3D imaging systems into spatial resolution 7 and structural resolution. 7 Spatial resolution is defined as characterizing the smallest measurable displacement along each of the 3 axes of measurement and is similar to the discrimination threshold. 1 Structural resolution defined as the size of the smallest structure measurable within some defined set of maximum permissible errors; 1, 2 however, there is little agreement on the type of structure, or structures, that should be measured.
Edges are the most common types of structures and can be classified as step-edge, ramp-edge, ridge-edge, and roofedge [8, pp.71-72] , as illustrated in Figure 1 .
Step-edges are ramp-edges in which the transition between surfaces appears to the 3D imaging system as instantaneous, while roof-edges are ridge-edges in which the top of the ridge cannot be resolved by the 3D imaging system. We further define a post-edge as a ridge-edge in which the transition between surfaces appears to the 3D imaging system as instantaneous. Related to the edge is the pit, in which a surface region is bounded by surfaces that are closer to the 3D imaging system. We define a gap as a pit in which the surface farthest from the 3D imaging system is beyond the resolvable range of the system. The structural resolution of a 3D imaging system can be characterized by how well it handles each of these structures.
The VDI/VDE 2617 Part 6.2 7 proposes using a right-angled edge structure, such as a step-edge as illustrated in Figure  1 (b) or post-edge as illustrated in Figure 1(d) , and analyzing the edge profile to obtain a measure of the structural resolution of the system. Specifically the structural resolution is approximated by the spatial frequency at which the magnitude of the transfer function drops by 3-dB. In practice, factors like parallax result in partial occlusion of either the optical sensor or optical emitter make it difficult to obtain a complete spatial step-response along the baseline axis of the 3D imaging system. This approach also ignores edge structures like ramp-edges and roof-edges which behave differently than step-edges and step-like edges. We propose using a simplified analysis of both step-edge and roof-edge structures to characterize two aspects of the structural resolution of a 3D imaging system. The proposed methodology consists of three stages: fitting the CAD model to the measured data, obtaining the average roof-edge spatial response cut-off-value (resolvability structural resolution metric f resolve ) and the repeatability 1, 3 of the metric, and obtaining the step-edge spatial response cut-off value (edge width structural resolution metric f edge ) and the repeatability of the metric. For purposes of discussion, all measured quantity values are assumed to be in the Cartesian coordinate system with the x-axis representing the primary scan axis, the y-axis representing the secondary scan axis, and the z-axis representing the depth axis. For the line scanner used in this experiment, the primary axis is the axis formed by the line and the secondary axis is the direction of motion of the translation stage as shown in Figure 2 .
PROPOSED METHODOLOGY
Ideally, all structural resolution metrics should be obtained using a reference material 1 (RM) for which the associated CAD model has a precision and accuracy at least one order of magnitude smaller than the expected limits of the 3D imaging system under test. The CAD model should include the degree of rounding of all edges based on a profilometric analysis of each edge. An analysis should be performed to verify the degree of flatness of all surfaces.
All of the stages are performed for repeated measurements of the same surface under the same test conditions (repeatability conditions 1 ) to obtain the average 3 of f resolve and f edge , and the repeatability (experimental standard deviation 3 ), s resolve and s edge respectively, of each structural resolution metric. At least 10 repetitions are performed to obtain results with an α-risk and β -risk of p α < 0.05 and p β > 0.80 respectively, where p α and p β are the confidence levels 9 in being able to minimize Type I * and Type II † errors respectively, and a statistical resolution ‡ equal to the sample standard deviation [10, pp.395-398] . Additional repetitions can be performed to increase the statistical resolution to the desired level, provided the repeatability conditions are maintained.
CAD Model Fitting
The measured depth values must be preserved in order to calculate each of the structural resolution metrics so the CAD model must be fit to the measured data. A precise and accurate fit is required because the CAD model is used to represent the location of the edges used in subsequent stages. The fitting procedure is as follows:
1. in the measured data, the spherical targets are manually located and tagged; 2. spherical targets in the CAD model with the same tag are used to perform an initial fit of the CAD model to the data; and 3. measured data within the inner portion of each roof surface are combined with the corresponded spherical targets in the measured and CAD data to perform a final fit.
The fitting procedure requires the spherical targets in the CAD model to have been tagged in a pre-defined sequence so that the spherical targets can be correctly corresponded with the spherical targets located and tagged in the measured data. Planar fitting is performed for the final fit to improve the correspondence between the CAD and measured data. Only the inner portion of each planar surface is used to ensure no measured value has been affected by an edge.
Resolvability Analysis
The roof-edge spatial response is the measured roof width per unit CAD roof width versus the CAD roof width, and is based on the method first proposed by Goesele et al. 11 to measured the structural resolution of a 3D range scanner without including the effect of spatial or intensity discontinuities. The roof-edge procedure is as follows:
1. measured data is selected that corresponds to the peak of the roof-edge but not including any other edges;
2. the measured data is collapsed along the axis formed by the peak of the roof-edge in the CAD model to form a super-resolution line;
3. the super-resolution line of measured data is binned along the depth axis into subsamples separated by a depth interval (sub-sampling density) Y S for both roof surfaces;
4. the within-bin distance between each of the roof surfaces (roof width) is obtained for the measured and CAD data;
5. the decibel ratio of the within-bin measured roof width to within-bin CAD roof width (gain) is plotted against the base-10 log of the inverse of the CAD roof width (spatial frequency); and 6. the spatial response cut-off value f resolve is obtained as the spatial frequency at which the gain falls by 3 dB, as illustrated in Figure 3 (a). * False positive: the probability of incorrectly rejecting a true null hypothesis † False negative: the probability of incorrectly accepting a false null hypothesis ‡ The statistical resolution is the minimum inter-group separation that would result in the groups being considered significantly different with a confidence level of 1 − α if the predicted and observed variances remain the same. The method presented here differs from the original proposed method in several key aspects. First, instead of using a derivative filter to locate the peak in each of the scan lines, the method proposed here uses the location of the peak edge obtained from the CAD model. Second, rather than calculating the transfer function of the system using a discrete Fourier transform, the response gain is obtained from the decibel ratio of the measured to CAD roof width and the frequency component is the inverse of the CAD roof width. This approach is computationally simple and results in a f resolve value that is easy to interpret as the inverse of the peak width at which the ability to reproduce the roof-edge falls by 3 dB.
Edge Width Analysis
The step-edge spatial response is the absolute deviation between the measured and CAD depth values versus the width of the edge region, and is based on the ISO 12233 12 slanted-edge method for determining the lateral resolution of photographic systems. The step-edge procedure is as follows:
1. measured data is selected that corresponds to the peak of the step-edge but not including any other edges;
2. the measured data is collapsed along the axis formed by the peak of the step-edge in the CAD model to form a super-resolution line;
3. the super-resolution line of measured data is binned along the lateral axis into subsamples separated by a lateral interval (sub-sampling density) Y S for both step surfaces;
4. the absolute within-bin distance between the measured and CAD data (depth discrepancy) is obtained for each of the roof surfaces;
5. the decibel ratio of the absolute within-bin discrepancy to within-bin depth maximum separation between step surfaces (gain) is plotted against the base-10 log of the inverse of the lateral distance to the edge in the CAD model (within-surface spatial frequency) for both step surfaces;
6. the within-surface spatial response cut-off values f near and f f ar are obtained for the near and far step surfaces respectively as the spatial frequency at which the gain falls by 3 dB, as illustrated in Figure 3 (b); and 7. the combined spatial response cut-off value f edge is the inverse of the lateral distance between the 3 dB points of each step surface.
The method presented here differs from the ISO 12233 method in several key aspects. First, instead of using a derivative filter to locate the peak in each of the scan lines, the method proposed here uses the location of the peak edge obtained from the CAD model. Second, rather than calculating the transfer function of the system using a discrete Fourier transform, the response gain is obtained from the ratio of the range discrepancy to the CAD surface-to-surface separation. The f edge metric represents the width of the edge region (edge width) arising from the presence of a discontinuity, while the within-surface spatial response values represent the size of the edge region on the near-depth and far-depth surfaces. This approach is computationally simple and results in an f edge value that is easy to interpret as the inverse of the width of the region around a step-edge within which the ability to reproduce the step-edge falls by 3 dB. This approach is also robust to occlusion, which can make it difficult to obtain the Fourier transform of the edge profile unless the Fourier transform has been adapted for data with unequal sample sizes, or missing data within each bin has been approximated using some form of interpolation.
EXPERIMENTAL RESULTS
An RM illustrated in Figure 4 , was created so that data for both test methods could be collected in a single scan. The RM consists of four tooling spheres, a dual-wedge surface, and a rectangular block oriented to present one edge to the 3D laser range scanner. All surfaces were vapour-blasted to ensure uniform reflectivity. At the time of this writing, a reference material conforming to the standards discussed in Section 3 was still under construction so was not available for testing. All results were, therefore, obtained using a rough model of the reference material for which edge profilometry and an analysis of the flatness of all planar surfaces was not completed.
A Shapegrabber® SG-102 short-range 3D laser range scanner * was used to collect 10 range images at 0.05 and 0.10 mm inter-line spacing with the x-axis corresponding to the laser line and the y-axis corresponding to the scanner translation. The SG-102 has a reported lateral resolution of between Δx near = 0.07 and Δx f ar = 0.14 millimeters along the x-axis (laser line axis) and as little as Δy = 0.02 millimeters along the y-axis (translation axis). 13 Two inter-line separations were used during testing to assess the reproducibility 1, 3 of the structural resolution metrics. The CAD model was generated using Solidworks † based on data collected using a Faro Gage Plus ‡ . The Faro® Gage Plus has a reported lateral measurement uncertainty of s lat = 0.005 millimeters 14 so group means must be separated by at least 0.01 millimeters for any significant differences to have practical significance. Each range image was imported into Polyworks § where the spheres were selected and modeled, as illustrated in Figure 5 (a). The range image was then exported to Matlab ¶ for initial fitting based on correspondence between tagged spheres in measured and CAD data, followed by final fitting based using a 5 × 5 millimeter section at the center of each roof surface, as illustrated in Figure 5 (b). Resolvability and edge width structural resolution metrics were then generated for each range image using Matlab. All test results were then exported to Mathematica where the mean and standard deviation of each set of 10 range images was generated, and all statistical tests were performed. The resolvability and edge width structural resolution metrics were used to examine the effect of changing inter-line separation on the structural resolution of the SG-102 laser line scanner. Table 1 shows the results of varying the inter-line separation on each the resolvability (mm −1 ) and edge width (mm −1 ) structural resolution metrics with a sub-sampling density of Y S = 1 /1000 mm. Comparisons of means was performed using a t-test 9 and comparisons of variances were performed using the F-ratio test. The variable N refers to the number of samples in each group. Groups within each row are significantly different if the significance level is less than 0.05 and have been bolded for ease of identification.
As can be seen in Table 1 , there was no significant difference in resolvability and edge width variances so the t-tests could be performed under the assumption of equal variances. The resolvability of the SG-102 using a 0.05 millimeter inter-sample distance ( f resolve = 2.41 mm −1 or a peak width of 1 /f resolve = 0.415 mm) was significantly lower than when using a 0.10 millimeter inter-sample distance ( f resolve = 2.43 mm −1 or a peak width of 1 /f resolve = 0.412 mm); however, this effect is smaller than the 0.010 millimeter lower imposed by the measurement uncertainty of the Faro Gage Plus so has no practical significance. The edge width of of the SG-102 using a 0.05 millimeter inter-sample distance ( f edge = 2.88 mm −1 or a edge region width of 1 /f edge = 0.347 mm) was significantly higher than when using a 0.10 millimeter intersample distance ( f edge = 2.80 mm −1 or a edge region width of 1 /f edge = 0.357 mm). The inter-group difference is equal to the Faro Gage Plus measurement uncertainty limit of 0.01 millimeters so this effect has marginal practical significance. In general, the edge width metric was were able to detect that reducing the inter-line distance decreases (improves) the structural resolution of the SG-102 . The 1 /f resolve and 1 /f edge values are considerably larger than the Δx f ar , Δx near , and Δy values reported for the SG-102, but are not considerably different than each other.
The reproducibility of the resolvability and edge width structural resolution metrics were examined by varying both the inter-line separation and the sub-sampling density Y S . A two-way Analysis of Variance (ANOVA) test was used to test the assumption that the means of each group are equal. The significance level of the inter-line separation, sub-sampling density, and the interaction between inter-line separation and sub-sampling density are shown in Table 2 . As was the case Table 1 , N refers to the number of samples in each group, groups within each row are significantly different if the significance level is less than 0.05, a Tukey multiple-comparisons test was performed to determine which groups within each test are significantly different from each other at a significance level of less 0.050.
As can be seen in Table 2 , inter-line separation once again had a significant effect on resolvability and edge width of the SG-102 laser line scanner. In both cases the inter-group difference is less than the 0.010 millimeter limit imposed by the Faro Gage Plus lateral measurement uncertainty so the results also have practical significance. Resolvability had a significant sub-sampling density effect, but the absence of an interaction effect indicates that the sub-sampling density main effect was consistent between inter-line separations. Multiple comparison testing determined that only the 1 /500 mm and 1 /200 mm groups were significantly different, but the inter-group separation in all cases was less than the Faro Gage Plus measurement uncertainty limit of 0.01 millimeters so this effect has no practical significance. In general, the resolvability and edge width metrics were relatively unaffected by sub-sampling density, with the resolvability structural resolution metric only being affected, albeit minimally, when the bin-to-bin separation is too large.
DISCUSSION
The step-response of a system indicates how it responds to sudden changes in surface distance that result in the laser spot being split over two surfaces with widely-varying distance from the 3D range scanner. Factors such as line width, the distance the spot moves during measurement, length of the triangulation system's baseline, and orientation of the step-edge with respect to the baseline axis all affect the size of the region affect by the step-edge. The slanted-edge test used in this study will always cross the baseline axis so some occlusion will always occur. The step-response of the 3D imaging system can be used to predict the 3dB response of the system to a pit; the width of the pit must be large enough that the magnitude of the response curve exceeds 0.707. Similarly, the step-response also can be used to predict the response of the system to a post-edge; the width of the post must be large enough that the magnitude of the response curve exceeds 0.707.
The inverse of the mean resolvability and edge width metric values represents the width of the affected and can also be reported as structural resolution values. The inverse resolvability varied from 0.41 to 0.42 mm and the inverse edge width varied from 0.35 to 0.36 mm, both figures being considerably larger than the quoted lateral resolution along either the x-axis (0.07 to 0.14 mm) or y-axis (≥ 0.02 mm). The discrepancy between quoted and measured resolution quantity values highlights the importance of establishing a consistent and commonly-accepted standard for quantifying the structural resolution of a 3D imaging system. In this study, repeated measurements and statistical analysis were used to ensure that any comparison of structural resolution values included the uncertainty inherent in the measurement process. Establishing statistical validity is particularly important when comparing products to each other or to quoted values. Claims of product differences, or lack thereof, can have financial or legal repercussions so the approach presented in this paper includes an approach for within-product and between-product comparisons.
Experiments with varying the orientation of the step-edge with respect to the primary axis indicate that the edge width structural resolution metric can only be generated for systems with parallax if the sensor is located on the more distant side of the edge. This arrangement ensures that the sensor is never occluded, only the laser source, and results in an edge profile with sufficient curvature to locate the 3-dB drop point of both near and far surfaces.
The roof-response of a system indicates how it responds to sudden surface normal changes that result in the laser spot being partially or completely elongated, depending on the orientation of the roof-edge with respect to the baseline axis. Factors such as spot size, the distance the spot moves during measurement, length of the baseline, orientation of the edge with respect to the baseline axis, and orientation of the surface normal of both surfaces all affect the size of the region affect by the roof-edge. If the orientation of the normals of the roof surfaces is low enough then neither surface is occluded, making it relatively simple to obtain the spatial response curve. In this study the surface normals were approximately 45 degrees so occlusion was avoided; however, the angled surfaces would result in elongation of the laser spot which, in turn, results in an increase in measurement uncertainty.
CONCLUSIONS AND FUTURE WORK
Two test protocols have been developed and demonstrated for 3D imaging systems with significant parallax. The roofresponse of the system is used to generate the resolvability structural resolution metric and the step-response of the system is used to generate the edge width structural resolution of the system. Only the edge-width metric were able to marginally detect the effect of changing inter-line separation of an SG-102 laser line scanner mounted on a translation stage on the structural resolution of the system. In general, if being able to resolve smaller features is considered better then systems with larger resolvability and edge width values are preferred over systems with smaller resolvability and edge width structural resolution values. Neither structural resolution metric on its own is sufficient to completely describe the structural resolution of a 3D imaging system, but the combination of edge width and resolvability structural resolution can be used to characterize two aspects of the structural resolution of the system. In all cases, the structural resolution values generated were larger than those reported in the SG-102 product specifications. Additional testing is required to examine the reproducibility of the resolvability and edge width metric values under a variety of conditions. Future work will examine the effect of the relative difference in surface normals in peak surfaces on the ability to determine the roof-edge spatial frequency response. The surface normal orientations affect the measurement uncertainty that may increase the uncertainty of the roof-edge spatial frequency response values obtained from repeated measures testing; however, a smaller change in surface normal may make it more difficult to detect a change in the gain of the spatial response curve. Future work will also compare the step-response and pit-response of the system to determine if the step-response sufficiently predicts the pit-response that the pit-response does not need to be determined.
