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VERTEX-IRF TRANSFORMATIONS, DYNAMICAL QUANTUM
GROUPS AND HARMONIC ANALYSIS
JASPER V. STOKMAN
Abstract. It is shown that a dynamical quantum group arising from a vertex-IRF trans-
formation has a second realization with untwisted dynamical multiplication but nontrivial
bigrading. Applied to the SL(2;C) dynamical quantum group, the second realization is
naturally described in terms of Koornwinder’s twisted primitive elements. This leads to
an intrinsic explanation why harmonic analysis on the “classical” SL(2;C) quantum group
with respect to twisted primitive elements, as initiated by Koornwinder, is the same as
harmonic analysis on the SL(2;C) dynamical quantum group.
Dedicated to Tom Koornwinder on the occasion of his 60th birthday
1. Introduction
In the remarkable paper [17], Koornwinder obtained in 1993 a subclass of the most
general, classical family of basic hypergeometric orthogonal polynomials, known as Askey-
Wilson [1] polynomials, as spherical functions on the SL(2;C) quantum group. Koorn-
winder’s results have been refined (see e.g. [24], [12], [13]) and have been succesfully
extended to higher rank (see e.g. [22], [23]), leading to the interpretation of Macdonald-
Koornwinder polynomials [20], [16] as spherical functions on higher rank quantum symmet-
ric spaces. In this paper we provide a natural reinterpretation for some of Koornwinder’s
[17] techniques and results in terms of the trigonometric SL(2;C) dynamical quantum group.
In 1998 and 1999, Etingof and Varchenko [6], [7] introduced the notion of a dynamical
quantum group. A dynamical quantum group is a Hopf algebroid obtained by twisting a
Hopf algebra by a dynamical twist. Dynamical twists occur naturally in conformal field
theory as universal fusion matrices, see e.g. [8]. In §3 we give the construction of a dynam-
ical quantum group starting from a five-tuple (U ,A, 〈·, ·〉, T, J(λ)) with 〈·, ·〉 a Hopf algebra
pairing between two Hopf algebras U and A, T a finite abelian subgroup of the group-like
elements of U and J(λ) a dynamical twist for U with respect to T . The dynamical quantum
group construction in [7] is the special case that A is the space of matrix coefficients of a
suitable tensor category of U-representations.
We are specifically interested in dynamical quantum groups with associated dynami-
cal twists arising from vertex-IRF transformations [5]. In statistical mechanics vertex-
IRF transformations arise as gauge transformations relating vertex models to Interaction-
Round-a-Face (IRF) models. The notions of vertex-IRF transformations and dynamical
twists are recalled in §2. We show in §3 that the dynamical quantum group arising from a
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vertex-IRF transformation has, besides its usual realization with twisted dynamical multi-
plication and trivial bigrading, a second realization with untwisted dynamical multiplica-
tion and twisted bigrading.
The trigonometric SL(2;C) dynamical quantum group is one of the few known nontrivial
examples of a dynamical quantum group arising from a vertex-IRF transformation [2], [3].
We show in §4 that the alternative realization of the trigonometric SL(2;C) dynamical
quantum group, with untwisted dynamical multiplication and twisted bigrading, can be
naturally formulated in terms of the eigenspace decomposition of the SL(2;C) quantum
group with respect to Koorwinder’s [17] twisted primitive elements. The key fact needed
here is the observation of Rosengren [25] that the vertex-IRF transformation conjugates a
standard Cartan type element to Koornwinder’s twisted primitive elements.
As a consequence, we obtain an intrinsic link between Koelink’s and Rosengren’s [14]
harmonic analysis on the trigonometric SL(2;C) dynamical quantum group and harmonic
analysis on the SL(2;C) quantum group as initiated by Koornwinder [17] and extended by
Noumi, Mimachi [24] and Koelink [12]. Such link was predicted by Koelink and Rosengren
in the introduction of [14] after a direct comparison of their harmonic analytic results to the
corresponding results in [17], [24] and [12]. We explore this intrinsic link in some detail by
deriving several harmonic analytic results from [17], [24] and [12] as a direct consequence
of the corresponding results on the SL(2;C) dynamical quantum group from [14].
Acknowledgments: A substantial part of the research was done while visiting the Mas-
sachusetts Institute of Technology, USA in 2002. I thank MIT for the hospitality and Pavel
Etingof and Alexei Oblomkov for discussions. I am supported by the Royal Netherlands
Academy of Arts and Sciences (KNAW).
2. Dynamical twists and vertex-IRF transformations
This section follows closely Etingof and Nikshych [5, §2.1], see also [4, §4.1].
Let (U , mU , 1U ,∆U , ǫU , SU) be a Hopf-algebra over C with multiplication mU , unit 1U ,
comultiplication ∆U , counit ǫU and antipode SU . For u ∈ U⊗k with k ≤ n and for an
ordered k-tuple {i1, . . . , ik} ⊂ {1, . . . , n} we write ui1i2···ik for the element of U⊗n obtained
by mapping the jth tensor component of U⊗k to the ijth tensor component of U⊗n, where
⊗ = ⊗C denotes the usual tensor product over C. For instance, (u⊗ v)31 = v⊗1⊗u when
regarded as element in U⊗3.
For j ∈ {1, . . . , n} we define algebra homomorphisms ∆U j : U⊗n → U⊗(n+1) and ǫU j :
U⊗n → U⊗(n−1) by letting ∆U and ǫU act on the jth tensor component. Similarly we define
the map SUj : U⊗n → U⊗n by letting the antipode SU act on the jth tensor component.
With these notations, the Hopf-algebra identities are
∆U1 ◦∆U = ∆U2 ◦∆U ,
ǫU1 ◦∆U = IdU = ǫU2 ◦∆U ,
mU ◦ SU1 ◦∆U (·) = ǫU(·)1U = mU ◦ SU2 ◦∆U(·).
(2.1)
We define the iterated comultiplication ∆
(n−1)
U : U → U⊗n inductively by ∆(0)U = IdU for
n = 1 and ∆
(n−1)
U = ∆U1 ◦∆(n−2)U for n ∈ Z>1.
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For a unital associative C-algebra L we denote UL = L⊗U for the Hopf algebra over L
obtained by extending the Hopf-algebra maps L-linearly. We keep the notation 1U for the
unit of UL and mU , ∆U , ǫU and SU for the L-linear extended Hopf algebra maps of UL.
Let U× be the multiplicative group of invertible elements in U . The group-like elements
G(U) = {u ∈ U |∆U(u) = u⊗ u, ǫU(u) = 1}
is a subgroup of U× since SU(u) is the inverse of a group-like element u. Let T ⊆ G(U)
be a finite abelian subgroup and write T̂ for the character group of T . The value of a
character α ∈ T̂ at t ∈ T is denoted by tα.
We suppose that U is ad(T )-semisimple, where
ad(u)v =
∑
u(1)vSU(u(2)), u, v ∈ U
is the analogue of the adjoint action. Consequently, U is T̂ -graded,
U =
⊕
α∈T̂
U [α]
with U [α] the elements u ∈ U satisfying ad(t)u = tαu for all t ∈ T . Since T is abelian we
have T ⊆ U [0]. Furthermore, for α, β ∈ T̂ with α 6= 0,
ǫU(U [α]) = 0, ∆U(U [β]) ⊆
⊕
γ∈T̂
U [γ]⊗ U [β − γ], SU
(U [β]) ⊆ U [β].
The primitive idempotents of T are
πα =
1
#T
∑
t∈T
t−α t ∈ U (α ∈ T̂ ).
Their basic properties are∑
γ∈T̂
πγ = 1U , tπα = t
απα = παt, uπα = πα+βu
for t ∈ T , u ∈ U [β] and α, β ∈ T̂ , and
παπβ = δα,βπα, ∆U(πα) =
∑
β∈T̂
πβ ⊗ πβ−α,
ǫU(πα) = δα,0, SU(πα) = π−α
for α, β ∈ T̂ with δα,β the Kronecker delta function on T̂ × T̂ .
Let F be the C-algebra of complex valued functions on T̂ and set K = F⊗F . An element
f ∈ K is denoted by f(λ, µ) =∑j fj(λ)⊗ f ′j(µ), with fj, f ′j ∈ F . The variables λ, µ ∈ T̂
thus indicate the dependence in the first and second tensor component of K = F ⊗ F ,
respectively. In particular, we have the subalgebras F1 and F2 of K consisting of elements
f(λ) = f ⊗ 1 and g(µ) = 1⊗ g, respectively. Similar notations will be used for elements in
UK , UF1 and UF2 .
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For u(λ, µ) ∈ U⊗nK and j ∈ {1, . . . , n} we denote
u(λ± h(j), µ) =
∑
α∈T̂
u(λ± α, µ)παj ∈ U⊗nK ,
u
(
λ, µ± h(j)) =∑
α∈T̂
u(λ, µ± α)παj ∈ U⊗nK .
We are now in a position to give the definition of a dynamical twist, see [5, Def. 2.3].
Definition 2.1. (i) We say that u ∈ U⊗nK is of zero T -weight if
[u,∆
(n−1)
U (t)] = 0, ∀ t ∈ T.
(ii) An invertible element J(λ) ∈ U⊗2F1 is called a dynamical twist with respect to T if J(λ)
is of zero T -weight satisfying
ǫU1(J(λ)) = 1U = ǫU2(J(λ)),
∆U1(J(λ))J12(λ+ h
(3)) = ∆U2(J(λ))J23(λ).
(2.2)
Observe that UK [0] is the set of zero T -weighted elements in UK , and
⊕
α∈T̂ K ⊗U [α]⊗
U [−α] is the set of zero T -weighted elements in U⊗2K .
Example 2.2. Suppose U is the Drinfeld-Jimbo quantized universal enveloping algebra of
a complex semisimple Lie algebra. A dynamical twist J(λ) then naturally arises as the
universal fusion matrix of U , see [8] and [19].
Definition 2.3. Let x(λ) ∈ UF1 be invertible and suppose that ǫU(x(λ)) = 1. If x(λ) is of
zero T -weight then x(λ) is called a gauge transformation with respect to T .
Gauge transformations can be used to “gauge” dynamical twists, see [5, §2.1].
Lemma 2.4. Let J(λ) ∈ U⊗2F1 be a dynamical twist and x(λ) ∈ UF1 be a gauge transforma-
tion with respect to T . Then
(2.3) Jx(λ) = ∆U (x(λ))J(λ)x
−1
2 (λ)x
−1
1 (λ+ h
(2))
is a dynamical twist with respect to T .
On the other hand, a dynamical twist “almost” gives rise to a gauge transformation, cf.
[7, §4.2], [4, §4.3] and [8, Lem. 2.12].
Lemma 2.5. If J(λ) ∈ U⊗2F1 is a dynamical twist with respect to T , then
KJ(λ) = mU
(
SU1(J(λ))
)
, QJ(λ) = mU
(
SU2(J
−1(λ))
)
are of zero T -weight and satisfy
(2.4) QJ(λ+ h)KJ(λ) = 1U ,
where QJ(λ± h) =∑α∈T̂ QJ(λ± α)πα.
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Proof. The only nontrivial part of Lemma 2.5 is (2.4), which follows from applying mU ◦(
mU ⊗ IdU
) ◦ SU2 to the reformulation
∆U1(J(λ)) = ∆U2(J(λ))J23(λ)J
−1
12 (λ+ h
(3))
of the second equality of (2.2), and by using (2.1) and the first equality of (2.2). 
If UF1 does not have zero divisors, then it follows from Lemma 2.5 that KJ(λ) and QJ(λ)
are gauge transformations with respect to T , and that (KJ)−1(λ) = QJ(λ+ h).
A vertex-IRF transformation is the following generalization of a gauge transformation,
see [5, Def. 2.6].
Definition 2.6. Let x(λ) ∈ UF1 be invertible and suppose that ǫU(x(λ)) = 1. We say that
x(λ) is a vertex-IRF transformation with respect to T if
(2.5) jx(λ) = ∆U(x(λ))x
−1
2 (λ)x
−1
1 (λ+ h
(2)) ∈ U⊗2F1
is of zero T -weight.
A vertex-IRF transformation gives rise to a dynamical twist, see [5, Prop. 2.5].
Proposition 2.7. If x(λ) ∈ UF1 is a vertex-IRF transformation with respect to T then
jx(λ) ∈ U⊗2F1 is a dynamical twist with respect to T .
Key examples of vertex-IRF transformations arise in the theory of exactly solvable lattice
models as gauge transformations relating vertex models to Interaction-Round-a-Face (IRF)
models, see e.g. [9] and references therein.
We end this section by considering the special case of quasi-triangular Hopf-algebra’s U .
In that case the Hopf algebra U has a universal R-matrix R ∈ U ⊗ U , which is invertible
and satisfies
∆opU (·) = R∆U (·)R−1, ∆U1(R) = R13R23, ∆U2(R) = R13R12,
with ∆opU (u) =
(
∆U(u)
)
21
the opposite comultiplication. In particular, R satisfies the
quantum Yang-Baxter equation (QYBE)
R12R13R23 = R23R13R12
in U⊗3. Gauging the universal R-matrix by a dynamical twist leads to a solution of a
dynamical version of the quantum Yang-Baxter equation. The precise result is as follows,
see [3, §3].
Proposition 2.8. Let J(λ) ∈ U⊗2F1 be a dynamical twist with respect to T . Then
(2.6) RJ (λ) = J−1(λ)R21J21(λ) ∈ U⊗2F1
satisfies
(2.7) RJ12(λ+ h(3))RJ13(λ)RJ23(λ+ h(1)) = RJ23(λ)RJ13(λ+ h(2))RJ12(λ).
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As Koornwinder emphasizes in [18], the proof of Proposition 2.8 is a direct consequence
of the identities
J−112 (λ+ h
(3))∆U1(RJ(λ))J12(λ) = RJ23(λ)RJ13(λ+ h(2)),
J−123 (λ)∆U2(RJ(λ))J23(λ+ h(1)) = RJ12(λ+ h(3))RJ13(λ)
(2.8)
which are dynamical analogues of ∆U1(R21) = R32R31 and ∆U2(R21) = R21R31 respec-
tively.
Definition 2.9. Equation (2.7) is called the dynamical quantum Yang-Baxter equation
(DQYBE ). A solution R(λ) ∈ U⊗2F1 is called a dynamical universal R-matrix.
The DQYBE is also known as the Gervais-Neveu-Felder equation, and is closely related
to Baxter’s star-triangle relation, see e.g. [11] and [9].
Example 2.10. In the setup of example 2.2, U is quasi-triangular, and the universal R-
matrix RJ(λ) associated to the universal fusion matrix J(λ) is the universal exchange
matrix of U , see [8] and [19].
The complete integrability of vertex models and IRF models are governed by the quan-
tum Yang-Baxter equation and Baxter’s star-triangle identity, respectively. For quasi-
triangular Hopf-algebras U with vertex-IRF transformation x(λ), Proposition 2.8 shows
that these basic integrability conditions are interrelated by twisting the corresponding uni-
versal R-matrix R of U with the dynamical twist jx(λ). Note that the corresponding
universal dynamical R-matrix Rjx(λ) = j−1x (λ)R21(jx)21(λ) can alternatively be written as
(2.9) Rjx(λ) = x1(λ+ h(2))x2(λ)R21x−11 (λ)x−12 (λ+ h(1)),
see [5, Cor. 2.11].
3. Dynamical quantum groups
Etingof and Varchenko [6], [7] gave a general construction of a Hopf algebroid starting
from a given nondegenerate, polarized Hopf algebra U and a suitable tensor category of
U-representations. The notion of a Hopf algebroid is closely related to weak Hopf algebras
and quantum groupoids, see [5]. The constructed Hopf algebroids are modeled on the
space of matrix coefficients of the U-representations from the given tensor category. The
Hopf algebroid structures are governed by the fusion matrices of U , or, when U is quasi-
triangular, by the exchange matrices for U . These Hopf algebroids are called exchange
dynamical quantum groups, or simply dynamical quantum groups. A different, but closely
related construction was given in [4, §4.3].
In this section we give the construction of dynamical quantum groups in a slightly
different setup. The input data is a five-tuple (U ,A, 〈·, ·〉, T, J(λ)) with U and A Hopf
algebras, with 〈·, ·〉 a Hopf pairing between U and A, with T ⊂ G(U) a finite abelian
subgroup such that U is ad(T )-semisimple and such that A is (T − T )-semisimple with
respect to the left and right regular U-action on A, and with J(λ) ∈ U⊗2F1 a dynamical twist
for U with respect to T .
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The resulting Hopf algebroid AJ is now modeled on the space AK = K ⊗A. We study
AJ in more detail when the dynamical twist J(λ) arises from a vertex-IRF transformation.
3.1. Hopf algebroids. This subsection follows closely [7, §3.1], see also [14, §2.1], [4, §2.2]
and references therein.
Let T̂ be the character group of some finite abelian group T , with group operation
written additively. Let F be the unital C-algebra of complex valued functions on T̂ . We
denote 1F for the unit of F . Translation over α ∈ T̂ ,(
Tαf
)
(λ) = f(λ+ α), f ∈ F,
defines an automorphism of F .
Definition 3.1. A T -algebra is a complex associative algebra A with unit 1A which is
T̂ -bigraded,
A =
⊕
α,β∈T̂
Aαβ,
and which is endowed with two unital algebra embeddings µl = µ
A
l , µr = µ
A
r : F → A00
satisfying
µl(f) ◦ µr(g) = µr(g) ◦ µl(f),
µl(f) ◦ a = a ◦ µl(Tαf),
µr(f) ◦ a = a ◦ µr(Tβf)
for f, g ∈ F and a ∈ Aαβ, where ◦ denotes the multiplication of the algebra A. The algebra
embeddings µl and µr are called the left and right moment maps of A, respectively.
A morphism φ : A → B between T -algebras A and B is an algebra homomorphism
satisfying
φ(Aαβ) ⊆ Bαβ , φ
(
µAl (f)
)
= µBl (f), φ
(
µAr (f)
)
= µBr (f)
for α, β ∈ T̂ and f ∈ F .
Example 3.2. The formal |T̂ |-dimensional F -vector space I = ⊕α∈T̂ FTα is a unital, as-
sociative C-algebra with multiplication (fTα) ◦ (gTβ) =
(
f(Tαg)
)
Tα+β and unit T0. It
naturally acts on F as difference operators on T̂ with coefficients from F . The algebra I
is a T -algebra with (α, β)-bigraded piece
Iαβ =
{
0 when α 6= β,
FT−α when α = β
and moment maps µl(f) = µr(f) = fT0.
Any T -algebra A has the structure of a (F − F )-bimodule,
f ⋆ a ⋆ g = µl(f) ◦ µr(g) ◦ a, f, g ∈ F, a ∈ A.
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The bigraded pieces Aαβ ⊆ A are (F − F )-submodules. We define the tensor product of
two T -algebras A and B by
A⊗˜B =
⊕
α,β∈T̂
(
A⊗˜B)
αβ
,
(
A⊗˜B)
αβ
=
⊕
γ∈T̂
Aαγ ⊗F Bγβ .
The balancing condition for the tensor product thus is (µr(f) ◦ a)⊗F b = f ⊗F (µl(f) ◦ b)
for f ∈ F , a ∈ Aαγ and b ∈ Aγβ . Then A⊗˜B becomes a T -algebra with multiplication
(a⊗F b) ◦ (a′ ⊗F b′) = a ◦ a′ ⊗F b ◦ b′,
with unit 1A ⊗F 1B, with (α, β)-bigraded piece
(
A⊗˜B)
αβ
and with moment maps
µl(f) = µ
A
l (f)⊗F 1B, µr(f) = 1A ⊗F µBr (f).
We define for two morphisms φ : A → A′ and ψ : B → B′ of T -algebras a morphism
φ⊗˜ψ : A⊗˜A′ → B⊗˜B′ by the usual formula(
φ⊗˜ψ)(a⊗F b) = φ(a)⊗F ψ(b).
It is now straightforward to check that the category of T -algebras is a tensor category with
tensor product ⊗˜, unit object I, the obvious associativity constraint and unit constraints
lA : I⊗˜A→ A, rA : A⊗˜I → A given by
lA(fT−α ⊗F a) = µAl (f) ◦ a, rA(a⊗F fT−β) = µAr (f) ◦ a, f ∈ F, a ∈ Aαβ .
In the remainder of the paper we use the unit constraints to identify the T -algebras I⊗˜A
and A⊗˜I with A.
Definition 3.3. A T -bialgebroid is a T -algebra A equipped with two morphisms ∆ : A→
A⊗˜A and ǫ : A→ I satisfying the familiar coalgebra axioms(
∆⊗˜IdA
)
∆ =
(
IdA⊗˜∆
)
∆,
(
ǫ⊗˜IdA
)
∆ = IdA =
(
IdA⊗˜ǫ
)
∆.
The definition of a T -Hopf algebroid is a bit more subtle. Suppose A is a T -algebra and
suppose that φ : A→ A is a C-linear map satisfying
φ(µr(f) ◦ a) = φ(a) ◦ µl(f), φ(a ◦ µl(f)) = µr(f) ◦ φ(a)
for a ∈ A and f ∈ F . Let ψ : A → A be a morphism of T -algebras. Then there exist
unique C-linear maps, denoted suggestively by m(φ ⊗ ψ), m(ψ ⊗ φ) : A⊗˜A → A with m
the multiplication map of A, such that
m
(
φ⊗ ψ)(a⊗F b) = φ(a) ◦ ψ(b), m
(
ψ ⊗ φ)(a⊗F b) = ψ(a) ◦ φ(b)
for a ∈ Aαγ and b ∈ Aγβ .
For a difference operator a ∈ I we denote a1F ∈ F for the function obtained by applying a
to the constant function 1F ∈ F . In other words, a1F =
∑
α aα(λ) when a =
∑
α aα(λ)T−α.
The following definition of an antipode is from [14, Def. 2.1].
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Definition 3.4. An antipode S for a T -bialgebroid A is a C-linear map S : A → A
satisfying
S
(
µr(f) ◦ a) = S(a) ◦ µl(f), S
(
a ◦ µl(f)) = µr(f) ◦ S(a)
for f ∈ F and a ∈ A and satisfying the antipode axioms
m(IdA ⊗ S)
(
∆(a)
)
= µl(ǫ(a)1F ), m
(
S ⊗ IdA
)(
∆(a)
)
= µr
(
Tα(ǫ(a)1F )
)
for a ∈ Aαβ. The pair (A, S) is called a T -Hopf algebroid.
Definition 3.5. A morphism φ : A → B of T -Hopf algebroids A and B is a T -algebra
morphism satisfying
ǫB
(
φ(a)
)
= ǫA(a), ∆B
(
φ(a)
)
=
(
φ⊗˜φ)(∆A(a)), SB(φ(a)) = φ(SA(a))
for a ∈ A.
For T = {1} the trivial group, the definition of a T -Hopf algebroid reduces to the familiar
definition of a Hopf algebra over C.
3.2. The bigraded Hopf algebra. Let U be a Hopf algebra over C as considered in §2.
Let (A, mA, 1A,∆A, ǫA, SA) be a Hopf algebra over C and suppose that there exists an
Hopf-algebra pairing 〈·, ·〉 : U × A → C between U and A, which we fix once and for all.
Then
(3.1) u · a =
∑
〈u, a(2)〉a(1), a · u =
∑
〈u, a(1)〉a(2)
for u ∈ U and a ∈ A defines a (U −U)-bimodule structure on A. We call (3.1) the left and
right regular action of U on A, respectively.
Example 3.6. Take A = U⋆ the Hopf-algebra dual of U with Hopf algebra pairing
〈u, a〉 = a(u), u ∈ U , a ∈ U⋆.
The associated (U − U)-bimodule structure on U⋆ is the regular action(
u · a · u′)(v) = a(u′vu), a ∈ U⋆, u, u′, v ∈ U .
Let T ⊆ G(U) be a finite abelian subgroup such that U is ad(T )-semisimple, cf. §2.
Recall that K = F ⊗ F with F the algebra of complex valued functions on T̂ . We extend
the Hopf-algebra maps of U and A K-linearly to arrive at Hopf algebras UK and AK over
the C-algebra K respectively, cf. §2. We denote ab = mA(a⊗ b) for the multiplication of
the two elements a, b ∈ AK in the K-algebra AK . The extended comultiplication ∆A can
be viewed as map ∆A : AK → AK ⊗K AK as well as map ∆A : AK → K ⊗ A ⊗ A via
the canonical identification AK ⊗K AK ≃ A⊗2K = K ⊗ A ⊗ A. We extend the (U − U)-
bimodule structure K-linearly to a (UK − UK)-bimodule structure on AK . The actions
are given by the formula (3.1), with the Hopf pairing 〈·, ·〉 extended K-bilinearly to a
Hopf pairing between UK and AK . Similarly, we have a componentwise extension of the
bimodule structure on AK to a (U⊗nK − U⊗nK )-bimodule structure on A⊗nK .
In the following lemma we list some basic properties of the regular UK-action on AK .
The straightforward proof is left to the reader.
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Lemma 3.7. The (UK − UK)-bimodule structure on AK has the following properties:
u · 1A · v = ǫU(u)ǫU(v)1A,
u ·mA
(
a⊗K b
) · v = mA(∆U(u) · (a⊗K b) ·∆U(v)),
∆A(u · a · v) = u2 ·∆A(a) · v1,
∆A(a) · u2 = u1 ·∆A(a),
ǫA(u · a) = ǫA(a · u),
u · SA(a) · v = SA(SU(v) · a · SU(u))
(3.2)
for u, v ∈ UK and a ∈ AK.
We assume from now on that A is (T − T )-semisimple,
(3.3) A =
⊕
α,β∈T̂
A[α, β],
with A[α, β] consisting of elements a ∈ A satisfying t · a = tβa and a · t = tαa for all t ∈ T .
Note that 1A ∈ A[0, 0] by the first equality of (3.2). The direct sum decomposition (3.3)
defines a T̂ -bigrading of A due to the second equality of (3.2).
Note that the primitive idempotents πα ∈ U (α ∈ T̂ ) of T act on A by
πα · a · πβ = δα,δ δβ,γ a, a ∈ AK [γ, δ]
and that the T̂ -bigrading of A is compatible with the T̂ -grading of U ,
U [α] · A[β, γ] ⊆ A[β, α+ γ], A[β, γ] · U [α] ⊆ A[β − α, γ].
Lemma 3.7 implies that the T̂ -bigrading of AK is compatible with the Hopf-algebra maps
of AK .
Corollary 3.8. Let α, β ∈ T̂ . Then
∆A
(AK [α, β]) ⊆⊕
γ∈T̂
AK[α, γ]⊗K AK [γ, β],
ǫA
(AK [α, β]) = {0} unless α = β,
SA
(AK [α, β]) ⊆ AK [−β,−α].
The straightforward proof of Corollary 3.8 is left to the reader.
3.3. The dynamical quantum group AJ . The constructions in this subsection are
motivated by the dynamical quantum group constructions of Etingof and Varchenko [7, §4]
and Etingof and Nikshych [4, §4.3]. Since the proofs in this subsection are quite analogous
to the ones in [7, §4], we only indicate their main steps.
We keep the conventions and notations of the previous subsection. We fix a dynamical
twist J(λ) for U with respect to T .
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Lemma 3.9. The C-vectorspace AK is a T -algebra with multiplication
mJ(a(λ, µ)⊗ b(λ, µ)) = mA
(
J(µ) · (a(λ+ α, µ+ β)⊗ b(λ, µ)) · J−1(λ))
for a(λ, µ) ∈ AK and b(λ, µ) ∈ AK[α, β], with unit 1A, with (α, β)-bigraded pieces AK [α, β]
(α, β ∈ T̂ ) and with moment maps
µl(f) = f(λ)1A, µr(f) = f(µ)1A
for f ∈ F , where (recall) f(λ) = f ⊗ 1F ∈ K and f(µ) = 1F ⊗ f ∈ K.
Proof. The fact that J(λ) is of zero T -weight implies that AK = ⊕α,βAK [α, β] defines a
T̂ -bigrading with respect to the new multiplication mJ . The second line of (2.2) implies
the associativity of mJ . The first line of (2.2) implies that 1A is the unit element with
respect to mJ . The axioms for the moment maps are straightforward. 
We call mJ the J-twisted dynamical multiplication on AK . We write AJ for the C-
vectorspace AK , viewed as T -algebra by Lemma 3.9. The following proposition provides
the link between the T -algebra AJ and the Faddeev-Reshetikhin-Takhtajan (FRT) type
construction of dynamical quantum groups.
Proposition 3.10. Suppose U is quasi-triangular with universal R-matrix R. Let RJ(λ)
(see (2.6)) be the corresponding dynamical universal R-matrix. Then
mJ
(RJ(µ) · (a⊗ b)) = mJ((b⊗ a) · RJ21(λ)), ∀ a, b ∈ A ⊂ AJ ,
where we use the convention that the µ and λ dependence of the action of the dynamical
universal R-matrices end up in the second tensor component. In other words,
mA
(
J(µ)RJ(µ) · (a⊗ b) · J−1(λ)) = mA(J(µ) · (b⊗ a) · RJ21(λ)J−1(λ)), ∀ a, b ∈ A.
Proof. This follows directly from the well known FRT type commutation relations
(3.4) mA
(R21 · (b⊗ a)) = mA((a⊗ b) · R)
for a, b ∈ A. 
Let AK⊗̂FAK be the C-linear vector space defined by taking the tensor product over
F with respect to the balancing condition (f(µ)a)⊗̂F b = a⊗̂F (f(λ)b) for f ∈ F and
a, b ∈ AK. The restricted tensor product AJ⊗˜AJ naturally identifies as C-vectorspace
with the subspace ⊕
α,β,γ∈T̂
AK [α, γ]⊗̂FAK [γ, β]
of AK⊗̂FAK . Let
π : K ⊗A⊗A → AK⊗̂FAK
be the unique C-linear map satisfying π
(
f(λ) ⊗ g(µ) ⊗ a ⊗ b) = (f(λ)a)⊗̂F (g(µ)b) for
f, g ∈ F and a, b ∈ A.
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Proposition 3.11. The T -algebra AJ is a T -bialgebroid with coalgebroid maps ∆ : AJ →
AJ⊗˜AJ and ǫ : AJ → I defined by
∆(a) = π
(
∆A(a)
)
,
ǫ(a) = T−α
(
mF (ǫA(a))
)
T−α
for a ∈ AK [α, β], where mF : K = F ⊗ F → F , mF (f(λ) ⊗ g(µ)) = f(λ)g(λ) is the
multiplication map of the C-algebra F .
Proof. Corollary 3.8 implies that the image of ∆ is contained in AJ⊗˜AJ and that ∆ and
ǫ preserve the T̂ -bigrading. The maps ǫ and ∆ are clearly compatible with the moment
maps. To prove that ǫ : AJ → I and ∆ : AJ → AJ⊗˜AJ are morphisms of T -algebras
it thus remains to show that they are algebra homomorphisms. This follows from the
compatibility of the counit ǫA and comultiplication ∆A with the (UK −UK)-action on AK ,
see Lemma 3.7. The remainder of the proof is straightforward. 
In the following proposition we define an antipode SJ for the T -bialgebroid AJ using
the two zero T -weighted elements KJ and QJ of UK associated to J , see Lemma 2.5.
Proposition 3.12. The T -bialgebroid AJ is a T -Hopf algebroid with antipode SJ : AJ →
AJ defined by
(3.5) SJ(a(λ, µ)) = SA
(
KJ (λ− β) · a(µ− α, λ− β) ·QJ(µ)), a(λ, µ) ∈ AK [α, β].
In particular,
(3.6) SJ(a) = SA
(
KJ(λ− h) · a ·QJ(µ)) ∀ a ∈ A.
Proof. Lemma 3.7 and the fact that KJ and QJ are of zero T -weight imply that
SJ
(AK [α, β]) ⊆ AK [−β,−α].
A straightforward computation then shows that the linear map SJ : AJ → AJ defined
by (3.5) satisfies the required compatibility conditions with respect to the moment maps
of AJ . Hence it suffices to prove the antipode identities for a ∈ A ⊂ AJ . The required
antipode identities then reduce to
mJ
(
IdAJ ⊗ SJ
)(
∆(a)
)
= ǫA(a)1A = m
J
(
SJ ⊗ IdAJ
)(
∆(a)
)
,
which can be proven by direct computations using Lemma 3.7, the antipode axioms for U
and (2.4). 
Definition 3.13. We call the T -Hopf algebroid (AJ = ⊕α,βAK [α, β], mJ , 1A,∆, ǫ, SJ) the
dynamical quantum group associated to the five-tuple (U ,A, 〈·, ·〉, T, J(λ)).
Remark 3.14. Associated to the four-tuple (U ,A, 〈·, ·〉, T ) we always have the trivial dy-
namical quantum group A1, whose associated dynamical twist is the unit element 1 =
1U⊗2
K
∈ U⊗2K . The multiplication and antipode of A1 are
m1
(
a(λ, µ)⊗ b(λ, µ)) = mA(a(λ+ α, µ+ β)⊗ b(λ, µ)),
S1
(
b(λ, µ)
)
= SA
(
b(µ− α, λ− β))
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for a(λ, µ) ∈ A1 and b(λ, µ) ∈ AK [α, β], which are the trivial dynamical extensions of the
multiplication and antipode of A.
3.4. Gauge equivalent dynamical quantum groups. Let x(λ) ∈ UF1 be a gauge trans-
formation and J(λ) ∈ U⊗2F1 a dynamical twist with respect to T . Recall that the corre-
sponding gauged dynamical twist is given by
Jx(λ) = ∆U(x(λ))J(λ)x
−1
2 (λ)x
−1
1 (λ+ h
(2)) ∈ U⊗2F1 .
Proposition 3.15. The dynamical quantum groups AJ and AJx are isomorphic. The
corresponding T -Hopf algebroid isomorphism φx : AJ → AJx is
φx(a) = x(µ) · a · x−1(λ), a ∈ AJ .
Proof. Since x(λ) is of zero weight, we have φx(AK [α, β]) = AK [α, β] for α, β ∈ T̂ . The
fact that ǫU(x(λ)) = 1 implies φx(1A) = 1A. It follows now directly that φx respects the
moment maps. The map φx is an algebra homomorphism since for a ∈ A and b ∈ A[α, β],
φx(m
J (a⊗ b)) = x(µ) · (mA(J(µ) · (a⊗ b) · J−1(λ))) · x−1(λ)
= mA
(
∆U(x(µ))J(µ) · (a⊗ b) · J−1(λ)∆U(x−1(λ))
)
= mA
(
Jx(µ) ·
(
x(µ+ β) · a · x−1(λ+ α)⊗ x(µ) · b · x−1(λ)) · J−1x (λ))
= mJx
(
φx(a)⊗ φx(b)
)
,
hence φx is an isomorphism of T -algebras. The proof that φx is an isomorphism of T -Hopf
algebroids follows from Lemma 3.7 by direct computations. We give the computations for
the comultiplication and the antipode. For the compatibility of φx with respect to the
comultiplication we compute for a ∈ A,(
φx⊗˜φx
)
(∆(a)) =
∑(
x(µ) · a(1) · x−1(λ)
)⊗F (x(µ) · a(2) · x−1(λ))
=
∑(
a(1) · x−1(λ)
)⊗F (x(µ) · a(2) · x(λ)x−1(λ))
=
∑(
a(1) · x−1(λ)
)⊗F (x(µ) · a(2))
=
(
π ◦∆A
)
(x(µ) · a · x−1(λ))
= ∆(φx(a)).
For the compatibility of φx with respect to the antipode we first note that
KJx(λ) = SU(x
−1(λ− h))KJ(λ)x−1(λ),
QJx(λ) = x(λ− h)QJ(λ)SU(x(λ)).
For a ∈ A[α, β] we then have
φx(S
J(a)) = x(µ) · SA
(
KJ(λ− β) · a ·QJ(µ)) · x−1(λ)
= SA
(
SU(x
−1(λ))KJ(λ− β) · a ·QJ(µ)SU(x(µ))
)
= SA
(
KJx(λ− β)x(λ− β) · a · x−1(µ− α)QJx(µ))
= SJx
(
φx(a)),
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as desired. 
3.5. The dynamical quantum group associated to a vertex-IRF transformation.
For a vertex-IRF transformation x(λ) ∈ UF1 with respect to T we define
(3.7) Axαβ = x−1(µ) · AK [α, β] · x(λ), α, β ∈ T̂ .
Note that in general Axαβ 6= AK [α, β] since x(λ) is not necessarily of zero T -weight. We
define a T -Hopf algebroid structure on AK such that AK = ⊕α,βAxαβ is the associated
T̂ -bigrading. Recall the dynamical twist
jx(λ) = ∆U(x(λ))x
−1
2 (λ)x
−1
1 (λ+ h
(2))
associated to the vertex-IRF transformation x(λ).
Theorem 3.16. Let x(λ) ∈ UF1 be a vertex-IRF transformation with respect to T .
a. The C-vectorspace AK is a T -Hopf algebroid with multiplication
mx
(
a(λ, µ)⊗ b(λ, µ)) = mA(a(λ+ α, µ+ β)⊗ b(λ, µ)), a ∈ A, b(λ, µ) ∈ Axαβ,
with unit 1A, with (α, β)-bigraded pieces Axαβ for α, β ∈ T̂ , with moment maps
µl(f) = f(λ)1A, µr(f) = f(µ)1A, f ∈ F,
with comultiplication ∆ = π ◦∆A, with counit
ǫx(a) = T−α
(
mF (ǫA(a))
)
T−α, a ∈ Axαβ
and with antipode
Sx(a(λ, µ)) = SA
(
a(µ− α, λ− β)), a(λ, µ) ∈ Axαβ.
We write Ax for AK viewed as T -Hopf algebroid in this way.
b. The map φx : Ax → Ajx defined by
φx(a) = x(µ) · a · x−1(λ), a ∈ Ax
is an isomorphism of T -Hopf algebroids.
Proof. There is a unique T -Hopf algebroid structure on AK turning the K-linear isomor-
phism φx : AK → Ajx, defined by φx(a) = x(µ) · a ·x−1(λ), into an isomorphism of T -Hopf
algebroids. A direct computation, which is similar to the proof of Proposition 3.15 for the
special case that J(λ) = 1 is the trivial dynamical twist, proves that the resulting T -Hopf
algebroid structure on AK is defined by the explicit formulas as given in part a of the
theorem. 
For x(λ) a gauge transformation with respect to T we have A1 = Ax ≃ Ajx as T -Hopf
algebroids, with A1 the trivial dynamical quantum group associated to (U ,A, 〈·, ·〉, T ),
cf. Remark 3.14. In case of a vertex-IRF transformation x(λ) the bigrading of Ax is
a nontrivial twisting of the trivial bigrading of A1, but the remaining T -Hopf algebroid
structures of Ax have the same untwisted form as the T -Hopf algebroid structures of A1.
VERTEX-IRF TRANSFORMATIONS AND HARMONIC ANALYSIS 15
4. Askey-Wilson polynomials and the SL(2) (dynamical) quantum group
The work of Babelon [2] (see also [3]) implies that the trigonometric SL(2;C) dynamical
quantum group arises from a vertex-IRF transformation. In this section we describe the
two different realizations of the SL(2;C) dynamical quantum group (due to Theorem 3.16),
leading to an intrinsic link between the work of Koelink, Rosengren [14] on the trigonomet-
ric SL(2;C) dynamical quantum group and the work of Koornwinder [17], Noumi, Mimachi
[24] and Koelink [12], [13] on the SL(2;C) quantum group. The important additional prop-
erty of the vertex-IRF transformation which is needed here is Rosengren’s [25] observation
that the vertex-IRF transformation conjugates the T -action to an action by Koornwinder’s
[17] twisted primitive elements (the explicit identification of Rosengren’s [25] generalized
group element with Babelon’s [2] vertex-IRF transformation is an unpublished observation
of Rosengren, see also the introduction of [14]).
We fix a deformation parameter q ∈ C∗ which is not a root of unity. Let q 12 be a fixed
choice of square root of q.
4.1. The SL(2) quantum group. Let U = Uq(sl(2)) be the unital associative C-algebra
with generators k±1, e, f and relations
kk−1 = k−1k = 1,
ke = qek, kf = q−1fk,
ef − fe = k
2 − k−2
q − q−1 .
The algebra U is a Hopf-algebra with comultiplication
∆U(k
±1) = k±1 ⊗ k±1,
∆U(e) = k ⊗ e+ e⊗ k−1
∆U(f) = k ⊗ f + f ⊗ k−1,
with counit
ǫU(k
±1) = 1, ǫU (e) = ǫU(f) = 0
and with antipode
SU(k
±1) = k∓1, SU(e) = −q−1e, SU(f) = −qf.
We take T = {km |m ∈ Z} ⊂ G(U) as abelian subgroup of the group-like elements in U .
The role of the character group T̂ is taken over by the integers Z, viewed as characters of
T by (
km
)α
= qmα/2, m, α ∈ Z.
Note that U is ad(T )-semisimple with spectrum contained in 2Z.
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The type 1 irreducible, finite dimensional U-representations are parametrized by Z≥0.
For m ∈ Z≥0 the corresponding spin m2 representation Vm is a m+1-dimensional represen-
tation with basis vmr (r = −m, 2−m, . . . ,m− 2, m) and action
k±1 vmr = q
± r
2vmr ,
e vmr =
√(
q−
1
2
(m+r+2) − q 12 (m+r+2))(q− 12 (m−r) − q 12 (m−r))
q−1 − q v
m
r+2,
f vmr =
√(
q−
1
2
(m+r) − q 12 (m+r))(q− 12 (m−r+2) − q 12 (m−r+2))
q−1 − q v
m
r−2
where vmm+2 = v
m
−m−2 = 0 by convention. Type 1 refers to the fact that the modules Vm
are T -semisimple with spectrum contained in Z. We denote
(·, ·) : Vm ⊗ Vm → C for the
bilinear pairing such that
(
vmr , v
m
s
)
= δr,s. Then
(4.1)
(
Xv,w
)
=
(
v,X‡w
)
, X ∈ U , v, w ∈ Vm
with ‡ : U → U the unital C-linear antiinvolution determined by(
k±1
)‡
= k±1, e‡ = f, f ‡ = e.
Allowing suitable completions, U is a quasi-triangular Hopf algebra. We denote R by the
corresponding Drinfeld universal R-matrix. Its action on V1 ⊗ V1 is given by the matrix
(4.2) R|V1⊗V1 = q−
1
2

q 0 0 0
0 1 0 0
0 q − q−1 1 0
0 0 0 q

with respect to the ordered basis {v11 ⊗ v11, v11 ⊗ v1−1, v1−1 ⊗ v11, v1−1 ⊗ v1−1}.
The quantized function algebra A = Aq[SL(2)] is the Hopf-subalgebra of the Hopf-dual
U∗ spanned by the matrix coefficients of the finite dimensional type 1 U-representations.
The Peter-Weyl decomposition of A is
A =
∞⊕
m=0
W (m),
W (m) = spanC{tmrs(·) | r, s = −m, 2−m, . . . ,m− 2, m},
where tmrs is the matrix coefficient t
m
rs(·) =
( · vms , vmr ) ∈ A[r, s]. The Peter-Weyl decompo-
sition is the irreducible decomposition of A, viewed as (U − U)-bimodule. Clearly A is(
T −T )-semisimple. Its (α, β)-bigraded piece A[α, β] is nonzero when α and β are integers
having the same parity.
The Hopf-algebra A is generated as unital C-algebra by the matrix coefficients of the
two-dimensional representation V1, which we denote by(
α β
γ δ
)
=
(
( · v11, v11) ( · v1−1, v11)
( · v11, v1−1) ( · v1−1, v1−1)
)
.
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Note that α ∈ A[1, 1], β ∈ A[1,−1], γ ∈ A[−1, 1] and δ ∈ A[−1,−1]. The characterizing
commutation relations are governed by the FRT relations (3.4) for a, b ∈ {α, β, γ, δ} and
by the determinant relation
(4.3) δα− q−1βγ = 1A.
Explicitly, the FRT commutation relations give the relations
αβ = qβα, αγ = qγα, βδ = qδβ,
γδ = qδγ, βγ = γβ,
αδ − δα = (q − q−1)βγ.
Since for m ∈ Z≥0 and r, s ∈ {−m, 2−m, . . . ,m− 2, m},
spanC{tmrs} =W (m) ∩ A[r, s],
the study of the matrix coefficients tmrs relates to harmonic analysis on the SL(2;C) quantum
group A with respect to T . Considering the tmrs (r, s = −m, 2 − m, . . . ,m − 2, m) as the
matrix coefficients of a finite dimensional A-corepresentation, the study of the tmrs relates
to harmonic analysis on A with respect to the standard quantum analogue of the Cartan
subalgebra of sl(2;C).
A first example relating basic hypergeometric series to harmonic analysis on quantum
groups is the expression of the coefficients tmrs (r, s ∈ {−m, 2−m, . . . ,m− 2, m}) in terms
of little q-Jacobi polynomials, see [26], [15] and [21]. As a special case we recall the formula
for the matrix coefficients tmrs with integers r, s,m having the same parity and satisfying
−m ≤ r ≤ s ≤ −r ≤ m, given by
tmrs = C
m
rs δ
−r−s
2 γ
s−r
2 2φ1
(
q−r−m, q−r+m−2
qs−r+2
; q2,−qβγ
)
for some explicit nonzero constant Cmrs. Here
r+1φr
(
a1, . . . , ar+1
b1, . . . , br
; q, z
)
=
∞∑
m=0
(
a1; q
)
m
· · · (ar+1; q)m(
q; q
)
m
(
b1; q
)
m
· · · (br; q)m zm,
with
(
a; q
)
m
=
∏m−1
j=0 (1− aqj) (m ∈ Z≥0 ∪ {∞}) the q-shifted factorial, is the r+1φr basic
hypergeometric series, see [10]. The element βγ is an algebraic generator of the unital
C-subalgebra A[0, 0] of A, and it is “quasi-central” in A (it quasi-commutes with the four
generators α, β, γ and δ). The quasi-centrality can be best reformulated in dynamical
terms: qλ+µβγ is a central element of the trivial dynamical quantum group A1, cf. Remark
3.14.
4.2. The SL(2) dynamical quantum group. The four-tuple (U ,A, 〈·, ·〉, T ) as con-
structed in §4.1 does not quite fit into the formal algebraic setup of §3 since the abelian
group T is not finite. The results and constructions of §3 though still hold true in the
present setup by interpreting the action of the idempotents πα (α ∈ Z) on AK as the
projection operators
πα · a · πβ = δα,δδβ,γ a, a ∈ A[γ, δ].
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Furthermore it is convenient to replace the role of the function algebra F in §3 by the field
F of meromorphic functions on C and accordingly we take K = F ⊗ F .
Besides this formal extension of the setup of §3, we also need to work with a suitable
completion of the algebra UK , which we do not specify here in detail. All explicit formulas
given below will have an obvious, functional calculus type meaning when acting on AK via
the left or right regular action on A. In particular, all infinite sums below become finite
when acting on A since both e ∈ U and f ∈ U act locally nilpotently on AK .
The upshot is that all universal expressions and universal identities in (a suitable com-
pletions of) UK given below should be interpreted within EndK(AK) through the repre-
sentation maps of the left and right regular UK-action on AK , and as such the results of
§3 hold true.
Babelon [2], see also [3, §2] and [19, §7], considered the element
(4.4) x(λ) =
∞∑
l,m=0
(−q−λ)l+m(
q−2λ; q2
)
l
ql
2−l+2lm−2m(1− q2)l+m(
q2; q2
)
l
(
q2; q2
)
m
(
fk−1
)l(
ek−1
)m
.
The element x(λ) is directly related to Rosengren’s [25, Prop. 3.3] group element Uλµ by
x(λ) =
(
Uq−λ−1,q−λ−1
)†
,
where we identify q
1
2 , K±, X+, X− in [25] with q, k
±1, e, f respectively, and where † is the
K-linear antiinvolution of UK defined by(
k±1
)†
= k±1, e† = −q 12 f, f † = −q− 12 e.
Thus [25, Prop. 3.5] implies that x(λ) is invertible (as element of EndK(AK)) with inverse
given by
x−1(λ) =
∞∑
m=0
q−mλq−m(
q2; q2
)
m
(1− q2)m(k−1f)m
×
∞∑
l=0
q−lλql
2−2l(
q2; q2
)
l
(1− q2)l(k−1e)l
(
q−2λ; q2
)
∞(
q−2(l+λ+1)k−4; q2
)
l
(
q−2λk−4; q2
)
∞
.
(4.5)
Babelon [2], see also [3], observed that x(λ) is a vertex-IRF transformation with respect to
T . The corresponding dynamical twist jx(λ), cf. [3, §1], is directly related to the universal
fusion matrix for U , see [8] and [19]. The explicit expressions for jx(λ) and j−1x (λ), regarded
as elements of EndK(AK)⊗2 through the left and right regular representation of UK , are
jx(λ) =
∞∑
l=0
(1− q2)2l (−1)
lq−2lλ+2l
2−4l(
q2; q2
)
l
(
k−lf l ⊗ 1(
q2(l−1−λ)k−4; q2
)
l
k−3lel
)
,
j−1x (λ) =
∞∑
l=0
(1− q2)2l q
−2lλ+l2−3l(
q2; q2
)
l
(
k−lf l ⊗ 1(
q−2λk−4; q2
)
l
k−3lel
)
,
(4.6)
see [3, §2] and [19, §7].
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The correponding universal dynamical R-matrix Rjx(λ), acting on the representation
space K ⊗ V1 ⊗ V1, can be computed explicitly using (2.9) and (4.2). With respect to the
ordered basis {v11 ⊗ v11, v11 ⊗ v1−1, v1−1 ⊗ v11, v1−1 ⊗ v1−1} it is given by
(4.7) Rjx(λ)|V1⊗V1 = q−
1
2

q 0 0 0
0 1 q
−1−q
q−2(λ+1)−1
0
0 q
−1−q
q2(λ+1)−1
(q−2(λ+1)−q2)(q−2(λ+1)−q−2)
(q−2(λ+1)−1)2
0
0 0 0 q
 .
The dynamical quantum group Ajx can now directly be related to Koelink’s and Rosen-
gren’s [14, Def. 2.4] trigonometric SL(2;C) dynamical quantum group as follows. Observe
that the dynamical quantum group Ajx is generated as unital algebra by µl(F ), µr(F ) and
the matrix coefficients α, β, γ, δ of the two-dimensional U-representation V1. By abuse of
notation we denote f(λ) and g(µ) for the elements µl(f) and µr(g) in Ajx. The defin-
ing commutation relations (with multiplication denoted by ◦ to distinguish it from the
multiplication in AK), are f(λ) ◦ g(µ) = g(µ) ◦ f(λ),
f(λ) ◦ α = α ◦ f(λ+ 1), f(λ) ◦ β = β ◦ f(λ+ 1),
f(λ) ◦ γ = γ ◦ f(λ− 1), f(λ) ◦ δ = δ ◦ f(λ− 1),
f(µ) ◦ α = α ◦ f(µ+ 1), f(µ) ◦ β = β ◦ f(µ− 1),
f(µ) ◦ γ = γ ◦ f(µ+ 1), f(µ) ◦ δ = δ ◦ f(µ− 1),
the dynamical FRT commutation relations for α, β, γ and δ (see Proposition 3.10), and
finally the dynamical determinant identity
δ ◦ α− q−1
(
q2 − q2(λ+1)
1− q2(λ+1)
)
◦ β ◦ γ = 1A,
which is simply the determinant identity (4.3) rewritten in terms of the jx-twisted dynam-
ical multiplication mjx . The dynamical FRT commutation relations can be expressed in
the familiar form ∑
y,y′
Ly′ξ′ ◦ Lyξ ◦Ry
′y
η′η(λ) =
∑
y,y′
Lηy ◦ Lη′y′ ◦Rξ
′ξ
y′y(µ)
with the indices from {±1}, where the Lξη are given by
L1,1 = α, L1,−1 = β, L−1,1 = γ, L−1,−1 = δ,
and with the coefficients Rξξ
′
ηη′(λ) defined by
Rjx(λ)(v1ξ ⊗ v1ξ′) =∑
η,η′
R
−ξ,−ξ′
−η,−η′(λ)v
1
η ⊗ v1η′ .
The equivalence with the SL(2;C) dynamical quantum group of Koelink and Rosengren
[14] now follows by identifying the generators (f(λ), g(µ), α, β, γ, δ) in [14, Def. 2.4] with
(f(−λ− 2), g(−µ− 2), δ, γ, β, α).
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Harmonic analysis on the dynamical quantum group Ajx with respect to the standard
quantum analogue of the Cartan subalgebra of sl(2;C) still amounts to the study of the
matrix coefficients tmrs, now viewed as matrix coefficients of a tempered corepresentation of
the dynamical quantum group Ajx (see [14, §3]). In analogy with the harmonic analysis of
the ordinary quantum group A, we now express the matrix coefficient tmrs ∈ W (m)∩AK[r, s]
in terms of a central element Ξ ∈ Ajx which, together with µl(F ) and µr(F ), generate
AK [0, 0] as unital C-algebra. The element Ξ is given explicitly by
(4.8) Ξ = q−λ+µ+1 + qλ−µ−1 − qλ+µ+2(1− q−2λ)(1− q−2(µ+2)) ◦ β ◦ γ,
see [14, Lem. 3.3]. The matrix coefficient tmrs for integers r, s,m having the same parity
and satisfying −m ≤ r ≤ s ≤ −r ≤ m is then given by
(4.9)
tmrs = C
m
rs(λ, µ) ◦ δ◦
−r−s
2 ◦ γ◦ s−r2 ◦ pm+r
2
(
Ξ; qλ−µ+1, q−λ+µ+1−r+s, q−λ−µ−1−r−s, qλ+µ+3; q2
)
for some explicit nonzero meromorphic function Cmrs(λ, µ), with pn the Askey-Wilson poly-
nomial of degree n,
pn(z + z
−1; a, b, c, d; q) = 4φ3
(
q−n, abcdqn−1, az, az−1
ab, ac, ad
; q, q
)
,
see [14, Thm. 3.5]. Here we used the notation δ◦m = δ ◦ · · · ◦ δ (m times) and similarly
for γ. The polynomial expression in Ξ in formula (4.9) has the obvious interpretation as
element in the commutative subalgebra AK [0, 0] of the dynamical quantum group Ajx.
4.3. The alternative realization Ax. We define a Cartan type element X(λ) ∈ UF1 and
a twisted primitive element Y (λ) ∈ UF1 by
X(λ) =
q−λ−1(k−2 − 1) + qλ+1(k2 − 1)
q − q−1 ,
Y (λ) = fk − ek +
(
q−λ−1 + qλ+1
q − q−1
)
(k2 − 1).
The twisted primitive element Y (λ) was introduced by Koornwinder [17] as an one-pa-
rameter family of quantum analogues of Lie-algebra generators for nonstandard Cartan
subalgebras of sl(2;C).
A key property of the vertex-IRF transformation x(λ) (see (4.4)), proven by Rosengren
[25], is the fact that
(4.10) x(λ)Y (λ) x−1(λ) = X(λ)
viewed as identity in EndK(AK) via the left or right regular representation of UK , see [25,
(4.8)].
We now study the dynamical quantum groupAx using the T -Hopf algebroid isomorphism
φx : Ax → Ajx ,
φx(a) = x(µ) · a · x−1(λ), a ∈ Ax,
see Theorem 3.16. As observed in §3.5, the bigrading of Ax is nontrivial, but the other T -
Hopf algebroid structures have the same untwisted form as the T -Hopf algebroid structures
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of the trivial dynamical quantum group A1. Thus an explicit description of the bigraded
pieces Axαβ completely clarifies the T -Hopf algebroid structure of Ax.
Proposition 4.1. Denote
να(λ) =
q−λ−1(q−α − 1) + qλ+1(qα − 1)
q − q−1 ∈ F
for α ∈ Z. Then
Axαβ = {a ∈ AK | Y (µ) · a = νβ(µ)a, a · Y (λ) = να(λ)a}
for α, β ∈ Z.
Proof. This follows from (4.10) and the observe that
AK [α, β] = {a ∈ AK |X(µ) · a = νβ(µ)a, a ·X(λ) = να(λ)a}.

Denote for m ∈ Z≥0 and r, s ∈ {−m, 2−m, . . . ,m− 2, m},
amrs(λ, µ) = φ
−1
x (t
m
rs) = x
−1(µ) · tmrs · x(λ),
then WK(m) ∩ Axrs is an one-dimensional K-subspace of Ax, spanned by amrs(λ, µ). Har-
monic analysis on A with respect to Koornwinder’s twisted primitive elements precisely
amounts to the study of the matrix coefficients amrs(λ, µ). Thus the isomorphism φx yields
the equivalence between harmonic analysis on Ajx with respect to the standard quantum
Cartan subalgebra in [14], and the harmonic analysis on A with respect to Koornwinder’s
twisted primitive elements as studied in [17], [24], [12].
To be more concrete, we end this article by translating the results of the previous sub-
section to the twisted primitive picture and linking it to the results in [17], [24], [12] and
[13]. The generators
α(λ, µ) = a11,1(λ, µ) = x
−1(µ) · α · x(λ),
β(λ, µ) = a11,−1(λ, µ) = x
−1(µ) · β · x(λ),
γ(λ, µ) = a1−1,1(λ, µ) = x
−1(µ) · γ · x(λ),
δ(λ, µ) = a1−1,−1(λ, µ) = x
−1(µ) · δ · x(λ)
of Ax can be rewritten in terms of the standard generators α, β, γ and δ of AK by
α(λ, µ) =
1(
1− q−2(µ+1))(α + q−µ− 12β − q−λ− 32γ − q−λ−µ−2δ),
β(λ, µ) =
(
1− q−2µ)(
1− q−2(µ+1))(q−µ− 32α + β − q−λ−µ−3γ − q−λ− 32 δ),
γ(λ, µ) =
1(
1− q−2(µ+1))(1− q−2λ)(−q−λ− 12α− q−λ−µ−1β + γ + q−µ− 12 δ),
δ(λ, µ) =
(
1− q−2µ)(
1− q−2λ)(1− q−2(µ+1))(−q−λ−µ−2α− q−λ− 12β + q−µ− 32γ + δ).
(4.11)
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These expressions are easily derived using the explicit expression (4.4) for the vertex-IRF
transformation x(λ). Identifying the elements α, β, γ, δ, A,B, C,D, qσ, qτ in [12] with
α, q
1
2β, q−
1
2γ, δ, k, q−
1
2 e, q
1
2f, k−1,
√−1q−µ−1,√−1q−λ−1,
the elements (4.11) correspond, up to K-normalization, to the elements k−1 ·ατ,σ, k−1 ·βτ,σ,
k−1 · γτ,σ and k−1 · δτ,σ of [12, Prop. 6.5].
We denote ρ(λ, µ) = φ−1x (Ξ) ∈ Ax, so
(4.12) ρ(λ, µ) = q−λ+µ+1+ qλ−µ−1− qλ+µ+2(1− q−2λ)(1− q−2(µ+2))β(λ− 1, µ+1)γ(λ, µ).
By a direct computation using (4.11), the element ρ(λ, µ) can be explicitly represented
as a quadratic expression in α, β, γ and δ. Identifying the generators of [12] with ours as
indicated above, ρ(λ, µ) equals 2k−1 ·ρτ,σ, with ρτ,σ the element as defined in [12, Thm. 5.1]
(it was initially written down explicitly in [17]). The pre-image under φx of the expression
(4.9) for integers r, s,m having the same parity and satisfying −m ≤ r ≤ s ≤ −r ≤ m
yields
amrs(λ, µ) = D
m
rs(λ, µ)
− r
2
− s
2
−1∏
i=0
δ(λ+ r + 1 + i, µ+ s+ 1 + i)
×
− r
2
+ s
2
−1∏
j=0
γ
(
λ+
r
2
− s
2
+ 1 + j, µ− r
2
+
s
2
− 1− j)
×pm+r
2
(
ρ(λ, µ); qλ−µ+1, q−λ+µ+1−r+s, q−λ−µ−1−r−s, qλ+µ+3; q2
)
for some non-zero meromorphic function Dmrs(λ, µ), where
∏j
i=0 bi with bi ∈ AK equals
1A when j < 0 and equals b0b1 · · · bj when j ≥ 0. This formula is in accordance with
the expressions derived by Koornwinder [17] (in case r = s = 0 and m even), and by
Noumi, Mimachi [24] and Koelink [12] for arbitrary r, s,m, compare for instance with the
expressions in [12, Cor. 7.8(i)] and [12, Cor. 6.8].
The above dynamical quantum group interpretation of the harmonic analysis with re-
spect to twisted primitive elements leads to natural interpretations and new proofs of
several other known facts. For instance, the statement [12, Prop. 6.5] amounts to a refor-
mulation of the fact that Ax = ⊕α,βAxαβ defines a bigrading with respect to the untwisted
dynamical multiplication mx. The factorized form (4.12) of ρ(λ, µ) is precisely [13, Prop.
4.1.7]. The centrality of ρ(λ, µ) in the dynamical quantum group Ax is [13, Cor. 4.1.8].
The interpretation of the tmrs as a matrix corepresentation of the dynamical quantum group
Ajx,
∆(tmrs) =
∑
l
tmrl ⊗F tmls ,
ǫ(tmrs) = δr,sT−r,
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implies via the isomorphism φx : Ax → Ajx that the amrs(λ, µ) define a matrix corepresen-
tation of the dynamical quantum group Ax,
∆(amrs(λ, µ)) =
∑
l
amrl (λ, µ)⊗F amls (λ, µ),
ǫx(amrs(λ, µ)) = δr,sT−r.
The latter formulas directly relate to [13, Prop. 6.1.1].
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