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Expansiones no rosa´ceas del cuerpo de los reales
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Universidad Sergio Arboleda, Bogota´
Estudiamos las estructuras (R,+, ·, 0, 1, <, 2Z) y (R,+, ·, 0, 1, <, S),
donde 2Z es el subgrupo multiplicativo de los nu´meros reales posi-
tivos que consiste en las potencias enteras de 2 y S es el conjunto
{(et cos(t), etsen(t)) | t ∈ R}, y demostraremos que no son rosa´ceas.
En general demostraremos que cualquier expansio´n del cuerpo de
los nu´meros (R,+, ·, 0, 1, <,A) con A∩R, un conjunto contable de
puntos con un punto de acumulacio´n, no es rosa´cea.
Palabras claves: Teor´ıas rosa´ceas, teor´ıas d–minimales.
We study the structures (R,+, ·, 0, 1, <, 2Z) and (R,+, ·, 0, 1, <, S),
where 2Z is the multiplicative subgroup of positive real numbers con-
sisting of integer powers of 2 and S is the set {(et cos(t), et sin(t)) |
t ∈ R}, showing that they are not rosy. In general we show that
every superstructure of real numbers (R,+, ·, 0, 1, <,A), with A∩R
a countable set of points with an acummulation point, is not rosy.
Keywords: Rosy theories, d–minimal theories.
MSC: 03C50, 03C68
1. Introduccio´n
El estudio de las expansiones de (R,+, ·) ha sido de gran intere´s en
Teor´ıa de Modelos. Tarski, en el an˜o 1930, estudio´ la teor´ıa (R,+, ·, 0, 1, <
), conocida como la teor´ıa de los cuerpos ordenados reales cerrados, cu-
yo acro´nimo en ingle´s es RCOF . Tarski demostro´ la decibilidad de esta
teor´ıa y junto con Seindenberg demostro´ que RCOF admite la elimi-
nacio´n de cuantificadores. Por lo tanto obtenemos que los subconjuntos
definibles en una variable en (R,+, ·, 0, 1, <) son uniones finitas de puntos
e intervalos.
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En el an˜o 1986, Pillay y Steinhorn fueron precursores del estudio
de estructuras ordenadas cuyos conjuntos definibles en una variable son
uniones finitas de puntos e intervalos; a estas estructuras las denomi-
namos o–minimales. Sea M |= T donde T extiende DLO. Decimos que
M es o–minimal si todo subconjunto definible en una variable es unio´n
finita de puntos e intervalos. Gracias al trabajo de Tarski y Seindenberg
podemos establecer que (R,+, ·, 0, 1, <) es o–minimal. Otros ejemplos
de estructuras o–minimales son (Q, <) y (Q,+,−, 0, 1, <). En [14], Pi-
llay y Steinhorn demostraron la propiedad de intercambio para el par
(℘(M), acl) siendo M una estructura o–minimal. Por lo tanto tenemos
pregeometr´ıas en estructuras o–minimales.
Estudiaremos las estructuras (R,+, ·, 0, 1, <, 2Z) y (R,+, ·, 0, 1, <, S),
donde 2Z es el subgrupo multiplicativo de los nu´meros reales positivos
que consiste en las potencias enteras de 2 y S es el conjunto
{(et cos(t), et sen(t)) | t ∈ R} .
La estructura (R,+, ·, 0, 1, <, 2Z) fue inicialmente estudiada por van den
Dries, quien describio´, por medio de la eliminacio´n de cuantificadores, los
conjuntos definibles en una variable. Posteriormente, Miller estudio´ la es-
tructura (R,+, ·, 0, 1, <, S), y demosto´ que los subconjuntos definibles en
una variable en las estructuras (R,+, ·, 0, 1, <, 2Z) y (R,+, ·, 0, 1, <, S)
poseen la misma caracterizacio´n: son uniones finitas de conjuntos discre-
tos o con interior no vac´ıo. Dicho comportamiento motivo´ la definicio´n
de estructura d–minimal.
Por otra parte Onshuus, en [11], demostro´ que las estructuras o–
minimales son rosa´ceas. As´ı que podr´ıamos preguntarnos si las estruc-
turas d–minimales tambie´n son rosa´ceas. En este escrito empleamos el
teorema de caracterizacio´n de teor´ıas rosa´ceas presentado en [7, Teo-
rema 5.3] para dar un contraejemplo, y demostro´ que las estructuras
(R,+, ·, 0, 1, <, 2Z) y (R,+, ·, 0, 1, <, S) no son rosa´ceas.
Sea T una teor´ıa completa en un lenguaje de primer orden. La funcio´n
espectro de T es la funcio´n I(·, T ) tal que para cualquier cardinal λ,
I(λ, T ) es el nu´mero mo´dulo isomorfismo de modelos de T con cardinal
λ. A finales de los an˜os 60, Morley conjeturo´ que la funcio´n I(λ, T ) es
creciente para cardinales no contables, es decir si ℵ0 < λ < κ, entonces
I(λ, T ) ≤ I(κ, T ).
El estudio de las teor´ıas estables comenzo´ con la demostracio´n del
teorema de categoricidad de Morley y continuo´ con el trabajo de Shelah,
quien demostro´ la conjetura de Morley. En este proceso Morley desa-
rrollo´ rangos y definio´ una nocio´n de bifurcacio´n |^ que dio´ origen a una
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relacio´n de independencia para las teor´ıas estables.
Posteriormente Onshuus desarrollo´ la nocio´n de bifurcacio´n þ y de-
finio´ una relacio´n de independencia þ, |þ^, que enunciaremos ma´s ade-
lante. Esta coincide con la no bifurcacio´n para teor´ıas estables y con
la independencia geome´trica en teor´ıas o–minimales. Las teor´ıas en las
cuales la relacio´n þ satisface la simetr´ıa que enunciamos ma´s adelante se
denominan rosa´ceas.
2. Preliminares
A continuacio´n presentamos algunos hechos y definiciones. En este
proceso asumimos que el lector posee conocimientos ba´sicos en teor´ıa de
modelos. A lo largo de este art´ıculo nos referiremos a L como un lenguaje
de primer orden, T una teor´ıa en el lenguaje L y M una estructura L.
Definicio´n 1. Sea M |= T . Decimos que A ⊆ Mn es un conjunto
definible si existe una fo´rmula ψ(x1, · · · , xn) posiblemente con para´me-
tros en M tal que:
A = {(m1, · · · , mn) ∈Mn |M |= ψ(m1, · · · , mn)} .
La eliminacio´n de cuantificadores para una teor´ıa T posee consecuen-
cias importantes, entre ellas, la caracterizacio´n de los conjuntos definibles
en una variable en los modelos de T .
Definicio´n 2. Sea L un vocabulario con un s´ımbolo de relacio´n bina-
ria < y T una teor´ıa L que extiende la teor´ıa de o´rdenes lineales densos
sin extremos. Decimos que T es o–minimal si los conjuntos definibles
en todo modelo de T en una variable son uniones finitas de puntos e
intervalos.
Ejemplo 3. Por el Teorema 3.3.15 en [8] tenemos que RCOF admite
eliminacio´n de cuantificadores. Un resultado inicialmente demostrado por
Tarski y Seidenberg. Por lo tanto tenemos que los subconjuntos definibles
en una variable de R son uniones finitas de puntos e intervalos.
Definicio´n 4. Sea L un vocabulario con un s´ımbolo de relacio´n bi-
nario < y sea T una teor´ıa L que extiende a DLO. Decimos que T es
d–minimal si los subconjuntos definibles en una variable en todo mo-
delo de T son uniones finitas de conjuntos discretos y de conjuntos con
interior no vac´ıo.
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Ejemplo 5. Un resultado interesante demostrado por Miller en [9]
es que las estructuras (R,+, ·, 0, 1, <, S) son d–minimales, donde
S := {(et cos(t), et sen(t)) | t ∈ R} ,
y (R,+, ·, 0, 1, <, 2Z), donde 2Z es interpretado como el grupo multipli-
cativo de las potencias enteras de 2. Es fa´cil notar que estas estructuras
no son o–minimales.
A continuacio´n establecemos definiciones que generalizan conceptos
algebraicos como independencia lineal, independencia algebraica, dimen-
sio´n, grado de trascendencia, entre otros.
Definicio´n 6. Sea M un modelo de una teor´ıa y sea A ⊆ M . La
clausura algebraica de A, denotada como acl(A), es la unio´n de los
conjuntos finitos definibles con para´metros en A. La clausura definible
de A consiste en la unio´n de los conjuntos unitarios definibles con para´-
metros en A, denotada por dcl(A).
Una consecuencia para cualquier subconjunto A de M modelo de T
es que dcl(A) ⊆ acl(A). Si el lenguaje L contiene la relacio´n de orden < y
T extiende la teor´ıa de o´rdenes lineales la nocio´n de clausura algebraica
y definible coinciden.
As´ı podemos concluir que en las estructuras (Q, <) , (R,+, ·, 0, 1, <),
(R,+, ·, 0, 1, <, S) y (R,+, ·, 0, 1, <, 2Z) estas nociones coinciden.
Definicio´n 7. SeaM un modelo de una teor´ıa y sea A ⊆M . Decimos
que A es algebraicamente cerrado si acl(A) = A.
Definicio´n 8. Sea X un conjunto. Un operador cl : ℘(X) → ℘(X)
se denomina un operador de clausura si
1. A ⊆ cl(A);
2. A ⊆ cl(B) implica que cl(A) ⊆ cl(B) y adema´s cl(A) = cl(cl(A));
3. a ∈ cl(A) implica que a ∈ cl(A0) para algu´n A0 ⊆ A finito;
El par (X, cl) donde cl es un operador de clausura, es una pregeo-
metr´ıa si:
4. b ∈ cl(A ∪ {a}) \ cl(A) implica que a ∈ cl(A ∪ {b}).
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La propiedad 1 y 2 son conocidas como propiedades de monoton´ıa
del operador cl. La propiedad 3 es conocida como cara´cter finito. La
u´ltima propiedad de esta definicio´n es conocida como la propiedad de
intercambio de Steinitz.
En general las propiedades 1, 2 y 3 son verdaderas en cualquier mo-
delo de una teor´ıa T . La propiedad de intercambio de Steinitz no es va´lida
en general.
Un hecho importante debido a Pillay y Steinhorn es que en la estruc-
tura R = (R,+, ·, 0, 1, <) el par (℘(R), acl) conforma una pregeometr´ıa.
Un resultado ma´s reciente en esta l´ınea de estudio, debido a Miller, es
que las estructuras (R,+, ·, 0, 1, <, S) y (R,+, ·, 0, 1, <, 2Z) junto con la
nocio´n de clausura algebraica acl tambie´n conforman dos pregeometr´ıas.
Definicio´n 9. Sea T una teor´ıa donde acl tiene la propiedad de in-
tercambio y A un conjunto. Decimos que A es algebraicamente in-
dependiente si para todo a ∈ A, a 6∈ acl(A \ {a}). Decimos que A es
independiente sobre C si a 6∈ acl(C ∪ (A \ {a})) para todo a ∈ A.
Las siguientes definiciones, tomadas de [15], esta´n relacionadas con
bifurcacio´n y las teor´ıas simples.
Definicio´n 10.
1. Sea k < ω. Una fo´rmula φ(x¯, a¯) k–divide sobre A si existe una
sucesio´n (a¯i | i < ω) tal que para cada i < ω, a¯i |= tp(a¯/A) y el
conjunto {φ(x¯, a¯i)}a¯i|=tp(a¯/A) es k–inconsistente. Es decir, cualquier
subconjunto de taman˜o k es inconsistente;
2. Un tipo parcial pi(x¯) k–divide sobre A si existe una fo´rmula φ(x¯)
implicada por pi(x¯) que k–divide sobre A;
3. Una fo´rmula o un tipo parcial divide sobre A si k–divide para
algu´n k < ω;
4. Un tipo parcial pi(x¯) bifurca sobre A si existe n < ω y fo´rmulas
φ0(x¯), · · · , φn(x¯) tales que pi(x¯) implica
∨
i≤n φi(x¯) y cada φi(x¯)
divide sobre A.
Definicio´n 11. Un conjunto A es independiente de C sobre B,
denotada A |^
B
C si tp(a¯/BC) no divide sobre B para todo a¯ ∈ A finito.
Una teor´ıa completa de primer orden es simple si la relacio´n |^ es
sime´trica.
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Las definiciones presentadas a continuacio´n son tomadas de [7] y de
[11].
Definicio´n 12.
1. Una fo´rmula δ(x¯, a¯) þ–divide fuertemente sobre A si tp(a¯/A)
es no algebraico y {δ(x, a¯′)}a¯′|=tp(a¯/A) es k inconsistente para algu´n
k ∈ N. Es decir, la conjuncio´n ∧1≤i≤k δ(x, a¯′i) es inconsistente,
donde a¯′i |= tp(a¯/A) con 1 ≤ i ≤ k son diferentes.
2. Decimos que δ(x, a¯), þ–divide sobre A si podemos encontrar una
tupla c¯ tal que δ(x, a¯) divide fuertemente sobre Ac¯.
3. Una fo´rmula þ–bifurca sobre A si e´sta implica una disyuncio´n
de fo´rmulas que þ–dividen sobre A.
4. El tipo p(x) þ–divide sobre A si hay una fo´rmula en p(x) queþ–divide sobre A y p(x) þ–bifurca sobre A si hay una fo´rmula en
p(x) que þ–bifurca sobre A.
5. Decimos que a¯ es þ–independiente de b¯ sobre A si tp(a¯/Ab¯) no
þ–bifurca sobre A. Este hecho lo denotaremos a¯ |þ^
A
b¯.
6. Una teor´ıa es rosa´cea si |þ^ es sime´trica. En tal caso |þ^ es una
relacio´n de independencia. Se prueba en [7, corolario 3.4] que una
teor´ıa es rosa´cea si y so´lo si |þ^ tiene cara´cter local.
Las siguiente definicio´n permite presentar una caracterizacio´n de las
teor´ıas rosa´ceas.
Definicio´n 13. bfþ–rango es la mı´nima funcio´n que toma valores en
On ∪ {∞} que satisface lo siguiente:
1. þ− rango (φ(x¯, b¯)) ≥ 0 si φ(x¯, b¯) es consistente;
2. þ − rango (φ(x¯, b¯)) ≥ α + 1 si existe ψ(x¯, c¯) que þ–divide sobre b¯,
tal que ψ(x¯, c¯) ` φ(x¯, b¯) y þ–rango (ψ(x¯, c¯)) ≥ α.
3. Para λ un ordinal l´ımite,
i− rango (φ(x¯, b¯)) ≥ λ ,
si þ–rango (φ(x¯, b¯)) ≥ α para todo α < λ.
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Para un tipo parcial pi, definimos þ–rango (pi) = mı´n{þ− rango(φ) |
φ ∈ pi}.
En [11] se establece que una teor´ıa es rosa´cea si þ–rango de todo tipo
p en el lenguaje de la teor´ıa posee þ–rango ordinal.
A continuacio´n definimos el rango de un tipo parcial pi(x) mediante
relaciones de equivalencia definidas sobre una fo´rmula δ ∈ ∆.
Definicio´n 14. Sea pi(x) un tipo parcial, y sea ∆ un conjunto finito
de fo´rmulas. Definimos Eqdef–rango∆, rango de una relacio´n de equiva-
lencia definida sobre una fo´rmula del tipo parcial ∆ como sigue:
1. Eqdef–rango∆(pi(x)) ≥ 0 si y so´lo si pi(x) es consistente;
2. Eqdef–rango∆(pi(x)) ≥ α + 1 si y so´lo si existen c y δ ∈ ∆ tal
que E(x, y) = δ(x, y, c) es una relacio´n de equivalencia, y existen
{bi : i < ω} representantes de diferentes clases de equivalencia,
tales que Eqdef–rango∆(pi(x) ∧ E(x, bi)) ≥ α;
3. Para λ un ordinal l´ımite,Eqdef–rango∆(pi(x)) ≥ λ si y so´lo si
Eqdef–rango∆(pi(x)) ≥ α para todo α ≤ λ.
4. Eqdef–rango∆(pi(x)) ≥ ∞ si y so´lo si Eqdef–rango∆(pi(x)) ≥ α
para todo α ordinal.
Un criterio para decidir si una teor´ıa es rosa´cea esta´ dado por [7,
teorema 5.3]:
Teorema 15. ( Teorema de caracterizacio´n de teor´ıas rosa´ceas).
Dada T una teor´ıa, T no es rosa´cea si existe ∆ y pi tales que Eqdef–
rango∆(pi(x)) =∞.
3. Las estructuras (R,+, ·, 0, 1, <, 2Z)
y (R,+, ·, 0, 1, <, S) no son rosa´ceas
Aplicamos en la estructura (R,+, ·, 0, 1, <, 2Z), el criterio anterior.
Teorema 16. La teor´ıa de la estructura (R,+, ·, 0, 1, <, 2Z) no es
rosa´cea.
Demostracio´n. Consideremos en el teorema de caracterizacio´n de
teor´ıas rosa´ceas las siguientes condiciones: como tipo piab(x) ≡ a ≤ x < b,
∆ := {δ(x, y, z)} donde δ(x, y, z) ≡ ∀t ∈ 2Z(t ≤ x+ z ⇔ t ≤ y + z).
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La relacio´n definida por δ(x, y, z) la denotamos E0(x, y, z).
Lema. Para cada c ∈ R, la relacio´n E0(x, y, c) es una relacio´n de
equivalencia.
Demostracio´n. Verificamos las siguientes propiedades:
• Reflexividad y Simetr´ıa: son claras por definicio´n.
• Transitividad: corresponde ver que si se cumplen E0(x, y, c) y
E0(y, w, c), entonces E0(x,w, c).
Dado que tenemos E0(x, y, c) ≡ ∀t ∈ 2Z(t ≤ x + c ⇔ t ≤ y + c) y
E0(y, w, c) ≡ ∀t ∈ 2Z(t ≤ y + c ⇔ t ≤ w + c), luego ∀t ∈ 2Z(t ≤
x+ c⇔ t ≤ y + c⇔ t ≤ w + c). Por lo tanto ∀t ∈ 2Z(t ≤ x+ c⇔
t ≤ w + c), es decir se cumple E0(x,w, c).
Empleando induccio´n transfinita veamos si Eqdef–rango∆(piab(x)) ≥
∞.
1. Es claro que Eqdef–rango∆(piab(x)) ≥ 0.
2. Supongamos que para todo a < b, donde a, b ∈ R, se tiene que
Eqdef −−rango∆(piab(x)) ≥ α .
Veamos que Eqdef–rango∆(piab(x)) ≥ α + 1. La idea es obtener a
partir del intervalo [a, b) infinitos subintervalos, cada uno corres-
pondiente a una clase de equivalencia de la relacio´n E0(x, y, c). Pri-
mero consideremos una traslacio´n del intervalo [a, b) hacia el origen
obteniendo as´ı [0, b−a). Observemos que para un N ∈ N suficiente-
mente grande y k ≥ N los intervalos [ 1
2k+1
, 1
2k
)
esta´n contenidos en
el intervalo [0, b− a). Cada uno de los intervalos [ 1
2k+1
, 1
2k
)
corres-
ponde a clases de equivalencia de la relacio´n E0(x, y, 0). Nuestro
objetivo es dividir el intervalo [a, b), por lo tanto trasladamos las
anteriores divisiones obteniendo as´ı[
1
2k+1
+ a,
1
2k
+ a
)
,
y definimos ck = 12k+1 +a y dk =
1
2k
+a. Notemos que los elementos
del conjunto {ck | k > N} son representantes de distintas clases de
equivalencia de la relacio´n E0, definimos:
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pickdk(x) ≡ piab(x) ∧ E0(x, ck, a) .
Es claro que dk − ck > 0. Por hipo´tesis de induccio´n tenemos
que Eqdef–rango∆(pickdk(x)) ≥ α, lo cual nos permite concluir que
Eqdef–rango∆(piab(x)) ≥ α+ 1.
3. Sea λ un ordinal l´ımite supongamos que Eqdef–rango∆(piab(x)) ≥ α,
para α ≤ λ, entonces por definicio´n Eqdef–rango∆(piab(x)) ≥ λ.
Por lo tanto queda demostrado el resultado.
De manera ana´loga tenemos que la estructura (R,+, ·, 0, 1, <, S), don-
de el predicado S es interpretado como {(et cos(t), etsen(t)) | t ∈ R} no
es rosa´cea. So´lo basta considerar en el argumento anterior como tipo
piab(x) ≡ a ≤ x < b, ∆ := {δ(x, y, z)} donde
δ(x, y, z) ≡ ∀t ∈ Z(etpi cos(tpi) ≤ x+ z ⇔ etpi cos(tpi) ≤ y + z) .
En general reemplazamos 2k por e2kpi cos(2kpi) en la demostracio´n
anterior.
Observemos que el argumento anterior puede ser aplicado a (R,+, ·, 0,
1, <,A), donde A es un conjunto contable con un punto de acumulacio´n.
Es decir, la estructura (R,+, ·, 0, 1, <,A) no es rosa´cea.
Agradezco al profesor Alexander Berenstein por sus valiosas observa-
ciones.
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