Abstract: We present uniqueness and existence in weighted Sobolev spaces of the equation
Introduction
In this article we present the unique solvability theory in Sobolev spaces and interior Hölder regularities of the solution to the zero-boundary value problem of the equation du = (au xx + bu x + cu) dt + ξ|u| 1+λ dB t , t > 0, x ∈ I ; u(0, ·) = u 0 ,
where 0 ≤ λ < 1 2 , I = (0, 1) and B t is a standard cylindrical Brownian motion on L 2 (I). The initial data u 0 = u 0 (ω, x) is nonnegative, ξ is a bounded function depending on (ω, t, x), and the coefficients a, b, c are measurable in (ω, t) and twice differentiable in x.
Here is a short description on the related works. The equation of type du = u xx dt + |u| γ dB t , t > 0, x ∈ R (1.2)
has been considered as one of main problems in the theory of SPDEs and has been intensively studied. See e.g. [2, 9, 15, 14, 16, 17, 18, 19] . If γ = 1/2 then equation (1.2) describes the super-process (or Dawson-Watanabe process), and strong uniqueness of non-negative solution was proved in [19] . If γ ∈ (0, 3/4), then non-uniqueness can hold among signed solutions, and the uniqueness among non-negative functions is still open (see [16, 17] ). If γ ∈ (3/4, 1) then existence of weak solution and path-wise uniqueness was obtained in [18] , and if γ ∈ [1, 3/2) then long time existence was proved in [14] (on unit circle) and [9] (on R). We remark that all of above articles handle equation (1.2) on either R or unit circle S 1 , and to the best of our knowledge, general theory handling equation (1.1) in a domain with non-empty boundary is not available in the literature.
Comparing (1.1) and (1.2), note that γ = 1 + λ, and our equation is much general than (1.2) in the sense that the coefficients a, b, c and the function ξ are allowed to depend on (ω, t, x). Under the assumptions described below (1.1), we prove that if a nonnegative function u 0 belongs to a Sobolev space U 1/2−κ p,θ (I), κ ∈ (λ, 1/2), then the equation has a unique strong solution in H 1/2−κ p,θ,loc (I, ∞). See Definition 2.4 for the notations. We only mention that 1/2−κ represents the number of differentiability, p represents the summability, and θ is the parameter controlling the decay near the boundary.
We also obtain various interior Hölder regularities of solutions. For instance, (recall ρ(x) = dist(x, ∂I)) our result says that if κ ∈ (λ, 1/2), p > 6(1 − 2κ) −1 , θ ∈ (0, p), and ρ In general, if (1.3) holds for a particular couple (p, θ) then one can get the corresponding decay near the boundary from (1.4). Actually, our condition on u 0 is much weaker than (1.3).
We finish the introduction with the notation used in the article. N and Z denote the natural number system and the integer number system, respectively. As usual R stands for the set of all real numbers, and R + = {x ∈ R : x > 0}. For p ∈ [1, ∞), a normed space F , and a measure space (X, M, µ), L p (X, M, µ; F ) denotes the space of all F -valued M µ -measurable functions u so that We use ":=" to denote a definition. For a, b ∈ R, a ∧ b := min{a, b}, a ∨ b := max{a, b}. By F and F −1 we denote the one-dimensional Fourier transform and the inverse Fourier transform, respectively. That is, F (f )(ξ) :=´R e −ixξ f (x)dx and F −1 (f )(x) := 1 2π´R e iξx f (ξ)dξ. N and c denote generic constants which can differ from line to line and if we write N = N (a, b, . . .), then this means that the constant N depends only on a, b, . . .. Finally, for functions depending on ω, t, and x, the argument ω ∈ Ω will be usually omitted.
Main result
Let (Ω, F , P ) be a complete probability space, {F t , t ≥ 0} an increasing filtration of σ-fields F t ⊂ F satisfying the usual conditions, and B t a standard cylindrical Brownian motion on L 2 (I) relative to F t .
Let {η k : k = 1, 2, · · · } be an orthonormal basis on L 2 (I). Then (see e.g. [1, 9] ) there exists a sequence of independent one-dimensional Wiener processes {w
Moreover, the series of stochastic integrals does not depend on the choice of {η k }. Thus, without loss of generality, we may assume that η k is bounded for each k.
To present our results, we introduce some related function spaces and their properties. For p > 1 and γ ∈ R, let H γ p (R) denote the class of all tempered distributions u on R such that
It is well known (see e.g. [9, Section 8.3] ) that if κ ∈ (0, 1/2), then we have
where
Observe that R decays exponentially fast as |x| → ∞, and behaves like |x|
We choose an infinitely differentiable function ψ(x) which is comparable to ρ(x) in I, that is, there is a constant c > 0 such that
(2.5)
Note that any smooth function ψ satisfies (2.5) if ψ(0) = ψ(1) = 0, ψ > 0 in I, ψ ′ (0) > 0, and ψ ′ (1) < 0. Next we fix a nonnegative function ζ ∈ C
where c is a constant. It is easy to check that any non-negative function ζ satisfies (2.6) if ζ > 0 on [e n , e n+1 ] for some n ∈ Z. For x ∈ R and n ∈ Z, define
Note that ζ n (x) = 0 if x ∈ I and is sufficiently close to ∂I. Thus,
For any distribution u on I, since ζ n ∈ C ∞ c (I), we can define uζ n as a distribution on R. For γ, θ ∈ R and p > 1, let H γ p,θ (I) denote the set of all distributions u on I such that
The spaces H γ p,θ (I) are independent of the choice of ψ and ζ (see [11, 13] ) and the norms introduced by other choices of ψ and ζ are all equivalent. In particular, it is easy to check that if γ is a non-negative integer then
where D k u is the k-th derivative of u with respect to x. Indeed, for instance if γ = 0, then by (2.7) and the change of variables e n x → x,
Thus for (2.8) with γ = 0, we only use the fact (see [11, Remark 1.3] 
and the inverse inequality also holds if η satisfies (2.6). Similarly, one can prove (2.8) with direct calculations for any non-negative integer. Remark 2.1. Since the choice of ζ does not affect the norm of H γ p,θ (I), considering ζ 2 in place of ζ, we can choose ζ such that both ζ and ζ 1/2 satisfy (2.6). Also, since ζ has compact support in R + , ζ −n (x) = 0 for all large n (say for n ≥ n 0 ) and thus it is enough to consider only n ≤ n 0 in the summation of (2.7). It follows from (2.7) that if
For real-valued functions a = a(x) and l 2 -valued functions
Also we define interior Hölder norm
Obviously, since ψ k is bounded,
Below we collect some other facts on the space H γ p,θ (I). See [11, 8, 13] for further properties of the weighted Sobolev space. For α ∈ R, we write f
(ii) (interior Höder estimate). Let γ − d/p = m + ν for some m = 0, 1, · · · and ν ∈ (0, 1]. Then for any i ∈ {0, 1, · · · , m}, we have
(v) (point-wise multiplier). If n is an interger such that n ≥ |γ|, we have
Then we have
.
(vii) (duality). Let
Proof. All the results above are proved by Krylov [11, 8] in the half line (or half space) and extended to general domain by Lototsky [13] . In the half line, the space H γ p,θ (R + ) is defined by (formally) taking ψ(x) = x so that ζ −n (e n x) = ζ(x) and (2.7) becomes
We also remark that all the Krylov's proofs in [11, 8] work in I with almost no changes if one replaces ζ(x) there by ζ −n (e n x) = ζ(e −n ψ(e n x)).
(ii) Let γ, θ ∈ R and 1 < p < q. Then
Proof. (i) Take κ ∈ (0, 1) such that θ 2 = κθ 3 + (1 − κ)θ 1 , and put γ 0 :=
Therefore, the claim follows if
Therefore, by (2.9) and Lemma 2.2 (vi),
(ii) Due to Lemma 2.2 (iii), for any p
. Therefore, considering ψ (θ−1)/p u in place of u, we may assume that θ = 1.
By (2.8) and Hölder inequality, we get (2.10) if γ is any non-negative integer. The result for non-negative integers and complex interpolation (Lemma 2.2 (viii)) prove (2.10) for any γ ≥ 0. The case γ < 0 follows from the duality. Indeed,
For the second relation above we use the result for γ ≥ 0. The corollary is proved. Now we define stochastic Banach spaces. Let P denote the predictable σ-field related to F t . For a stopping time τ , define
, where, for instance,
in the sense of distributions, i.e., for any φ ∈ C ∞ c (I), the equality
. In this case, we write
We write u ∈ H γ+2 p,θ,loc (I, τ ) if there exists a sequence of bounded stopping times τ n ↑ τ so that u ∈ H γ+2 p,θ (I, τ n ) for each n. We say u = v in H γ+2 p,θ,loc (I, τ ) if there are bounded stopping times τ n ↑ τ such that u = v in H γ+2 p,θ (I, τ n ) for each n.
Remark 2.5. In Definition 2.4, the spaces for u, Du and Su are defined in such a way that the operators
are bounded. To be more specific, consider the simple equation
, if a, σ are sufficiently smooth and u ∈ H γ+2 p,θ−p (I, τ ),
Remark 2.6. Let p ≥ 2 and γ, θ ∈ R. Then for any g ∈ H γ+1 p,θ (I, τ, l 2 ), the series of stochastic integral in (2.11) converges uniformly in t in probability on [0, τ ∧T ] for any T , and consequently (u(t, ·), φ) is continuous in t. See e.g. [9, Remark 3.2] for details.
is equivalent to
It follows from (2.9) and (2.10) that if q ≥ p and θ ′ ≤ θ, then
Obviously, this is necessary for (2.13).
(I)) (a.s.) and
(2.14)
(iv) If p ≥ 2 and τ ≡ T , then for any t ≤ T ,
Proof. All the results are proved by Krylov [7] on half spaces and then extended in e.g. [3, Theorem 2.3] to general C 1 domains. We only mention that (iv) is an easy consequence of (2.9), (2.13), and (2.14). Indeed,
Corollary 2.8. Let τ ≤ T , κ ∈ (0, 1/2), and
Then for any δ ∈ [0,
Hence this and (2.13) prove the corollary.
Finally we introduce our assumption and main results.
Assumption 2.9. (i) The coefficients a(t, x), b(t, x), c(t, x) are P × B(I)-measurable functions depending on (ω, t, x).
(ii) There exist constants δ 0 , K > 0 such that
(iii) ξ(t, x) is a bounded P × B(I)-measurable function, that is,
, Assumption 2.9 hold, u 0 ≥ 0, and u 0 ∈ U 1/2−κ p,θ (I) for some κ ∈ (λ, 1/2). Suppose that p and θ satisfy
Then, the equation
has a unique solution (in the sense of distributions) u ∈ H 1/2−κ p,θ,loc (I, According to the choice of α, β, κ one can obtain various Hölder regularity. For instance, taking α, β sufficiently close to 1/p and δ = 0, from (2.20) we get the following space Hölder regularity: for any small ε > 0,
Also choosing α, β sufficiently close to 1/4 − κ/2 − 1/(2p) and δ = 0, we get the following time Hölder regularity: for any small ε > 0, 
Proof. By definition, there exists a sequence of bounded stopping times τ n ↑ ∞ such that
Without loss of generality assume p ′ ≥ p. Put θ 0 = θ ∨ θ ′ . Then by Remark 2.7,
and therefore u,ū ∈ H 1/2−κ p,θ0,loc (I, ∞). 
(2.23)
In particular, for any T > and ε > 0,
and sup
Proof. Note U For the second assertion it is enough to take κ sufficiently close to λ and use the fact that for any ν > 0,
The corollary is proved.
Auxiliary results
In this section we introduce some auxiliary results on the equation
Below, we recall Assumption 2.9(i)-(ii) for reader's convenience:
The coefficients a(t, x), b(t, x), c(t, x) are P × B(I)-measurable functions depending on (ω, t, x).
(ii) There exists constants δ 0 , K > 0 such that
and
The following is a special result of [6, Theorem 2.14].
Theorem 3.1 (linear case). Let τ ≤ T , |γ| ≤ 2, p ≥ 2, θ ∈ (0, p), and g(u) = g be independent of u. Suppose Assumption 3.1 holds, g ∈ H 
where N = N (p, θ, γ, K, δ 0 , T ).
We remark that the above result is true for other γ if appropriate smoothness of the coefficients is assumed.
To generalize Theorem 3.1 to the nonlinear case we assume the following. (ii) For any ε > 0, there exists a constant N ε such that
Assumption 3.2 (τ ). (i) For any u ∈ H γ+2 p,θ−p (I), the function g(t, x, u) is an H
for any u, v ∈ H γ+2 p,θ−p (I), ω ∈ Ω and t ∈ [0, τ ]. We emphasize that we require (3.2) only for t ≤ τ , not for all t. where N = N (p, θ, γ, δ 0 , K, T ).
Proof. We follow the proof of [9, Theorem 5.1]. The main difference is that in [9] the result is proved on R d in classical Sobolve spaces without weights.
In the last inequality, we used the relations
Thus, according to Theorem 3.1, for each v ∈ H γ+2 p,θ (I, T ), we can define Rv as the unique solution to the equation
By Theorem 3.1, for each v, w ∈ H γ+2 p,θ (I, T ) and ε > 0,
dt.
(3.4)
Observe that for the second inequality above we used (3.2) and (2.15). Here
Now we fix ε so that Θ := N 0 ε p < 1/4. By repeating (3.4), we have
In the second inequality above, we used Step 2. General case. Definē
Then, by the assumption on g,ḡ satisfies (3.2) for all t ≤ T . Applying the result of Step 1 withḡ and T in place of g and τ , we obtain the solution u ∈ H γ+2 p,θ (I, T ) together with estimate (3.3). Since τ ≤ T , u certainly becomes a solution in H γ+2 p,θ (I, τ ) with g (in place ofḡ). To prove the uniqueness, and let w ∈ H γ+2 p,θ (I, τ ) be a solution to equation (3.1) with initial data u 0 . Using Theorem 3.1 (linear case), we define u ∈ H γ+2 p,θ (I, T ) as the unique solution to
We emphasize that in (3.5) we haveḡ(w), notḡ(ũ). Then for each fixed ω, v = w −ũ satisfies the parabolic equation
Thus, due to the uniqueness of the deterministic equation (see [5, Theorem 2.10]), we concludeũ = w for t ≤ τ . Consequently one can replaceḡ(w) in (3.5) byḡ(ũ). It followsũ = u due to the uniqueness result in H γ+2 p,θ (I, T ) proved in Step 1, and the uniqueness also follows. The theorem is proved.
The case: λ = 0
In this section we introduce an extension of Theorem 2.2 when λ = 0.
For this, we consider the following equation
where ξ = ξ(ω, t, x), h = h(u) = h(ω, t, x, u) and η k = η k (x).
Assumption 4.1. The coefficients a(t, x), b(t, x), c(t, x) are P×B(I)-measurable, and there exist constants δ 0 , K > 0 such that
Assumption 4.2 (τ, s). (i)
The function h = h(ω, t, x, u) is P × B(I) × B(R)-measurable, and there exists a constant K ′ such that for any ω, t, x, u, v
(ii) The function ξ = ξ(ω, t, x) is P × B(I)-measurable, and there exist θ ′ < s and K ′′ > 0 such that
where ξ(t, ·) L ∞,θ ′ (I) = sup x∈I |ξ(t, x)|.
With help of Remark 2.7, we may assume θ ′ > 0. Note that if h(u) = |u| or h(u) = u then (4.2) is obviously satisfied. Thus, if λ = 0, then Theorem 2.2 is a particular case of the following result. (I, τ ), and for this solution 4) where
Proof. Put γ = − 6) for all ω ∈ Ω, t ≤ τ and u, v ∈ H 1/2−κ p,θ−p (I). Below by g(u)(e n x) and h(u)(x) we mean g(t, e n x, u(e n x)) and h(t, x, u(x)) respectively. By definitions of L p -norms,
Put w = u − v. Then using (2.2), changing of variables e n x → x, and Parseval's identity, we have
Assume s < ∞, and put r := s/(s − 1). Then, since we assume 2κs > 1, we have (1 − 2κ)r < 1, and therefore R κ L2r(R) < ∞ by (2.4). Coming back to (4.7), and then using Hölder's inequality,
dx.
(4.9)
Observe that for each fixed n ∈ Z, we have
(4.10)
By Remark 2.1, (4.10) and Minköwski's inequality(recall p ≥ 2r), we have 11) where
If s = ∞, we can take out ξ out of integral as ξ ∞ in (4.9) so that we get
(4.13)
Therefore, we get (4.6), and the first claim of the theorem is proved. Finally, (4.5) is a consequence of (2.17) and (4.4). The theorem is proved.
The following result, maximum principle, will be used in the next section.
where τ ≤ T is a stopping time. Let u ∈ H 1/2−κ p,θ (I, τ ) be the unique solution (taken from Theorem 4.1) to the equation
Then u(t, ·) ≥ 0 for all t ≤ τ (a.s.).
Proof. Consideringξ := ξ1 t≤τ in place of ξ, we may assume τ ≡ T . By the existence result (forξ) in H In this section we prove Theorem 2.2 when λ ∈ (0, 1/2). For reader's convenience we recall Assumption 2.9 below. (ii) There exists constants δ 0 , K > 0 such that
(iii) ξ(t, x) is P × B(I)-measurable and there exist a constant K such that
Lemma 5.2. Choose λ, κ, p, and θ so that λ > 0, κ ∈ (0, 1/2), p ≥ 2, and 0 < θ < p.
Let τ ≤ T and Assumption 5.1(τ ) hold. Assume u 0 ∈ U 1/2−κ p,θ (I) and u 0 ≥ 0. Then, for any positive integer m, the equation
Proof. By mean-value theorem, 
Note that ξ m is a bounded, that is sup ω sup t≤τ ξ m ∞ < ∞. Also note that u m satisfies
Hence, by Theorem 4.2 (maximum principle) we conclude u m ≥ 0. Finally, assume that (5.1) holds for all t and let T ′ > T . Then by the previous result applied with τ = T ′ , there exists a unique solution for t ≤ T ′ . This obviously coincide with u for t ≤ τ due to the uniqueness result in H
The lemma is proved.
Remark 5.3. Let (5.1) hold for all t, and u m be taken from the above Lemma. Then, for any φ ∈ C ∞ c (I)
is a square integrable martingale, because
Lemma 5.4. Suppose Assumption 5.1(τ )(ii) holds, that is,
Let K 1 = 3K/(2δ 0 ) and
Then ψ(x) is comparable to ρ(x), infinitely differentiable in I, concave in I, and
Proof. It is easy to check that
> 0 in I, and ψ ′′ (x) < 0 in I. Therefore, it is sufficient to show (5.5). Observe that
The lemma is proved. Take φ ∈ C ∞ (R) such that φ = 0 on x < 1/2, φ = 1 on x > 1 and φ
Multiplying by ψ α φ k to the above equation (actually using ψ α φ k as a test function), taking expectation (also see Remark 5.3), integrating by parts, and then using (5.8) we get for any stopping time τ ≤ T ,
Now we use aψ ′′ + (2a x − b)ψ ′ ≤ 0, and
and conclude for any τ ≤ T ,
Choose q, θ ′ ∈ R so that
By Hölder's inequality and the fact |ψ
Note that the constant N is independent of m, k. Therefore, for any stopping time τ ≤ T , 
