We consider the extragradient method to minimize the sum of two functions, the first one being smooth and the second being convex. Under Kurdyka-Lojasiewicz assumption, we prove that the sequence produced by the extragradient method converges to a critical point of the problem and has finite length. The analysis is extended to the case when both functions are convex. We provide a 1/k convergence rate which is classical for gradient methods. Furthermore, we show that the recent small-prox complexity result can be applied to this method. Considering the extragradient method is the occasion to describe exact line search for proximal decomposition methods. We provide details for the implementation of this scheme for the 1 regularized least squares problem and give numerical results which suggest that combining nonaccelerated methods with exact line search can be a competitive choice.
Introduction
We introduce a new optimization methods for approximating a global minimum of composite objective function F min
where f is smooth and g is convex lower semicontinuous. This class of problems is rich enough to encompass many smooth/nonsmooth, convex/nonconvex optimization problems considered in practice. Applications can be found in various fields throughout science and engineering, including signal/image processing [13] and machine learning [22] . Succesful algorithms for these types of problems include for example FISTA method [5] and Forward-Backward method [14] . The goal of this paper is to investigate to which extent extragradient method can be used to tackle similar problems. The extragradient method was initially proposed by Korpelevich [15] . It has become a classical method for solving variational inequality problems, findingx ∈ S such that H(x), x −x ≥ 0, ∀x ∈ S, where S is a nonempty, closed and convex subset of R n , H : R n −→ R n is a monotone mapping, and ., . denotes the Euclidean inner product in R n . The extragradient method, generates a sequence of estimates based on the following recursion, which requires two orthogonal projections onto S at each iteration, y k = P S (x k − αH(x k )) x k+1 = P S (x k − αH(y k )).
After Korpelevich's work, a number of authors extended the extragradient method for variational inequality problems (for example, see [12] , [19] ). In the context of convex constrained optimization, [18] considered the performances of the extragradient method under error bounds assumptions. In this setting, Luo and Tseng have described asymptotic linear convergence of the extragradient method applied to constrained problems of the form,
where C is a convex set of R n and f (x) is a smooth convex function on R n . To our knowledge, this is the only attempt to analyse the method sepecifically in an optimization setting.
A distinguished feature of the extragradient method is the use of an additional projected gradient step which can be seen as a guide during the optimization process. Intuitively, this additional iteration allows to foresee the geometry of the problem and take into account curvature information, one of the most important bottlenecks for first order methods. Motivated by this observation, our goal is to extend and understand further the extragradient method in the specific setting of (P). Appart from the work of Luo and Tseng, the literature on this topic is quite scarce. For example, the nonconvex case is not considered at all.
We combine the work of [15] , [18] and recent extensions for first-order descent methods, (see [1, 3, 9, 10] ), and propose the extented extragradient method (EEG) to tackle problem (P). The classical extragradient method relies on orthogonal projections. We extend it by considering more general nonsmooth convex functions, the (EEG) method is given by the following recursion,
where s k , α k are positive real number. An important challenge in this context is to ballance the magnitude of these two parameters to maintain desirable convergence properties. We devise conditions which allow to prove convergence of the method when f is nonconvex. In addition, we describe two different rates of convergence when f is convex.
Following [1, 3, 9, 10] we heavily rely on the Kurdyka-Lojasiewicz (KL) inequality to study the nonconvex setting. The KL inequality [17, 16] has a long history in convergence analysis and nonsmooth optimization. Furthermore, recent generalizations [6, 8] have shown the important versatility of this approach as the inequality holds true for the vast majority of models encountered in practice. This opened the possibility to devise general and abstract [comma removed] convergence results for first order methods [3, 9] , which constitute an important ingredient of our analysis. Based on this approach, we derive a general convergence result for the proposed (EEG) method.
When the function f is convex, problem (P) becomes remove "itself" convex and we may consider global convergence rates. We first describe a 1/k nonasymptotic [Note: either always separate non convex, non asymptotic or always join nonconvex, nonasymptotic etc.] rate in terms of objective function. This is related to classical results from the analysis of first order methods in convex optimization, see for example the analysis of Forward Backward method in [5] . Furthermore, we show that the small-prox result of [10] also applies to (EEG) method which echoes the error bound framework of Luo and Tseng [18] and opens the door to more refined complexity results when further properties of the objective function are available.
As already mentioned, a distinguished aspect of the extragradient method is the use of an additional proximal gradient step at each iteration. The intuition behind this mechanism is the incorporation of curvature information in the optimization process. It is expected that one of the effects of this additional step is to allow taking larger step sizes. With this in mind, the analysis of (EEG) method is the occasion to describe an exact line search variant of the method:
Although computing the solution to the exact line search is a nonconvex problem, potentially hard in the general case, we describe an active set method to tackle it for the specific and very popular case of 1 regularized least squares. In this setting the computational overhead of the exact line search has a magnitude roughly similar to that of a gradient computation (discarding additional logarithmic terms).
On the practical side, we compare the performance of the proposed (EEG) method (and its line search variant) to those of FISTA and Forward-Backward methods on the 1 regularized least squares problem. The numerical results suggest that in the setting of ill conditioned problems, both (EEG) and Forward-Backward, when combined with exact line search, constitute promising alternatives to FISTA.
Structure of the paper. Section 2 introduces the problem and our main assumptions. We also recall important definitions and notations which will be used throughout the text. Section 3 contains the main convergence results of this paper. More precisely, in Subsection 3.3, we present the convergence and finite length property under KL assumption in the nonconvex case. Subsection 3.4, contains both a proof of sublinear convergence rate and the application of the small-prox result for (EEG) method leading to improved complexity analysis under Kurdyka-Lojasiewicz inequality assumption. Section 4 describes exact line search for proximal gradient steps in the context of 1 penalized least-squares and results from numerical experiments.
2 The Problem and Some Preliminaries
The Problem
We are interested in solving minimization problems of the form
where f, g are extended value functions from R n to (−∞, +∞]. We make the following standing assumptions:
• argmin F = ∅, and we note F * = min R n F
• g is a lower semi-continuous, convex, proper function.
• f is differentiable with L-Lipschitz continuous gradient, where L > 0.
Let us give two classical examples fitting these assumptions. Constrained minimization. Let C be a closed convex set of R n . Define g to be the indicator function (i C ) of the set C:
Then, the unconstrained minimization of composite function is equivalent to minimize the function f over the set C.
Regularized least squares. The 1 regularized least squares problem consists in the minimization of the following nonsmooth objective function:
where A ∈ R n×p is a real matrix, b ∈ R n be is real vector, λ > 0 is a positive real and . 1 denotes the l 1 -norm, the sum of coordinates absolute value. Many approaches based on 1 regularized least squares are very popular in signal processing and statistics.
Nonsmooths analysis
In this subsection, we recall the definitions, notations and some well-known results from nonsmooth analysis which are going to be used throughout the paper. We will use notations from [21] (see also [4] ). Let h : R n → (−∞, +∞] be a proper, lower-semicontinuous function. For each x ∈ dom h, the Fréchet subdifferential of h at x, written∂h(x), is the set of vectors u ∈ R n which satisfy
When x / ∈ dom h, we set∂h(x) = ∅. We will use the following set
The subdifferential of h at x ∈ dom h is defined by the following closure process
graph(∂h) is defined similarly as graph(∂h). When h is convex, the above definition coincides with the usual notion of subdifferential in convex analysis
Independently from the definition, when h is smooth at x then the subdifferential is a singleton, ∂h(x) = {∇h(x)}.
We can deduce from its definition the following closedness property of the subdifferential: If a sequence (x m , u m ) m∈N ∈ graph(∂h) N , converges to (x, u), and h(x m ) converges to h(x) then u ∈ ∂h(x). The set crit h = {x ∈ R n : 0 ∈ ∂h(x)} is called the set of critical points of h. In this nonsmooth context, the Fermat's rule remains unchanged: A necessary condition for x to be local minimizer of h is that x ∈ crit h [21, Theorem 10.1].
Under our standing assumption, f is a smooth function and we have subdifferential sum rule
We recall a well known important property of smooth functions which have L-Lipschitz continuous gradient, see [20 
For the rest of this paragraph, we suppose that h is a convex function. Given x ∈ R n and t > 0, the proximal operator associated to h, which we denote by prox th (x), is defined as the unique minimizer of function y −→ h(y) + 1 2t y − x 2 , i.e:
Using Fermat's Rule, prox th (x) is characterized as the unique solution of the inclusion
We can check that when h is convex then prox h is Lipschitz continuous with constant 1 (see [4, Proposition 12 .27]). As an illustration, let C ⊂ R n be a closed, convex and nonempty set, then prox i C is the orthogonal projection operator onto C. The following property of the prox mapping will be used in the analysis, see [5, Lemma 1.4] .
Lemma 2 Let x ∈ R n , t > 0, and p = prox th x, then
Nonsmooth Kurdyka-Lojasiewicz inequality
In this subsection, we present the nonsmooth Kurdyka-Lojasiewicz inequality introduced in [6] (see also [8, 7] , and the fundamental works [17, 16] ). We note [h < µ] = {x ∈ R n : h(x) < µ} and [η < h < µ] = {x ∈ R n : η < h(x) < µ}. Let r 0 > 0 and set
Definition 1
The function h satisfies the Kurdyka-Lojasiewicz (KL) inequality (or has the KL property) locally atx ∈ dom f if there exist r 0 > 0, ϕ ∈ K(r 0 ) and a neighborhood U (x) such that
. We say that ϕ is a desingularizing function for F at x. The function h has the KL property on S if it does so at each point of S.
When h is smooth and h(x) = 0 then (2) can be rewritten as
This inequality may be interpreted as follows: The function h can be made sharp locally by a reparameterization of its values through a function ϕ ∈ K(r 0 ) for some r 0 > 0. The KL inequality is obviously satisfied at any noncritical pointx ∈ dom h and will thus be useful only for critical points,x ∈ crit h. The Lojasiewicz gradient inequality corresponds to the case when ϕ(s) = cs 1−θ for some c > 0 and θ ∈ [0, 1). The class of functions which satisfy KL inequality is extremely vast. Typical KL functions are semi-algebraic functions, but there exists many extensions, see [6] .
If h has the KL property and admits the same desingularizing function ϕ at every point, then we say that ϕ is a global desingularizing function for f . The following lemma is similar to [9, Lemma 3.6].
Lemma 3 (KL property)
Let Ω be a compact set and let h : R n → (−∞, ∞] be a proper and lower semicontinuous function. We assume that h is constant on Ω and satisfies the KL property at each point of Ω. Then there exist ε > 0, η > 0 and ϕ such that for allx ∈ Ω, one has
3 Extragradient method, Convergence and Complexity
Extragradient method
We now describe our extragradient method dedicated to the minimization of problem (P). Recall that the method is defined, given an initial estimate x 0 ∈ R n , by the following recursion, for k ≥ 1,
where (s k ) k∈N , (α k ) k∈N are positive step size sequences. We introduce relevant quantities,
Throughout the paper, we will consider the following condition on the two step size sequence,
Depending on the context, additional restrictions will be imposed on the step size sequences.
Basic Properties
We introduce in this subsection two technical properties of sequences produced by(EEG) method. They will play a crucial role in the proofs of our main convergence and complexity results. We begin with a descent property.
Proposition 4 (Descent condition) For any k ∈ N, we have
Proof. We fix an arbitrary k ∈ N. Applying Lemma 2 for (3), with
Combining with the descent lemma,
Similarly, applying Lemma 2 for (4), with z := y k , p := x k+1 and x = x k − α k ∇f (y k ) we obtain
On the other hand, we have from the descent lemma that
Summing up the last two inequalities, we have
Combining inequalities (5) and (6), we obtain
which concludes the proof
for all k ∈ N with condition (C), we deduce from Proposition 4 that, for all k ∈ N,
Under this condition, we have that (EEG) is a descent method in the sense that it will produce a decreasing sequence of objsective value.
We now establish a second property of sequences produced by (EEG) method which is interpreted as a subgradient step property.
Proof. We write the optimality condition for (4),
therefore, there exists u k+1 ∈ ∂g(x k+1 ) such that
This implies that
Since ∇f is L-Lipschitz continuous, it follows that
Denote z k+1 = prox s k g (x k − s k ∇f (y k )), since the prox s k g is 1-Lipschitz continuous, we get
and therefore
On the other hand, g is convex, thus in view of the definition of z k+1 ,
Similarly, from (8) and convexity of g, we get
Adding the last two inequalities, we obtain
or equivalently
It follows that
Using Cauchy-Schwarz inequality, we get
Since from condition (C), 0 < s k , this is equivalent to
This inequality asserts that the product of two terms is nonpositive. Hence one of the terms must be nonpositive and the other one must be nonnegative. From condition (C), we have
, the last term is bigger than the first one and hence must be nonnegative. This yields
By combining the latter inequality with (10), we get
Similarly, from the definitions of y k , x k+1 and the convexity of g, we obtain that
and
Summing the last two inequalities, we have that
Using the condition 0 < s k ≤ α k and Cauchy-Schwarz inequality, we get
Using Lipschitz continuity of ∇f , we have that
Combining this inequality with (11), we obtain
Combining (12) with (9), we get
and the result is proved Combining Remark 5 and Proposition 6 above, we have the following corollary which underlines the fact that (EEG) is actually an approximate gradient method in the sense of [3] .
ii) There exists ω k+1 ∈ ∂F (x k+1 ) such that
where,
.
Convergence of extra-gradient method under KL assumption
In this subsection, we analyse the convergence of (EEG) method in the nonconvex setting. The main result is stated in Theorem 9, which also describes the asymptotic rate of convergence. This result is based on the assumptions that F has the KL property on crit F and that (s k , α k ) k∈N satisfy conditions (C1) from Corollary 7. We will also assume that the sequence (x k ) k∈N generated by (EEG) is bounded. This boundedness assumption is not very restrictive here, since under condition (C1), Corollary 7 ensures that it is satisfied for any coercive objective function. Similarly to [9, Lemma 3.5], we first give some properties of F on the set of accumulation points of (x k ) k∈N .
Lemma 8 Assume that (s k , α k ) k∈N satisfy condition (C1) and that (x k ) k∈N is bounded. Let Ω 0 be the set of limit points of the sequence (x k ) k∈N . It holds that Ω 0 is compact and nonempty,
Proof. From the boundedness assumption, it is clear that Ω 0 is nonempty. In view of Corollary 7 i), it follows that (F (x k )) k∈N is nonincreasing. Furthermore, F (x k ) is bounded from below by F * , hence there existsF ∈ R such thatF = lim k→∞ F (x k ). In addition, we have
We now fix an arbitrary point x * ∈ Ω 0 , which means that there exists a subsequence (x kq ) q∈N of (x k ) k∈N such that lim q→∞ x kq = x * , therefore, by lower semicontinuity of g and continuity of f ,
From the definition of x kq and condition (C1), we get for all q ∈ N,
Let q → ∞, it follows that lim sup q→∞ g(x kq ) ≤ g(x * ), thus, in view of (14) , lim q→∞ g(x kq ) = g(x * ), therefore lim q→∞ F (x kq ) = F (x * ). Since F (x k ) is nonincreasing, lim q→∞ F (x kq ) =F , and we deduce that F (x * ) =F . Since x * was arbitrary in Ω 0 , it holds that F is constant on Ω 0 . Now, thanks to Corollary 7 ii), there exist ω k+1 ∈ ∂F (x k+1 ), such that
Under condition (C1), it holds that b k remains bounded. Since lim k→∞ x k − x k+1 = 0, it holds that ω k → 0. Combining with the closedness of ∂F , this implies that 0 ∈ ∂F (x * ), hence x * ∈ crit F . Since x * was taken arbitrarily in Ω 0 , this means that Ω 0 ⊂ crit F . The compactness of Ω 0 is implied by [9, Lemma 3.5] . Combining the boundedness of (x k ) k∈N and the compactness of Ω 0 , we deduce that dist(x k , Ω 0 ) → 0 which concludes the proof.
We are now in a position to prove the convergence of the extra-gradient method in the nonconvex case.
Theorem 9 Assume that (s k , α k ) k∈N satisfy condition (C1), that F has the KL property on crit F and that (x k ) k∈N is bounded. Then the sequence (x k ) k∈N converges to x * ∈ crit F , moreover
Proof. Note that Lemma 8 can be applied here and we will use the same notations. We write lim k→∞ F (x k ) =F and let Ω 0 be the set of limit points of (x k ) k∈N . Combining the KL assumption and Lemma 3, there exists ε > 0, η > 0 and a desingularizing function ϕ ∈ K(η) such that
. Denote by i the first index such that
If such an i exists, one has ω i = 0 and x k = x i , for all k > i which shows that the result holds true. For the rest of the proof, we will assume that
Using the concavity of ϕ and Corollary 7 we obtain
Since F has KL property on Ω 0 , using again Corollary 7, we get
Combining the last two inequalities, we obtain for all k ≥ k 0 ,
where b is given in Corollary 7. This implies that
Therefore, the series
is bounded and hence converges. By Cauchy criterion, it follows that the sequence (x k ) k∈N converges to some point x * ∈ R n . Furthermore, from Lemma 8, x * ∈ crit F which concludes the proof.
Remark 10 (Convergence rate) When the KL desingularizing function of F is of the form ϕ(s) = cs 1−θ , where c is a positive constant and θ ∈ (0, 1], then we can estimate the rate of convergence of the sequence (x k ) k∈N , as follows (see Theorem 2, [1] ).
• θ = 0 then the sequence (x k ) converges in a finite number of steps.
• θ ∈ [0, 1 2 ] then there exist C > 0 and τ ∈ (0, 1) such that
• θ ∈ ( , 1) then there exist C > 0 such that
The complexity of extra-gradient in the convex case
Throughout this section, we suppose that the function f is convex and we focus on complexity and non asymptotic convergence rate analysis.
Sublinear convergence rate analysis
We begin with a technical Lemma which introduces more restrictive step size conditions.
Lemma 11 Assume that (s k , α k ) k∈N satisfy the following
Then for all k ∈ N,
Proof. First, we note that if (s k , α k ) k∈N satisfy (C2) then they also satisfy condition (C1) and Proposition 6 applies. Thanks to inequality (12) from the proof of Proposition 6, we get
In addition, it can be checked using elementary calculation that
is equivalent to
Using this inequality, with the condition 2Ls k ≤ 1,
Putting things together, condition (C2) implies that
With a similar method as in [5] , we prove a sublinear convergence rate for (F (x k )) k∈N in the convex case.
Theorem 12 (Complexity of extra-gradient method) Suppose that (s k , α k ) k∈N satisfy condition (C2) and that f is convex, then, for any x * ∈ argmin F , we have
Proof. We first fix arbirary k ∈ N and x * ∈ argmin F . Applying Lemma 2 with z = x * , p = x k+1 , x = x k − α k ∇f (y k ) and t = α k , we obtain
where the last inequality is due to Lemma 1. It follows that
Since f is convex, f (x * ) − f (y k ) + y k − x * , ∇f (y k ) ≥ 0, and the above inequality implies that
Using the fact that F (x k ) is noninreasing and bounded from bellow by F (x * ), it follows from Lemma 11 that
Summing this inequality for k = 0, · · · , m − 1 gives
Coming back to Corollary 7, it is easy to see that the sequence (F (x k )) k∈N is nonincreasing, then
. Combining with (17), we get
It follows that
F (x m ) − F (x * ) ≤ 1 2mα − x * − x 0 2 , ∀m ∈ N * .
Small-prox type result under KL property
We now study the complexity of (EEG) method when F has, in addition, the KL property on crit F . First, using the convexity of f , Proposition 4, can be improved by using the following result.
Proposition 13
Assume that f is convex and (s k , α k ) k∈N satisfy condition (C), then for all k ∈ N, we have
where
Proof. Fix an arbitrary k ∈ N. Applying Lemma 2, with
where the last inequality follows from Lemma 1. This implies that
From condition (C), Proposition 6 holds and in particular, inequality (12) . Combining inequality (18) with (12), we get the desired result,
We now consider another step size condition.
Lemma 14
Suppose that s k , α k satisfy the following condition
Proof. First, one can check that
if and only if
and the bound s k ≤
is a necessary condition which ensures that there exists α k which satisfies
k . We now turn to the lower bound under condition (C3). Set
where one can think of u satisfying u =
and hence Q is increasing on 1 Lα
Ls k , and therefore, for all k ∈ N,
which is the desired result.
We can check that, when condition (C3) is satisfied, one has
Combining this with Proposition 6, Proposition 13 and Lemma 14, we obtain the following corollary.
Corollary 15 Suppose that (s k , α k ) k∈N satisfy condition (C3) and that f is convex, then
where C is given in Lemma 14 and B = 6 α − .
We now consider the complexity for (EEG) method under nonsmooth KL inequality in the form of a small prox result as in [10] . First, we recall some definitions from [10] . Let 0 < r 0 = F (x 0 ) <r, we assume that F has the KL property on [0 < F <r] with desingularizing function ϕ ∈ K(r) Set β 0 = ϕ(r 0 ) and consider the function ψ = (
, which is increasing and convex. We add the assumption that ψ is Lipschitz continuous (on [0, β 0 ]) with constant > 0 and ψ (0) = 0. Set
Starting from β 0 , we define the sequence (β k ) k∈N by
It is easy to prove that β k is decreasing and converges to zero. By continuity, lim
Now, applying the result of [10, Theorem 17] , we have the complexity of (EEG) method in the form of a small prox result.
Theorem 16 (Complexity of EEG method) Assume that (s k , α k ) k∈N satisfy condition (C3) and f is convex. Then, the sequence (x k ) k∈N converges to x * ∈ argmin F , and
where B and C are given in Corollary 15.
Numerical experiment
In this section, we compare the Extra-Gradient method with standard algorithms in numerical optimization: Forward-Backward and FISTA. We describe the problem of interest, details about exact line search in this context and numerical results.
1 regularized least squares
We let A ∈ R p×n be a real matrix, b ∈ R n be a real vector and λ > 0 be a scalar, all of them given and fxed. Following the notations of the previous section, we define f : x → 
Solutions of problem of the form of (19) (as well as many extensions) are extensively used in statistics and signal processing [22, 11] . For this problem, we introduce the proximal gradient mapping, a specialization of the proximal gradient step to problem (19) . This is the main building block of all the algorithms presented in the numerical experiment.
where S a (a ∈ R + ) is the soft-thresholding operator which acts coordinatewise and satisfies for
Exact line search
One intuition behind Extragradient-Method for optimization is the use of an additional iteration as a guide or a scout to provide an estimate of the gradient that better suits the geometry of the problem. This should eventually translate in the possibility of taking larger steps leading to faster convergence. In this section we briefly describe a strategy which allows to perform exact line search in the context of 1 -regularized least squares. Up to our knowledge, this was not decribed before in the literature. Furthermore, this strategy may be extended to more general least squares problems with nonsmooth regularizers. For the rest of this section, we assume that x ∈ R n is fixed. We heavily rely on the two simple facts:
• The mapping s → p(x, s) is continuous and piecewise affine.
• The objective function x → f (x) + g(x) is continuous and piecewise quadratic.
We consider the following function
It can be deduced from the properties of f , g and p that q x is continuous and piecewise quadratic. In classical implementation of proximal splitting methods, the step-size parameter α is a well chosen constant which depends on the problem, or alternatively it is estimated using backtracking. The alternative which we propose is to choose the step-size parameter α minimizing q x . Since q x is piecewise quadratic, this only requires to know the values of α for which q x is not differentiable and the expression of q x as a quadratic form between these values. The nonsmooth points of q x are given by the following set
∩ R + and correspond to limiting values for which coordinates of p(x, α) are null. We assume that the elements of D x are ordered nondecrasingly (letting potential ties appear several times). The comments that we have made so far lead to the following.
• D x contains no more than 2n elements.
• Given x and λ, computing D x is as costly as computing ∇f .
• q x is quadratic between two consecutive elements of D x .
In order to minimize q x , the only task that should be performed is to keep track of its value (or equivalently of its quadratic expression) between consecutive elements of D x . Here, we can use the fact that elements of D x corresponds to values of α for which one coordinate of p(x, α) goes to zero or becomes active (non-zero). A careful implementation of the minimization of q x amounts to sort the values in D x , screen them in increasing order, keep track of the corresponding quadratic expression and the minimal value. We provide a few details for completeness.
•
Furthermore the elements of D x (counted with multiple ties) corresponds to value of α for which a single coordinate of d x (s) is modified.
• Suppose that α 1 < α 2 are two consecutive elements of
whered ∈ R p is a vector which depends on the sign pattern of p(x, α 1 ) and d.
• For α = α 2 , the sign pattern of p(x, α 2 ) and the corresponding value of d andd (for the next interval) are modified only at a single coordinate, the same for the three of them. In other words, updating the quadratic expression of q x at α 2 only requires the knowledge of this coordinate, the value of the corresponding column in A and can be done by computing inner products in R p . This requires O(p) operations. Suboptimality on a Lasso instance • Given these properties, we can perform minimization of q x by an active set strategy, keeping track only of the sign pattern of p(x, α), the value of d , d , the value of Ad, Ap(x, α) − b and p(x, α) 1 which cost is of the order of O(p). This should not be repeated more than 2n times.
Using this active set procedure provides the quadratic expression of q x for all intervals represented by consecutive values in D x . From these expressions, it is not difficult to compute the global minimum of q x . The overall cost of this operation when properly implemented is of the order of O(np) plus the cost of sorting 2n elements in R. This is comparable to the cost of computing the gradient of f . Hence in this specific setting, performing exact line search does not add much overhead in term of computational cost compared to existing step-size strategies.
Simulation and results
We generate a matrix A and vector b using the following process.
• Set n = 400 and p = 1600
• Set A = DX where X has standard Gaussian independent entries and D is a diagonal matrix which i-th diagonal entry is 1 i 2 .
• Choose x 0 in R n with the 400 first entries being independent standard Gaussian and the remaining ones are null.
• Set b = Ax + z where z ∈ R p has independant Gaussian entries. Suboptimality on a Lasso instance • We choose λ = 0.001
We compare the following algorithms (L is the Lipschitz constant of f computed from the singular value of A).
• Forward-backward with step-size parameter 1/L (see for example [5] ).
• Forward-backward with step-size parameter determined by exact line search.
• Extra-Gradient (discussed in the present paper) with step size parameter s = 1/L and α = 2/L.
• Extra-Gradient with step size parameter s = 1/L and α determined by exact line search.
• FISTA as described in [5] .
The exact line search active set procedure is implemented in compiled C code in order keep a reasonable level of efficiency compared to linear algebra operations which have efficient implementations. All algorithm are initialized at the same point. We keep track of decrease of the objective value, the iteration counter k and the total spent since initialization. The iteration counter is related to analytical complexity while the total time spent is related to the arithmetical complexity (see the introduction in [20] for more details). Comparing algorithms in term of analytical complexity does not reflect the fact that iterations are more costlty for some of them compared to others. Computational times are presented in Figure 1 and iteration counters in Figure 2 . The main comment is that the exact line search procedure improves uppon fixed step size parameters while the induced computational overhead remains reasonable. Indeed, both Forward-Backward and Extra-gradient, when implemented using the exact line search procedure produce results which are comparable to FISTA, a reference in terms of performances for this composite problem. On the other hand, there is not much differentce between Forward-Backward and Extra-Gradient, neither for fixed step sizes, nor for exact line search.
