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Abstract
In this paper, we study a fast approximate inference method based on expectation propagation
for exploring the posterior probability distribution arising from the Bayesian formulation of nonlin-
ear inverse problems. It is capable of efficiently delivering reliable estimates of the posterior mean
and covariance, thereby providing an inverse solution together with quantified uncertainties. Some
theoretical properties of the iterative algorithm are discussed, and the efficient implementation for
an important class of problems of projection type is described. The method is illustrated with one
typical nonlinear inverse problem, electrical impedance tomography with complete electrode model,
under sparsity constraints. Numerical results for real experimental data are presented, and compared
with that by Markov chain Monte Carlo. The results indicate that the method is accurate and com-
putationally very efficient.
Keywords: expectation propagation, nonlinear inverse problem, uncertainty quantification, sparsity
constraints, electrical impedance tomography
1 Introduction
In this work, we study a statistical method, Expectation Propagation (EP), for inferring the mean and
covariance of posterior distributions arising in the Bayesian formulation of either linear or nonlinear
inverse problems. The EP method was first developed in the machine learning community [38, 39],
to efficiently arrive at an approximation. In contrast to popular Markov chain Monte Carlo (MCMC)
methods [21, 35], the EP is far less expensive yet with little compromise in the accuracy [42].
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1.1 Bayesian formulation
We consider a (possibly nonlinear) equation
F (x) = b, (1)
where the map F : Rn → Rm, and vectors x ∈ Rn and b ∈ Rm refer to the data formation mechanism,
the unknowns and the given data, respectively. In the context of inverse problems related to differential
equations, the map F often involves a discretized solution operator of the underlying governing differential
equation. In practice, we only have access to a noisy version b of the exact data b†, i.e., b = b†+ ζ, where
the vector ζ ∈ Rm represents the noise in the data.
The Bayesian approach has received increasing attention in recent years [32] due to its distinct features
compared with conventional deterministic inversion techniques. In this work, we are interested in the fast
exploration of the resulting Bayesian posterior distribution. we first briefly recall the fundamentals of the
Bayesian approach. There are two basic building blocks of Bayesian modeling, i.e., the likelihood function
and the prior distribution. The likelihood function p(b|x) depends on the statistics of the noise ζ. The
most popular choice in practice is the Gaussian model, i.e., ζ follows a normal distribution with mean
zero and variance σ2Im, or p(ζ) = (
√
2piσ2)−me−
1
2σ2
‖ζ‖22 , where ‖ · ‖r, r ≥ 1, refers to the r-norm of a
vector. This gives a likelihood function p(b|x) ∝ e− 12σ2 ‖F (x)−b‖22 . The Gaussian model is often justified by
appealing to the central limit theorem. Another popular choice is the Laplace distribution on the noise ζ,
i.e., p(ζ) = (2σ)−me−
1
σ ‖ζ‖1 , which gives a likelihood function p(b|x) ∝ e− 1σ ‖F (x)−b‖1 . The Laplace model
is especially suited to data with a significant amount of outliers [12].
In Bayesian modeling, we encode our prior knowledge about the unknown x in a prior distribution
p(x), which forms the second building block of Bayesian modeling. The main role of the prior p(x) is to
regularize the ill-posedness inherent to the model (1) so as to achieve a physically meaningful solution [17].
Hence the effect of the prior p(x) is pronounced for ill-posed and under-determined problems; its influence
will vanish for a well-posed, invertible F as the noise-level tends to zero. There are many possible choices
of the prior distribution p(x), depending on the desired qualitative features of the sought-for solution:
globally smooth, sparse (with respect to a certain basis), blocky and monotone etc. Typically such
prior knowledge is encoded by a Markov random field. One popular choice is the smoothness prior, i.e.,
p(x) = N(x;µ0, C0), with mean µ0 and covariance C0.
By Bayes’ formula, we obtain the posterior distribution
p(x|b) ∝ p(x|b)p(x)
up to a constant factor depending only on the data b. The posterior distribution p(x|b) holds the full
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information about the probability of any vector x explaining the observational data b. A very popular
and straightforward approach is to search for the maximizing element x of the posterior distribution
p(x|b), which leads to the celebrated Tikhonov regularization. However, it only yields information about
one point estimate from an ensemble of many equally plausible explanations, the posterior distribution
p(x|b), and further, it completely ignores the uncertainties associated with a particular solution.
1.2 Bayesian computations
Alternatively, one can compute the (conditional) mean of the unknown x given the data b to obtain
“averaged” information about the unknown x, which is representative of the posterior distribution p(x|b).
Further, one can infer the associated uncertainty information respectively credible intervals by calculating
the (conditional) variance of the unknown x. Numerically, the computation of the mean µ∗ and covariance
C∗ entails the following high-dimensional integrals
µ∗ =
∫
p(x|b)xdx and C∗ =
∫
p(x|b)(x− µ∗)(x− µ∗)tdx,
which are intractable by means of classical numerical quadrature rules, except for the case of very low-
dimensional problems, e.g., n = 1, 2. Instead, one can either resort to sampling through Markov Chain
Monte Carlo (MCMC) methods [21, 35], or (deterministic) approximate inference methods, e.g., varia-
tional approximations [3, 26].
The MCMC is currently the most versatile and popular method for exploring the posterior state.
It constructs a Markov chain with the posterior distribution p(x|b) as its stationary distribution, and
draws samples from the posteriori by running the Markov chain, from which the sample mean and
sample variance can be readily computed. We illustrate the computational challenge on the classical
Metropolis-Hastings algorithm [21], cf. Algorithm 1. The algorithm generates a set of N dependent
samples, and we use the sample mean and sample covariance to approximate µ∗ and C∗. In order to
obtain accurate estimates, a fairly large number of samples (after discarding the initial samples) are
required, e.g., N = 1 × 105 ∼ 1 × 106. At each iteration of the algorithm, one needs to evaluate the
acceptance probability ρ(x(k), x(∗)), in order to determine whether the proposal x(∗) should be accepted.
In turn, this essentially boils down to evaluating the likelihood p(b|x(∗)) (and the prior p(x(∗)), which
is generally much cheaper), and thus invokes the forward simulation F (x(∗)). In the context of inverse
problems for differential equations, it amounts to solving one partial differential equation (system) for the
proposed parameter vector x(∗). However, for many practical applications, e.g., underground flow, wave
propagation, geophysics, chemical kinetics and nonlinear tomography, each forward simulation is already
expensive, and thus a straightforward application of the Metropolis-Hastings algorithm is prohibitively
expensive, if not impractical at all.
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Algorithm 1 Metropolis-Hastings algorithm for sampling from p(x|b)
1: Set N and x(0), and select proposal distribution q(x|x′).
2: for k = 0 : N do
3: draw sample x(∗) from q(x|x(k)).
4: compute the acceptance probability ρ(x(k), x(∗)) = min
(
1, p(x
(∗)|b)q(x(k)|x(∗))
p(x(k)|b)q(x(∗)|x(k))
)
.
5: generate u from uniform distribution U(0, 1).
6: if u ≤ ρ(x(k), x(∗)) then
7: x(k+1) = x(∗).
8: else
9: x(k+1) = x(k).
10: end if
11: end for
Therefore, there have been many works on accelerating the Metropolis-Hastings algorithm. A first
idea is to use surrogates for the expensive forward simulator, which directly reduces the cost of the
sampling step. The surrogate can be constructed in many ways, including reduced-order modeling [25]
and polynomial chaos [37] etc. The key is to construct faithful surrogates, which is typically viable
only in low-dimensional parameter spaces. The second idea is to design problem-dependent proposal
distributions. In practice, simple proposal distributions are not adapted to the specific problem structure,
which is essentially true in case of inverse problems, where the Hessian of the forward map is generally
highly smoothing (with a large-dimensional numerical kernel). Accordingly, the proposals are not well
matched with the posteriori, and thus only few samples can be accepted and a large part of the expensive
computations (used in forward simulation) is wasted. To this end, two effective strategies have been
developed: One strategy relies on the idea of preconditioning, which screens the proposal with inexpensive
preconditioner, typically low-resolution forward simulators or cheap surrogates [24, 14, 11]. The other
strategy gleans optimization theory and exploits the Hessian of the forward map for effective sample
generation, e.g., Langevin methods [46] and Hessian information [23, 16, 36].
Despite these impressive progresses, the application of these approaches to complex Bayesian models,
such as those arising in inverse problems for differential equations, remains challenging and highly non-
trivial, and there has been considerable interest in developing fast alternatives. Approximate inference
methods, e.g., variational methods [30, 3] and expectation propagation [38, 39], belong to this group.
Approximate inference methods often approximate the posterior distribution with computationally more
trackable distributions, in the hope of capturing the specific structure of the problem, and typically involve
a sequence of optimization/integration problems. The accuracy of these approximate methods depends
crucially on the adopted simplifying assumptions, but generally cannot be made arbitrarily accurate.
This is in stark contrast to the MCMC, which in theory can be made arbitrarily accurate by running the
Markov chain long enough. Nonetheless, often they can offer a reasonable approximation within a small
fractional of computing time needed for the MCMC, and therefore have received increasing attention
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in practical applications. Recently, a different optimization approach based on the idea of transporting
the prior into the posterior via polynomial maps was developed in [15], where the degree of polynomial
restricts the accuracy of the approximation.
In this work, we study the EP method [38, 39] for numerically exploring the posterior distribution.
The EP method is of deterministic optimization nature. Algorithmically, it iteratively adjusts the iterates
within the Gaussian family by minimizing the Kullback-Leibler divergence and looping over all the factors
in likelihood/prior in a manner analogous to the classical Kaczmarz method [31] for solving a linear system
of equations. The EP generally delivers an approximation with reasonable accuracy [42].
1.3 Our contributions
The goal of the present work is to study the EP method, and to demonstrate its significant potentials
for (nonlinear) inverse problems. We shall discuss the basic idea, theoretical properties, and the efficient
implementation for an important class of Bayesian formulations.
Our main contributions are as follows. Theoretically, we discuss well-definedness of the EP method
in the multi-dimensional case (Theorem 2.2), which extends a known result [44]. We provide additional
theoretical insight into the algorithm for some problems with special structures. Algorithmically, we
propose a coupling of the EP method with an iterative linearization strategy to handle nonlinear in-
verse problems. Further, numerical results for one representative nonlinear inverse problem, electrical
impedance tomography (EIT) with real experimental data on a water tank, under sparsity constraints,
will be presented. To the best of our knowledge, this represents the first application of the EP method
to a PDE-constrained inverse problem.
The sparsity approach for EIT has recently been revisited in [19] in the framework of classical regu-
larization, and this work extends the deterministic model to a Bayesian setting. The extension provides
valuable insights into the sparsity imaging technique, e.g., the reliability of a particular solution. The
numerical results indicate that with proper implementation, the EP method can deliver approximations
with good accuracy to the posterior mean and covariance for EIT imaging, within a small fraction of
computational efforts required for the MCMC.
The rest of the paper is organized as follows. In Section 2, we describe the basic idea of the EP
algorithm, and discuss some theoretical properties. In Sections 3 and 4, we discuss the efficient imple-
mentation of a special class of problems, and present numerical results for EIT imaging to illustrate its
accuracy and efficiency. In the appendices, we collect some auxiliary results and technical proofs.
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2 EP Theory
In this part, we describe the expectation propagation (EP) algorithm for approximate Bayesian inference
of a generic probability distribution that can be factorized into a specific form. We begin with the basic
idea and algorithm, and then discuss some properties.
2.1 Basic idea
The goal of the EP algorithm is to construct a Gaussian approximation to a generic distribution p(x). It
[38, 39] approximates the distribution p(x) by a Gaussian distribution p˜(x). To this end, we first factorize
the target distribution p(x) into
p(x) =
∏
i∈I
ti(x).
where I is a finite index set for the factors, which is often omitted below for notational simplicity. The
optimal factorization is dependent on the specific application. Then a Gaussian approximation t˜i(x) to
each factor ti(x) is sought after by minimizing the difference between the following two distributions
∏
j
t˜j(x) and ti(x)
∏
j 6=i
t˜j(x)
for every i. Following [38], we measure the difference between two probability distributions p and q by
the Kullback-Leiber divergence DKL(p, q) (also known as relative entropy and information gain etc. in
the literature) [34] defined by
DKL(p, q) =
∫
p(x) log
p(x)
q(x)
dx.
In view of Jensen’s inequality, the Kullback-Leibler divergence DKL(p, q) is always nonnegative, and it
vanishes if and only if p = q almost everywhere. However it is not symmetric and does not satisfy the
triangle inequality, and thus it is not a metric.
Nonetheless, the divergence DKL(p, q) has been very popular in measuring of the difference between
two probability distributions p and q. Specifically, the divergence of q from p, denoted DKL(p, q), is a
measure of the information lost when q is used to approximate p, which underlies the EP algorithm and
many other approximations, e.g., variational method [3, 30] and coarse graining [9, 4].
Specifically, we update the factor approximation t˜i(x) by
t˜i(x) = arg min
q˜ Gaussian
DKL
ti(x)∏
j 6=i
t˜j(x), q˜(x)
∏
j 6=i
t˜j(x)
 . (2)
Intuitively, the goal of the update t˜i(x) is to “learn” the information contained in the factor ti(x), and
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by looping over all factors, hopefully the essential characteristics of the posterior p(x) are captured. We
observe that even though each update involves only a “local” problem, the influence is global due to the
presence of the term
∏
j 6=i t˜j(x).
2.2 Minimizing DKL and basic algorithm
The central task in the EP algorithm is to compute the minimizers to the Kullback-Leibler divergences,
i.e., Gaussian factors t˜j(x). To this end, we first consider the general problem of minimizing the Kullback-
Leibler divergence DKL(q, q˜) between a non-gaussian distribution q(x) and a Gaussian distribution q˜(x) =
N(x;µ,C) with respect to q˜, which is shown in the next result. We note that the minimizer q˜ is completely
determined by the mean µ and covariance C.
Theorem 2.1. Let q be a probability distribution with a finite second moment, µ∗ = Eq[x] and C∗ =
Varq[x]. Then there exists a minimizer to
min
q˜ Gaussian
DKL(q, q˜)
over any compact set of Gaussians with a positive definite covariance. Further, if N(x;µ∗, C∗) belongs
to the interior of the compact set, then it is a local minimizer.
Proof. The existence follows directly from the compactness assumption, and the continuity of Kullback-
Leibler divergence in the second argument. Let q˜(x) = N(x;µ,C). The divergence DKL(q, q˜) can be
expanded into
DKL(q, q˜) =
∫
q(x)
(
log q(x) + d2 log 2pi − 12 log |C−1|+ 12 (µ− x)tC−1(µ− x)
)
dx.
We first compute the gradient ∇µDKL(q, q˜) of the divergence DKL(q, q˜) with respect to the mean µ of
the Gaussian factor q˜(x), i.e.,
∇µDKL(q, q˜) =
∫
q(x)C−1(µ− x) dx,
and set it to zero to obtain the first condition µ = Eq[x].
Likewise, we compute the gradient ∇PDKL(q, q˜) of DKL(q, q˜) with respect to the precision P = C−1
∇PDKL(q, q˜) =
∫
q(x)
(− 12P−1 + 12 (µ− x)(µ− x)t) dx,
7
where we have used the following matrix identities [13]
∂
∂A
log |A| = A−1, xtAx = tr(Axxt) and ∂
∂A
tr(AB) = Bt.
The gradient ∇PDKL(q, q˜) vanishes if and only if the condition C = Eq[(x− µ)(x− µ)t] holds. Together
with the condition on the mean µ, this is equivalent to C = Varq[x]. Now the second assertion follows
from the convexity of the divergence in the second argument and the assumption that N(x;µ∗, C∗) is an
interior point of the compact set.
The method is called Expectation Propagation (EP) because it propagates the expectations of x
and xxt under the true distribution p to the Gaussian approximation p˜. By Theorem 2.1, minimizing
DKL(q, q˜) involves computing (possibly very high-dimensional) integrals. It is feasible only if the integrals
can be reduced to a low-dimensional case. One such case will be discussed in Section 3. Now we can state
the basic EP algorithm; see Algorithm 2. The stopping criterion at Step 7 can be based on monitoring
the relative changes of the approximate Gaussian factors t˜i(x).
Algorithm 2 Approximate the posterior p(x) =
∏
i ti(x) by
∏
i t˜i(x) with Gaussian factors {t˜i}.
1: Start with initial distributions {t˜i}
2: while not converged do
3: for i ∈ I do
4: Calculate q˜(x) to ti(x)
∏
j 6=i t˜j(x) by min
gaussian q˜
DKL(ti(x)
∏
j 6=i t˜j(x), q˜(x))
5: Set t˜i(x) =
q˜(x)∏
j 6=i t˜j(x)
6: end for
7: Check the stopping criterion.
8: end while
Remark 2.1. The EP method estimates both the mean and covariance of the posterior distribution.
In some cases, the mean might be close to the maximum a posteriori estimate. Since the latter can be
efficiently computed via modern minimization algorithms, then the EP algorithm should be adapted to
estimate the covariance only. We shall not delve into the adaptation here, and leave it to a future work.
2.3 Basic properties of EP algorithm
In general, the convergence of the EP algorithm remains fairly unclear, and nonconvergence has been
observed for a naive implementation of the algorithm, especially for the case that the factors are not
log-concave, like the t likelihood/prior. In this part, we collect some results on the convergence issue.
Our first result is concerned with the exact recovery for Gaussian factors within one step.
Proposition 2.1. Let the factors {ti} be Gaussian. Then the EP algorithm converges after updating
each factor approximation once with the limit t˜i = ti, i ∈ I.
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Proof. By the definition of the EP algorithm, the ith factor t˜i is found by arg minq˜ GaussianDKL
(
ti
∏
j 6=i t˜j , q˜
)
.
Due to the Gaussian assumption on the factor ti, the choice q˜ = ti
∏
j 6=i t˜j is Gaussian and it minimizes
the Kullback-Leibler divergence with a minimum value zero, i.e., t˜i = ti. Clearly one sweep exactly
recovers all the factors.
The next result shows the one-step convergence for the case of decoupled factors, i.e., tj(x) = tj(xj)
with the partition {xj} of x being pairwise disjoint. It is an analogue to the Gauss-Seidel iteration
method for a linear system of equations with a diagonal matrix. We will provide a constructive proof,
which relies on Theorem 3.1 below, and hence it is deferred to Appendix A.
Proposition 2.2. Let q(x) =
∏
ti(xi), and {xi} form a pairwise disjoint partition of the vector x ∈ Rn.
If the factors t˜i(x) are initialized as t˜i(x) = t˜i(xi) then the EP algorithm converges after one iteration
and the limit iterate {t˜i} satisfies the moment matching conditions.
A slightly more general case than Proposition 2.2 is the case of a linear system with a “triangular-
shaped” matrix. Then one naturally would conjecture that the convergence is reached within a finite
number of iterations. However, it is still unclear whether this is indeed the case.
The next result shows the well-definedness of the EP algorithm for log-concave factors. The proof
requires several technical lemmas in Appendix B. The result is essentially a restatement of [44, Theorem
1]. We note that the proof in [44] is for the one-dimensional case, whereas the proof below is multi-
dimensional. Further, we specify more clearly the conditions.
Theorem 2.2. Let the factors {ti} in the posterior
∏
ti(x) be log-concave, uniformly bounded and have
support of positive measure. If at iteration k, the factor covariances {Ci} of the approximations {t˜i} are
positive definite, then the EP updates at k + 1 step are positive semidefinite.
Proof. By the positive definiteness of the factor covariances {Ci}, the covariance C\i of the cavity distribu-
tion t˜\i =
∏
j 6=i t˜j is positive definite. Next we show that the partition function Z =
∫
N(x;µ\i, C\i)ti(x) dx
is log-concave in µ\i. A straightforward computation yields that N(x;µ\i, C\i) is log-concave in (x, µ\i).
By Lemma B.3 and log-concavity of ti(x), N(x;µ\i, C\i)ti(x) is log-concave in (x, µ\i), and thus Lemma
B.4 implies that Z is log-concave in µ\i, and ∇2µ\i logZ is negative semi-definite.
Now by Lemma B.1, the covariance C of Z−1N(x;µ\i, C\i)ti(x) is given by
C = C\i
(
∇2µ\i logZ
)
C\i + C\i.
Meanwhile, by the boundedness of factors ti, the covariance Z
−1 ∫ N(x;µ\i, C\i)ti(x)(x−µ∗)(x−µ∗)t dx
(with µ∗ = Z−1
∫
N(x;µ\i, C\i)ti(x)x dx) exists, and further by Lemma B.2 and the assumption on ti,
it is positive definite. Hence, C is positive definite.
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Since the Hessian ∇2µ\i logZ is negative semi-definite, C − C\i = C\i
(
∇2µ\i logZ
)
C\i is also neg-
ative semi-definite, i.e., for any vector w, wtCw ≤ wtC\iw. Now we let w˜ = C 12w. Then ‖w˜‖2 ≤
w˜tC−
1
2C\iC−
1
2 w˜ for any vector w˜. By the minmax characterization of eigenvalues of a Hermitian matrix,
λmin(C
− 12C\iC−
1
2 ) ≥ 1. Consequently, λmax(C 12C−1\i C
1
2 ) ≤ 1, and equivalently ‖w˜‖2 ≥ w˜tC 12C−1\i C
1
2 w˜
for any vector w˜. With the substitution w = C
1
2 w˜, we get wtC−1w ≥ wtC−1\i w for any vector w,
i.e., C−1 − C−1\i is positive semidefinite. The conclusion follows from this and the fact that the inverse
covariance of the factor approximation t˜i is given by C
−1 − C−1\i .
Remark 2.2. Theorem 2.2 only ensures the well-definedness of the EP algorithm for one iteration.
One might expect that in case of strictly log-concave factors, the well-definedness holds for all iterations.
However, this would require a strengthened version of the Pre´kopa-Leindler inequality, i.g., preservation
of strict log-concavity under marginalization.
3 EP with projections
Now we develop an applicable EP scheme by assuming that, apart from the Gaussian base t0(x), each
factor involves a probability density function of the form ti(Uix), i.e.,
t0(x)
∏
i
ti(Uix), (3)
where the matrices Ui have full rank, and can represent either the projection onto several variables or
linear combinations of the variables. The specific form of Ui depends on concrete applications. It occurs
e.g., in robust formulation with the Laplace likelihood [18] and total variation prior. It represents an
important structural property, and should be utilized to design efficient algorithms. The goal of this part
is to derive necessary modifications of the basic EP algorithm and to spell out all the implementation
details, following the very interesting works [47].
Each factor ti(Uix) effectively depends on x through Uix, albeit it lives on a high-dimensional space
(that of x). This enables us to derive concise formulas for the mean and the covariance under the product
density of one nongaussian factor ti(Uix) and a Gaussian; see the following result. The proof follows from
a standard but tedious change of variable, and hence it is deferred to Appendix C.
Theorem 3.1. Let µ ∈ Rn, C ∈ Rn×n be symmetric positive definite and U ∈ Rl×n (l ≤ n) be of full
rank, Z =
∫
t(Ux)N(x;µ,C) dx be the normalizing constant. Then the mean µ∗ = EZ−1t(Ux)N(x;µ,C)[x]
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and covariance C∗ = VarZ−1t(Ux)N(x;µ,C)[x] are given by
µ∗ = µ+ CU t(UCU t)−1(s− Uµ),
C∗ = C + CU t(UCU t)−1(C − UCU t)(UCU t)−1UC,
where s ∈ Rl and C ∈ Rl×l are respectively given by
s = EZ−1t(s)N(s;Uµ,UCUt)[s] and C = VarZ−1t(s)N(s;Uµ,UCUt)[s].
Now we can present the EP algorithm for the approximate inference of the posterior distribution
(3); see Algorithm 3. We shall skip the update of the Gaussian factor t0(x). Here we have adopted the
following canonical representation of the Gaussian approximation t˜i(Uix) to ti(Uix), i.e.,
t˜i(Uix) ∝ exp
(
(Uix)
thi − 1
2
(Uix)
tKi(Uix)
)
, (4)
where hi and Ki are low-rank parameters to be updated. With the representation (4), there holds
t˜i(x) = N(x;µi, Ci) ∝ e− 12 (x−µi)tC
−1
i (x−µi)
∝ e− 12xtC−1i x+xtC−1i µi =: G(x, hi,Ki),
with hi = C
−1
i µi and Ki = C
−1
i . Then the approximate distribution
∏
i t˜i(Uix) is a Gaussian distribution
with parameters
K = K0 +
∑
i
U tiKiUi and h = h0 +
∑
i
U ti hi,
where (K0, h0) is the parameter tuple of the Gaussian base t0.
The inner loop in Algorithm 3 spells out the minimization step in Algorithm 2 using the representation
(4) and Theorem 3.1. In brevity, Steps 6–7 form the (cavity) distribution p˜\i = t0
∏
j 6=i t˜j(Ujx), i.e.,
mean µ\i and covariance C\i, and the low-rank representation Ĉi = UiC\iU ti and µ̂i = Uiµ\i; Steps 8–9
update the parameters pair (hi,Ki) for the ith gaussian factor t˜i(Uix). Steps 10–11 then update the
global approximation (h,K) by the new values for the ith factor. There is a parallel variant of the EP
algorithm, where steps 10–11 are moved behind the inner loop. The parallel version can be much faster
on modern multi-core architectures, since it scales linearly in the number of processors, but it is less
robust than the serial variant. Now we derive the main steps of Algorithm 3.
(i) Step 6 forms the covariance of the cavity distribution p˜\i: From the elementary relation
G(x, h,K)/G(x, U ti hi, U
t
iKiUi) = G(x, h− U ti hi,K − U tiKiUi), (5)
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Algorithm 3 Serial EP algorithm with projection.
1: Initialize with K0 = C
−1
0 , h0 = C
−1
0 µ0, Ki = I and hi = 0 for i ∈ I
2: K = K0 +
∑
i U
t
iKiUi
3: h = h0 +
∑
i U
t
i hi
4: while not converged do
5: for i ∈ I do
6: Ĉ−1i = (UiK
−1U ti )
−1 −Ki
7: µ̂i = (I − UiK−1U tiKi)−1(UiK−1h− UiK−1U ti hi)
8: Ki = VarZ−1ti(si)N(si;µ̂i,Ĉi)[si]
−1 − Ĉ−1i , with Z =
∫
ti(si)N(si; µ̂i, Ĉi) dsi
9: hi = VarZ−1ti(si)N(si;µ̂i,Ĉi)[si]
−1EZ−1ti(si)N(si;µ̂i,Ĉi)[si]− Ĉ−1i µ̂i
10: K = K0 +
∑
i U
t
iKiUi
11: h = h0 +
∑
i U
t
i hi
12: end for
13: Check the stopping criterion.
14: end while
15: Output the covariance C = K−1 and the mean µ = K−1h.
we directly get the cavity covariance C\i = (K−U tiKiUi)−1. Consequently, by Woodbury’s formula
[52]
(A+WCV )−1 = A−1 −A−1W (C−1 + V A−1W )−1V A−1, (6)
and letting K̂i = UiK
−1U ti , we arrive at a direct formula for computing
Ĉi = U
t
iC\iUi = U
t
i (K − U tiKiUi)−1U ti
= Ui
[
K−1 −K−1U ti (−K−1i + K̂i)−1UiK−1
]
U ti
=
[
I + K̂iKi(I − K̂iKi)−1
]
K̂i = (I − K̂iKi)−1K̂i.
Now inverting the matrix gives the cavity covariance Ĉ−1i = K̂
−1
i −Ki.
(ii) Step 7 forms the cavity mean µ̂i = Uiµ\i. In view of the identity (5), we have µ\i = (K −
U tiKiUi)
−1(h− U ti hi), and consequently
µ̂i = Ui(K − U tiKiUi)−1(h− U ti hi)
= Ui
[
K−1 −K−1U ti (−K−1i + K̂i)−1UiK−1
]
(h− U ti hi)
=
[
I − K̂i(−K−1i + K̂i)−1
]
(UiK
−1h− K̂ihi)
=
[
I + K̂iKi(I − K̂iKi)−1
]
(UiK
−1h− K̂ihi)
= (I − K̂iKi)−1(UiK−1h− K̂ihi).
(iii) Steps 8 and 9 updates the parameter (Ki, hi) of the Gaussian approximation t˜i(Uix). It relies on
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the Gaussian approximation p∗(x) = N(x;µ∗, C∗) to ti(Uix)p˜\i(x), i.e.,
t˜i(Uix) ∝ p∗(x)/p˜\i(x).
Thus one first needs to derive the mean µ∗ and the covariance C∗ in Theorem 2.1. By Theorem
3.1, with Z =
∫
ti(si)N(si, µ̂i, Ĉi) dsi and
p¯i(si) = Z
−1ti(si)N(si, µ̂i, Ĉi),
we have
µ∗ = µ\i + C\iU ti Ĉ
−1
i (Ep¯i [si]− Uiµ\i),
C∗ = C\i + C\iU ti Ĉ
−1
i (Varp¯i [si]− Ĉi)Ĉ−1i UiC\i.
(7)
Therefore, the Gaussian factor t˜i, i.e., (hi,Ki), is determined by C
∗−1 − C\i−1 and (C∗)−1µ∗ −
(C\i)−1µ\i, respectively. To this end, we first let
C = (Varp¯i [si]− Ĉi)−1 + Ĉ−1i UiC\i(C\i)−1C\iU ti Ĉ−1i = (Varp¯i [si]− Ĉi)−1 + Ĉ−1i ,
where we have used the definition Ĉi = UiC\iU ti . Then it follows from (7) and Woodbury’s formula
(6) that
(C∗)−1 − (C\i)−1 =
(
C\i + C\iU ti Ĉ
−1
i (Varp¯i [si]− Ĉi)Ĉ−1i UiC\i
)−1
− (C\i)−1
=− (C\i)−1C\iU ti Ĉ−1i C−1Ĉ−1i UiC\i(C\i)−1
=− U ti Ĉ−1i [(Varp¯i [si]− Ĉi)−1 + Ĉ−1i ]−1Ĉ−1i Ui
=U ti (Varp¯i [si]
−1 − Ĉ−1i )Ui.
Analogously, we deduce from (7) and the above formula that
(C∗)−1µ∗ − (C\i)−1µ\i =Ut(Varp¯i [si]−1Ep¯i [si]− (Ĉi)−1Uiµ\i).
By comparing these identities with the representation (4) for t˜(Uix), we arrived at the desired
updating formulae in Steps 8–9 for the tuple (Ki, hi):
Ki = Varp¯i [si]
−1 − Ĉ−1i ,
hi = Varp¯i [si]
−1Ep¯i [si]− (Ĉi)−1Uiµ\i.
(iv) Steps 10–11 update the parameters (K,h) of the global approximation with the current parameters
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of the ith factor. The update of K is implemented as a Cholesky up/downdate to the Cholesky
factor of K. For example, computing the Cholesky factor L̂ of the rank-one update A ± xxt
from the Cholesky factor L of LLt = A by Cholesky up/downdate is much faster than computing
the Cholesky factor L̂ directly [22]. In particular, for one-dimensional projection space, we use a
Cholesky update with x = U ti
√
Ki if Ki > 0 and a Cholesky downdate with x = U
t
i
√−Ki if Ki < 0.
A Cholesky downdate may fail if the resulting matrix is no longer positive definite; see Theorem 2.2
for conditions ensuring positive definiteness.
The major computational efforts in the inner loop lie in computing the mean µ̂i and the inverse
covariance Ĉ−1i . The mean Ep¯i [si] and covariance Varp¯i [si] necessitate integral, which is tractable if and
only if the projections {Ui} have very low-dimensional ranges. Our numerical examples with sparsity
constraints in Section 4 involve only one-dimensional integrals.
Algorithm 3 is computable in exact arithmetic as long as the inverses can be computed. This hinges on
the positive definitieness of K and (UiK
−1U ti )
−1−Ki. Note that Varp¯i [si] is positive definite by Lemma
B.2 if the factors are nondegenerate. However, numerical instabilities can occur if those expressions
become too close to singular. Choosing initial values for Ki gives some control over the condition of
K = K0 +
∑
i U
t
iKiUi in the first iteration. However, general bounds for the conditioning of K at later
iterations are still unknown.
Algorithm 4 EP for nonlinear problem F (x) = b.
1: Initialize with µ = µ0
2: for k = 0 : MaxIter do
3: Linearize around µk such that F (x) ≈ F (µk) + F ′(µk)(x− µk) +O(‖x− µk‖22)
4: Use Algorithm 3 to approximate the linearized problem with a Gaussian N(µk∗, C
k
∗ )
5: Compute Barzilai-Borwein step size τk
6: Update µk+1 = µk + τk(µk∗ − µk)
7: Check the stopping criterion.
8: end for
9: Output the covariance C∗ and the mean µ∗.
Now we discuss the case of a nonlinear operator F . To this end, we employ the idea of recursive
linearization. The complete procedure is given in Algorithm 4, where MaxIter is the maximum number of
iterations. Like most optimization algorithms based on linearization, step size control is often necessary.
Only for problems with low degree of nonlinearity, the step size selection can be dropped by setting
µk+1 = µk∗, i.e., a step size of 1. Generally, it improves the robustness of the algorithm and avoids
jumping back and forth between two states. There are many possible rules, and we only mention the
Barzilai-Borwein rule here. It was proposed for gradient type methods in [2]. It approximates the Hessian
by a scalar multiple of the identity matrix based on the last two iterates and descent directions so as to
exploit the curvature information to accelerate/stabilize the descent into the minimum. Here we adopt
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the following simple update rule
µk+1 = µk + τk(µk∗ − µk),
and thus µk∗ − µk serves as a “descent” direction and µk acts as the iterate in the Barzilai-Borwein rule.
The step size τk is computed by
τk =
〈µk − µk−1, (µk∗ − µk)− (µk−1∗ − µk−1)〉
〈µk − µk−1, µk − µk−1〉 ,
which approximately solves (in a least-squares sense) the following equation
τk(µk − µk−1) ≈ (µk∗ − µk)− (µk−1∗ − µk−1).
4 Numerical experiments and discussions
In order to illustrate the feasibility and efficiency of the proposed method, in this part, we present numer-
ical experiments with electrical impedance tomography (EIT) of recovering the conductivity distribution
from voltage measurements on the boundary based on sparsity constraints. EIT is one typical parameter
identification problem for partial differential equations, and sparsity is a recent promising imaging tech-
nique [29, 27]. The reconstructions are obtained from experimental data with a water tank, immersed
with plastic/metallic bars.
4.1 Mathematical model: Electrical impedance tomography
Electrical Impedance Tomography (EIT) is a non-destructive, low-cost and portable imaging modality
developed for reconstructing the conductivity distribution in the interior of a concerned object. One
typical experimental setup is as follows. One first attaches a set of metallic electrodes to the surface of
the object, and then injects electrical currents into the object through these electrodes. The resulting
potentials are then measured on the same set of electrodes. The inverse problem is then to infer the
electrical conductivity distribution from these noisy measurements. It has found applications in many
areas, including medical imaging and nondestructive evaluation.
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The most accurate model for an EIT experiment, the complete electrode model (CEM), reads

−∇ · (σ∇v) = 0 in Ω,
u+ zlσ
∂v
∂n = Vl on el, l = 1, . . . , L,∫
el
σ ∂v∂nds = Il for l = 1, . . . , L,
σ ∂v∂n = 0 on Γ\ ∪Ll=1 el,
(8)
where Ω denotes the domain occupied by the object and Γ is the boundary, σ is the electrical conductivity
distribution, v ∈ H1(Ω) is the electric potential, {el}Ll=1 ⊂ Γ denote the surfaces under the L electrodes
and n is the unit outward normal to the boundary Γ. In the model (8), zl denotes contact impedance of
the lth electrode caused by the resistive layer at the interface between the lth electrode and the object,
and Il and Vl are the electrode current and voltage, respectively, on the lth electrode. The currents
{Il}Ll=1 satisfy the charge conservation law, and hence
∑L
l=1 Il = 0. Upon introducing the subspace
RLΣ = {w ∈ RL :
∑L
l=1 wl = 0}, we have I := (I1, . . . , IL) ∈ RLΣ. Meanwhile, to ensure uniqueness
of the solution to the model (8), the ground potential has to be fixed; this can be achieved, e.g., by
requiring
∑L
l=1 Vl = 0, i.e., V := (V1, . . . , VL) ∈ RLΣ. The model was first introduced in [10], and
mathematically studied in [45, 28, 19]. In particular, for every strictly positive conductivity σ ∈ L∞(Ω)
and current pattern I ∈ RLΣ and positive contact impedances {zl}Ll=1, there exists a unique solution
(v, V ) ∈ H1(Ω) × RLΣ [45]. For a fixed current pattern I, we denote by F (σ) = V (σ) the forward
operator, and in the case of multiple input currents, we define F (σ) by stacking respective potentials
vectors. In the computation, we discard the potentials measured on current-carrying electrodes, which
makes the model more robust with respect to contact impedances {zl}. The inverse problem consists of
inferring the physical conductivity σ† from the measured, thus noisy, electrode voltages V δ.
There are many deterministic imaging algorithms for the EIT inverse problem. The Bayesian approach
has gained increasing popularity in the last few years. The first substantial Bayesian modeling in EIT
imaging was presented by Nicholls and Fox [40] and Kaipio et al [33]. In particular, in [33], Kaipio et
al applied the Bayesian approach to EIT imaging, and systematically discussed various computational
issues. West et al [51] studied the Bayesian formulation in medical applications of EIT, with an emphasis
on incorporating explicit geometric information, e.g., anatomical structure and temporal correlation. The
proper account of discretization errors and modeling errors has also received much recent attention; see
e.g., [1, 41]. We refer to [50] for an overview of the status of statistical modeling in EIT imaging.
In this work, we adopt an approach based on sparsity constraints, which have demonstrated significant
potentials in EIT imaging [27] and other parameter identification problems [29]. Now we build the
probabilistic model as follows. First, we specify the likelihood function p(V δ|σ). To this end, we assume
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that the noisy voltages are contaminated by additive noises, i.e., V δ = V (σ†) + ζ for some noise vector ζ,
and further, the noise components follow an independent and identically distributed Gaussian distribution
with zero mean and inverse variance α. Then the likelihood function p(V δ|σ) reads
p(V δ|σ) ∝ e−α2 ‖F (σ)−V δ‖22
The prior distribution p(σ) encodes our a priori knowledge or physical constraints on the sought-for
conductivity distribution σ. First of all, the conductivity is pointwise non-negative due to physical
constraints. Mathematically, the forward model (8) is not well defined for non-positive conductivities,
and it degenerates if the conductivity tends to zero. Thus we enforce strict positivity on the conductivity σ
using the characteristic function χ[Λ,∞](σi) on each component with a small positive constant Λ. Second,
we assume that the conductivity consists of a known (but possibly inhomogeneous) background σbg ∈ Rn
plus some small inclusions. As is now widely accepted, one can encapsulate this “sparsity” assumption
probabilistically by using a Laplace prior on the difference σ− σbg of the sought-for conductivity σ from
the background σbg:
λ
2 e
−λ||σ−σbg||`1 ,
where λ > 0 is a scale parameter, playing the same role of a regularization parameter in regularization
methods. Intuitively, the `1 norm penalizes many small deviations from σ
bg stronger than a few big devi-
ations, thereby favoring small and localized inclusions. We note that one may incorporate an additional
smooth prior to enhance the cluster structure of typical inclusions
The Bayesian formulation involves two hyperparameters (α, λ), and their choice is important for
the reconstruction resolution. The inverse variance α should be available from the specification of the
measurement equipment. The choice of the scale parameter λ (in the Laplace distribution) is much more
involved. This is not surprising since it plays a role analogous to the regularization parameter in Tikhonov
regularization, which is known to be highly nontrivial. One systematic way is to use hierarchical models
[49], i.e., viewing the parameters as unknown random variables with their own (hyper-)priors. However,
in general, an automated choice of the hyperparameters is still an actively researched topic. Here we
have opted for an ad hoc approach: an initial value for λ was first estimated using a collection of typical
reconstructions and then fine tuned by trial and error.
By Bayes’ formula, this leads to the following posterior distribution p(σ|V δ) of the sought-for con-
ductivity distribution σ
p(σ|V δ) ∼ e−α2 ||F (σ)−V δ||22e−λ||σ−σbg||`1
n∏
i=1
χ[Λ,∞](σi).
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To apply the EP algorithm to the posterior p(σ|V δ), we factorize it into
t0(σ) = e
−α2 ||F (σ)−V
δ||22 ,
ti(σ) = e
−λ|σi−σbgi |χ[Λ,∞](σi), i = 1, . . . , n.
Then the factor t0 is Gaussian (after linearization, see Algorithm 4), and the remaining factors t1, . . . , tn
each depend only on one component of σ. This enables us to rewrite the necessary integrals, upon
appealing to Theorem 3.1, into one-dimensional ones. They have to be carried out semi-analytically,
though, because a purely numerical quadrature may fail to deliver the required accuracy due to the
singular shape of the Laplace prior, which is plagued with possible cancelation and underflow.
Finally, we briefly comment on the computational complexity of the EP algorithm. It needs n evalua-
tions of the forward operator F to compute the linearized model F ′ in the outer iteration. Each evaluation
of F is dominated by solving a linear problem of size n × n, and for each outer evaluation the stiffness
matrix remains unchanged and one can employ Cholesky decomposition to reduce the computational
efforts. Further, it can be carried out in parallel if desired. Each inner iteration (linear EP) involves n
EP updates, which is dominated by one Cholesky up/down-date of K and one forward/backward substi-
tution. The cost of performing the low dimensional integration is negligible compared with other pieces.
With k outer iterations and l inner iterations for each outer iteration, this gives a total cost of
O(kn3/3 + kln(n+ n2/2)).
4.2 Numerical results and discussions
In this part, we illustrate the performance of the EP algorithm with real experimental data on a water
tank. The measurement setup is illustrated in Fig. 1. The diameter of the cylindrical tank was 28 cm
and the height was 10 cm. For the EIT measurements, sixteen equally spaced metallic electrodes (width
2.5 cm, height 7 cm) were attached to the inner surface of the tank. The tank was filled with tap water,
and objects of different shapes and materials (either steel or plastic) were placed in the tank. We consider
six cases listed in Table 1. All the inclusions were symmetric in height. In all cases, the excess water was
removed from the tank, so that the height of water level was also 7 cm, the same as the height of the
electrodes. The EIT measurements were conducted with the KIT 2 measurement system [43]. In these
experiments, fifteen different current injections were carried out, between all adjacent electrode pairs.
For each injection, 1 mA of current was injected into one electrode and the other electrode was grounded.
Then the potentials of all other fifteen electrodes with respect to the grounded electrode were measured.
Due to cylindrical symmetry of the inclusions and the water tank, a two-dimensional CEM model was
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Table 1: Description of experiments.
case description
1 one plastic cylinder
2 two plastic cylinders
3 two neighboring plastic cylinders
4 three neighboring plastic cylinders
5 one plastic and one metallic cylinders
6 two plastic and one metallic cylinders
experimental setup finite element mesh
Figure 1: The experimental setup and the finite element mesh for forward problems.
adequate for describing the solution of the EIT forward problem. We note that with the two-dimensional
approximation of a cylindrical target, the conductivity σ represents the product γh, where γ is the
(cylindrically symmetric) three-dimensional conductivity distribution and h is the height of the cylinder.
Accordingly, zl represents zl = ξl/h, where ξl is the contact impedance in a three-dimensional model.
The model was discretized by the piecewise linear finite element method, since the forward solution
u(σ) has only limited regularity, especially in the regions close to surface electrodes. The domain Ω was
triangulated into a mesh with 424 nodes and 750 triangle elements, and the mesh is locally refined around
the surface electrodes; see Fig. 1 for a schematic illustration. The conductivity is only computed on 328
inner nodes since it is fixed on the boundary. This is reasonable when the inclusions are in the interior,
which is the case for our experiments. Further, the same finite element space was used for discretizing
both the potential u(σ) and the conductivity σ.
The contact impedances {zl}Ll=1 and the background conductivity σbg were determined from a separate
experiment. That is, we carried out additional EIT measurements using tank filled solely with tap water.
The estimation of the contact impedances {zl}Ll=1 and the constant background conductivity σbg is a
well-posed problem; here, {zl}Ll=1 and σbg were reconstructed using the standard least-squares fitting
[48]. The estimated background conductivity σbg was 1.41 · 10−3 Ω−1. In real (3D) conductivity units,
this is γbg = σ
bg/h = 1.41 · 10−3 Ω−1/0.07 m = 0.02 Ω−1m−1. This value is plausible – according to
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literature, the conductivity of drinking water varies between 0.0005 Ω−1m−1 and 0.05 Ω−1m−1. The
estimated contact impedances {zl}Ll=1 are shown in Table 2. Conversion to contact impedances in real
units is obtained by multiplying the listed values by h = 0.07 m.
Table 2: Estimated contact impedances {zl}.
Electrode 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
zl(10
−4Ωm) 2.64 3.00 2.76 4.27 3.50 4.30 3.91 2.35 2.01 2.21 2.04 1.43 2.98 2.78 2.92 3.40
The nonlinear EP algorithm was initialized with the estimated background conductivity σbg of tap
water, and the Barzilai-Borwein stepsize τk was backtracked as τk = max(0,min(τk, 1)). The parameters
of the distributions were set to α = 6.9×104 and λ = 3.0×104 for all cases. To illustrate the accuracy of
the EP algorithm, we present also the results by a standard Metropolis-Hastings MCMC algorithm (see
Algorithm 1 for the complete procedure) with a normal random walker proposal distribution [35], with
a sample size of 1.0× 108. The random walk stepsize is chosen such that the acceptance ratio is close to
0.234, which is known to be optimal [20]. It is well known that the convergence of MCMC methods is
nontrivial to assess. Hence, we run eight chains in parallel with random and overdispersed initial values
and different random seeds, and then compute the accuracy from these parallel chains. This enables us to
directly compare the results of all chains by computing the maximum relative error of each chain from the
mean of all chains. We also compute the Brooks-Gelman statistic [7], which compares the within-chain
variance to the between-chain variance, and the statistics tends to one for convergent chains. In Table 3,
we present the relative errors of the mean and the standard deviation, and the Brooks-Gelman statistics.
It is observe that the chains for all cases, except case 1, converge reasonably well. In the first case, we
could not obtain convergence, and hence the MCMC results for case 1 should be interpreted with care. In
Fig. 2, we show the results of the eight MCMC chains for case 1. The means of the means and standard
deviations for all eight chains are shown in blue, where the error bar is drawn as 1.96 times the standard
deviation componentwise, which corresponds to the 95% credible interval for a one-dimensional Gaussian
distribution. The componentwise minimum/maximum of expectation and standard deviation are drawn
in red. The means agree well with each other, which further confirms the convergence of the chains.
However, the accuracy of the standard deviation is not very high, even with the large number of MCMC
samples.
Table 3: The accuracy of eight MCMC chains: relative errors in the mean and standard deviation, and
Brooks-Gelman statistic.
case 1 2 3 4 5 6
mean 1.68e+0 8.60e-2 2.86e-2 7.03e-2 1.89e-2 8.78e-2
standard deviation 9.72e-1 7.72e-2 7.30e-2 1.53e-1 7.35e-2 1.51e-1
Brooks-Gelman 561.17 1.0069 1.0031 1.0045 1.0034 1.0139
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Figure 2: MCMC accuracy for case 1, one plastic inclusion. Top: Photography and horizontal cross-
section with componentwise 95% intervals. Bottom: The mean of expectation and standard deviation of
all eight chains.
The reconstructions using the serial EP algorithm took about 2 minutes with up to 7 outer iterations
and a total of 22 inner iterations on a 2.6 GHz CPU, the MCMC algorithm took more than one day
on a 2.4 GHz CPU. To show the convergence of the algorithm, in Fig. 3 we show the mean of the
approximation p˜ at intermediate iterates, where each row refers to one outer iteration. Further, in Table
4 we show the changes of the mean and covariance in the complete EP algorithm, i.e., Algorithm 4. In the
table, we present the 2-norm of the difference at each iteration relative to the previous iterate and the last
iterate (the converged approximation), which are indicated as ep(µ) and ep(C) for the error relative to
the previous iterate (respectively ef (µ) and ef (C) for that relative to the last iterate). It is observed from
the table that the errors decrease steadily as the EP iteration proceeds, and, like the MCMC algorithm,
the convergence of the covariance is slower than that of the mean.
The results are shown in Figs. 4-9. In the figures, the left column shows a photography of the exper-
iment, i.e., the watertank with the inclusions. The middle and right columns present the reconstructions
by the EP algorithm and the MCMC method, respectively; the first and second rows present the posterior
mean and the diagonal of the posterior standard deviation, respectively.
In all the experiments, EP and MCMC usually show a very good (mostly indistinguishable) match
on the mean. For the variance, EP usually captures the same structure as MCMC, but the magnitudes
are slightly different. The variance generally gets higher towards the center of the watertank (due to
less information encapsulated in the measurements), and at the edges of detected inclusions (due to
uncertainity in the edge’s exact position). Further, compared with cases 1-4, the standard deviation of
cases 5-6, which contains metallic bars, is much larger, i.e., the associated uncertainties are larger.
Finally, we observe that the Bayesian reconstructions with the Laplace prior contain many close-to-
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k 1st EP 2nd EP 3rd EP 4th EP 5th EP
Figure 3: An illustration of the EP iterates for case 1. Plotted are the mean of each inner EP iterate,
and each row refers to one outer iteration (k is the kth outer iteration).
zero components, however it is not truly sparse but only approximately sparse. This is different from
the Tikhonov formulation, which yields a genuinely sparse reconstruction, as long as the regularization
parameter is large enough; see the reconstructions in [19]. While the Tikhonov formulation yields only a
point estimate, the EP reconstruction gives information about the mean, thus a weighted superposition
of all possible reconstructions. The visually appealing sparsity of a Tikhonov minimizer can be mislead-
ing, because it only shows one solution in an ensemble of very different but (almost) equally probable
reconstructions.
5 Conclusions
We presented a variational method for approximating the posterior probability distribution based on
expectation propagation. The algorithm is of iterative nature, with each iteration matching the mean
and covariances, by minimizing the Kullback-Leibler divergence. Some basic properties (convergence and
stability) of the algorithm have been discussed. The algorithm is explicitly illustrated on a special class
of posterior distributions which are of projection type. Numerically, we demonstrated the applicability
to electrical impedance tomography with the complete electrode model on real experiments with a water
tank immersed with plastic/metallic bars, under sparsity constraints. The numerical experiments indi-
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EP MCMC
Figure 4: Numerical results for case 1, one plastic inclusion.
EP MCMC
Figure 5: Numerical results for case 2, two plastic bars.
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EP MCMC
Figure 6: Numerical results for case 3, two neighboring plastic bars.
EP MCMC
Figure 7: Numerical results for case 4, three neighboring plastic inclusions.
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EP MCMC
Figure 8: Numerical results for case 5, one plastic inclusion and one metallic inclusion.
EP MCMC
Figure 9: Numerical results for case 6, two plastic inclusions and one metallic inclusion.
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Table 4: Convergence behavior of the EP algorithm for case 1. Here k and j refer respectively to the
outer and inner iteration index, ep(µ) and ep(C) denote the error relative of the mean µ and covariance
C relative to the previous iterate, and ef (µ) and ef (C) relative to the last iterate.
k j ep(µ) ef (µ) ep(C) ef (C)
1 6.95e-1 6.21e-1 1.87e1 1.87e1
2 7.23e-1 4.74e-1 1.87e1 1.82e0
1 3 5.29e-1 2.53e-1 6.40e0 6.36e0
4 1.71e-1 1.78e-1 5.57e0 3.69e0
5 1.98e-3 1.78e-1 6.76e-1 3.54e0
1 2.40e-1 2.26e-1 1.15e0 4.03e0
2 2.58e-1 1.71e-1 3.96e0 2.55e0
2 3 1.60e-1 1.04e-1 2.60e0 3.07e0
4 2.86e-2 9.63e-2 2.54e0 3.56e0
5 1.58e-3 9.63e-2 2.75e-1 3.67e0
1 1.46e-1 1.21e-1 1.23e0 3.85e0
2 1.07e-1 5.74e-2 3.54e0 8.67e-1
3 3 4.45e-2 3.39e-2 6.83e-1 7.92e-1
4 2.32e-2 4.47e-2 4.48e-1 4.62e-1
5 4.39e-3 4.34e-2 3.06e-1 7.06e-1
1 3.11e-2 2.36e-2 1.04e-1 6.97e-1
4 2 1.11e-2 1.74e-2 4.56e-1 2.90e-1
3 1.91e-3 1.79e-2 2.17e-1 3.35e-1
5 1 1.80e-2 1.28e-3 1.94e-1 1.58e-1
2 1.28e-3 0.00e0 1.58e-1 0.00e0
cate that compared with Markov chain Monte Carlo methods, the expectation propagation algorithm is
computationally very efficient, and reasonably accurate.
Even though we showcase only the electrical impedance tomography, expectation propagation clearly
can be applied to a wide variety of other nonlinear inverse problems, e.g., optical tomography and inverse
scattering. In addition, there are several avenues for further research. First, it is important to extend
the algorithm to other important prior distributions (e.g., total variation and nonlog-concave sparsity-
promoting priors) and likelihood functions (e.g., Laplace/t distributions for robust formulations). We note
that these extensions are nontrivial for parameter identifications. For example, for the total variation
prior, one complicating factor is the presence of box constraints, whose treatment is not straightforward;
whereas the absence of log concavity poses severe numerical stability issues. Second, we have described
some basic properties of the EP algorithm. However, many fundamental properties, e.g., its global and
local convergence properties, and stability with respect to data perturbation, remains elusive. Third,
the computational efficiency of the EP algorithm requires careful implementation, e.g., computing the
diagonal elements of the inverse of large (and possibly dense) inverse covariance matrix and accurate
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numerical quadrature of low-dimensional but nonsmooth integrals. This necessitates the study of relevant
numerical issues, e.g., semi-analytic formulas and error estimates.
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A Proof of Proposition 2.2
Proof. We recast the posterior p(x) into the formulation (3) for EP with projection
p(x) =
∏
ti(Uix),
where the matrices Ui consist of disjoint rows of the identity matrix In ∈ Rn×n. Upon relabeling the
variables, we may assume [U t1 . . . U
t
k] = In. Then the Gaussian approximations {t˜i} take the form
t˜i(x) = G(x, U
t
i hi, U
t
iKiUi) ∼ e−
1
2x
tUtiKiUix+hiUix,
where Ki ∈ Rr×r and hi ∈ Rr, with r being the cardinality of xi. The Gaussian approximation
p˜(x) = G(x, h,K) to p(x) is given by the product of factor approximations, i.e., h =
∑
i U
t
i hi and
K =
∑
i U
t
iKiUi. By the construction of Ui, the matrix K is block diagonal with blocks Ki. Further, to
update the i-th factor, steps 6 and 8 of Algorithm 3 yield Ĉ−1i = (UiK
−1U ti )
−1 −Ki = 0 and hence
Ki = VarZ−1ti(si)N(si;µ̂i,Ĉi)[si]
−1 − Ĉ−1i = VarZ−1ti(si)[si]−1.
Thus the update Ki depends only on ti, but not on the current approximation, from which the one-sweep
convergence follows directly.
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B Auxiliary lemmas
Below, we recall some results on exponential family [8]. We shall only need their specialization to normal
distributions, but we follow the general framework for two reasons: it is the usual form found in the
literature, and it allows direct generalization from normal distributions to other exponential families.
Definition B.1. An exponential family is a set F of distributions with density of the form
p(x|θ) = eθtφ(x)−Φ(θ),
Φ(θ) = log
∫
eθ
tφ(x)dν(x),
for natural parameter θ from the natural parameter space Θ. The exponential family is fully characterized
by the sufficient statistics φ and the base measure dν. The natural parameter space Θ is a convex set of
all natural parameters such that p(x|θ) is a valid distribution.
The log partition function Φ allows computing the mean and variance of φ(x):
∇θΦ = Ep(x|θ)[φ(x)] and ∇2θΦ = Varp(x|θ)[φ(x)]. (9)
Let f(x) be a positive function, and logEp(x|θ)[f(x)] + Φ(θ) exists for every θ ∈ Θ. Then it defines a
new exponential family with the base measure f(x)dν(x), with the log partition function Φf (θ) given by
logEp(x|θ)[f(x)] + Φ(θ).
We now consider the exponential family of normal distributions. We denote a normal distribution
with mean µ and covariance C by N(x;µ,C) = (2pi)−
n
2 (detC)−
1
2 e−
1
2 (x−µ)tC−1(x−µ). Hence, the suf-
ficient statistics φ(x) and the natural parameter θ are given by φ(x) = (x, xxt), and θ =: (h,K) =
(C−1µ,− 12C−1), respectively. This together with (9) and the chain rule yields
EN(x;µ,C)[x] = C∇µΦ(θ(µ,C)) and VarN(x;µ,C)[x] = C∇2µΦ(θ(µ,C))C.
Now we can state a result on a tilted normal distribution f(x)N(x, µ,C).
Lemma B.1. Let N(x;µ,C) be a normal distribution and f a positive function. Then the mean µf and
covariance Cf of the tilted distribution Z
−1f(x)N(x;µ,C) (Z =
∫
f(x)N(x;µ,C) are given by
µf = C
(∇µ logEN(x;µ,C)[f(x)])+ µ,
Cf = C
(∇2µ logEN(x;µ,C)[f(x)])C + C.
Proof. Let Φ and Φf be the log partition function of the normal distribution p(x|θ) = N(x;µ,C) and the
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tilted distribution p˜(x|θ) = f(x)N(x;µ,C)e−Φf , respectively, with θ(µ,C) = (h,K) = (C−1µ,− 12C−1).
Then Φf (θ) = logEp(x|θ)[f(x)] + Φ(θ). Further, the first component of (9) reads
∇hΦf (θ) = Ep˜(x|θ)[x] and ∇2hΦf (θ) = Varp˜(x|θ)[x].
By the chain rule there hold
∇µ logEN(x;µ,C)[f(x)] = C−1∇h logEp(x|θ)[f(x)],
∇2µ logEN(x;µ,C)[f(x)] = C−1∇2h logEp(x|θ)[f(x)]C−1.
Consequently, we deduce
Ep˜(x|θ)[x] = ∇hΦf (θ) = C∇µ logEN(x;µ,C)[f(x)] +∇hΦ(θ),
Varp˜(x|θ)[x] = ∇2hΦf (θ) = C∇2µ logEN(x;µ,C)[f(x)]C +∇2hΦ(θ).
Now the desired assertion follows directly from the relation ∇hΦ(θ) = µ and ∇2hΦ(θ) = C using (9).
Lemma B.2. Let p : Rn → R be a probability density function with a support of positive measure. If the
covariance Varp[x] =
∫
p(x)(E[x]− x)(E[x]− x)t dx exists, then it is positive definite.
Proof. It suffices to show wtVarp[x]v > 0 for any nonzero vector w ∈ Rn. Let S = {x ∈ supp(p) :
wt(E[x]− x) 6= 0}. However, the complement set supp(p) \ S = {x ∈ supp(p) : wt(E[x]− x) = 0} lies in
a co-dimensional one hyperplane in Rn, thus it has only zero measure. This together with the positive
measure assumption of the support supp(p), the set S has positive measure. Therefore, wt Varp[x]w ≥∫
S
p(x)(wt(E[x]− x))2 dx > 0.
Finally we recall the concept of log-concavity. It plays a role in the theory of expectation propagation
as convexity in classical optimization theory. A nonnegative function f : V → R+0 is log-concave if
f(λx1 + (1− λ)x2) ≥ f(x1)λf(x2)1−λ
holds for all elements x1, x2 from a real convex vector space V and for all λ ∈ [0, 1].
Lemma B.3. Let f, g : V → R+0 be log-concave. Then the product fg is log-concave.
Log-concavity is preserved by marginalization by the Pre´kopa-Leindler inequality [5, Corollary 1.8.3]
[6, Corollary 3.5].
Lemma B.4. Let f : Rn × Rm → R+0 be log-concave and bounded. Then the marginalized function
g(x) =
∫
f(x, y)dy is log-concave.
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C Proof of Theorem 3.1
We begin with an elementary lemma, which shows that the normalizing constant of the product density
is invariant under linear transformation.
Lemma C.1. Let x ∼ N(x;µ,C) with C ∈ Rn×n being symmetric positive definite and U ∈ Rl×n (l ≤ n)
be of full row rank. Then
∫
t(Ux)N(x;µ,C) dx =
∫
t(s)N(s;Uµ,UCU t) ds.
Proof. Let T ∈ Rn×n be a bijective completion of U , i.e., there is some R ∈ R(n−l)×n, such that T =
U
R
.
Further, we denote Tx =
 s = Ux
r = Rx
 := x̂. Then we have
1
(2pi)
n
2
√
detC
e−
1
2 (µ−x)tC−1(µ−x) = 1
(2pi)
n
2
√
detC
e−
1
2 (Tµ−Tx)t(TCT t)−1(Tµ−Tx) = |detT |N(Tx;Tµ, TCT t).
Consequently,
∫
t(Ux)N(x, µ,C) dx =
∫
t(Ux)|detT |N(Tx;Tµ, TCT t) dx =
∫
t(s)N(x̂;Tµ, TCT t)dx̂.
Now we split the Gaussian distribution N(x̂;Tµ, TCT t) into
N(x̂;Tµ, TCT t) = N(s;Uµ,UCU t)N(r; µ̂(s), Ĉ), (10)
where µ̂(s) = Rµ + (UCRt)t(UCU t)−1(s − Uµ), and Ĉ = RCRt − (UCRt)t(UCU t)−1(UCRt) is the
Schur complement of UCU t. Therefore,
∫
t(Ux)N(x;µ,C) dx =
∫
t(s)N(s;Uµ,UCU t)
∫
N(r; µ̂(s), Ĉ)dr ds
=
∫
t(s)N(s;Uµ,UCU t) ds.
Now we present the proof of Theorem 3.1.
Proof. Let Z =
∫
t(Ux)N(x;µ,C)xdx. By Lemma C.1, Z =
∫
t(s)N(s;Uµ,UCUT ) ds. Now using the
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completion T of U and the splitting (10), we can write
T
∫
Z−1t(Ux)N(x;µ,C)x dx =
∫
Z−1t(s)N(s;Uµ,UCU t)
∫
N(r; µ̂(s), Ĉ)x̂dr ds
=
∫
Z−1t(s)N(s;Uµ,UCU t)
 s
µ̂(s)
 ds
=
 EZ−1t(s)N(s;Uµ,UCUt)[s]
Rµ+ (UCRt)t(UCU t)−1(EZ−1t(s)N(s;Uµ,UCUt)[s]− Uµ)
 .
The unique solution µ∗ := EZ−1t(Ux)N(x;µ,C)[x] of this matrix equation is given by
µ∗ = µ+ CU t(UCU t)−1(s− Uµ),
where s = EZ−1t(s)N(s;Uµ,UCUt)[s]. This shows the first identity.
We turn to the covariance C∗ = EZ−1t(Ux)N(x;µ,C)[(x− µ∗)(x− µ∗)]. With a change of variable and
the splitting (with s¯ = Uµ∗ and r¯ = Rµ∗)
(x̂− Tµ∗)(x̂− Tµ∗)t =
 (s− s¯)(s− s¯)t (s− s¯)(r − r¯)t
(r − r¯)(s− s¯)t (r − r¯)(r − r¯)t
 ,
we deduce that
TC∗T t =
∫
Z−1t(s)N(s;Uµ,UCU t)
∫
N(r; µ̂(s), Ĉ)(x̂− Tµ∗)(x̂− Tµ∗)tdr ds
=
∫
Z−1t(s)N(s;Uµ,UCU t)
 (s− s¯)(s− s¯)t (s− s¯)(µ̂(s)− r¯)t
(µ̂(s)− r¯)(s− s¯)t Ĉ + (µ̂(s)− r¯)(µ̂(s)− r¯)t
 ds.
Further, it follows from (10) that µ̂(s) − r¯ = (UCRt)t(UCU t)−1(s − s¯) := L(s − s¯). Consequently, the
covariance C∗ satisfies  UC∗U t UC∗Rt
RC∗U t RC∗Rt
 =
 C CLt
LC LCLt + Ĉ

where C = EZ−1t(s)N(s;Uµ,UCUt)[(s− s¯)(s− s¯)t]. The unique solution C∗ to the equation is given by
C∗ = C + CU t(UCU t)−1(C − UCU t)(UCU t)−1UC,
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which can be verified directly termwise. This shows the second identity.
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