Noise-band vocoders are often used to simulate the signal processing algorithms used in cochlear implants (CIs), producing acoustic stimuli that may be presented to normal hearing (NH) subjects. Such evaluations may obviate the heterogeneity of CI user populations, achieving greater experimental control than when testing on CI subjects. However, it remains an open question whether advancements in algorithms developed on NH subjects using a simulator will necessarily improve performance in CI users. This study assessed the similarity in vowel identification of CI subjects and NH subjects using an 8-channel noise-band vocoder simulator configured to match input and output frequencies or to mimic output after a basalward shift of input frequencies. Under each stimulus condition, NH subjects performed the task both with and without feedback/training. Similarity of NH subjects to CI users was evaluated using correct identification rates and information theoretic approaches. Feedback/training produced higher rates of correct identification, as expected, but also resulted in error patterns that were closer to those of the CI users. Further evaluation remains necessary to determine how patterns of confusion at the token level are affected by the various parameters in CI simulators, providing insight into how a true CI simulation may be developed to facilitate more rapid prototyping and testing of novel CI signal processing and electrical stimulation strategies.
Introduction
Cochlear implants (CIs) represent the first example in history where a human sense has been successfully replicated through introduction of electrical stimulation of sensory nerve fibers. These neuroprostheses enable restoration of hearing to profoundly deaf patients, and have had a significant impact on a worldwide basis with approximately 324,000 implantees as of December 2012 (NIDCD, 2014) . CI performance is recognized as being sub-optimal, as evidenced by degraded levels of speech perception. In post-lingually deafened individuals, CIs are intended to restore speech perception by replicating excitation patterns in the auditory nerve as produced under normal acoustic hearing conditions. Under this ideal, perception of external acoustic stimuli would be unchanged relative to performance evidenced prior to the onset of deafness. However, even with extensive post-surgical rehabilitation to improve speech perception, most CI users only achieve open set consonant-nucleus-consonant word identification rates, in quiet, of around 60% (e.g., Bassim et al., 2005; Alkaf and Firszt, 2007) , with significantly worse performance in common social conditions of background noise. Improvements in speech perception performance in CI users have been achieved via both hardware and software changes. Primary examples of these include increases in the number of electrodes and alterations in signal processing strategies. Evaluation of changes using either approach is, at best, challenging (e.g., modifying the number of electrodes requires reimplantation, which is impractical for testing purposes).
While readily manipulated, the evaluation of novel signal processing strategies in a patient population is time-consuming and subsequent generalization of findings may be limited. Evaluation typically requires repeated extended periods in which the patient's implant is alternately programmed with a known or a test strategy (e.g., A-B-A-B paradigm), sometimes necessitating days, weeks, or even months for consistent performance levels to be achieved (Bassim et al., 2005) . In addition, several individual-specific factors have been identified in CI users as affecting auditory-only performance, including age of onset and duration of deafness, age of implantation (Holt et al., 2004; Svirsky et al., 2004; Svirsky et al., 2007; Habib et al., 2010; Tajudeen et al., 2010; Lazard et al., 2012; Blamey et al., 2013) and duration of CI use (Meyer et al., 1998) , and experience with a given signal-processing strategy, electrode location and insertion depth, and electrical dynamic range (Dorman and Loizou, 1997b; Loizou et al., 2000) . The inherent variability of these parameters across a random selection of likely-to-be-heterogeneous CI users complicates absolute quantification of the performance of a novel signal processing strategy to be applied to a larger population of CI users.
To control for population heterogeneity in CI experimentation, researchers often use a normal-hearing (NH) test population that is presented stimuli altered by a simulation of a CI, commonly a noiseband vocoder (Shannon et al., 1995) . Use of a CI simulator increases the control over experiments and increases the size of the potential subject pool. Some factors, such as "patient" age and duration of usage are readily controlled during the selection process, while others, including signal processing strategy, number of electrodes, and (effective) electrode location are configurable within the simulator (Shannon et al., 1995; Dorman et al., 1997a, b; Kaiser and Svirsky, 2000) .
Critically, however, it is unclear how readily improvements observed in acoustic simulator users should be expected to translate to the clinical population. Little validation of simulator findings has been performed on CI users. Perhaps as a consequence, the clinical benefit from simulation of CIs is ambiguous, and some studies have noted a disconnect between the behavior of simulator users and CI users (e.g., Friesen et al., 2001; Fu and Nogaki, 2005; Laneau et al., 2006; Litvak et al., 2007; Svirsky et al., 2013) .
While comparisons have been made between simulator users and CI users, the focus has not generally been on whether comparable amounts or types of information are being presented by these two modalities. Typical analyses have relied on percent correct identification rates, and even those efforts that have addressed concepts of information transfer have generally not focused on issues of providing subjects with feedback (i.e., training) or making direct comparison of confusion matrices (Strydom and Hanekom, 2011)-e.g., via the Kullback-Leibler Distance or comparable measures. Past comparisons therefore cannot assess whether simulator users receive the same kinds of information as CI users-a key factor in determining if advances in one modality should be expected to translate to the other.
The behavioral study presented here was undertaken to assess the similarity and differences (and thus translational relationship) between a group of CI users and NH subjects using an eight-channel CI simulator, with both groups performing a common task (vowel identification). Evaluation of error patterns and rates at the token level can provide insight regarding the potential for the simulator to serve as a proxy for actual CI users. If the two populations exhibit comparable error patterns and are found to use similar cues to identify presented tokens, the CI simulator can likely serve as a useful testbed for developing strategies that should be assessed in the clinic. If the two populations exhibit differences, it indicates that the particular simulator has limited predictive value for novel strategies as applied to CIs, and raises concerns regarding the unconstrained use of the larger class of comparable simulators-i.e., specific benefits identified through alteration of typical CI simulators may not be consistent with results obtained in subsequent testing on a CI population.
Materials and Methods

Subjects
One hundred and four (104) adult native speakers of American English participated as paid volunteers in this experiment. Cochlear Implant Users: Twenty-eight (28) subjects were post-lingually deafened CI users (Nucleus 22: 9; Nucleus 24: 8; Clarion: 7; Med-El: 4) using a mix of stimulation strategies (CIS: 11; SPEAK: 10; MPEAK: 3; SPEAK/ACE: 3; ACE: 1). CI users had an average age of 59 ± 14 years (range: 31-79) with an average at implantation of 53 ± 13 years (range: 23-75), for an average period of CI use of 6 ± 3 years (range: 1-13). Normal Hearing Subjects: Seventy-six (76) subjects were college-age (range: 18-31) volunteers with no known hearing problems or prior experience with a CI simulator or the test procedure.
Acoustic Stimuli
Source acoustic stimuli consisted of nine /h/-vowel-/d/ words ("Had", "Hawed", "Head", "Heard", "Heed", "Hid", "Hood", "Hud", and "Who'd") spoken by an adult male, native speaker of American English, and recorded as WAV files at a sampling frequency of 44.1 kHz.
The simulator used herein is that of Kaiser and Svirsky (2000) as further modified by Morbiwala et al. (2005) and Fitzgerald et al. (2013) . Briefly, the acoustic signal was digitized, low pass filtered, and divided into adjacent frequency bands by a bank of analysis filters. For each analysis filter, the temporal envelope was extracted by half wave rectification and low-pass filtering and the temporal envelopes were then used to modulate noise bands that were created using a set of synthesis filters. This was an implementation of the continuous interleaved sampling (CIS) strategy commonly used in CIs, and the update rate of the temporal envelopes was 1250 times per second.
The simulator was configured in one of two manners for the presentation of speech stimuli. In one case ("Unshifted") a common set of analysis and synthesis filters was selected to deliver relevant frequencies with no mismatch between the frequency allocation table and the (simulated) electrode location. In the second case ("Fullshifted"), a set of synthesis filters representing incomplete insertion of the cochlea was used in conjunction with a set of analysis filters that provided a mismatch of approximately 6mm (roughly 1.4 octaves) between the analysis filters and the (simulated) electrode location. Note that incomplete insertion means that neurons stimulated by a given electrode have a characteristic frequency that may be significantly higher than the input stimulus. Filter center frequencies for the two shift conditions spanned the ranges indicated in Table 1 , approximating typical frequency ranges used in cochlear implant speech processors-e.g., the frequency allocation table in some Nucleus devices spans the range 188-7,938 Hz (Jethanamest et al., 2010) , and some Advanced Bionics devices use 250-8,700 Hz (Svirsky et al., 2015) . In all cases, the analysis and synthesis filters comprised a bank of eight Butterworth bandpass filters. CI simulators are commonly used with filters ranging from 3rd-order through 8th-order (Shannon et al., 1998; Fu and Shannon, 1999; Shannon, 2003, 2006) . Here, the filters were chosen to be 5th-order for 60 of the assessments (related to the effects of feedback/training), with 16 assessments conducted using 7th-order filters for a preliminary evaluation of the effect of filter sharpness.
Test Protocol
Cochlear Implant Users-Subjects were tested at an average post-implant time of 6 ± 3years. Stimuli were presented in a sound proof booth, passed through the subjects' own clinical speech processors using a loudspeaker, with stimuli calibrated to 70 dB SPL, Cscale (e.g., Alkaf and Firszt, 2007) . After each presentation, subjects were asked to indicate the perceived stimulus in a 9-alternative forced-choice (9AFC) test. Each stimulus was presented 15 times. Subsequent to each presentation, subjects were provided visual feedback (and, in effect, training) as to the correct identity of the preceding stimulus.
Normal Hearing Subjects-The same WAV files as used for the CI users were input to the simulator, with the outputs from the synthesis filters saved as new WAV files. These output WAV files served as the stimuli for testing, being presented to the subjects in a sound proof booth via electrostatic headphones attached to the output of a PC sound card. Each subject selected a comfortable intensity level for presentation of the stimuli. Two forms of experimentation (see below) were conducted: (1) without feedback/training, and (2) with feedback/training. Experiments without Feedback/Training (-FT)-After presentation of each stimulus, subjects reported the perceived vowel via a MATLAB-based interface, on a PC. Following a brief pause, the next stimulus was presented. Each stimulus was presented 15 times. Within each of two testing blocks, subjects were presented only a single type of shift (Unshifted or Fullshifted), always using 5th-order filters-abbreviated below as Unshifted/5th/-FT and Fullshifted/5th/-FT.
Experiments with Feedback/Training (+FT)-
The presentation of stimuli and response recording were conducted using the same MATLAB-based interface, as above, but following each response, the interface would provide visual feedback regarding the actual presented stimulus. To avoid inter-subject variability in learning/adaptation, each of the vowel stimuli was presented 45 times: the first 30 presentations were considered training, followed by the data collection experiment involving 15 presentations of each stimulus. For the Unshifted condition, these experiments were conducted twice, once with 5 th -order filters, and once with 7 th -order filters-i.e., Unshifted/5th/+FT and Unshifted/7th/+FT. Experiments using the Fullshifted stimuli were only conducted using 5 th -order filters-ie., Fullshifted/5th/+FT. Therefore, subjects performed three testing blocks, in each of which only a single type of stimulus (e.g., same filter order and shift) was presented.
Data Analysis
Presented and perceived data from the tests described above were organized into six confusion matrices based on user group, shift and filter order-CI users (with feedback/ training); simulator users identifying Unshifted stimuli (5th-order filters), both with and without feedback/training; simulator users identifying Unshifted stimuli (7th-order filters) with feedback/training; and simulator users identifying Fullshifted stimuli (5th-order filters), both with and without feedback/training. Confusion rates were normalized (converted to a probability such that all possible responses to presentation of a given vowel sound sum to one) and averaged across subjects within each testing condition.
CI User Analysis-A statistical analysis was performed to see if CI users having different speech-processing strategies may be grouped together for purposes of comparing the CI aggregate confusion matrix with those of the simulator users. Confusion matrices were converted to 9 × 9 rank order matrices, showing the rank order (e.g., most likely = 1, 2, …, least likely = 9) in which CI users perceived each presented stimulus. Rank order matrices were compared within the CI population to determine if the error patterns were consistent across subjects. A Monte Carlo cross-validation test was used wherein, for 10 5 random permutations, subjects were split into two equal-sized groups and the corresponding confusion matrices and rank order matrices computed. For each permutation, the average squared absolute difference between the two group-level rank order matrices was calculated as follows:
(1) E squared is the 2-norm error between the rank order matrices R 1 and R 2 , obtained from groups 1 and 2, respectively; and wherein R n [i,j] is the rank order associated with perception of stimulus j when stimulus i was presented to the members of group n. The probability that the observed error norm could arise by chance was then computed via a permutation test of all possible orderings of the ranks one through nine (Weerahandi, 2003) .
Comparison of CI Users to Simulator Users-Features of the signals that are being delivered to the CI users and simulator users will inherently not be equivalent, but we desire to understand how much of the acoustic signal delivered to the simulator user is equivalent in value and meaning to that delivered to the CI user. Rather than making a priori assumptions about the features of the acoustic signal that are being delivered, we have chosen initially to examine percent correct (over the whole matrix) and subsequently employ information theoretic tools to examine the information received by subjects.
Confusion Matrix Analysis-Percent correct measures, as represented in confusion matrices, were evaluated in both an absolute and rank order sense, for each configuration of CI simulator used (i.e., by shift, filter order and feedback/testing condition). The root mean square error in the percent correct rate was computed for each of the simulator configurations, permitting a coarse assessment of the "similarity" of each to the CI user population. The 2-norm (Eq. 1; E squared ) was again used to compare the performance of the CI user and simulator user groups, in the rank order sense, with the probability that the observed 2-norm measures represented chance (i.e., the distribution of rank orders is equivalent between two groups) assessed via a permutation test, as above.
Information Theoretic Analysis-While commonly cited as evidence of effective simulation of CI user processing, comparison of aggregate correct identification rates Dorman et al., 1997b) between simulator users and CI users is not sufficient to determine if the normally hearing group is accurately simulating CI user perception. Ultimately, this metric provides no potential for comparison of amounts of information used, nor does it permit comparison (direct or indirect) of the presence/absence of underlying cues on which a listener may make a categorical decision. The use of rank orders-as above-provides an opportunity to assess the pattern of responses, but remains insufficient with regard to concluding whether two groups are similar.
Given the limitations noted above, two information theoretic approaches were applied to evaluation the similarity of the CI user and the CI simulator user groups: (1) Mutual Information (MI), and (2) the Kullback-Leibler (KL) Distance (Cover and Thomas, 2012) . MI was computed for each confusion matrix (Miller and Nicely, 1955) 
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Author Manuscript much presented stimulus information (in bits) was transmitted by the system (CI or CI simulator). Note that isolated application of MI results in limitations comparable to those based on percent correct alone. Knowing the quantity of information that is conveyed to one group does not provide insight into the nature of that conveyed information-i.e., it is possible to have two systems convey similar quantities of information while not conveying equivalent information (e.g., in one system the subject identifies "Had" as "Hid", while in the other "Had" is identified as "Heed"). It is even possible for two groups who receive identical quantities of information to have received completely disjoint information. Therefore, to evaluate equivalence of information transfer, the KL Distance was computed for each pair of confusion matrices. The KL Distance, D(p//q), measures the likelihood of observing data with one distribution (q) given the real distribution (p). Note that because the KL Distance is not symmetric, it was computed in both directions (i.e., CI-vs.-simulator and simulator-vs.-CI).
To effect computation of MI and the KL Distance, each confusion matrix was converted from a conditional probability matrix to a joint probability matrix. This provided the joint probability of a subject responding that they heard stimulus y and that the stimulus was actually x, rather than the conditional probability of y given x (as in the original confusion matrix). Since the identification experiment design used equally likely stimuli, the distribution of the input (x) was uniform and the joint distribution was found by dividing all elements of the confusion matrix by the number of stimuli (here, nine), as specified by Bayes' Theorem (Eq. 2).
(2)
Results
All Monte Carlo trials conducted to assess similarity among the CI users were found to yield less than 5% probability of arising by chance. Therefore, all CI users are hereafter considered as coming from one group as far as the rank orders of their confusions are concerned.
Qualitative differences were observed between simulator users and CI users in terms of aggregate correct identification rates (see Table 2 ). Unshifted (5th-order filters) stimulation with feedback/training resulted in the highest level of percent correct performance. In fact, both conditions (5th-and 7th-order filters) involving Unshifted stimulation with feedback/ training resulted in higher average rates of correct identification than were exhibited by the CI users, but these rates were not statistically significantly elevated. The underlying spread of correct identification rates on a per-subject basis is shown in Figure 1 .
While some aggregate rates of correct identification for the simulator users were comparable to those exhibited by CI users, rates of specific token correct identification were not generally consistent with CI users (Table 2) . Particularly note that the conditions without feedback/training-independent of shift and filter order-often resulted in the most common perceived stimulus being something other than the presented stimulus (i.e., the rank order for the correct perception was not 1). The variation in token-level response may be seen by comparing the aggregated CI user percent correct and rank order confusion matrix (Table 3) with those obtained from the simulator users (Tables 4-6) .
Comparisons of CI users and simulator user rank order matrices are shown in Table 7 . Only those conditions involving feedback/training (+FT) produced rank orders significantly (p < 0.01) consistent with those of CI users. Note that the aforementioned similarity between aggregate rates of correct identifications for CI users and the Unshifted stimulation with feedback/training is further observed in these data, but now extends to the Fullshifted stimulation with feedback/training case, as well.
Within the context of the ensemble of correct identification rates, Unshifted (7th-order filters) stimulation with feedback/training was found to provide the closest approximation of the CI user population. For this case, the correct perceived stimulus was always the most common perception, and the specific token correct identifications exhibited the lowest root mean square error relative to the CI users (16.7%; see Table 2 ). Note that the relatively minor change (i.e., within the range typically used in CI simulator experiments) made to the order of the bandpass filters (5th-vs. 7th-order) did produce noticeable changes in the confusion patterns of subjects and correct performance (see Tables 4A and 6) .
Results of the analysis of information theoretic approaches-MI and KL Distance-are presented in Table 7 and Figure 2 . From the MI perspective, CI users receive 1.42 bits of information per stimulus, which is observed to be below the information transfer rates observed for both (5th-and 7th-order filters) cases of Unshifted stimulation with feedback/ training, but greater than the rates observed for any of the Fullshifted stimulation conditions or cases of Unshifted stimulation without feedback/training. Note that the smallest KL Distance observed between the CI users and any simulator group was approximately 0.28 bits, for Unshifted (7th-order filters) stimulation with feedback/training (Figure 2 ; Unshifted/7th/+FT vs. CI User). This distance remains larger than 98.38% of all CI user vs. CI user comparisons-i.e., this distance indicates that results obtained with the simulator remain statistically significantly different from those obtained from actual CI users (p < 0.017). Comparably, Unshifted (5th-order filters) stimulation with feedback/training was associated with a KL Distance of 0.45 bits, with respect to the CI users ( Figure 2 ; CI user vs. Unshifted/5th/+FT). Given that this distance is greater than that exhibited by 99.89% of the permutations comparing CI users amongst themselves, it remains a highly significant difference (i.e., p < 0.0012).
Discussion
This study investigated the low-level consistency of speech perception performance of CI users and normally hearing subjects using a noiseband vocoder as a simulation of the processing and stimulation associated with the electric hearing of a CI. While similar aggregate rates of token identification (and comparable ordering of "preferred" errors) were achieved across these two cohorts, in no case was token-level performance comparable, particularly under information theoretic analysis. Further, the limited predictive capability of the normally hearing cohort performance to the CI users' performance exhibited marked sensitivity to non-standardized parameters of the vocoder configuration. These findings raise concern that the use of noiseband vocoder (or other) simulations of CI signal processing may not allow novel CI processing approaches or stimulation strategies to be meaningfully evaluated with normally hearing subjects. General use of such vocoders to simulate the effects or benefits of CIs is cautioned.
CI Simulator Performance and Sensitivity to Implementation
The outcomes obtained in this study suggest that a noiseband vocoder based simulation represents, at best, a rough approximation of speech perception performance by CI users. When feedback/training was provided (i.e., +FT conditions) to the normally hearing listeners after making perceptual judgments of acoustic simulations of CI inputs, these subjects generated aggregate correct identification rates (Figure 1 ) and rank orders of errors (Table 7 ) similar to those of CI users (Table 3 ). However, subtle characteristics of CI user performance at the individual token level were not reproduced in the responses of those listening to the simulation (Tables 4A, 5A, 6 ).
The amount of information received from the simulator, as assessed using MI, was generally markedly different from that obtained using actual CIs, even though correct identification rates were not significantly different (Tables 2 and 7) . Additionally, KL Distances (Table 7) between simulator users and CI users were notably higher than the KL Distances obtained when comparing across individuals within the CI user group (Figure 2) . In other words, no tested simulator condition-common to all such subjects-was able to achieve speech perception performance that was significantly consistent with the CI user population.
An important consideration to take into account, however, is that the specific implementation of a CI simulator is likely to have a significant effect on most measures of speech perception performance. For example, in this investigation the variation of bandpass filter order from 5th (30 dB/oct) to 7th (42 dB/oct) led to appreciable-and arguably surprising-reductions in both percent correct identification rate (80% down to 73%; Table  2 ) and MI (2.08 bits per stimulus down to 1.72 bits per stimulus; Table 7 ). If such small changes in the simulator configuration can produce changes in the cues presented to subjects, conclusions regarding application to CIs of new algorithms developed from the use of that simulator are likely to be configuration-specific.
It remains to future investigations to identify the set of simulator parameters that will best provide a match to the speech perception performance of CI users (Svirsky et al., 2013; Butts et al., 2015) .
Effects of Feedback/Training on Task Performance
When using a noiseband vocoder to simulate CI user perception, feedback/training should be provided to increase the similarity of the simulator users' response to those of CI subjects. The rank orders of confusions for the two groups were found to be statistically similar only for conditions with feedback/training (i.e., +FT; Table 7 ).
Metrics for Evaluation of Speech Perception Performance
Reflection on the results obtained in this investigation strongly argues for use of information theoretic approaches when evaluating or developing simulator configurations. Looking at Tables 2 and 7, it may be seen that the Fullshifted (5th-order filters) stimulation with feedback/training provided a lesser amount of information than, for example, the Unshifted (5th-order filters) stimulation without feedback/training-0.85 vs. 0.98 bits-even though it resulted in a higher percent correct-44.3% vs. 31.9%. Such disagreements between measures have more to do with the "background" of the performance. For example, even though it had the lower percent correct identification rate, the distribution of errors for the Unshifted (5th-order filters) stimulation without feedback/training (Table 5A) is notably more consistent with the CI users (Table 4 ) than is the corresponding distribution for the Fullshifted (5th-order filters) stimulation with feedback/training (Table 6B) . Given that meaningful, predictive simulation of CI users must also include error patterns, the information theoretic approach is here more effective.
The rank order analysis in Table 7 highlights that providing feedback/training was important to better approximating CI users, but did not provide meaningful insight as to which simulator version was most useful. Conversely, the subtle indication from the rank order analysis that the Unshifted (7th-order filters) stimulation with feedback/training was closest in performance to the CI users is strongly supported by information theoretic approaches. This testing condition yielded the MI value closest in absolute value to that of CI users (1.77 bits vs. 1.44 bits) and had the smallest KL Distances from the CI users (0.28 and 0.43).
Therefore, it is advocated that evaluation of simulated CI speech perception performance be conducted, relative to actual CI user data, using analytical techniques comparable to the KL Distance approach implemented herein. This metric provides a direct comparison of the probability distributions of experimental and reference groups, providing insight whether the information provided to users of the simulator could potentially be the same as that provided to CI users. In the absence of such probabilistic analysis, there is no way to determine if simulator subjects are performing the same task as CI users or if they are performing a fundamentally different task that simply has comparable complexity.
Possible Considerations for Simulating CIs
As noted above, it is likely possible to refine current CI simulators or create an altogether new algorithm to better model CI user speech perception performance results. Such work must be done from the perspective of minimizing measures such as the KL Distance between CI and simulator users. Critically, metrics such as percent correct identification rates or even rank ordering of errors are, in and of themselves, insufficient as objective functions for such simulators. Use of such functions could yet result in superficial matches to performance of CI users. However, the simulator will actually represent a task that has equivalent difficulty but likely results in different central processing than in the implant case, making application to CI users of algorithms or stimulation patterns developed on simulator users dubious. 
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Conclusions
Normally hearing subjects listening to the output of acoustic simulations of CI electrical stimulation may not accurately model the underlying central processing effected in CI users during speech perception performance. Documented here for an eight-channel noiseband vocoder, used during vowel identification experiments, gross similarities in performance are not necessarily reflected at a more granular (e.g., token) level. Testing or development of new CI signal processing algorithms in such settings, therefore, will not necessarily provide a strong indication of the potential value of such an algorithm to improve CI user speech perception. In this study, the most promising configuration tested was that of an unshifted simulator with feedback provided after each token presentation and the associated training. However, this configuration provided more information to the subject than is received by CI users, resulting in an expected higher correct identification rate. Further evaluation remains necessary to determine how patterns of confusion at the token level are affected by the various parameters in CI simulators, providing insight into how a true CI simulation may be developed to facilitate more rapid prototyping and testing of novel CI signal processing and electrical stimulation strategies. Comparison of KL Distances between CI user groups, and between CI users and each tested condition for simulator users. The histogram of KL Distances within the CI user group was constructed through 100,000 permutations of random assignment of CI users into two equalsized groups, with computation of both KL Distance (given the KL Distance is not symmetric) measures conducted for each permutation. This histogram provides a perspective to the KL Distances calculated between the confusion matrices of CI users (Table 3) and simulator users (Tables 4-7) . Note that all comparisons of CI users to simulator users resulted in distances greater than 98.38% of all (randomly generated) subdivisions of the CI users, indicating that the simulator conditions resulted in statistically significant KL Distances at the p < 0.017 level. Table 2 Vowel-specific and aggregate speech perception performance for CI and simulator users. Both Percent Correct (9AFC; chance rate = 11%) and rank order of the correct selections (ideal = 1) are indicated. Table 3 Vowel identification task (9AFC) confusion matrix for CI users (with feedback/training). Both the Percent Correct (chance rate = 11%) and rank order of the correct selection (ideal = 1) are indicated. 1.1 (7) 1.3 (6) 0.9 (8.5) 6.3 (2) 3.4 (4) 0.9 (8.5) 2.5 (5) 3.8 (3) HAWED 0.0 (9) 68.6 (1) 9.7 (2) 5.0 (4) 2.7 (6) 0.5 (8) 3.8 (5) 8.8 (3) 0.9 (7) HEAD 0.7 (8.5) 6.8 (3) 72.5 (1) 2.7 (6) 3.9 (4.5) 0.7 (8.5) 3.9 (4.5) 8.0 (2) 1.0 (7) HEARD 0.9 (9) 4.9 (4) 9.9 (2) 65.6 (1)
3.1 (6) 4.3 (5) 6.3 (3) 2.5 (7.5) 2.5 (7.5) HEED 0.9 (8.5) 5.2 (3) 3.4 (4) 6.5 (2) 77.8 (1) 1.6 (6) 2.7 (5) 0.9 (8.5) 1.1 (7) HID 4.3 (4) 0.2 (9) 0.9 (8) 9.4 (3) 1.3 (7) 67.2 (1) 2.2 (6) 3.8 (5) 10.6 (2) HOOD 0.4 (9) 6.3 (4) 13.3 (3) 18.7 (2) 2.5 (8) 3.1 (7) 46.1 (1) 4.3 (6) 5.4 (5) HUD 0.9 (9) 8.6 (3) 10.6 (2) 3.8 (6) 2.5 (7) 2. Table 4 Vowel identification task (9AFC) confusion matrix for simulator users experiencing Unshifted (5th-order filters) stimulation (A) with feedback/training (Unshifted/5th/+FT) and (B) without feedback/training (Unshifted/5th/-FT). Both Percent Correct (chance rate = 11%) and rank order of the correct selection (ideal = 1) are indicated. (6) 1.1 (7) 3.1 (5) HOOD 2.0 (7)
7.1 (4) 1.6 (8) 4.9 (5) 0.7 (9) 3.1 (6) 48.7 (1) 19.8 (2) 12.2 (3)
HUD 5.3 (4) 3.8 (5) 3.3 (6) 2.9 (7) 0.2 (9) 2.7 (8) 38.0 (1) 31.3 (2) 12.4 (3)
WHOD 5.1 (6) 18.9 (2) 2.4 (7) 7.3 (5) 0.7 (9) Table 5 Vowel identification task (9AFC) confusion matrix for simulator users experiencing Fullshifted (5th-order filters) stimluation (A) with feedback/training (Fullshifted/5th/+FT) and (B) without feedback/training (Fullshifted/5th/-FT). Both Percent Correct (chance rate = 11%) and rank order of the correct selection (ideal = 1) are indicated. Table 7 Rank order error and information theoretic analyses of confusion matrices. 2-norm rank order error metrics were assessed for significance of similarity between CI and simulator user confusion matrices. Information theoretic analyses included Mutual Information (MI) in bits/stimulus presented, percent of total information transferred (maximum = log 2 9), and KL Distances between the CI user and simulator user distributions. 
