Introduction
The set NC(n) of noncrossing partitions of {1, . . . , n} has been studied as an important example of a lattice, at least since the work of Kreweras [14] . It is customary (also since [14] ) to draw these partitions as pictures in a disc with n points marked around its boundary. In order to emphasize that, we will use in this paper the notation NC disc (n) (instead of just NC(n)).
In work related to combinatorial aspects of noncommutative probability, Biane [1, 2] noticed that it is advantageous to embed NC disc (n) into the group S(n) of permutations of {1, . . . , n}; we thus arrive to talk about the set of disc noncrossing permutations S disc-nc (n). While S disc-nc (n) is "almost the same thing" as NC disc (n), it is nevertheless worth being considered, because it has a nontrivial equivalent characterization in terms of a "geodesic condition" in the Cayley graph of S(n) (cf. the review of this, done in Section 2.10).
In this paper, we study the set S ann-nc (p, q) of permutations of {1, . . . , p + q} which are noncrossing in an annulus, with p points marked on its external circle and q points marked on its internal circle.
The first thing to clarify is what is the formal algebraic definition of S ann-nc (p, q).
This has to be an analogue for the fact that a permutation τ of {1, . . . , n} is in S disc-nc (n) precisely when every cycle of τ is "standard" (in a natural sense) and when τ does not display the crossing pattern "(a, c)(b, d)" with 1 ≤ a < b < c < d ≤ n (cf. the review done in Section 2 ). It turns out that in the annular framework, there are three possible crossing patterns rather than just one-see conditions (AC-1), (AC-2), and (AC-3) in Definition 3.5.
We define a permutation τ of {1, . . . , p + q} to be in S ann-nc (p, q) when every cycle of τ is "standard" in the appropriate annular sense and when τ does not display any of these crossing patterns. By starting from this definition, we then prove that S ann-nc (p, q) can also be described via an annular counterpart of Biane's geodesic condition; this is done in Theorem 6.1. On the way towards that, we observe that at the algebraic level, there exists a nice connection between S ann-nc (p, q) and the set of disc noncrossing permutations S disc-nc (p + q). Namely, S ann-nc (p, q) is the saturation of S disc-nc (p + q) under conjugation with the permutations γ ext , γ int ∈ S(p + q), where γ ext := (1, . . . , p − 1, p) and γ int := (p + 1, . . . , p + q − 1, p + q); (cf. Theorem 5.1).
It is well known that disc noncrossing partitions (or permutations) play a role in describing the asymptotics for moments in several important examples of random matrices. The annular noncrossing permutations turn out to play a similar role in the description of the second-order asymptotics for these matrices. We illustrate this phenomenon on a family of complex Wishart matrices (a family G Definition 2.5 (embedding of NC disc (n) into S([n])). Let n be a positive integer.
(1) For every partition π ∈ NC disc (n), denote as perm π the unique permutation of
[n] which is standard in the disc sense and which has the blocks of π as orbits.
(2) The set {perm π | π ∈ NC disc (n)} will be denoted as S disc-nc (n), and its elements will be called disc noncrossing permutations.
Remarks 2.6. (1) Geometrically, the map NC disc (n) π → perm π ∈ S disc-nc (n) is thus described as follows: in the disc picture of π (as described in Notations 2.1(2)), we ask that the boundary of each convex polygon drawn for a block of π is run clockwise by the corresponding cycle of perm π . (See Figure 2 .1 for a concrete example of such a drawing.) (2) On the other hand, we pursue in more detail the algebraic description for the fact that a permutation τ of [n] belongs to S disc-nc (n). There are two things which are required: (i) that τ is standard in the disc sense, and (ii) that the partition of [n] into orbits of τ is in NC disc (n). We would like to point out that the negations of both (i) and (ii) can be phrased in terms of some simple localized equations, involving τ and the forward cycle γ o of equation (2.1). The term "localized" refers to the fact that the equations will only focus on what is induced by τ and γ o on subsets of [n] with no more than four elements.
Before giving the precise statement of how this goes (in Proposition 2.8), we record the following simple observation, the proof of which is left to the reader.
Lemma 2.7. Let B be a finite nonempty set and let σ 1 , σ 2 be two cyclic permutations of B.
If σ 1 | C = σ 2 | C for every subset C ⊂ B which has three elements, then σ 1 = σ 2 . Then for a permutation τ ∈ S([n]), τ ∈ S disc-nc (n) if and only if τ satisfies at least one of the conditions (DNS) and (DC).
(All the restrictions of permutations appearing in (DNS) and in (DC) are, in the "induced" sense, discussed in Remark and Definition 2.3. The acronyms "DNS" and "DC" stand for "disc nonstandard" and "disc crossing," respectively.)
Proof. It is immediate from the definitions that τ satisfies (DC) if and only if the partition of [n] into orbits of τ has crossings. On the other hand, when we use Lemma 2.7 in connection to equation (2.2), we see that τ satisfies (DNS) if and only if it is not standard in the disc sense.
Remark 2.9. Let n be a positive integer and let T be a totally ordered set with n elements. The above discussion about noncrossing partitions/permutations of [n] can be transferred to partitions/permutations of T by using the unique order-preserving bijection ϕ :
[n] → T . More precisely, we define
NC disc (T ) = ϕ B 1 , . . . , ϕ B k | B 1 , . . . , B k ∈ NC disc (n) .
(2.3)
It is immediate that Proposition 2.8 holds for permutations in S(T ) if γ o is replaced with the forward cyclic permutation of T (or in other words, with ϕγ o ϕ −1 ).
Remark 2.10 (review of Biane's geodesic condition). Let n be a positive integer. A remarkable fact observed by Biane (see [2, Section 1.3] ) is that S disc-nc (n) can also be described as follows: it is the set of permutations τ ∈ S([n]) which satisfy the relation
4)
with #(τ) being the number of orbits of τ and γ o = (1, . . . , n − 1, n). This is in the context where the inequality
is satisfied by all the permutations τ ∈ S([n]).
Equation ( But then, as is immediately verified, inequality (2.5) amounts to just the triangle inequal- A slight generalization of the geodesic condition (also observed by Biane-see [1, Lemma 3]) goes as follows: suppose that ω ∈ S([n]) is standard in the disc sense and let B 1 , . . . , B k be the orbits of ω. Then for τ ∈ S([n]), we have
⇐⇒ B j is a union of orbits of τ,
is considered in the sense of Remark 2.9, where the total order on B j is the one induced from [n].) Notation and Remark 2.11. For τ, σ ∈ S([n]), we denote by #(τ ∨ σ) the number of orbits into which [n] is split by the joint action of τ and σ (where by "joint action of τ and σ," we understand the action on [n] of the subgroup of S([n]) generated by τ and σ). Note that we always have #(τ ∨ σ) ≤ min(#(τ), #(σ)) since a joint orbit of τ and σ is a union of orbits of τ and also a union of orbits of σ. In the case when #(τ ∨ σ) = 1, we will say that the joint action of τ and σ is transitive on [n].
A useful generalization of inequality (2.5) is that
This is well known and appears in various forms in the literature (see, e.g., [6, Section 2]).
For the convenience of the reader, we briefly go over the steps of its proof. First, we use a summation over the set of joint orbits of τ and σ in order to reduce (2.9) to its particular case when τ and σ act transitively on [n]. Then in the case when τ and σ act transitively,
we proceed by induction on #(σ). The base case #(σ) = 1 is (essentially) inequality (2.5).
For the induction step, suppose that the case when #(σ) = m − 1 was settled and that we want to prove the case when #(σ) = m (for some 2 ≤ m ≤ n). So, let σ, τ ∈ S([n]) be such that #(σ) = m and such that the joint action of τ and σ on [n] is transitive. There have to exist 1 ≤ i < j ≤ n such that i and j belong to the same orbit of τ, but are in distinct orbits of σ. (Indeed, in the opposite case, it would follow that every orbit of τ is contained in an orbit of σ, and this would immediately contradict the transitivity of the joint action of τ and σ.) Consider the permutations σ := (i, j)σ and τ := (i, j)τ. It is immediately verified
, and that the joint action of σ and τ on [n] is transitive. As a consequence, we get that 10) as desired, where the last inequality holds by the induction hypothesis.
Annular noncrossing permutations via localized conditions
In this section, we fix two positive integers p and q, and we will look at permutations in
As the name suggests, the concept of (p, q)-annular noncrossing permutation will be defined by identifying what are the crossing patterns in the (p, q)-annular sense; then a permutation τ of [p + q] will be declared to be (p, q)-annular noncrossing if it is "standard" (in the appropriate annular sense) and if it does not display any of these crossing patterns. The definition will thus be algebraic, in terms of "localized conditions" (if τ ∈ S([p+q]) is not annular noncrossing, then this will be detectable by inspecting a group of not more than six elements of [p + q], which belong to not more than three distinct orbits of τ, and by checking for these elements some conditions analogous to (DNS) and (DC) of Proposition 2.8).
In this section, we will also explain (at least on a heuristic level) why our algebraic definition does indeed lead to the set of permutations which one expects to see when drawing pictures. In order to give a better intuition of what is going on, we start by explaining what kind of "pictures of permutations" we have in mind. In discussions based on pictures, we will use the term "planar"(and we will reserve the term "noncrossing" for the algebraic approach based on crossing patterns).
Remark 3.1 (planarity in the annular framework). Instead of visualizing permutations by drawing n = p + q points around a circle, we will now use two concentric circles.
The external circle has the points {1, . . . , p} marked on it in clockwise order (matching the choice of running clockwise made in Section 2). The internal circle has the points {p + 1, . . . , p + q} marked on it in counterclockwise order. Our drawings will be made in the annulus between the two circles, which will be referred to as "the (p, q)-annulus." (Note that marking the points {p + 1, . . . , p + q} counterclockwise is the consistent choice for someone who lives in the (p, q)-annulus.)
. By a picture of σ in the (p, q)-annulus, we will understand a curve in the (p, q)-annulus which connects a 1 to a 2 , then a 2 to a 3 , . . . , then a k to a 1 in such a way that it only touches the boundary of the annulus at the points a 1 , . . . , a k . Such a picture will be said to be admissible if it does not self-intersect, if it encloses a region which is contained in the (p, q)-annulus, and if it winds clockwise around that region. Now let τ be a permutation of [p + q]. If we can draw an admissible picture for every cycle of τ (in the sense of the preceding paragraph) such that the regions enclosed by two different cycles are disjoint, then we will say that we have a planar (p, q)-annular picture of τ. A concrete example of such a drawing is shown in Figure 3 .1.
The use of the name "planar" is justified by the fact that (at least in the most interesting case when τ has at least one orbit which intersects both {1, . . . , p} and {p+1, . . . , p+ q}) our drawing is a planar map in the sense of Tutte (see, e.g., [22] ). It is convenient to imagine that the faces of the map are tricolored in black, white, and red: there are 2 red faces (namely the interior of the internal circle and the exterior of the external circle of the (p, q)-annulus) and there is one black face for every orbit of τ (the checked areas in We now start working on the algebraic approach via crossing patterns. The algebraic counterparts for the topological terms appearing in Remark 3.1 will be as presented in Table 3 .1. For the explanation of why the correspondence is as stated in Table   3 .1, see Remarks 3.6, 3.8, and 3.9.
Notations 3.2.
(1) We will extensively use the permutations γ ext , γ int , γ ∈ S([p + q]), defined by in S([p + q]) which fixes x and y and which organizes [p + q] \ {x, y} in a cycle as follows:
This permutation will be denoted as λ x,y (or sometimes as λ y,x , if so needed).
The intuitive significance of λ x,y is thus: if we cut the (p, q)-annulus along a simple curve which connects x and y, then we obtain a topological disc, on the boundary of which the points from [p + q] \ {x, y} sit in the order indicated by λ x,y (see Figure 3 .2).
On the algebraic side, note that one can introduce λ x,y by more concise formulas than (3.2); for instance, it is immediately verified that, for p, q ≥ 2, one can also write
will be said to be standard in the (p, q)-annular sense when it satisfies the following conditions: (ii) if A is an orbit of τ such that A ∩ {1, . . . , p} = ∅ = A ∩ {p + 1, . . . , p + q}, then there exist a unique a ∈ A ∩ {1, . . . , p} such that τ(a ) ∈ {p + 1, . . . , p + q} and a unique a ∈ A ∩ {p + 1, . . . , p + q} such that τ(a ) ∈ {1, . . . , p}. In this case, we have that τ | A = γ | A (where the latter permutation is equal in
In this case, we have that
where a 1 , . . . , a k ∈ {1, . . . , p} are such that γ ext | {a 1 , . . . , a k } = (a 1 , . . . , a k ) and where Pictorially, this corresponds to the fact that in Figure 3 .6 we have no crossings (where the cycles appearing in both Figures 3.5 and 3.6 are drawn so that they wind clockwise around the regions they enclose).
Finally, the meaning of (AC-3) is thus: suppose that τ satisfies (AC-3) for a, b, c, d, x, y and that we could draw the cycles of τ which contain a, b, c, d, x, y such that neither the cycle containing a, c nor the cycle containing b, d crosses the cycle containing x, y. Then we can cut the (p, q)-annulus along a simple curve which connects x and y and which does not intersect the cycles of τ containing a, c and b, d, respectively. What results is a topological disc with the points from [p + q] \ {x, y} distributed cyclically on its boundary in the order indicated by λ x,y . But then the equation λ x,y | {a, b, c, d} = (a, b, c, d) (which is part of (AC-3)) shows that there is a crossing between the cycle of τ containing a, c, and the cycle of τ containing b, d (see Figure 3 .7 where we illustrated the situations not falling under the incidence of (AC-1)). Now, let τ be a permutation of [p+q] which is standard in the (p, q)-annular sense.
Remark 3.6 argues that if τ satisfies at least one of conditions (AC-1), (AC-2), and (AC-3), then one cannot draw a planar (p, q)-annular picture of τ (in the sense of Remark 3.1). In order to complete the defense of Definition 3.5, we must also consider the opposite situation when τ does not satisfy any of (AC-1), (AC-2), or (AC-3) (hence when τ ∈ S ann-nc (p, q));
and we must argue, at least heuristically, that in this situation, τ has a planar (p, q)-annular picture. It is convenient to do this separately in the cases when τ is (resp., is not) (p, q)-connected in the sense of the following definition. 
Indeed, from the discussion in Remarks 3.4(1) (Case 1), it is clear that τ is standard in the (p, q)-annular sense if and only if both τ ext and τ int are standard in the disc sense.
Supposing that this happens, we next observe that (AC-2) and (AC-3) do not apply at all to τ, while (AC-1) splits into two separate conditions on τ ext and τ int , leading precisely to (3.5).
As a consequence of (3.5), we note that for a permutation of τ | A (checked area in Figure 3 .3) is shrunk to a point, its complement with respect to the (p, q)-annulus is turned into a bouquet of k + l − 1 discs. We will argue that ( j) every orbit B = A of τ must be completely contained in one of the k + l − 1 discs of the bouquet; ( jj) suppose that B and B are two distinct orbits of τ, both distinct from A, and which are contained in the same disc of the above-mentioned bouquet.
Then B and B are noncrossing inside that disc.
At least on a "picture-based" level, assertions ( j) and ( jj) explain why the regions enclosed by the admissible pictures of the cycles of τ are pairwise disjoint (and thus give together a planar (p, q)-annular picture of τ).
It remains to explain why ( j) and ( jj) do indeed hold. To this end, we draw again 
Suppose that B is an orbit of τ, B = A, and let x, y be two distinct points of B. Then the following things cannot happen:
(α 1 ) x ∈ E i and y ∈ E j for 1 ≤ i, j ≤ k, i = j. Indeed, in this case, we could find two elements a, a ∈ A ∩ {1, . . . , p} such that τ satisfies (AC-1) for a, a , x, y; (α 2 ) x ∈ I i and y ∈ I j for 1 ≤ i, j ≤ l, i = j. This is by the same argument as (α 1 ). (α 3 ) one of x and y is in E i for some
This is by the same argument as for (α 3 ).
After ruling out the possibilities described by (α 1 ), (α 2 ), (α 3 ), and (α 4 ), one only remains with the possibilities that x, y ∈ E i for some 1 ≤ i ≤ k − 1, that x, y ∈ I j for some
Finally, let B, B be as in assertion ( jj). If B, B ⊂ E i for some 1 ≤ i ≤ k − 1, or B, B ⊂ I j for some 1 ≤ j ≤ l − 1, then the fact that B and B do not cross follows from the fact that τ does not fulfill (AC-1). If B, B ⊂ E k ∪ I l , then the fact that B and B do not cross follows from the nonfulfillment of (AC-3) used with a, c ∈ B, b, d ∈ B , and with x := a k , y := b 1 taken from A.
Annular noncrossing partitions
In order to respect the parallelism with the discussion made in the disc case, we will now briefly address the concept of annular noncrossing partition.
Definitions 4.1. (1)
In this section, the same positive integers p, q are kept fixed as in Section 3. The terminology introduced in Section 3 concerning the (p, q)-annulus and the set S ann-nc (p, q) of (p, q)-annular noncrossing permutations will also be adopted in this section. The inclusion NC ann (p, q) ⊂ NC A 2 (p, q) can be argued as follows. Suppose that π ∈ NC ann (p, q) and let τ ∈ S ann-nc (p, q) be such that π = orbits(τ). Consider a planar (p, q)-annular picture of τ (as discussed in Remark 3.1). Then by following the contours of the cycles of τ, we obtain a family of arcs as required in the preceding paragraph, and thus we obtain that π ∈ NC
, one needs to show that the family of arcs drawn for a partition π ∈ NC A 2 (p, q) can always be chosen such that they give a planar (p, q)-annular picture of a permutation τ ∈ S ann-nc (p, q). A way to argue that this can be done is by simply "thickening" the arcs drawn for a π ∈ NC A 2 (p, q) so that they can be identified with some contours which enclose very small areas. (The fact that a partition π ∈ NC A 2 (p, q) can be drawn in this special way is implicitly appearing in the appendix of [13] -cf. [13, Appendix, Section "Making k-bridges," pages 1087-1088].)
In the rest of this section, we will only use the algebraic definition of NC ann (p, q).
Our main observation is the following. Proposition 4.4. Let π be a partition in NC ann (p, q) and suppose that π has at least two (p, q)-connecting blocks. Then there exists a unique permutation τ ∈ S ann-nc (p, q) such that orbits(τ) = π.
Proof. Let τ 1 , τ 2 ∈ S ann-nc (p, q) be such that orbits(τ 1 ) = π = orbits(τ 2 ). In order to show that τ 1 = τ 2 , it suffices that we fix a block B of π and show that τ 1 | B = τ 2 | B. If B has less than three elements, then the desired equality is clear (because B has a unique cyclic permutation); so we will assume that B has at least three elements.
Since π has at least two (p, q)-connecting blocks, we can find such a block A which is distinct from B. We choose elements x ∈ A∩{1, . . . , p} and y ∈ A∩{p+1, . . . , p+q}, and we look at the cycle λ x,y defined as in Notations 3.2.
We observe that for any three distinct elements a, b, c ∈ B we must have τ 1 | {a, b, c} = λ x,y | {a, b, c} -otherwise, τ 1 would satisfy condition (AC-2) for the elements a, b, c, x, y. Hence, τ 1 | B and λ x,y | B induce the same permutation on every 3-element subset of B, and Lemma 2.7 gives us that
A similar argument shows that τ 2 | B = λ x,y | B, and this concludes the proof.
We next examine what are the counterparts of Proposition 4.4 in the cases of partitions π ∈ NC ann (p, q) which have either zero or one (p, q)-connecting blocks. Proposition 4.5. Let π be a partition of [p + q] which is (p, q)-disconnected. Then π is of the form π = π ext ∪π int , with π ext a partition of {1, . . . , p} and π int a partition of {p+1, . . . , p+ q}, and moreover
such that orbits(τ) = π. This τ is obtained by putting together the unique noncrossing permutations τ ext ∈ S disc-nc ({1, . . . , p}) and τ int ∈ S disc-nc ({p + 1, . . . , p + q}) which have orbits(τ ext ) = π ext and orbits(τ int ) = π int , respectively.
Proof. This is an immediate consequence of the description of the permutations in S ann-nc (p, q) which are (p, q)-disconnected, as discussed in Remark 3.8. The uniqueness of τ in (2) follows, for instance, from the fact that every block of π has a unique cyclic permutation which is standard in the (p, q)-annular sense (cf. 
which is standard in the (p, q)-annular sense, has orbits(τ) = π, and satisfies the relation τ(b ) = b . The formulas describing how this unique τ acts on its orbits are τ
(2) "If part": suppose that π ∈ NC ann (p, q) and let τ ∈ S ann-nc (p, q) be such that orbits(τ) = π. If the partition {B 0 , B 1 , . . . , B s } (resp., {B 0 , B 1 , . . . , B t }) was not noncrossing in the disc sense, then we would find four distinct elements a, b, c, d ∈ {1, . . . , p} (resp.,
"Only if part": let τ be any of the card
are standard in the (p, q)-annular sense and have the blocks of π as orbits. We will prove that τ ∈ S ann-nc (p, q) (which will imply that π = orbits(τ) ∈ NC ann (p, q)). The fact that τ does not satisfy (AC-1) is immediate from the hypothesis that the partitions {B 0 , B 1 , . . . , B s } and {B 0 , B 1 , . . . , B t } are noncrossing in the disc sense; so it remains to check that τ does not fulfill any of (AC-2) or (AC-3).
Suppose that a, b, c, x, y are distinct elements of [p + q] for which τ satisfies (AC-2). The elements x, y have to be from the two distinct orbits of γ-say that x ∈ {1, . . . , p} and y ∈ {p + 1, . . . , p + q}. Since x and y must belong to the same orbit of τ and since the only (p, q)-connecting orbit of τ is B 0 , it follows that x ∈ B 0 and y ∈ B 0 . Then a, b, c must all belong to one of the orbits B 1 , . . . , B s , B 1 , . . . , B t , which means in particular that either a, b, c ∈ {1, . . . , p} or a, b, c ∈ {p + 1, . . . , p + q}. But this leads to a contradiction with the fact that τ is standard in the (p, q)-annular sense, exactly as shown in (A) of Remark 3.6.
So we conclude that τ does not satisfy (AC-2).
Suppose that a, b, c, d, x, y are distinct elements of [p + q] for which τ satisfies (AC-3). Exactly as in the preceding paragraph, we see that (after swapping x and y, if necessary) we have x ∈ B 0 and y ∈ B 0 . It cannot happen that a, c ∈ B i and b, d ∈ B j for some 1 ≤ i ≤ s and 1 ≤ j ≤ t, because it would follow that a, c ∈ {1, . . . , p} and b, d ∈ {p + 1, . . . , p + q}, and this is not compatible with the fact that λ x,y | {a, b, c, d} = (a, b, c, d) (which is part of (AC-3) ). The case when a, c ∈ B j and b, d ∈ B i (for some 1 ≤ j ≤ t and 1 ≤ i ≤ s) cannot occur because of the same reason. It remains that either a, c ∈ B i and b, d ∈ B j for some 1 ≤ i, j ≤ s, i = j, or a, c ∈ B i and b, d ∈ B j for some b, c, d) ) and we get a contradiction with the hypothesis that B i and B j (resp., B i and B j ) do not cross. So we conclude that τ does not
(3) This was proved at the same time with the "only if" of (2).
Remark 4.7. The relation between annular noncrossing partitions and permutations is not so good as the one we had in the disc case, because the natural map
is not one to one. Nevertheless, the failure of the injectivity of this map is limited-the only pathology that can appear is the one described in Proposition 4.6.
This pathology has a consequence which was observed in [13] , concerning the annular counterpart for the complementation map found by Kreweras on NC disc (n). We will show that the annular version of the Kreweras complementation map is well defined and bijective as a map from S ann-nc (p, q) to itself (see Remark 6.6). But when trying to define the Kreweras complementation as a map on NC ann (p, q), one runs into the problem (noticed in [13] ) that the map is not well defined on the set of partitions π ∈ NC ann (p, q)
which have exactly one (p, q)-connecting block, and that it is not bijective on the part of NC ann (p, q) where it is defined. to NC ann (p, q) becomes a bijection when it is restricted to go from {τ ∈ S ann-nc (p, q) | every orbit of τ has exactly two elements } to { π ∈ NC ann (p, q) | π is a complete matching}.
If one only wants to work with annular noncrossing complete matchings, then it is easy to concoct a definition of these objects, which is quite a bit simpler than what we had in Section 3. Essentially, one stipulates that a complete matching π of [p + q] is (p, q)-annular noncrossing if and only if every group of up to three blocks (= pairs) of π can be drawn without crossings in the (p, q)-annulus. (Explanation: let τ be the unique permutation of [p + q] such that orbits(τ) = π. Then conditions (ANS-1), (ANS-2), and (AC-2) cannot apply to τ. The nonfulfillment of (AC-1) amounts to the fact that two blocks of π which are both contained either in {1, . . . , p} or in {p + 1, . . . , p + q} do not cross. The nonfulfillment of (AC-3) amounts to the fact that a group of three blocks of π, out of which at least one is (p, q)-connecting, can always be drawn without crossings in the (p, q)-
Annular noncrossing complete matchings (and noncrossing complete matchings drawn in multiannuli as well) have been used for a long time in the physics literature, under the name of planar Feynman diagrams. In the mathematical literature, they can also be traced back quite a while, at least to [21] . More recently, annular noncrossing complete matchings have been studied by Jones [12] as part of a discussion on annular counterparts of the Temperley-Lieb algebras.
A relation between noncrossing permutations in the disc sense and in the annular sense
In this section, we continue to keep fixed the positive integers p, q, and the terminology related to the "(p, q)-annulus" which was introduced in Section 3. In particular, γ ext , γ int , γ, λ x,y ∈ S([p + q]) will be exactly as in Notations 3.2. On the other hand, we will also use the notation
which comes from considerations on noncrossing permutations in the disc sense, as in Section 2 (the value of n from Section 2 being now n = p + q).
At the first glance, one would not be too tempted to relate the sets S disc-nc (p + q) (defined as in Section 2) and S ann-nc (p, q) (defined in Section 3), because one draws different types of pictures for the permutations belonging to these two sets. Nevertheless, it turns out that in our algebraic treatment, we have the following simple relation between them.
Theorem 5.1. The set S ann-nc (p, q) is the smallest subset of S([p + q]) which contains S disc-nc (p + q) and which is invariant under conjugation with γ ext and γ int .
The proof of the theorem relies on three facts which we state in a separate lemma.
Lemma 5.2. (1)
The set S ann-nc (p, q) is invariant under conjugation with γ ext and γ int .
(2) S disc-nc (p + q) ⊂ S ann-nc (p, q).
Proof of Theorem 5.1 (by using Lemma 5.2). After taking into account statements (1) and (2) of Lemma 5.2, all that remains to be shown is that for every τ ∈ S ann-nc (p, q), there exist 0 ≤ u < p and 0 ≤ v < q such that
We pick a permutation τ ∈ S ann-nc (p, q) about which we show that (5.2) holds. If τ is (p, q)-disconnected, then Remark 3.8 gives us that τ ∈ S disc-nc (p + q), and (5.2) holds with u = v = 0. So, let us assume that τ is (p, q)-connected. Let a ∈ {1, . . . , p} and b ∈ {p+1, . . . , p+q} be such that τ(a)
give us that σ ∈ S disc-nc (p + q), and (5.2) follows.
Proof of Lemma 5.2. We will show in detail the proof of statement (3). The proofs of (1) and (2) are similar in spirit (quite straightforward, but a bit tedious), and we will leave them as an exercise to the meticulous reader.
For the less meticulous reader, we can point the following "pictorial" arguments supporting statements (1) and (2). (These arguments have some merit in view of the discussion in Section 3, which makes a case that the annular concepts of "planar" and "non- −1 must also be in S ann-nc (p, q).
(b) For statement (2): let τ be a permutation in S disc-nc (p + q). Then τ has a noncrossing picture in the disc, as discussed in Remark 2.6(1). Instead of being drawn in a disc, this picture can (clearly) be also drawn in a square such that the points 1, . . . , p are marked on the top horizontal side of the square (from left to right) and the points p + 1, . . . , p + q are marked on the bottom horizontal side (from right to left). We fold this square into a cylinder by gluing together its vertical sides; and after that we flatten the resulting cylinder, turning it into the (p, q)-annulus. In the process, the disc noncrossing picture of τ is first turned into a picture drawn on the lateral part of the cylinder and then becomes a (p, q)-annular picture (thus showing that τ ∈ S ann-nc (p, q)).
We mention once again that it is quite easy (though perhaps tedious) to also verify statements (1) and (2) in a purely algebraic fashion, obtaining an argument similar in spirit to the one shown next for statement (3).
So, in order to verify statement (3), we fix (from now on and until the end of the proof) a permutation τ ∈ S ann-nc (p, q) such that τ(p) = p + 1. Our goal is to show that τ ∈ S disc-nc (p + q).
Note that the permutation λ p,p+1 (defined as in Notations 3.2) is λ p,p+1 = (1, .
; as a consequence, we have that
A special role in the proof will be played by the orbit of τ which contains p and p + 1. We denote this orbit as A. We claim that the cycle τ | A is of the form be permuted cyclically to be put in an increasing order. Since a k is the unique element of A∩{1, . . . , p} mapped by τ into {p+1, . . . , p+q}, we must have a k = p and b 1 = τ(a k ) = p+1.
Moreover, if a k = p, then the only cyclic permutation of a 1 , . . . , a k which can possibly put these numbers in an increasing order is the identity permutation; hence a 1 < · · · < a k , and a similar argument shows that
Let us prove that τ is standard in the disc sense, that is, that it does not satisfy condition (DNS) of Proposition 2.8. Suppose by contradiction that we found three distinct elements a, b, c belonging to an orbit B of τ such that γ o | {a, b, c} = (a, b, c) and τ | {a, b, c} = (a, c, b). Then B is distinct from the special orbit A of the preceding .3) ). This shows that τ satisfies (AC-2) for the five elements a, b, c, p, p + 1, contradicting the hypothesis that τ ∈ S ann-nc (p, q).
We next observe that if B, C are two distinct orbits of τ such that B = A and But now, each of these four cases comes in contradiction with the hypothesis that τ ∈ S ann-nc (p, q). Indeed in (Case 1), we find that τ satisfies (AC-1) for b, a, b , p and in (Case 2), we find that τ satisfies (AC-1) for p + 1, b, a, b . In (Case 3), we pick an element a ∈ A ∩ {1, . . . , b − 1} and we find that τ satisfies (AC-2) for a , p, p + 1, b, b (this is because
(Case 4) is similar to (Case 3): we pick an element a ∈ A ∩ {b + 1, . . . , p + q} and we find that τ satisfies (AC-2) for p, p + 1, a , b, b .
The annular version of the geodesic condition
In this section, we continue to maintain the notations introduced throughout Sections 3, 4, and 5 (in particular, the special permutations γ, γ o ∈ S([p + q]) are as defined in equations (3.1) and (5.1), respectively). We will prove the following theorem. Remark 6.2. Before we start working on the proof of Theorem 6.1, we take a moment to place its statement in the framework of the geodesic condition of Section 2.10. Referring to the notations in that section, where we set n = p + q, we see that the equation
) and the fact that γ has two orbits). So in Theorem 6.1(2), we obtain precisely that τ lies on a geodesic between id and γ. In Theorem 6.1(1), we get that the triangle inequality for id, τ, and γ We will also use the following observation.
Lemma 6.3. Let G denote the subgroup of S([p + q]) which is generated by γ ext and γ int .
Let U be a set of (p, q)-connected permutations of [p + q] such that U is invariant under conjugation by elements of G. Denote
The easy proof of Lemma 6.3 is similar to the argument used in the proof of Theorem 5.1, and is left to the reader.
Lemma 6.4. Let τ be a permutation of
Proof. It is immediate that γ and γ o are related by
The hypothesis that τ(p) = p + 1 implies that (τ −1 γ)(p + q) = τ −1 (p + 1) = p; hence p and p + q belong to the same orbit of τ −1 γ, and we get
But then, for the permutation τ given in the lemma, we can write the following equivalences: to the fact that {1, . . . , p} and {p + 1, . . . , p + q} are τ-invariant and that τ | {1, . . . , p} ∈ S disc-nc ({1, . . . , p}) and τ | {p + 1, . . . , p + q} ∈ S disc-nc ({p + 1, . . . , p + q}). Finally, the latter fact is equivalent to the statement that τ ∈ S ann-nc (p, q), by (3.5).
is (p, q)-connected, then the joint action of τ and γ on [p + q] is transitive, and inequality (2.9) (used for τ and γ, with #(γ) = 2 and #(τ ∨ γ) = 1) gives
It is immediately verified that both U and U satisfy the hypotheses of Lemma 6.3. Hence Lemma 6.3 will give us that U = U if we
But the equality of U o and U o is precisely the statement of Lemma 6.4.
Proof. Note that τ −1 γ is (p, q)-connected if and only if τ is so. (This is simply because a product of two (p, q)-disconnected permutations is again (p, q)-disconnected.) Since, as is easily seen, the quantity #(τ) + #(τ −1 γ) does not change when we replace τ by τ −1 γ, the statement of the corollary follows from the one of Theorem 6.1.
Remark 6.6. Due to Corollary 6.5, it makes sense to define a map K from S ann-nc (p, q) to itself by setting K(τ) := τ −1 γ, τ ∈ S ann-nc (p, q). It is clear that τ is injective, so (being a self-map of a finite set) it has to be a bijection. By analogy with the disc case, we will term K as "the annular Kreweras complementation map." The name is justified by the fact that K has a pictorial description which parallels the original construction made by Kreweras [14] in the disc case. We briefly describe how this goes in the more interest-
is obtained by taking separately the Kreweras complements in the disc sense for τ | {1, . . . , p} and for τ | {p+1, . . . , p+q}). We proceed as follows. On the external circle of the (p, q)-annulus, we mark p new points labelled 1, . . . , p such that 1 lies between 1 and 2, 2 lies between 2 and 3, . . . , p lies between p and 1. Similarly, on the internal circle, we mark q new points labelled p + 1, . . . , p + q such that p + 1 lies between p + 1 and p + 2, . . . , p + q lies between p + q and p + 1. Let τ be a (p, q)-connected permutation in S ann-nc (p, q), and let us draw a (p, q)-annular planar picture of τ by using the points 1, . . . , p + q. Then K(τ)
is in some sense the "maximal" permutation in S ann-nc (p, q) which can be drawn by using the points 1, . . . , p + q such that the admissible pictures of the p + q cycles of τ and K(τ) (taken together) enclose regions which are pairwise disjoint. See Figure 6 .1 for a concrete example.
Another corollary of Theorem 6.1 refers to the enumeration of S ann-nc (p, q). The number of (p, q)-disconnected permutations in S ann-nc (p, q) is equal to ((2p)!(2q)!)/(p!(p + 1)!q!(q + 1)!). This is immediate from Remark 3.8 and the well-known fact that S disc-nc (n) (or equivalently NC disc (n)) is counted by the Catalan number (2n)!/n!(n + 1)!, n ≥ 1. In the (p, q)-connected case we have the following corollary.
Corollary 6.7. The number of (p, q)-connected permutations in S ann-nc (p, q) is here to a class of planar maps (even though these are not the same as the ones introduced back in Remark 3.1 under the name of "pictures of permutations").
(2) Let S ann-nc-pair (2p, 2q) denote the set of permutations σ ∈ S ann-nc (2p, 2q) such that every orbit of σ has exactly two elements. It has been known long ago (see [21, formula (1.1)]) that the number of (2p, 2q)-connected permutations in S ann-nc-pair (2p, 2q) is precisely the double of the number appearing in (6.5).
Let us say that a permutation σ of [2p + 2q] is parity-alternating if σ(i) − i is odd for every 1 ≤ i ≤ 2(p + q). Let A denote the set of (2p, 2q)-connected permutations in S ann-nc-pair (2p, 2q) which are parity-alternating. It is easily seen that A contains exactly one half of the (2p, 2q)-connected permutations belonging to S ann-nc-pair (2p, 2q). Hence the coincidence observed in the preceding paragraph amounts to the fact that A has the same number of elements as the set B of (p, q)-connected permutations in S ann-nc (p, q).
We leave it as an amusing exercise to the reader to verify that a natural bijection between A and B can be defined in terms of annular Kreweras complementation maps, as introduced in Remark 6.6. The formula for this bijection (going from B to A) is
where the following notations are used: (i) K is the Kreweras complementation map on S ann-nc (p, q) (the same as in Remark 6.6); (ii) K is the Kreweras complementation map on S ann-nc (2p, 2q) (this is the map σ → σ −1 γ, where γ := (1, . . . , 2p)(2p + 1, . . . , 2p + 2q));
and τ (even) are, respectively, the permutations of {1, 3, . . . , 2(p + q) − 1} and {2, 4, . . . , 2(p + q)}, defined by 
Relation with random matrices
In this section, we show how annular noncrossing permutations appear in connection to second-order asymptotics for certain random matrices. We will illustrate the phenomenon on a family of complex Wishart matrices (cf. Notations 7.3 and Remark 7.4). At the end of the section, we will comment on how the same phenomenon also appears in connection to Gaussian Hermitian matrices; but this is not so illustrative for our purposes here as that example only involves complete matchings rather than dealing with general permutations.
Notations 7.1.
(1) Throughout this section, (Ω, F, P) is a fixed probability space over which our random variables (measurable functions f : Ω → C) will be considered. We will only deal with random variables which have finite moments of all orders, that is, belong to
The set of functions L ∞ − (Ω, F, P) is a unital algebra which is closed under conjugation and is endowed with an "expectation" linear functional E defined by
Matrices over the algebra L ∞ − (Ω, F, P) will be called random matrices over (Ω, F, P). For a square random matrix
We will work with independent families of standard complex Gaussian random variables (in the sense used, e.g., in [10, page 13], and described explicitly in the next lemma). Our discussion will only involve the combinatorics of the moments of such a family; more precisely, we will only use the facts that the family is in L ∞ − (Ω, F, P) and that it obeys the formulas (7.4) and (7. 
(1) Let m, n be positive integers, m = n, and consider two functions α :
(2) Let n be a positive integer and consider two functions α, β :
We can now introduce the special random matrices that we want to work with.
Notations 7. 3. In what follows, G 1 , . . . , G s (s ≥ 1) will be a family of random M × N matrices over (Ω, F, P), with independent complex N(0, 1) entries. That is, we have
where
is an independent family of complex N(0, 1) random variables. We denote
If w is an n-letter word over the alphabet [s] (i.e., it is a function w :
n ≥ 1, then we will denote
When discussing asymptotics, we will let M and N become the general terms of
which increase to infinity in such a way that the limit c = lim k→ ∞ M k /N k exists and is in (0, ∞). For M = M k and N = N k , the matrices X 1 , . . . , X s and a generic monomial X w made with them will be redenoted as X s is also remarkable: in the language of free probability (see, e.g., [24] ), we say that X
(For a recent discussion of this, see [5] .) Without entering into any details, we mention that both the asymptotic freeness of X
s and their individual convergence to the Marchenko-Pastur distribution can be captured in a single formula if one uses the theory of noncrossing cumulants of Speicher (see, e.g., [19] ). The formula is
no. of blocks of π , (7.9) where the summation is over the set {π | π ∈ NC disc (n) such that w is constant on every block of π}, n is a positive integer, and w is a word of length n over the alphabet [s] .
The new fact that we want to put into evidence is that S ann-nc (p, q) shows up when the second-order asymptotics are considered. The quantities to look at are of the form E(tr(X v ) · tr(X w )), where v and w are words over the alphabet [s] . (In the case s = 1 when we deal with only one Wishart matrix, these quantities are related to the moments of the so-called "2-point correlation function" for the eigenvalues of the matrix.) The result is the following.
Theorem 7.5. Let v and w be words of lengths p and q, respectively, over the alphabet [s] .
(where the two limits on the right-hand side of (7.10) can be described as in (7.9)). Moreover, the sequence E(tr(X
w )) goes to zero with an order of magnitude of 1/N 2 k , and has
with summation over {τ | τ ∈ S ann-nc (p, q) such that τ is (p, q)-connected and (v ∪ w) • τ = v ∪ w}, and where v ∪ w denotes the juxtaposition of the words v and w (this is a function
The proof of Theorem 7.5 is based on the fact that we have explicit summation formulas for the expectations appearing there, even before letting k → ∞. This is explained in the following lemma (where we use the notations M, N, X w without the extra index k).
Lemma 7.6. (1) Let w be a word of length n over the alphabet [s] . Then 12) with summation over {τ | τ ∈ S([n]) such that w • τ = w}. The notations for permutations are as in the preceding sections, and in particular, γ o stands for the forward cycle
(2) Let v and w be words of lengths p and q, respectively, over the alphabet [s] . The proof of Lemma 7.6 is a straightforward computation, based on equation (7.5); we present it for the reader's convenience. Substantial generalizations of the result of the lemma are known, but the framework commonly considered is the one when
Proof of Lemma 7.6. We will show the argument for part (2), the one for (1) is similar. We have that
(7.14)
The trace tr(X w ) has a similar explicit formula, which we find convenient to write as 1 N q+1 1≤i p+1 ,...,ip+q≤M 1≤j p+1 ,...,jp+q≤N f i p+1 ,j p+1 ;w(1) f i p+1 ,j p+2 ;w(1) · · · f ip+q,jp+q;w(q) f ip+q,j p+1 ;w(q) .
(7.15)
By multiplying (7.14) by (7.15), we get a formula for tr(X v ) · tr(X w ), which is written more 
The sum on the right-hand side of (7.17) can be rewritten as a summation over τ, namely, Proof of Theorem 7.5. Lemma 7.6(1) gives us that, for every k ≥ 1, 20) with summation over
. We multiply equations (7.19) by (7.20) , and in the right-hand side of their product, we put together τ 1 and τ 2 to form a permutation τ of [p + q]. We obtain
When we subtract this out of the formula for E(tr(X
given by (7.13), we get Finally, The-orem 6.1 tells us that a (p, q)-connected permutation τ has #(τ) + #(τ −1 γ) ≤ p + q, with equality if and only if τ is in S ann-nc (p, q); hence making k → ∞ in (7.22) leads us to (7.11).
Remark 7.7. We briefly point out that facts similar to those described in Remark 7.4, Theorem 7.5, and Lemma 7.6 also hold when, instead of Wishart matrices, one uses a family of Gaussian Hermitian (also called "GUE"-cf. [16] ) random matrices with independent entries. In the setting of Notations 7.3, such a family Y 1 , . . . , Y s is obtained if we assume that M = N (so that G 1 , . . . , G s are square matrices), and we define
If w is a word of length n over the alphabet [s], then we will denote
The counterpart of equation ( (Besides that, the notations used in (7.25) are identical to those from (7.12).) Equation (7.25) can be generalized without difficulty to deal with a product of two traces. We get that w , respectively. Starting from (7.25) and (7.26), it is easy to derive the counterpart of Theorem 7.5. More precisely, for v and w words of lengths p and q, respectively, over the alphabet [s], we get (by exactly the same argument as in the proof of Theorem 7.5) that
(7.27) Equation (7.27) is supplementing the fact that
where the limits on the right-hand side are described by using noncrossing permutations (or partitions) in the disc. The precise formula for these limits (e.g., for the word w which has length q) is
τ is a complete matching of [q],
29)
and it is well known (in the language of free probability, this is the formulation in terms of noncrossing cumulants for the well-known fact that Y
cally like a semicircular system of Voiculescu-see [23] ).
Noncrossing permutations in a multiannulus
Notations 8.1. In this section, we fix a family of positive integers p 1 , . . . , p l , where l ≥ 1.
For 1 ≤ i ≤ l, we will denote
We denote γ := γ 1 γ 2 · · · γ l (commuting product). Inequality (2.9) gives us here that
. This can also be rewritten in terms of distances in the
As such, it provides us with a lower bound on how close τ can be from lying on a geodesic between id and γ if #(τ ∨ γ) is given. The definition for the fact that τ ∈ S ann-nc (p 1 , . . . , p l ) should go via "localized" conditions, similar to those known in the cases when l = 1 and l = 2. If any extrapolation can be made based on these two cases, a localized condition for a given l ≥ 3 should not involve more than 2l + 2 elements of [p 1 + · · · + p l ], belonging to not more than l + 1 orbits of τ. Moreover, in the case when τ is a complete matching of [p 1 + · · · + p l ], the definition for "τ ∈ S ann-nc (p 1 , . . . , p l )" should reduce to the fact that any group of up to l + 1 orbits (= pairs) of τ is (p 1 , . . . , p l )-annular noncrossing.
The results proved in Sections 5 and 6 for l = 2 suggest some problems one can pose in the (p 1 , . . . , p l )-annular framework. 
, then a planar picture for τ in the disc can be "folded" to become a picture on an l-punctured sphere (a sphere with l little circular punctures in it), and the latter picture can in turn be transformed into a planar (p 1 , . . . , p l )-annular picture for τ.
Thus it is quite likely that at least the inclusion "⊃" in Problem 8.5(1) will have to be true (but it is less clear what to expect concerning the opposite inclusion "⊂").
Asymptotic Gaussianity for traces of words made with Wishart matrices
In this section, we consider again the family of Wishart random matrices X 1 , . . . , X s which appeared in Section 7 (with its version X
s used for discussing asymptotics-cf. Notations 7.3). We adopt all the notations introduced in Section 7 in connection to traces of words X w formed with the matrices X 1 , . . . , X s . We will now look at products of l such traces, where we allow that l ≥ 3. The computations are quite similar to those shown in Section 7 for the case l = 2. Nevertheless, it is worth writing down the resulting formulas due to an immediate consequence which they bear on a phenomenon of asymptotic Gaussianity (see Corollary 9.4). It is interesting to observe that in order to obtain this corollary on asymptotic Gaussianity, one does not need to make any kind of analysis of multiannular noncrossing permutations for l ≥ 3; indeed, for l ≥ 3, the general inequality (8.2) is all that is needed (the case when (8.2) holds with equality does not appear in the discussion).
Let us now elaborate. The first thing to do is to generalize the formulas presented in Lemma 7.6. We leave it as an exercise to the reader to check that the proof of Lemma 7.6 (shown in the case l = 2) extends mutatis mutandis to give us the following lemma. 
The next point is to adjust equation (9.1) so that on its right-hand side, we are only left with a summation over the permutations
This has to be a generalization for equation (7.22 ) which appeared in the proof of Theorem 7.5, in the case l = 2. In that case, the only thing which needed to be done was to take the variance E(tr(X w 1 ) · tr(X w 2 )) − E(tr(X w 1 )) · E(tr(X w 2 )). For general l as we have in (9.1), one needs to form some more complicated expressions called the "cumulants" of the random variables tr(X w 1 ), . . . , tr(X w l ).
Remark 9.2 (review of cumulants). For every n ≥ 1, the cumulant of order n is a certain
is as introduced in Notations 7.1. For instance, for n ≤ 3, the formulas defining C n are as follows:
In order to give explicitly the formula defining C n for an arbitrary n ≥ 1, one uses the Möbius function for set-partitions, as described for instance in [17] . For every n ≥ 1, we denote by P n the poset of all partitions of [n], where the partial order on P n is defined by setting π ≤ ρ if and only if every block of π is contained in a block of ρ. The Möbius function for this poset is a function
uniquely determined by the fact that it satisfies
The meaning of equations (9.4) is that they make µ n become the inverse of the function identically equal to 1 under a certain convolution operation (see [17, Section 3] ).
The explicit formula defining the cumulant functional C n is then
. . , g n µ n π, 1 n (9.5)
, where 1 n ∈ P n is the partition of [n] with only one block and where for π = {B 1 , . . . , B m } ∈ P n , we denote The induced partitions "α(τ)" from the preceding paragraph play a role when one takes the argument which led to equation (7.21) and adjusts it to work for a more complicated product of traces of words. (For a concrete example, suppose just for a moment that l = 3 and work out the analogue of equation (7.21) for E(tr(X w 1 )·tr(X w 3 ))·E(tr(X w 2 )),
then it is immediate that we will get a sum indexed by permutations τ ∈ S([p 1 + p 2 + p 3 ])
which satisfy w•τ = w and the extra condition α(τ) ≤ {{1, 3}, {2}} in P 3 .) The reader should have no difficulty to verify that the resulting formula can be stated in general as follows:
for every partition π ∈ P l , we have where for every θ ∈ P l , we set When we interchange the order of summation, the right-hand side of (9.11) becomes
which is in turn equal to just Q 1 l by virtue of equations (9.4) satisfied by the Möbius function. So, in conclusion, we obtained that C l tr X w 1 , . . . , tr X w l = Q 1 l , (9.13) which is precisely (9.7) (by the definition of Q 1 l in (9.10) and the fact that the condition "α(τ) = 1 l " is equivalent to the (p 1 , . . . , p l )-connectedness of τ).
We now arrive at the corollary on asymptotic Gaussianity which was announced at the beginning of the section. In this corollary, we will revert to the notations with an extra index k, and where M k /N k → c ∈ (0, ∞) as k → ∞. Moreover, in Corollary 9.4, we will actually assume that the sequences (M k ) ∞ k=1 and (N k ) ∞ k=1 are picked in such a way that the stronger limit condition
is holding (for some c ∈ R). is asymptotically a centered Gaussian family for k → ∞.
Proof. We start by explaining why, for a given word w, the random variable N k tr(X (k) w ) − N k E w −E w is asymptotically centered for k → ∞. We write E(tr(X (k) w )) as in Lemma 7.6(1):
where both sums in (9.17) are over {τ | τ ∈ S([n]) such that w • τ = w} (and where n is the length of w and γ o = (1, 2, . . . , n) ∈ S([n])). We know that the exponent (#(τ) + #(τ −1 γ o )) − (n + 1) appearing in (9.17) is always less than or equal to 0 with equality if and only if τ ∈ S disc-nc (n). The additional point to be noticed here is that (due to an easy argument on signatures, which is left to the reader) the difference (#(τ) + #(τ −1 γ o )) − (n + 1) is even for every τ ∈ S([n]), and it is hence less than or equal to −2 whenever τ is not in S disc-nc ([n]). Consequently, the terms of the sum in (9.17) which are indexed by permutations τ ∈ S([n]) \ S disc-nc (n) will converge to 0 even after being multiplied by N k .
The rest of the sum in (9.17) is And indeed, from the definition of E w and E (k) w , we have that 20) with summation over {τ | τ ∈ S disc-nc (n) such that w • τ = w}, and the latter quantity clearly converges to E w for k → ∞.
We now take on the asymptotic Gaussianity of the family in (9.16). We will prove it by verifying the asymptotic vanishing of all the cumulants of order l ≥ 3 made with random variables from the family (cf. review in Section 9.2). For any l ≥ 3 and any words w 1 , . . . , w l over the alphabet [s], we have
, . . . , N k tr X This implies that in all the terms in the sum (9.23), the exponent of N k is at most 2 − l (which is less than or equal to −1), and the desired convergence to 0 immediately follows.
Remark 9.5. Theorem 7.5 in Section 7 can now be interpreted as giving us a formula for the asymptotic covariance between two random variables (indexed by words v, w of lengths p, q) in the family (9.16). We mention that the combinatorics of the sets S ann-nc (p, q) can be further used to understand how the asymptotically Gaussian family (9.16) should be transformed in order to also become asymptotically independent; this will be presented in [15] . In the case when we have only one Wishart matrix (i.e., when s = 1), both the statement of Corollary 9.4 and the further discussion on how to obtain asymptotic independence were derived by Cabanal-Duvillard [4] using different methods (based on stochastic integrals rather than on combinatorics).
