Production data processing is an automated approach to taking as input information required to run a business enterprise and processing it in accordance with certain use specifications. In this environment, information volumes can be quite large, and user demands for service very stringent. Therefore, the planning problems to be addressed are those of forecasting user workloads, determining the required computer capacity, and effectively and efficiently managing resources (people, hardware, software) to meet user service objectives. Computer capacity planning'" is a process developed to provide a systematic approach for understanding and predicting the capacity of production data processing systems.
Capacity planning/installation management 0 What parameters are to be collected to characterize the workload?
0
What parameters are to be collected to characterize the software and hardware components? How should the data processing executive manage his installation on a continuing basis using the data described above and the results of analysis (required reports, reporting formats, report flow, recipients, etc.)?
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Generally, installation management is a process directed at understanding, correcting, and controlling anything that detracts from the normal operation of the computer system. Therefore, it is very natural for a capacity planning effort to overlap many installation management functions. Figure 1 depicts these interrelationships. Reference 2 contains a discussion on each of the installation management areas cited above and their relationships to the overall capacity planning effort.
In the remainder of this paper, various capacity planning techniques are discussed. The components used to characterize the computer system are outlined, and the parameters to be measured to establish the capacity of a computer system are discussed. Measurement tools, data requirements, and specific reports are defined. Performance model development and parameter predictions are placed in the proper perspective with respect to the overall effort. The data processing organization structure and its capacity planning relationships are discussed. Also, a bibliography of relevant capacity planning articles is provided.
The capacity planning process
The capacity planning process discussed in this paper is developed for implementation on a production computer system as depicted in Figure 2 . The basic hardware subsystems are: the CPU, main memory, I/O devices that include channels, control units, disk drives, tape drives, and printers, and teleprocessing equipment.
A function of capacity planning is to understand the utilization of each subsystem through measurement. Experience has shown that software measurement tools are preferred because subsystem use is required by some reasonable segmentation of the workload-by application (payroll, accounts receivable, inventory, etc.), by department (engineering, administration, etc.), and so forth.
In discussing the capacity of a computer system it is necessary to differentiate between the factors that affect the capacity of a resource ( Figure 3 ) and those that affect the capacity of the computer system (Figure 4) . Although many installations indicate that they are unable to set or establish specific user service objectives or that such requirements are not practical in their environment, I submit that it will be very difficult to establish or understand the capacity of a computer system until user service objectives are defined.
The primary indication of the capacity of a resource is the time the resource requires to complete a request for service (Figure 3) . Hence, in the scheduled operation of a resource, the summation of the times required to complete all requests for service is equated to the resource busy time. With respect to the measurement tools being used today, it is the resource busy time or reresource. When the busy time of a resource is equal to its scheduled run time, the total capacity of the resource has been consumed (no wait time component). In essence, every time a request for service has been completed, there is another request to be serviced. In queuing theory, it would be said that the resource is 100 percent utilized. This state of a resource normally gives rise to very large queue sizes (i.e., large numbers of requests waiting to be serviced).
The capacity of a resource as outlined in the previous paragraph might also be thought of as the independent or stand-alone capacity. If resources are looked at purely on a box by box basis, each can be monitored with 100 percent utilization as a capacity constraint. However, to understand the capacity of a resource as part of a computer system, it is necessary to understand capacity other than as an independent concept, because, in most instances, a resource does not sustain a continuous busy state over the scheduled period of operation. Normally, user service degrades to an unsatisfactory level before saturation (100 percent utilization) so that other alternatives (new hardware, off-load work, tuning, etc.) must be taken to improve system response.
The capacity of a resource may be viewed as having a potential of 100 percent utilization. But in most practical instances, a resource will not realize its full potential when it is constrained by installation service objectives, Hence, the capacity of a resource will vary among installations as well as within an installation, depending on the time of day. The upper limit on the capacity of a resource is the utilization (busy time divided by scheduled run time) above which the given resource becomes a bottleneck and degrades the response/turnaround time so that the user service objective can no longer be met. For example, experience at the IBM Washington Systems Center has shown that a channel within a computer system with an average utilization above 35 percent for a given Resource Measurement Facility (RMF) interval (30 or 60 minutes) of operation will elongate response time in an interactive en~ironment.~ Hence, interactive users may find their response time degrades to unacceptable limits.
For capacity planning purposes, a computer installation should be viewed as a system of resources. In other words, the capacity to be analyzed must be that of the total computer system. It is germane to know that a given CPU can execute "X" million instructions per second (MIPS) or that a channel is capable of transferring " Y " bytes per second, but the critical issue is: Will the combined performance of the resources provide satisfactory user service in terms of response/turnaround time? From the author's experience, the principal factors to consider in developing an understanding of the capacity of a computer system are outlined in Figure 4 . the day, week, or month, and that scheduling of the workload bears very heavily upon understanding the capacity of a system. It is these kinds of considerations that begin to truly address the critical problem of system capacity and workload characterization. Until you understand how the workload of your installation is characterized, capacity planning will be a very difficult task.
Understanding the availability of a computer system is a very important aspect of capacity planning.' From a system point of view, availability of the computer to do actual user problem program work is the key issue. As pointed out in Figure 4 , there are three areas of availability to be addressed: (1) hardware, (2) software, and (3) user perception.
Of greatest importance to the capacity planning effort is the user's perception of his availability. It is of little consolation to a user that the hardware and software are up and running (available) when a critical data base is down or being reconstructed. This means that, for the applications requiring this data base, the system is unavailable and service commitments are not being met.
Although system availability, workload characterization, and resource utilization are very important factors in understanding computer system capacity, the key to establishing current and future capacities is the user service requirements. Without a firm fix on user service requirements, the capacity of a computer system will be very nebulous and in effect will float between many different values as system requirements change. For example, before moving from the capabilities of one computing system to another of greater capability (e.g., from a system driven by an IBM 3032 processor to one driven by a 3033 processor), the service (response/turnaround times) being provided to the critical batch and on-line applications on the current system should be established. In this light, the future capacity requirements are forecast with these performance parameters (response/turnaround times) as the base. It is usually decided what new applications are possible with the new configuration and what growth is to be accommodated in old applications.
One of the factors used in determining whether the new configuration will live up to its expectation is adherence to the old service requirements, Capacity is not normally allocated for users of current applications to move to a drastically improved service. However, user service is usually improved as a part of the migration to the new configuration. This improvement in user service tends to leave users with a false impression of their service requirement. The users may feel that their improved service must be maintained even at the expense of new planned applications. What this means is that users not aware of specific service objec- tives established for their applications will reject any plan to return to some lesser service, even though that is the service they were provided with on the old system. The capacity of a computer system is caught up in the negotiations and agreements on user service requirements between data processing operations and the user community.
An important concern expressed by many users over the past several years is consistency of service rather than an improved service. They are requesting that once established, the service be maintained. This concern applies primarily to an on-line environment where certain work procedures are developed around a particular user service (response time). When the response time values change significantly (improve or degrade), procedures can be greatly impacted.
Another question arises concerning system capacity and user service objectives: "How is future capacity planned using response and turnaround times?" There are several methods available"' in which the workload of a computer system (transactions per second, jobs per hour, etc.) is increased and the change in response or turnaround time is predicted. From a theoretical point of view, queuing analysis or discrete simulation may be used. A model is developed, and various known values of load are used as input. If the current user service being provided is known and some threshold (Figure 6 ) which cannot be exceeded is provided, the model workload is increased until the threshold is reached. At this load, which is indicative of a period of time in the future, resource utilizations may be noted from the model, and the expense of relieving any resource bottlenecks can be evaluated.
capacity
A computer installation is a very dynamic environment where planning you have changing hardware, software, techniques, and people.
is a process
In this paper, the examples will refer to the MvS (Multiple Virtual Storage) operating system, specific pieces of hardware (the IBM 3033 processor, IBM 3350 storage device, etc.) and such current software tools as the Resource Measurement Facility (RMF), System Measurement Facility (SMF), etc. However, because of the continually changing data processing environment, a methodology developed for capacity planning should be as independent as possible of any specific product.
Basically, all products (hardware and software) should be viewed as inputs to the capacity planning process. For example, a change in the overall capacity planning process should be minimal when it is necessary to change from one operating system to another, as from MVT (Multiprocessing with a Variable Number of Tasks) to MVS. Obviously, this is easier said than implemented. The author is well aware of the difficulties in moving to a new oper- ating system when capacity planning techniques are relatively well-defined under another operating system.
Measurement tools, reports, and data requirements
Before specific measurement tools and some of the inherent difficulties in their use are described, a brief discussion is given on the type of measurement tool it would be desirable to have for capacity planning. A production data processing environment is driven by its users. The users create the work. They are responsible for any growth in the current load and for new application development. Therefore, as shown in Figure 7 , it is desirable to have measurement tools to segment the consumption or utilization of each subsystem by user. Furthermore, it is desirable to have the ability to group user consumption by application (as shown in Figure 7 ), by department, or by some unique function. This means system services, data communication service, etc. are all Figure 7 , response times, main memory utilization, etc., may be measured and associated with the appropriate users. In this context, a user might be a batch program as well as an interactive or on-line user.
An aim of the capacity planning process is to understand each user's (or group of users') demand for subsystem resources. This would be accomplished by segmenting and tracking the workload and associated resource consumption. Then models and predictions would be based on these data and data trends. It is also understood that although these might be desirable requests for a measurement tool, they may not be practical under current architectures. For example, it might be too costly in terms of CPU cycles to place all the "hooks" required in the operating system to accurately apportion all of the utilization among each user, although future architectures might adequately support these types of capacity planning measures.
To be more specific and address some of the experiences in developing a capacity planning process, the MVS, SVS (Single Virtual Storage), and VSI operating systems will be used as examples. The on-line program products used in these environments are the Customer Information Control SystedVirtual Storage (cICS~VS) and Information Management SystedVirtual Storage (IMSIVS). The interactive Time Sharing Option (TSO) is available under MVS or SVS. Batch processing is available with each operating system. The example environments are summarized in Table 1 . The measurement tools recommended for capacity planning in the environments given in Table 1 are listed in Table 2 .
These measurement tools are categorized as base or detail. The reason for this distinction is, as experience has shown, that correlation of many of the same measured parameters (e.g., CPU time, I/O activity, response time, etc.) between different measurement tools may require a detailed analysis of the method of data collection of each tool. The approach of the methodology being presented is to simplify the planning process as much as possible. Therefore, it is recommended that one measurement tool be selected as the base or controlling measurement. In MVS, RMF (Figure 8) is used as the base. As shown in Figure 8 , each software subsystem is placed in a performance group, and various statistics are collected. The primary purpose of the base tool is to ensure that the parameters characterizing the various segments (i.e., JES (Job Entry Subsystem), TSO, etc.) add up to the total. For example, the sum over the cPU utilizations for all subsystems should equal the total utilization. If the parts do not sum to the total for the base tool, any required adjustments should be made and validated. For example, adjustments should be made to the SMF ance Analyzer I1 (PA-11) can be used to segment the overall RMF cIcs/VS CPU time. If the sampling times of the measurement tools are properly synchronized, which is not always a trivial matter in a production environment, RMF and CICSiVS PA-I1 CPU time should correlate within reason. cICSiVS PA-11 collects CPU time by transaction identification, which makes it possible to segment data by department, function, etc., if it is assumed that the transaction identifications are structured in this way. For the SVS and vs1 environments, SVSFT and v S w r would be substituted for RMF with the required trade-offs (i.e., partition data versus performance group).
The kinds of data recommended for capacity planning are summarized below: The utilization values, when possible, should be broken out by software subsystem (batch, TSO, IMS, CICS, etc.) and by application or department within subsystem. There is no clear approach for separating channel, control unit, head of string, and I/O device utilization by subsystem or application within subsystem. However, techniques are being developed that attempt to apportion these value^.^ Workload and user service data are required. In this case, workload is the volume of transactions that serve as input and the associated I/O activity that is generated. After workload and resource consumption data have been collected, the other critical parameter is user service (response or turnaround time). There are other parameters of interest (e.g., paging, swapping, message lengths, etc.) not specifically noted here. Each area has certain unique data requirements, but a great deal of overlap has been noted.
Reporting the proper data to operations accomplishes two things. First, it provides personnel in operations with a better understanding of the user workload characteristics and the rate at which resources are being consumed. Second, it provides for validation of the measurement data and the conceptualization that the capacity planning group has of the overall computer operation (availability, resource utilization, workload, scheduling, etc.). most pertinent factors (workload, user service, availability, etc.) on system performance. In most cases, when a data processing installation finds its system is out of capacity, upper management is the last to know. Then, the primary reason for informing upper management is to have them sign or approve the order for new equipment. One of the primary purposes of the capacity planning process is to keep upper management informed of the status of the available system capacity on a continuing basis. Therefore, equipment requests are not apt to be a surprise.
Analysis techniques used in capacity planning
As a part of the capacity planning effort, there is a requirement to provide data to develop models for prediction. Also, data is to be urovided for inuut to these models and to validate their medictions. Models7"" '' may take many different forms and have varying degrees of detail. Models may be very simple in that they are basically guidelines developed by monitoring the operation of the computer system over time. For example, when the available number of TSO users exceeds 40 on a system, operations will normally receive more user complaints. A workload of a certain number of transactions per second might be associated with this level of user discontent. This can be thought of as a model to be used as an aid in analyzing the TSO environment. For a more costly and detailed form of modeling, a given computer system might be structured with the actual hardware and software, where the actual application programs will be run for a period of time and certain performance data collected and analyzed. This procedure is termed a benchmark, and in many situations affords the most accurate modeling and predictive process. Accuracy would imply that the applications were well-defined and integrated on the hardware and software to be used in production. When a computer system has been analyzed and its useful life (i.e., satisfies the service objectives of the user community) predicted, it is normally assumed that the system is generally "~e l l -t u n e d . "~ A spectrum of performance analysis techniques that can be used for capacity planning are outlined in Figure 10 . As indicated in the figure, as one moves across the spectrum, complexity, cost, and man hours increase with respect to the technique used. It might be expected that accuracy would also increase as one moves across the spectrum, for example, referencing benchmarking at the high end which is sometimes felt to be the most accurate modeling technique. In benchmarking it is necessary to select that subset of applications and workload from the data processing environment that characterizes the total operation. Then this subset must be processed on a computer system that is as much as possible like the actual hardware and software being proposed. After the benchmark has been accomplished, it is necessary to analyze the results and to determine what the results of this subset environment mean in terms of the total. In most instances, only installations with a great deal of understanding of their data processing operations can adequately use the results of benchmarking as their only capacity planning tool. Also, in many cases, the level of understanding that a data processing installation has about their environment would dictate a much less costly and complex means of analysis. It has been seen in several account situations that data processing installatior,s using simple guidelines, monitoring their system on a continuing basis, and using linear projections for future requirements are doing very credible capacity planning. Also included in this spectrum of analysis techniques are statistical processes using linear time series or regression analysis. Queuing analyses depicted here are open (single/multiserver type) and closed queuing models."
In many.instances, the accuracy of open queuing models of computer systems is questioned. But there are many analyses or environments where the model accuracy is not the primary question because many of the parameters required to develop the model are suspected of being grossly inaccurate and in some cases unknown. What is needed at this point is a simple modeling technique (more functionally adequate than theoretically correct) that provides the capability of stepping a workload through the computer system and basically being able to relate to the relationships between the model and computer system. This analysis technique is viewed as being much closer to "guidelines" or an "operational" type of analysis. In modeling production computer installations, it is clear that the dynamics (continuously changing environment) and interactions (people, hardware, software, etc.) present such a complexity that, regardless of the theoretical accuracy of a modeling technique, it is impossible to model what is not understood. Hence, the capacity planning process is an attempt at gaining a better understanding of the overall production data processing environment.
Concluding remarks
The concepts and ideas of capacity planning may best be summarized by discussing how the process might be initiated and what the final product of a capacity planning effort might resemble. These concepts were developed from experiences with large data processing installations over the last four years.
Before a capacity planning effort is initiated, the people required to staff the project must be selected. The areas providing the principal input for the development of the capacity planning process are : Therefore, the people selected to initiate the project should have some experience in these areas because development of the capacity planning process requires close coordination with each area.
There are no hard and fast rules as to the number of people required to begin the process or even whether a specific group of people should be set aside to perform the function. In many cases to date, organizations have selected one or two people and established a new department called the Capacity Planning Department. One person is selected to head the project and assume primary responsibility for the department activities. The individuals chosen are experienced data processing professionals and have a strong background in at least two of the technical areas cited above. This means the capacity planning group will begin with knowledgeable people able to provide a good interface to operations, systems, and applications departments.
As to whether one or two people are required, it seems that operations and systems or operations and applications expertise is required, which would imply that two would be the most reasonable requirement. Also, two people would give protection to the project as well as continuity if either person had to leave. The size of the account and data processing staff might dictate that only one full-time person is available. With the proper consultation, having one person initiate the capacity planning efforts is not unreasonable. This part of the process is concerned with understanding the current capacity planning efforts and developing a plan for enhancement or a new development. As the plans begin to be implemented, the capacity planning department will probably require additional people. But during the time plans are being developed, personnel needs may be outlined.
To initiate capacity planning in a data processing environment, several key items (Table 5 ) must be considered. Implementation of the capacity planning process requires a major commitment on 1. Secure upper management commitment to the capacity planning project.
2.
Understand management organizational structure and its impact on the development of a capacity planning program.
3.
Outline in detail current capacity planning functions and the reporting processes.
4.
Account for as much CPU usage as possible by subsystem (batch, TSO, IMS, etc.) as well as by major application area within each subsystem.
.
Establish specific user service objectives (response and turnaround times).
6. Perform some type of initial performance analysis and forecasting.
7. Define parameters for quantifying natural load growth for each application area in terms directly related to the values established in 4 above.
8.
Define parameters for quantifying new applications for each area in terms directly related to the values established in 4 above.
9. Define a procedure for tracking performance on a continuing basis.
IO. Establish report formats and define the required tools for implementing items 4, 5 , 6, 7, and 8 above.
eration and coordination required among various departments (operations, systems, application development, users) to effectively develop a program will happen only if each department sees capacity planning as a major management commitment. Also, if these departments and management responsibilities are at separate locations or in different line organizations (divisional versus corporate), development of the capacity planning process may require a more complex structure than would be necessary if this separation was not present. Upper management must see that the right talent (people), hardware, and software are provided to implement the process. The capacity planning process must be installed and managed by the data processing installation. Consultation can be very helpful, but the task of implementation sits squarely on the shoulders of the data processing organization.
As a final product, capacity planning must be viewed as much more than a data gathering and performance prediction exercise. The process should be viewed as an integration of the following components: example of a systematic approach to ongoing capacity planning is outlined in Figure 11 . It is the user community that drives the data processing installation. As shown in Figure 11 , the user workload would be forecast in Natural Business Units (NBUS), such as the number of new accounts, number of invoices, etc. This forecast is the input to a process designed to convert NBUS into Data Processing Units (DPUS), such as transactions per second, jobs per hour, earliest start time, latest end time, etc.
The process of selecting NBUs and converting them to DPUs and using the results for capacity planning is still very much an "art." For example, experience has shown the best approach for implementing such a process is by trial and error. By analysis and elimination, select those NBUS that appear to be the dominant ones (those NBUS that account for the major portion of the data processing workload). Then implement a plan for tracking the performance of the NBUs (current volumes as well as growth) against the DPU performance. If certain selected units do not appear to be dominant (DPUS are not tracking in any reasonable way with the NBUS), reassess your environment and make other selections. So much of the capacity planning process depends on "try it," "track it," and "change it." If, as shown in Figure 11 , it is assumed that the forecast process is adequate and NBUs can be reasonably converted into DPUS, current data as well as growth factors over time are input to the data base.
