Global patterns of diapycnal mixing from measurements of the turbulent dissipation rate by Waterhouse, Amy F. et al.
Global Patterns of Diapycnal Mixing from Measurements of the Turbulent
Dissipation Rate
AMY F. WATERHOUSE,* JENNIFER A. MACKINNON,* JONATHAN D. NASH,1MATTHEW H. ALFORD,#
ERIC KUNZE,# HARPER L. SIMMONS,@ KURT L. POLZIN,& LOUIS C. ST. LAURENT,& OLIVER M. SUN,&
ROBERT PINKEL,* LYNNE D. TALLEY,* CAITLIN B. WHALEN,* TYCHO N. HUUSSEN,*
GLENN S. CARTER,** ILKER FER,11 STEPHANIE WATERMAN,##,@@
ALBERTO C. NAVEIRA GARABATO,&& THOMAS B. SANFORD,# AND CRAIG M. LEE#
* Scripps Institution of Oceanography, University of California, San Diego, La Jolla, California
1College of Oceanic and Atmospheric Sciences, Oregon State University, Corvallis, Oregon
#Applied Physics Laboratory and School of Oceanography, University of Washington, Seattle, Washington
@University of Alaska Fairbanks, Fairbanks, Alaska
&Department of Physical Oceanography, Woods Hole Oceanographic Institution, Woods Hole, Massachusetts
** Department of Oceanography, University of Hawai‘i at Manoa, Honolulu, Hawaii
11Geophysical Institute, University of Bergen, Bergen, Norway
##Department of Earth, Ocean and Atmospheric Sciences, University of British Columbia, Vancouver, British Columbia
&&National Oceanography Centre, University of Southampton, Southampton, United Kingdom
(Manuscript received 15 May 2013, in final form 2 April 2014)
ABSTRACT
The authors present inferences of diapycnal diffusivity from a compilation of over 5200 microstructure
profiles. As microstructure observations are sparse, these are supplemented with indirect measurements of
mixing obtained from (i) Thorpe-scale overturns frommoored profilers, a finescale parameterization applied to
(ii) shipboard observations of upper-ocean shear, (iii) strain as measured by profiling floats, and (iv) shear and
strain from full-depth lowered acoustic Doppler current profilers (LADCP) andCTDprofiles. Vertical profiles
of the turbulent dissipation rate are bottom enhanced over rough topography and abrupt, isolated ridges. The
geography of depth-integrated dissipation rate shows spatial variability related to internal wave generation,
suggesting one direct energy pathway to turbulence. The global-averaged diapycnal diffusivity below 1000-m
depth isO(1024)m2 s21 and above 1000-m depth isO(1025)m2 s21. The compiled microstructure observations
sample a wide range of internal wave power inputs and topographic roughness, providing a dataset with which
to estimate a representative global-averaged dissipation rate and diffusivity. However, there is strong regional
variability in the ratio between local internal wave generation and local dissipation. In some regions, the depth-
integrated dissipation rate is comparable to the estimated power input into the local internal wave field. In a few
cases, more internal wave power is dissipated than locally generated, suggesting remote internal wave sources.
However, atmost locations the total power lost through turbulent dissipation is less than the input into the local
internal wave field. This suggests dissipation elsewhere, such as continental margins.
1. Introduction
Understanding diapycnal mixing in the global ocean
and how it is distributed is important, because diapycnal
diffusivity plays a primary role in the meridional over-
turning and heat budget of the ocean (Munk andWunsch
1998).Globally, 1–2 TWof diapycnalmixing is thought to
be needed to maintain the observed stratification (Munk
and Wunsch 1998; Wunsch and Ferrari 2004).
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The distribution of diapycnal mixing is extremely
patchy in space, varying with both depth and location
(Kunze et al. 2006; Whalen et al. 2012; MacKinnon et al.
2013b). Diapycnal mixing is often attributed to breaking
internal waves. Mixing has been observed to be en-
hanced in regions of elevated internal wave generation,
such as under storms (Dohan and Davis 2011) and near
rough topography (Polzin et al. 1997). Some fraction
of internal wave energy is lost due to wave breaking
locally near generation sites (Large and Crawford 1995;
Klymak et al. 2008; Alford et al. 2012). Internal waves
that are not dissipated locally propagate away, losing
energy to processes such as topographic scattering and
reflection (M€uller and Xu 1992) and nonlinear transfer
to smaller-scale waves that ultimately break (Polzin
2004b; MacKinnon et al. 2013a). Some of this energy is
channeled through the broadband internal wave field
(Polzin 2004a). Internal waves that do not lose power as
they propagate across the ocean basins may dissipate
when they crash onto continental margins (Nash et al.
2004, 2007; Zhao and Alford 2009; Legg 2014). A better
understanding of the relative proportion of internal
wave energy that dissipates locally (within a mode-1
internal wavelength) versus remotely is required to
predict the global geography of diapycnal mixing.
Diapycnal mixing in the deep ocean plays an impor-
tant role in the global meridional overturning circula-
tion, as downward buoyancy fluxes lighten both deep
and bottom waters. Global and basin-specific calcula-
tions suggest that an average diapycnal diffusivity
O(1024) m2 s21 is required in the abyssal ocean to explain
observed water mass transformation rates (Munk 1966;
Munk and Wunsch 1998; Lumpkin and Speer 2007;
Macdonald et al. 2009), whileO(1025) m2 s21 is required
in the main thermocline (Lumpkin and Speer 2007).
These values are roughly consistent with a variety of in-
verse models summarized in Wunsch and Ferrari (2004),
and the meridional overturning circulation as a whole
(Talley 2013). Below, we demonstrate that existing ob-
servations, though sparse and variable, are on average
consistent with the required predicted diffusivity.
The supply of internal wave energy into the ocean
comes primarily from two sources: winds acting on the
mixed layer generating near-inertial waves below (0.3–1.5
TW; Lueck andReid 1984; D’Asaro 1985, 1995; Large and
Crawford 1995; Watanabe and Hibiya 2002; Alford 2003;
Jiang et al. 2005; Plueddemann and Farrar 2006; Furuichi
et al. 2008; Rimac et al. 2013) and tidal flows over topog-
raphy (0.7–1.3 TW; Munk 1966; Baines 1982; Sj€oberg and
Stigebrandt 1992; Munk and Wunsch 1998; Egbert and
Ray 2000; Nycander 2005; Garrett and Kunze 2007). Me-
soscale flow over rough topography generates internal lee
waves (Nikurashin and Ferrari 2011;Melet et al. 2014), but
we will not include lee-wave generation as it remains less
well understood, under observed, and a weaker power
source (0.2 TW; Nikurashin and Ferrari 2011).
In this work, we have compiled a set of turbulent mixing
data, withmeasurements taken in diverse oceanic regimes,
including midocean ridges, isolated abrupt ridges, and the
quiet ocean interior. The goals of this work are to (i)
quantify bulk statistical properties of the complete dataset,
including average deep-ocean diffusivity, and (ii) in-
vestigate whether the distribution of the observed mix-
ing rate can, in conjunction with our understanding of
the geography of internal wave generation and propa-
gation, yield insight into the distribution of internal
wave dissipation and the relation between internal wave
generation and dissipation.
We first discuss the patterns of diapycnal mixing, and
then relate global power sources for internal waves to
these observations. We then investigate how the obser-
vations fit between several conceptually idealized hy-
potheses. At one extreme, all of the power input to the
internal wave field could be dissipated locally, resulting
in a global map of depth-integrated dissipation that is
identical to the global map of internal wave generation.
In a second scenario, a fraction of power input is dissi-
pated locally, and the rest dissipates in the ocean interior
as low-mode waves propagate through ocean basins.
The final scenario is that low-mode wave energy prop-
agates freely across entire ocean basins to dissipate only
where waves encounter continental slopes and shelves.
We will show that the observations vary regionally be-
tween these scenarios, depending on the character of
local power input and topography.
2. Data
Direct measurements of the turbulent kinetic energy
dissipation rate  have beenmade by a number of groups
deploying microstructure profilers that measure micro-
scale shear (Table 1). St. Laurent and Simmons (2006)
compiled microstructure observations with a similar
goal of calculating global-averaged diffusivities. Here,
we add the datasets from the Pacific Equatorial Ocean
Dynamics (PEQUOD), FLUX91, Coupled Ocean–
Atmosphere Response Experiment (COARE), Faroe
Bank Channel, GRAVILUCK, Larval Dispersal on the
Deep East Pacific Rise (LADDER), Tongue of the
Ocean (TOTO), SouthernOcean Fine structure (SOFine),
Weddell Sea, Diapycnal and Isopycnal Mixing Experi-
ment in the Southern Ocean (DIMES), Experiment on
Internal Tidal Scattering (EXITS), Samoan Passage
Abyssal Mixing (SPAM), Mixing in the Equatorial
Thermocline (MIXET), and GEOTRACES (Table 1).
For experiments that are known to span different
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regimes, data were subdivided. For example, Brazil Basin
Tracer Release Experiment (BBTRE) data were divided
into smooth (west of 288W) versus rough topography
(east of 288W). GEOTRACES profiles from along 408S
in the Argentine Basin were divided between those over
the Mid-Atlantic Ridge and west of 198W. EXITS data
were subdivided between over the steep Line Islands
chain and the nearby abyssal region. Observations from
overflow regions [GRAVILUCK, below 2000-m depth;
SPAM(G. S. Carter 2013, unpublished data); FaroeBank
Channel, Fer et al. (2010); Weddell Sea (I. Fer 2013,
unpublished data)] are included in our qualitative de-
scription of global mixing patterns but not considered in
the calculation of global-averaged diffusivities and the
more quantitative discussion of sections 3c–e, because
overflows differ from the internal wave generation and
breaking that are the focus here.
Other historical observations of diapycnal diffusivity,
compiled in Gregg (1998), have been procured from
published literature (Osborn 1978, 1980; Lueck et al.
1983; Lueck and Osborn 1985, 1986; Gregg et al. 1986;
Lueck 1988; Gregg 1989; Wesson and Gregg 1994; Polzin
et al. 1996). Average diffusivities from these historical
measurements, while consistent with more recent ob-
servations, are presented for reference only (Fig. 1) and
are not used in subsequent calculations as vertical pro-
files are no longer available. Observations from the
Arctic Ocean, which has a different internal wave re-
gime (Levine et al. 1987; D’Asaro and Morehead 1991;
Wijesekera et al. 1993; Pinkel 2005) and occupies a small
volume of the World Ocean, are not considered.
The dissipation rate in an isotropic turbulence field
can be expressed as
5 7:5n

›u
›z
2
(m2 s23) , (1)
where n is the viscosity of water, and ›u/›z is the velocity
shear resolved to dissipative scales (n3/)1/4 (Thorpe
2007). Velocity shear is measured with free-falling mi-
crostructure profilers (Osborn and Crawford 1980;
Lueck et al. 1997; Gregg 1999) or towed bodies (Moum
et al. 2002) with airfoil probes that measure high-
frequency velocity fluctuations. As small-scale velocity
gradients are not fully resolved by most instruments,
spectral estimates of spatial gradients of velocity are fit
to a known universal model spectrum (Nasmyth 1970),
which is then integrated to calculate  (Oakey 1982;
Wesson and Gregg 1994). Diffusivity K is related to the
dissipation rate through a dissipation flux coefficient G
K5G/N
2
(m2 s21) , (2)
(Moum 1996a) whereN is the depth-averaged buoyancy
frequency and G is taken to be 0.2 (Osborn 1980), al-
though known to vary (St. Laurent and Schmitt 1999).
Only microstructure observations below the mixed-layer
depth (MLD) are included. The MLD is identified using
a cutoff at a density difference of 0.03kgm23 or a tem-
perature difference of 0.28C from its value at 10dbar
(Holte and Talley 2009). Stratification N is calculated for
each profile using the method of adiabatic leveling (Bray
and Fofonoff 1981). Average profiles of turbulent dissi-
pation rate and diffusivity are binned into 150-m intervals.
Moored profilers provide near–full water column pro-
files of density from which the dissipation rate can be
calculated from density overturns (Thorpe 1977; Dillon
1982; Crawford 1986; Ferron et al. 1998; Alford et al. 2006;
Alford 2010). These profilers have been deployed (Fig.
1a) near Mendocino Escarpment, Monterey Submarine
Canyon, Oregon slope, Hawaii [Internal Waves Across
the Pacific (IWAP); Hawaii Ocean Mixing Experiment
(HOME)], Taiwan [InternalWaves in Straits Experiment
(IWISE)], Philippines [Philippines Strait Dynamics Ex-
periment (PHILEX)], and the South China Sea.
Other indirect estimates of diffusivity are derived
from application of a finescale parameterization to mea-
surements of shear and strain (Gregg 1989; Gregg and
Kunze 1991; Polzin et al. 1995; Gregg et al. 2003). Many of
the diffusivity inferences in Figs. 1a and 1b are from pre-
viously published work in which diffusivity was inferred
from lowered acoustic Doppler current profilers (LADCP)
and CTD profiles (Kunze et al. 2006; Huussen et al. 2012).
To these observations, we add unpublished estimates
of finescale-inferred diffusivity using velocity observa-
tions from the 50-kHz Hydrographic Doppler Sonar
System (HDSS) aboard the Research Vessel (R/V)
Revelle during 2008–12 to 1000-m depth. Using the
finescale parameterization, diffusivity from shipboard
sonar can be inferred (MacKinnon et al. 2013a) by relating
the variance of the buoyancy frequency-normalized
shear hV2zi/N2 normalized by the Garrett–Munk (GM)
spectra shear variance (Gregg et al. 2003), where angle
brackets denote integration over internal wave scales.
Buoyancy frequency from the World Ocean Circulation
Experiment (WOCE) Global Hydrographic Climatology
(Gouretski and Koltermann 2004) is used to normalize
the observed shear spectrum. The spectrum of cross-ship
shear from the shipboard sonar (Pinkel 2012) is integrated
up to 0.01 cpm21, and the diffusivity is calculated as
K5K0
N2
N20
hV2z i2
GMhV2z i2
h(Rv)L

f
N

(m2 s21) (3)
(Gregg et al. 2003), whereK05 0.053 10
24m2 s21,N05
5.24 3 103 rad s21, GM(hV2z i/N20) is the normalized shear
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variance from the GM model spectrum (Munk 1981;
Gregg and Kunze 1991), h(Rv) is a function related to
the shear-to-strain variance ratio, f is the Coriolis fre-
quency, andL(f /N) is a function expressing the latitudinal
dependence. In this case, a constant Rv 5 7 (Kunze et al.
2006) is used.
Strain-based upper-ocean diffusivities spanning 250–
2000-m depth are inferred from over 200000 Argo float
profiles, also through the finescale parameterization using
Rv 5 3 (Whalen et al. 2012). The function analogous to h
(Rv) will be a factor of 2 smaller than those forRv5 7 used
here (Kunze et al. 2006) and are only presented in Fig. 1a
as a comparison to the microstructure observations.
3. Global patterns and averages of diffusivity and
power input
a. Diapycnal diffusivity: Global patterns
In general, the compiled data (Fig. 1) show elevated
diffusivities associated with more complex topography,
consistent with patterns presented byDecloedt andLuther
(2010) and Whalen et al. (2012). Inferred estimates from
HDSS shear show elevated diffusivities in the upper
1000m of the water column on the western side of the
Indian Ocean, particularly over the Southwest Indian
Ridge, with levels in agreement with Kunze et al. (2006)
(Fig. 1a). The eastern portion of the Indian Ocean has
lower diffusivity (K; 1026m2 s21). A transect from South
Africa to the United States shows elevated diffusivities
over the Mid-Atlantic Ridge, decreasing away from to-
pography as found by Polzin et al. (1997) in the Brazil
Basin. As previously documented with other observa-
tions, the South China Sea (Alford et al. 2011) and
Hawaiian Ridge (Klymak et al. 2006) both have diffu-
sivities as high asK; 1023m2 s21. Elevated diffusivities
are also found south of Australia and in the Southern
Ocean east of South America (Heywood et al. 2002).
Equatorial regions also show enhanced diffusivity,
which has been linked to diurnal deep-cycle turbulence,
tropical instability waves, and instabilities of the Equa-
torial Undercurrent (Moum et al. 2009), processes that
are likely confined to the upper ocean. Finescale diffu-
sivity parameterizations based on internal wave dy-
namics may not be appropriate in such situations, but
are presented for comparison with direct microstructure
measurements (Figs. 1, 3, 6; note that Figs. 3 and 6 are
described in greater detail below). Areas of enhanced
diffusivities have also been linked to increased eddy
kinetic energy (Whalen et al. 2012), but this is not con-
sidered here because themagnitude and processes through
which eddy kinetic energy is made available to small-scale
turbulence are unclear.
b. Diapycnal diffusivity: Global averages
Depth-averaged diffusivities are calculated over three
depth ranges (from MLD to 1000-m depth, from MLD
to the bottom, and from 1000-m depth to the bottom)
from the project-averaged microstructure diffusivity
profiles. These depth ranges are chosen to cover (i) the
upper ocean (where the majority of microstructure
profiles have been collected) and (ii) below 1000-m
depth, where inverse bulk budgets suggest the average
diffusivity is enhanced (Lumpkin and Speer 2007). Each
project-averaged profile was given equal weight in the
calculation of global averages. Overflow observations
[GRAVILUCK (below 2000m), SPAM, Faroe Bank
and Weddell Sea] were not included. Specific projects
used to calculate depth-averaged diffusivities within the
particular depth ranges are listed in Table 2. Average
diffusivities presented here are based only on micro-
structure data as these proved the most accurate esti-
mates of the small scales at which turbulent dissipation
occurs. Global estimates of diffusivity based on the fi-
nescale parameterization are presented in Kunze et al.
(2006) and Whalen et al. (2012).
Average (upper and lower 95% bootstrap confidence
limits) diffusivities are 0.3 (0.2–0.4) 3 1024m2 s21 for the
upper 1000-m from 21 project-averaged profiles. Average
diffusivity K for the full water column (from MLD to
bottom) is an order of magnitude larger at 3.3 (0.228.6)3
1024m2 s21 from 17 project-averaged profiles, while the
average abyssalK (below 1000-mdepth) is 4.3 (0.4–11.5)3
1024m2 s21 from 17 project-averaged profiles.
c. Total global power input
Patterns of turbulent dissipation are compared to in-
ternal wave generation from winds and tides because in-
ternal wave breaking is thought to be responsible for most
turbulent dissipation in the ocean interior. These two
sources of power have distinct global patterns (Figs. 2a,b).
Estimates of tidal conversion and wind generation are
calculated from simulations using an isopycnal, eddy-
resolving, global internal wave Generalized Ocean Layer
Dynamics model (GOLD; http://www.gfdl.noaa.gov/
ocean-model) on a 1/88 Mercator projection, such that
the resolution is 1/88 3 1/88 at the equator (approximately
14km3 14km), telescoping to 7km3 7km at 608 latitude.
The 3-hourly and 0.58-resolution Navy Operational Global
Atmospheric Prediction System (NOGAPS; Hogan and
Rosmond 1991;Rosmond 1992; e.g., Simmons et al. 2004b)
winds are used (Simmons and Alford 2012).
The tide has long been argued to be the strongest
power source for internal waves (Munk and Wunsch
1998; MacKinnon et al. 2013b). Conversion from baro-
tropic to baroclinic tide is based on a decomposition of
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the barotropic and baroclinic energy equations (Simmons
et al. 2004a). This calculation only accounts for linear con-
version and slightly underestimates it due to inadequate
resolution of bottom roughness (Simmons et al. 2004a), but
produces results similar to other similarly hampered con-
version estimates (Kurapov et al. 2003; Kelly et al. 2010).
The average semidiurnal tidal conversion (during January;
limited to 1month due to computational constraints) shows
the expected elevated levels along midocean ridges and
topographic features (Fig. 2a). Globally, barotropic to
baroclinic tidal conversion between 608N and 608S is 1.5
TW, where 1.1 TW of the total conversion is below 500-m
depth. While this power input has a factor of 2 uncertainty
associated with its calculation, this estimate is within a fac-
tor of 2 of the 0.7–1.3-TW range of previous semidiurnal
tide estimates (Sj€oberg and Stigebrandt 1992; Munk and
Wunsch 1998; Egbert and Ray 2001; Nycander 2005).
The character and strength of internal tide generation
can be subdivided into three different topographic re-
gimes, depending on depth, bottom slope, and internal
wave ray slope (St. Laurent andGarrett 2002; St. Laurent
et al. 2003; Garrett and Kunze 2007). These define 1)
smooth topography; 2) abrupt, isolated ridges [h/H ; 1,
where h is the topographic height andH the water depth,
and s/a $ 1 with s as the bottom slope and a as the in-
ternal wave ray slope (St. Laurent et al. 2003)]; and 3)
rough topography with smaller ridges (h/H  1) and
abyssal hills [s/a  1 as treated by Bell (1975)]. An
analysis of mixing rates corresponding to each of these
topographic regimes is presented in subsequent sections.
The majority of the total global wind power input
(;60 TW; Wang and Huang 2004) generates surface
waves and mixed layer turbulence. Between 0.3 and 1.5
TW goes into mixed layer inertial oscillations (Alford
2001; Watanabe and Hibiya 2002; Alford 2003; Jiang
et al. 2005; Furuichi et al. 2008; Rimac et al. 2013). The
range is large because of the sensitivity of the calculation
to the wind product used (Jiang et al. 2005). Many of
these estimates come from treating the mixed layer as a
uniform slab (D’Asaro 1985). Plueddemann and Farrar
(2006) have pointed out that slab models may over-
estimate true near-inertial wind work because they do
not account for dissipation andmixing at themixed layer
base at the onset of near-inertial events. Because direct
estimates are rare, only a handful of comparisons have
beenmade, with the ratio of slabmodel windwork to the
total ranging from no bias (Alford et al. 2012) to 2–4
(Plueddemann and Farrar 2006). Of the total input to
mixed layer inertial motions, an uncertain fraction ra-
diates away as low-mode near-inertial waves (Large and
Crawford 1995; Alford 2003; Alford et al. 2012). The
remainder dissipates locally through shear instability or
relatively local breaking of high-mode near-inertial
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waves. Here, power input from the winds is computed as
t  u, where t is the wind stress from NOGAPS winds
and u is the high-pass-filtered sea surface velocity from
the GOLD simulation (Simmons and Alford 2012).
Wind power input is strongest near midlatitude storm
tracks (Fig. 2b). In the model used here, the total global
power input from the winds to near-inertial lowmodes is
0.3 TW between 608N and 608S (with a factor of 2 un-
certainty associated with this calculation) at the lower
end of previous estimates.
Though the estimated total magnitude of power input
from both wind- and tide-generated internal waves has
considerable range in the literature, the patterns for
both are fairly consistent between different estimates.
These patterns will be compared with the observed
distribution of turbulent dissipation below. The sum of
the expected source terms (winds and tides; Fig. 2c) is
used to investigate how the spatial patterns of internal
wave energy sources relate to the spatial variability of
mixing observed.
d. Comparison of power input to observed integrated
dissipation rates
In a steady ocean, energy conversion describing the
total internal wave dissipation D(x) is
D(x)5 S(x)2$  F(x) , (4)
where S(x) is the internal wave generation source term
(from winds and tides), and $  F(x) is the internal wave
energy–flux divergence (M€uller and Olbers 1975; Polzin
2004a).
The total dissipation rate in the water column D(x)
includes both the depth-integrated turbulent kinetic
energy dissipation rate total and buoyancy flux JB:
D(x)5 total1 JB , (5)
5

(12G)
. (6)
FIG. 1. Depth-averaged diffusivity K from (a) the upper ocean (from MLD to 1000-m depth) and (b) the full water column. The
background diffusivitymap in (a) comes from the strain-based inferences of diffusivity fromArgo floats (Whalen et al. 2012). (c) Compiled
observations of mixing measurements with blue and green squares and diamonds denoting microstructure measurements. Green rep-
resents full-depth profiles, while blue denotes microstructure profiles. Purple circles represent inferred diffusivity from a finescale pa-
rameterization using LADCP/CTD profiles [dark purple, Kunze et al. (2006); medium purple, Huussen et al. (2012)] andHDSS shipboard
shear (light orange). Dark orange circles are diffusivities from density overturns in moored profiles.
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Variable  is the observed depth-integrated turbulent
dissipation rate and (1 2 G) is the energy presumed lost
to irreversible mixing (Munk andWunsch 1998;Wunsch
and Ferrari 2004). Here, we take G 5 0.2 (Osborn 1980).
The average total dissipation D is compared to the
average power input from wind and tides in 18 3 18
squares centered around the location of the microstruc-
ture observations (Fig. 3). Errors associated with either
TABLE 2. Average diffusivity K (m2 s21) from the upper-ocean (from the MLD to 1000-m depth), full-depth microstructure profiles
(fromMLD to the bottom) and deeper ocean (from 1000-m depth to the bottom). Diffusivities in the parentheses are the upper and lower
bounds of the 95% bootstrap confidence intervals. Projects included in the averages are listed and described in Table 1.
Depth range K (m2 s21) Projects included in average
Full depth From MLD to bottom 3.3 (0.2–8.6) 3 1024 WESPAC, GEOTRACES (smooth and rough),
Fieberling, NATRE, BBTRE (smooth and rough),
HOME, GRAVILUCK (above 2000m), LADDER,
TOTO, SOFine, DIMES (DP and West), EXITS (ridge
and abyssal), and MIXET
Upper ocean From MLD to 1000-m depth 0.3 (0.2–0.4) 3 1024 PEQUOD, PATCHEX, FLUX91, COARE, WESPAC,
GEOTRACES (smooth and rough), Fieberling, NATRE,
BBTRE (smooth and rough), HOME, GRAVILUCK
(above 2000m), LADDER, TOTO, SOFine, DIMES
(DP and West),
EXITS (ridge and abyssal), and MIXET
Deeper ocean From 1000-m depth to bottom 4.3 (0.4–11.5) 3 1024 WESPAC, GEOTRACES (smooth and rough), Fieberling,
NATRE, BBTRE (smooth and rough), HOME,
GRAVILUCK (above 2000m), LADDER, TOTO, SOFine,
DIMES (DP and West), EXITS (ridge and abyssal),
and MIXET
FIG. 2. Source terms for the power input to the oceanic internal wave field plotted as log10 (Wm
22). The combined source terms from
the (a) tides and (b) winds give (c) the total source map. Total power (TW) is noted in the bottom-right corner of each source map. Other
sources, for example, geostrophic flow conversion to lee waves (Nikurashin and Ferrari 2011), are not considered here.
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tidal or wind power inputs, or observed dissipations, are
about a factor of 2. For points falling on the 1:1 ratio line
in Fig. 3, an equal amount of power is converted into in-
ternal waves as turbulently dissipated, suggesting possible
local balance. Essentially, D(x)’ S(x) [(4)], though en-
ergy influx fromneighboring regions can also contribute to
local dissipation. Below the 1:1 ratio line, sources of power
input to the internal wave field exceeds local dissipation,
suggesting a divergent energy flux F(x) as waves prop-
agate away. The ratio between the power dissipated to
power input qratio represents an upper bound on the
amount of local dissipation at a given location and may
be greater than 1 in regions where remotely incident
sources are dissipated within the observation region.
The conclusions reached here are relatively insensitive
to the averaging box for 0.58 3 0.58 to 48 3 48.
The points in Fig. 3 are mostly on or below the 1:1 ratio
line, representing a wide range of dynamical scenarios.
The percentage of energy dissipated locally versus re-
motely is expected to vary considerably among datasets. In
some places, such as over the rough topography of the
eastern Brazil Basin [BBTRE (rough)], a local balance
between generation and dissipation is suggested (Polzin
2004b; O. M. Sun et al. 2014, unpublished manuscript).
Consistent with this interpretation, the BBTRE (rough)
point in Fig. 3 falls on the 1:1 ratio line. In other places [e.g.
EXITS (ridge)], waves generated at tall, steep topogra-
phy may radiate away, but other waves that are incident
from elsewhere (the Hawaiian Ridge, in this case) break
on this ridge (Johnston et al. 2003), resulting in a point
also appearing on the 1:1 line, but not because of a local
balance.
Observations lying along or slightly above the ratio
representing 20% local dissipation of power input
[DIMES-West, DIMES-Drake Passage (DP), SOFine,
GEOTRACES (rough), and LADDER] indicate that
most of the internal wave energy generated at these sites
escapes to dissipate elsewhere. Previous work by Klymak
et al. (2006) estimated that less than 20% of the internal
tide generated at the Hawaiian Ridge (HOME) is dis-
sipated locally. Finescale parameterization–integrated
dissipation rates (Kunze et al. 2006; Huussen et al. 2012)
FIG. 3. Total power input (Wm22) from Fig. 2c compared to project-averaged observed total
dissipation D (Wm22) from both microstructure measurements (right-hand legend) and the
finescale inferences (Kunze et al. 2006; Huussen et al. 2012; orange diamonds and circles).
BBTRE and GEOTRACES data are grouped by profiles collected over smooth and rough
topography. Black diagonals represent 100% (1.8 TW, 1:1 ratio; solid) and 20% (0.36 TW, 20%
dissipation of total power input; dashed) of the total power input. Gray shaded regions rep-
resent the factor of 2 uncertainty associated with the estimated power input. Note that IWAP
observations are calculated using a finescale parameterization applied to shear and strain from
six moored profilers over 80- and 1000-m depth (MacKinnon et al. 2013a), extrapolated to the
bottom using profiles of buoyancy frequency fromWOCE Global Hydrographic Climatology.
Error bars onmicrostructure observations are based on 95%bootstrapped confidence intervals
for both the observed D and power input. Datasets with only a single average profile have no
associated bootstrapped error bars (MIXET and EXITS).
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are also included in Fig. 3, separated by the latitudinal
band. They fall below the 1:1 ratio line, consistent with
microstructure observations.
All but one set of microstructure observations
(HOME) are above the ratio corresponding to 20% of
the power input to internal waves, suggesting that, away
from abrupt ridges that are efficient generators of low-
mode internal waves, at most 20% of the local energy
input may be locally dissipated (St. Laurent and Nash
2004).
In general, most observations of depth-integrated
dissipation fall below the 1:1 ratio line, suggesting that
a portion of the power input to the internal wave field is
lost to radiation at most sites. Consider the three hy-
potheses laid out at the end of section 1. The first sce-
nario, where all of the local power input is dissipated
locally, would manifest as points on the 1:1 line, which is
observed in some locations but not globally. The second
scenario, where radiated power is dissipated in the basin
interior, would suggest that an equal number of points
would be found above and below the 1:1 line. In other
words, we would expect to see some locations where in-
ternal waves were generated but not entirely dissipated
(e.g., the Hawaiian Ridge), but other locations where
there was not strong local generation but dissipation of
low-mode waves arriving from elsewhere. IWAP and
EXITS datasets are both examples of this situation.
However, overall there is not an equal distribution of
points above and below the 1:1 ratio line, but more points
below the line. This suggests that the third scenario may
be the most common where some percentage of the
generated energy is not dissipating in the ocean basin in-
terior, but at basin margins. Quantitatively, an average of
the points presented in Fig. 3 suggests 69% of the power
input is dissipated in the basin interior. Uncertainties and
implications will be discussed further in section 4.
e. Comparison of individual sources to observed
integrated dissipation rates
In this section, internal tide and wind power sources are
separately compared to the integrated dissipation rates to
determine their relative importance to observed diapycnal
mixing. Although both internal tide and wind sources are
used in this comparison, only correlation between micro-
structure observations and internal tide sources proves
robust, dominating over wind in all but one dataset. By
comparing observed total dissipationD to the anticipated
power input from each source individually, regional vari-
ability of the relative importance of each source within
the different sets of microstructure observations is ap-
parent (Fig. 4). For each microstructure observation
presented in Fig. 4, the power from each source was
obtained in a surrounding 18 3 18 box. For all micro-
structure observations except EXITS and MIXET
(where project-averaged observations are plotted), esti-
mates of D from individual microstructure profiles are
plotted to display the variability within each dataset. The
1:1 ratio in Fig. 4 is similar to that in Fig. 3, but only in-
cludes a single source (internal tides or winds).
Both among and within many datasets, there is a corre-
lation between internal tide power input and local dissi-
pation. Several individual observations in the panel
displaying the tidal input (Fig. 4a) follow the slope of the
1:1 ratio line [BBTRE (rough) and the North Atlantic
Tracer Release Experiment (NATRE) with the lowest
mean square error of the 1:1 fit]. In BBTRE (rough), ob-
servedD fall on the 1:1 ratio over two orders of magnitude
(from 1024 to 1022Wm22), consistent with a balance
FIG. 4. Relationship between observed total dissipation D and (a) internal tide and (b) wind power. Individual
profiles are plotted except for MIXET and EXITS, where the project-averaged depth-integrated dissipation is
plotted. Black dashed lines in each figure represent the 1:1 ratio, indicative of regions where the power into the
internal wave field is equal to the amount dissipated. Gray shaded regions represent the factor of 2 uncertainty
associated with the estimated power input.
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between tidally generated sources and local dissipation
over the full range of tidal power input. DIMES-West,
a region dominated by wind power input, is at the lowest
end of tidal generation and is mostly above the 1:1 line.
A correlation between wind power input into near-
inertial waves and dissipation is not as clear (Fig. 4b).
Though SOFine, GEOTRACES (rough and smooth),
DIMES-West, and DIMES-DP have strong wind inputs,
only in DIMES-West and GEOTRACES (smooth) does
wind power input exceed tidal. GOLD was run during
a year not associatedwith any of the observations, and near-
inertial wind forcing is intermittent (D’Asaro 1985), so
a good correlation between the observed dissipation rates
and annual-mean wind power input is not expected. In
addition, microstructure observations are typically not col-
lected during strong wind forcing due to ship and sampling
constraints. Many of the observed total dissipation rates lie
above the 1:1 ratio (Fig. 4b), indicating that dissipation is
driven by tidal forcing, lee wave, or energy fluxes from the
neighboring ocean rather than wind forcing.
Because total dissipation varies regionally, the next step
is determining howwell this compilation of microstructure
observations describes mixing variability in the ocean.
f. Robustness of the global microstructure dataset:
How well have we sampled the ocean?
Common concerns regarding microstructure averages
of mixing are (i) the extreme sparseness of the data and
(ii) the observed variability spanning four orders of
magnitude. Here, we follow Huussen et al. (2012) to
assess how well sampled the microstructure data are, by
comparing the locations of existing data to global dis-
tributions of power input into internal waves from wind
and tides (Fig. 5). We also consider the global map of
topographic roughness, which has been repeatedly linked
to enhanced turbulent mixing somewhat independently
FIG. 5. Histograms of the (a) distribution of topographic roughness variance from global bathymetry and the total
power input to the internal wave field from the (b) internal tide and (c) winds (annual mean), plotted as a percentage
of the total global domain. The global distribution of roughness variance, fromWhalen et al. (2012), is plotted in 20-m
bins. Total tidal and wind power histograms [(b) and (c)] have bins ranging from 4 3 1025 to 10 (Wm22) with a bin
size of 1026. The topography and power input from the compiled microstructure observations are noted in (a) as the
average roughness value from all profile stations and in (b) and (c) as the average power within a 18 3 18 box around
each of the profile stations. Global-mean values of roughness and power input and mean values where only mi-
crostructure measurements were made are noted.
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of the details of internal wave generation or destruction
(e.g., Decloedt and Luther 2010).
Roughness is defined as the variance of bathymetric
height obtained from 1-min resolution bathymetry
obtained from ship depth soundings (version 14.1; Smith
and Sandwell 1997), calculated in 30-km square regions
(Whalen et al. 2012). Multibeam bathymetry is required
to characterize the scales of topography relevant to in-
ternal tide–driven mixing (Kunze and Llewellyn-Smith
2004; Polzin 2004b), and 30-km square regions are at
an appropriate scale to resolve internal tide generation
(St. Laurent and Garrett 2002). Topographic roughness
variance is used here as a proxy for the types of topog-
raphy that characterize the locations of the microstruc-
ture datasets (Fig. 5a).Microstructure profiles spanmost
of the dynamic range of topographic roughness vari-
ability and bathymetric types including ridges and rough
and smooth topography.
Observations over abrupt isolated ridgelike features
include the Hawaiian Ridge (HOME), the crest of the
Mid-Atlantic Ridge (GRAVILUCK), Drake Passage
(DIMES-DP), Fieberling Guyot, and a ridge in the South
Pacific [EXITS (ridge)]. Typically, ridges have been
found to be strong internal tide generators with little
local dissipation (Althaus et al. 2003), as observed at the
Hawaiian Ridge (HOME; Fig. 3; Klymak et al. 2006).
Regions of rough topography are also well covered by
microstructure observations. BBTRE data were collected
on thewest side of theMid-Atlantic Ridge (as well as over
the smooth region west of the Mid-Atlantic Ridge) and
shows enhanced bottom dissipation rates over the rough
topography (Polzin et al. 1997). GEOTRACES (rough)
data come to the southern extent of the Mid-Atlantic
Ridge (and the smooth region east of the ridge), with
similarly enhanced near-bottom dissipation rates over
the rough topography of the ridge, decreasing to the east.
Observations over a fast-spreading ridge of the East Pa-
cific Rise (LADDER) show that topography results in
enhanced mixing due to both tidal and subinertial mod-
ulations (Thurnherr and St. Laurent 2011). SOFine
profiles are from the Kerguelen Plateau in the Southern
Ocean, where lee-wave generation by the geostrophic
flow is expected to be a significant influence (Waterman
et al. 2013a), as it is in Drake Passage (DIMES-DP;
Sheen et al. 2013). EXITS (abyssal) observations were
collected in an abyssal region away from a ridge, where
internal waves generated at the Hawaiian Ridge disap-
pear from satellite altimetry (Johnston et al. 2003).
Regions of smooth topography are associated with
weak mixing (Toole et al. 1994; Kunze and Sanford
1996). The NATRE study in the eastern North Atlantic
is characterized by minimal wind work but includes some
dissipation of internal waves generated elsewhere (Polzin
and Ferrari 2004; Polzin and Lvov 2011). DIMES-West
is from the Pacific side of Drake Passage where winds are
strong but steady, and therefore not resonant to the
generation of inertial oscillations, and dissipation rates
are weak (Ledwell et al. 2011). Unpublished observations
from the equatorial Pacific at 1568E (MIXET) provide
the first full-depth microstructure observations in a re-
gion of relatively smooth topography at the equator.
Globally, average internal tide power input is esti-
mated to be 0.9 3 1022Wm22, while the average in-
ternal tide power input from locations where we have
microstructure observations is 1.8 3 1022Wm22, a fac-
tor of 2 bias (Fig. 5b). Microstructure observations span
a range of tidal power inputs to the internalwave field and
are relatively well distributed, with a slight bias toward
higher tidal power inputs. HOME and GRAVILUCK
have the highest internal tide power input, while and
DIMES-West the lowest (Fig. 5b).
The global-averaged wind power input into low-mode
near-inertial waves is estimated to be 9.23 1024Wm22
while that from locations where there aremicrostructure
observations is 8.8 3 1024Wm22 (Fig. 5c). But as mi-
crostructure observations in regions where wind power
input is greater than tidal WESPAC power input is
sparse (section 3e), the compiled dataset has only par-
tially sampled the full range of the global distribution of
power input from the winds (Fig. 5c).
Globally, tidal power input to the internal wave field is
the dominant internal wave source considered here;
wind forcing is roughly one-third of the total power in-
put. As our sampling of the global distribution of wind
power input is not expected to result in a significant bias,
average K and  values estimated in Table 2 are not
expected to be biased, spanning the range of power
sources and bottom roughness values (uncertain by
a factor of 2).
Not included is the power input due to lee waves, as it
has been relatively undersampled but, globally, is
a weaker power source than both winds and tides at 0.2
TW (Nikurashin and Ferrari 2011;Melet et al. 2014).We
do, however, include several SouthernOcean sites in our
compilation where we expect this power source may be
significant, as well as observations from other locations
where lee waves are expected to be a potential source of
internal wave generation.
g. Depth structure of  and K
The complete set of compiled 150-m-binned vertical
profiles of dissipation rate  and diffusivity K is plotted as
project averages (Fig. 6). Both dissipation rate and diffu-
sivity range over four orders of magnitude.
Finescale-inferred diffusivity profiles (black lines in
Fig. 6b) show latitudinal dependence (Kunze et al. 2006).
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They span a similar range as the microstructure profiles
but fall short in locations where turbulence generation
processes other than the internal wave–wave interaction
cascade dominate such as hydraulic overflows (SPAM,
F€aroe Bank Channel, Weddell Sea, and GRAVILUCK),
internal tide (HOME and DIMES-DP), and lee-wave
generation (SOFine) sites, locations of near-critical re-
flection and on the equator (MIXET).
FIG. 6. All compiled vertical profiles of (a) dissipation rate (m2 s23) and (b) diffusivity (m2 s21) in 150-m vertical
bins. BBTRE and GEOTRACES data are grouped by those profiles collected over smooth and rough topography.
Profiles from Fig. 17a of Kunze et al. (2006) are included in (b) (black lines), showing the latitudinal dependence ofK
as calculated from application of a finescale parameterization.
1866 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 44
Binned by topographic regime (Fig. 7; section 3c), ver-
tical profiles of dissipation rate  and diffusivity K are en-
hanced by two orders of magnitude in the bottom 1500m
over abrupt ridges and rough topography compared to
smooth topography, as also found by Polzin et al. (1997),
Kunze et al. (2006), and Decloedt and Luther (2010).
Shallower than 1500m above bottom (mab), diffusivity
profiles converge more than dissipation rate due to
varying N2 above 1500mab.
4. Discussion and conclusions
We have compiled a global dataset of estimates
of turbulent dissipation rate  and diffusivity K from
direct microstructure measurements of microscale
shear and indirect estimates inferred from appli-
cation of a finescale parameterization and density
overturns. The observed depth-averaged diapycnal
diffusivity based on the microstructure observations is
FIG. 7. Vertical profiles of (a) dissipation rate (m2 s23) and (b) diffusivity (m2 s21) plotted as a function of height
above bottom from microstructure profiles with observations deeper than at least 2000m above the bottom. Profiles
are grouped into three types based on topography: smooth (red), rough (orange), and ridges (blue). Average profiles
of  and K from each of the three groupings are the thicker red, orange, and blue lines. BBTRE and GEOTRACES
data are grouped by those profiles collected over smooth and rough topography.
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O(1024)m2 s21 below 1000-m depth and O(1025)m2 s21
above (Table 2).
Our average diffusivities are similar to those pre-
sented in St. Laurent and Simmons (2006) based on
a subset of the microstructure data used here. Below
1000-m depth, our global-averaged abyssal diffusivity is
of the same order of magnitude as that based on a ver-
tical advective–diffusive balance (Munk 1966; Munk
and Wunsch 1998) to maintain abyssal stratification
given bottom-water formation rates. Regional hydro-
graphic inverse models infer diapycnal diffusivities of
similar magnitude to ours and also find bottom intensi-
fication [Naveira Garabato et al. (2003) and Macdonald
et al. (2009) for the Southern and Pacific Oceans, re-
spectively]. The inverse model from Lumpkin and Speer
(2007) was designed tominimize diapycnal mixing and is
the most appropriate hydrographic inverse model for
our global comparisons. Their global-averaged K be-
tween 328S and 488N is O(1024)m2 s21 in the abyss and
O(1025)m2 s21 in the pycnocline. The inverse model
diffusivities from Ganachaud andWunsch (2000) are an
order of magnitude higher than those inferred here.
Though sparse, the microstructure observations in our
compilation span a broad range of both energetic and
quiet locations based on anticipated tidal power inputs
(Fig. 5), resulting in estimates that should not be un-
reasonably biased. Underlying these global averages is
large variability, both laterally and vertically. Lateral
variations correlate with the expected internal wave
generation by tides spanning over four orders of mag-
nitude (Figs. 1, 2, 3, 6). Over rough or abrupt ridge to-
pography, the turbulent diffusivity is bottom enhanced
compared to smooth topography (Fig. 7).
Given that internal waves are thought to produce
most of the turbulence in the ocean interior, amajor goal
of this analysis is to compare microstructure-based tur-
bulent dissipation rates with the global magnitude and
patterns of the expected power inputs from winds and
tides. Even neglecting power input from dense overflows
and lee waves, and with a factor of 2 uncertainty, most
depth-integrated dissipation rates are either equal to or
less than estimated tidal and wind power (Fig. 3). For
example, over rough topography [e.g. BBTRE (rough)],
almost all the estimated power going into internal tide
generation appears to be dissipated locally (Fig. 3). In
contrast, at abrupt ridges (e.g., HOME), well over half
of the generated internal tide energy radiates away to
dissipate elsewhere. In situ and altimetric measurements
show that themajority of this energy goes into low-mode
internal waves that may propagate thousands of kilo-
meters (Zhao and Alford 2009; Dushaw et al. 2011).
Total power input to the internal wave field from tides
and winds is 1.8 TW, as estimated from GOLD. Given
that the preponderance of datasets has less local dissi-
pation than generation, a natural conclusion is that this
excess power is not dissipating in the basin interior.
Comparing the power input to the observed total dissi-
pation (Fig. 3) indicates that approximately 69% of total
power input is dissipated within the basin interior. If we
were to consider the data in Fig. 3 as representative, then
roughly 0.6 TW (31% of the total power input) is
available for dissipation on the continental slope (see,
e.g., Nash et al. 2004, 2007;Martini et al. 2011) or in shelf
slope canyons (see, e.g., Carter and Gregg 2002; Kunze
et al. 2012).
All current parameterizations for diapycnal diffusivity
consider only local internal wave–driven mixing (Melet
et al. 2013). New parameterizations are being developed
for global ocean models to take into account some, but
not all, of the observed variability in diapycnal diffu-
sivity (Polzin 2009; Jochum et al. 2013; Melet et al. 2013;
Olbers and Eden 2013). Continued efforts are necessary
to accurately forecast momentum and tracer distribu-
tions resulting from the combination of mixing from
both locally and remotely generated internal waves for
both the present and future climate.
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