INTRODUCTION
The study on the stability of dynamical systems goes back to 1868 when J.C. Maxwell studied the stability of the systems by linearizing the differential equations and checking the solutions of their characteristic polynomial (Maxwell, 1868) . In 1898, A.M. Lyapunov established his direct method which is a very general one based on the energy concept in Lagrange's preserved system (Lyapunov, 1898) . In addition, the construction procedures of the Lyapnov function were extensively studied by Krasovskii (Krasovski, 1954) , D.G. Schultz (Schultz and Gibson, 1962) , Zubov (Margolis and Vogt, 1963) , and VannelliVidyasagar (Vannelli and Vidyasagar, 1985) . But, it is still hard to find an appropriate Lyapunov function of nonlinear dynamical systems under consideration. On the other hand, the linearized stability analysis has been also utilized to study the stability of nonlinear dynamical systems, which uses the well known Routh and Hurwitz method (Barnett, 1983; Gantmacher, 1960) for the linearized nonlinear dynamical systems. But, these methods can only guarantee the locally asymptotical stability, in other words, the locally asymptotically stable region can not be obtained by the linearized method. This region is also hard to obtain even by Lyapunov direct method. Therefore, it has been highly required to develop a new stability analysis method which is easy to handle and can calculate the locally asymptotically stable region of the nonlinear dynamical systems at least approximately, if not exactly.
In this paper, a new stability analysis method is proposed in order to overcome the above mentioned problems using the higher order derivatives of Universal Learning Networks (ULNs) (Hirasawa et al., 2000b; Hirasawa et al., 2000a; Hirasawa et al., 2001) . The first point of the proposed method is to use the first order derivatives of ULNs to study whether the trajectory is locally asymptotically stable or not. The second point is that the ( n, ε ) locally asymptotically stable region, where asymptotical stability is secured approximately, is obtained.
UNIVERSAL LEARNING NETWORKS
In this section, the structure of ULNs is explained briefly (Hirasawa et al., 2000b; Hirasawa et al., 2000a; Hirasawa et al., 2001) . The purpose of ULNs is to provide a general framework for modeling and control of the complex systems widely found in the real world. It is generally recognized that any dynamical system can be described by using a set of related equations. Depending on prior knowledge available about the system, the equations may be fully known, partly known, or totally unknown. To model such dynamical systems, ULNs consisting of two kinds of element, nodes and branches, have been introduced.
Universal Learning Networks consist of a number of nodes and branches for inter-connecting the nodes. The nodes may have any continuously differentiable nonlinear functions in them, and each pair of nodes can be connected to each other by multiple branches with arbitrary time delays.
The generic equation that describes the behavior of ULNs is expressed as follows,
where h j (t) is the output value of node j at time t, r n (t) the value of nth external input variable at time t, λ m the value of mth parameter, f j the nonlinear function of node j, D ij (p) the time delay of pth branch from node i to node j, J the set of nodes {j}, JF (j) the set of nodes which are connected to node j, N the set of external input variables {n}, M the set of parameters {m}, B(i, j) the set of branches from node i to node j, T the discrete set of sampling instants.
The ULNs operate on a discrete-time basis. Each pair of nodes i and j may have multiple branches between them, i.e., set B(i, j) may contain more than one elements. Functions f j (·) that govern the operation of the nodes can be any continuously differentiable functions.
One of the distinguished points of ULNs is to calculate higher order derivatives of ULNs systematically and efficiently.
STABILITY ANALYSIS USING HIGHER ORDER DERIVATIVES OF ULNS

Definition of Asymptotical Stability
Whether the original trajectory of ULNs is stable or asymptotically stable is defined as follows.
• 
is the initial disturbance vector put to the original trajectory at time instant t 0 , ∆h(t, ∆h(t 0 ))
is the orbital change vector between the original trajectory and perturbed trajectory at time instant t caused by ∆h(t 0 ), and J is the set of suffixes of nodes(J is also used for denoting |J|).
Calculating Taylor expansion of the original trajectory, we can obtain ∆h(t, ∆h(t 0 )) as follows,
Therefore, as we can approximately calculate the deviation of the dynamical system caused by the initial change by using the higher order derivatives of ULNs, we can study the asymptotical stability of the systems approximately. This will be discussed later in more details.
Calculation of nth Order Derivatives of ULNs
Since the deviation of the trajectory can be calculated by
, then, in this section, how to calculate (t0) is described briefly. See references (Hirasawa et al., 2000b; Hirasawa et al., 2000a; Hirasawa et al., 2001 ) for more details.
Although higher order derivatives of ULNs can be calculated by both forward propagation and backward propagation, 2nd order derivatives calculation method by forward propagation is summarized here:
where JF (k) is the set of suffixes of nodes whose outputs are connected to node k, and B(j, k) is the set of branches from node j to node k. The initial values are set as follows,
Locally Asymptotical Stability of the Trajectory
From Eq.(3), we can see the deviation of the trajectory can be calculated by the higher order derivatives of ULNs, so, the locally asymptotical stability of the trajectory can be studied as follows using the first order derivatives of ULNs.
If lim
In this case the original trajectory is locally asymptotically stable.
Therefore, the perturbed trajectory approaches the original trajectory or diverges from it depending on the amount of initial disturbances.
This stability analysis is fundamentally the same as linearized stability analysis except that the first order derivatives are used in the proposed method in stead of the solutions of the characteristic equation.
(n, ε) Locally Asymptotically Stable Region of the Trajectory
We studied a new way to find the locally asymptotically stable region approximately where asymptotical stability is secured.
The idea of the proposed method is based on the fact that the locally asymptotically stable region can be obtained by calculating the region where the first order terms of the Taylor expansion of the trajectory mainly dominate the behavior of the trajectory rather than the higher order terms.
Therefore, the (n, ε) locally asymptotically stable region of the original trajectory, in other words, the maximum initial disturbance securing asymptotical stability is computed by eliminating the higher order terms which are greater than nth order in Taylor expansion of the trajectory and neglecting the terms from 2nd to nth order if their maximum absolute values are less than a small positive real number ε. The method is described in detail as follows:
Let us use the following notation,
then, the following inequality on the nth order terms of Taylor expansion holds. (8) is satisfied, i.e., if the maximum absolute values of the higher order terms from 2nd order to nth order are less than a small positive real number ε,
then, the maximum initial disturbance R will be
As a result, maximum R satisfying the following Eq.(10) could be regarded as the size of the locally asymptotically stable region.
NUMERICAL EXAMPLES
In this section, an application of the proposed stability analysis to an inverted pendulum system is presented, where it is designed by using a ULN.
Controlled System and Controller
The structure of the inverted pendulum is shown in Fig.1 . The bottom of the pole is hinged to a cart that travels along a finite length rail to its right or left. Both the cart and the pole can move only in the vertical plane; that is, each has only one degree of freedom. The horizontal position of the cart's center(in meter) and the angle of the pole from an upright position(in radian) are represented by r and θ, respectively. The only control action u is the output from a DC servo motor which makes the track of the cart to move toward its left or right.
The nonlinear inverted pendulum system is described as follows, 
where M is the mass of the cart and m is the mass of the pole, α the coefficient for transforming voltage to torque, F, c the friction factors for the cart and pole, respectively, l the length of the pole, J the moment of inertia of the pole, g the gravity acceleration.
In addition, when the inverted pendulum system is controlled by feed-forward layered neural networks, in other words, control input u is constructed by neural networks, the controller are incorporated in the ULN to form a ULN-based feedback nonlinear system as shown in Fig.2 . N 3 and N 4 denote nodes of the controlled system. Neural network in Fig.2 is trained off-line.
Simulation
The The criterion function E to achieve the desired dynamics of the system is defined as follows,
where T = 10000, t f = 10[sec] the final instant. The total training step is 10000. In order to minimize the criterion function, the parameter should be trained by the following gradient method,
Six cases from case 1 to case 6 shown in Tab The original trajectory of all cases are locally asymptotically stable as will be explained later, but the degree of stability depends on the cases, in other words, depends on the initial value of θ 0 .
Simulation Results
Learning are carried out in the six cases mentioned before. The trajectories, i.e., the node outputs after training and the value of P 1 , P 2 and P 3 are shown in Fig.3 -Fig.8 . It is shown in Fig.5 - Fig.8 that P 1 (r, t, θ(t 0 )) and P 1 (θ, t, θ(t 0 )) converge zero at time infinity, then all the trajectories are locally asymptotically stable. It is also shown that the more locally asymptotically stable phenomena are seen in case 1, and the trajectories of case 6 shows the less locally asymptotical stability.
From Fig.3 and Fig.4 The locally asymptotical stability of the dynamics can be studied by checking P 1 , P 2 and P 3 for r and θ when initial value θ 0 is changed. [sec]
[rad] Fig. 3 . Output values of r and θ in case 1. that Max|P 1 (r)| < Max|P 2 (r)| < Max|P 3 (r)| and
, where for example P 1 (r) stands for P 1 (r, t, θ(t 0 )).
In this simulation, it is assumed ε is equal to 0.01, so, the maximum sizes of the locally asymptotically stable regions are calculated as shown in Tab.2.
From Tab.2, we can obtain the following results: the more locally asymptotically stable the trajectory is, the larger the maximum size of the locally asymptotically stable region is. Furthermore, even in the inherently unstable inverted pendulum system, the use of the second order derivatives is enough for finding the appropriate locally asymptotically stable region in this simulation.
CONCLUSIONS
In this paper, a new stability analysis method for nonlinear dynamical systems is proposed using the higher order derivatives of Universal Learning [sec] Fig. 6 . The values of P 1 , P 2 and P 3 for θ in case 1.
Networks(ULNs). Until now although Lyapunov direct method and linearized stability analysis have been widely used for studying the stability of nonlinear dynamic systems, there have been such problems as an appropriate Lyapunov function is hard to find and an asymptotically stable region can not be obtained by the linearized stability analysis.
It is shown in this paper that the above problems can be overcome by calculating and neglecting the higher order derivatives until nth order with ε approximation. To be more concrete, firstly it is shown that whether the dynamical system (equilibrium point) is locally asymptotically stable or not can be studied by calculating the first order derivatives of ULNs in stead of solving characteristic equations. Secondly, it is proposed that the (n, ε) locally asymptotically stable region can be calculated by considering the region where the first order terms of the Taylor expansion of the trajectory mainly dominate the behavior of the trajectory rather than the higher order terms. [sec] Fig. 7 . The values of P 1 , P 2 and P 3 for r in case 6. [sec] Fig. 8 . The values of P 1 , P 2 and P 3 for θ in case 6.
