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Interaction effects have been a subject of contemporary interest in topological phases of matter.
But in the presence of interactions, the accurate determination of topological invariants in their
general form is difficult due to their dependence on multiple integrals containing Green’s functions
and their derivatives. Here we employ the recently proposed “effective topological Hamiltonian”
approach to explore interaction-induced topological phases in the time-reversal-invariant Hofstadter-
Hubbard model. Within this approach, the zero-frequency part of the self-energy is sufficient to
determine the correct topological invariant. We combine the topological Hamiltonian approach
with the local self-energy approximation, both for the static and the full dynamical self-energy
evaluated using dynamical mean field theory (DMFT), and present the resulting phase diagram in
the presence of many-body interactions. We investigate the emergence of quantum spin Hall (QSH)
states for different interaction strengths by calculating the Z2 invariant. The interplay of strong
correlations and a staggered potential also induces magnetic long-range order with an associated
first order transition. We present results for the staggered magnetisation (ms), staggered occupancy
(ns) and double occupancy across the transition.
PACS numbers: topological Hamiltonian, cold atoms
I. INTRODUCTION
In recent times, topological states have gained con-
siderable attention, as they open an avenue towards
studying novel phases of matter such as the quantum
spin Hall (QSH) state, topological insulators and topo-
logical superconductors1. The QSH state can be con-
sidered as two decoupled copies of an integer quantum
Hall insulator with opposite chirality for the two differ-
ent spin species, as proposed by Kane and Mele2. The
QSH state is insulating, with a topological band struc-
ture and a spin Hall current related to gapless edge
states, which are protected by time reversal symmetry.
Achieving opposite chirality for two different species is
not feasible with “real” electromagnetic fields. How-
ever, it is possible in ultracold atom systems using syn-
thetic gauge fields3,4. Recently the non-interacting time-
reversal-invariant (TRI) Hofstadter model has been re-
alised experimentally in ultracold atoms using laser as-
sisted tunnelling in tilted optical lattices5. The sim-
plest way to theoretically include correlation effects in
the QSH insulator is to add a local Hubbard interac-
tion term to a model with spin-orbit coupling. Sev-
eral interacting model Hamiltonians have been proposed,
such as the Kane-Mele Hubbard model6, the Bernevig-
Hughes-Zhang (BHZ) Hubbard model7,8, and the TRI
Hofstadter Hubbard (HH) model9,10. Interacting model
Hamiltonians which break time-reversal symmetry such
as the Haldane-Hubbard model11 and the Kondo lattice
model12 have been studied as well in the context of topo-
logical quantum phase transitions.
A topological invariant can be defined for QSH insula-
tors in terms of a Z2 invariant which is 0 for trivial insula-
tors and 1 for QSH insulators1,2. Several analytical and
numerical methods exist for calculating these topologi-
cal invariants for the non-interacting case13. Since time-
reversal symmetry protects topological states against
weak interactions, the bulk-boundary correspondence
can, in principle, be used to determine topological tran-
sitions for finite interactions14,15. This approach suffers
from difficulties such as carrying out numerical calcula-
tions for large enough system with open boundary condi-
tions to identify the gapless edge states. Correlation ef-
fects and tunnelling between edges can gap out the edge
states of the topologically non-trivial phase. In recent
work10,16, the bulk-boundary correspondence has been
exploited to extract the topological invariant from the
real-frequency spectral function calculated by dynamical
mean field theory (DMFT). The extraction of the real-
frequency spectrum was carried out by analytic contin-
uation using the maximum entropy method. This is nu-
merically demanding and can possibly include statistical
as well as numerical errors. The topological invariant can
be directly extracted from the quantized Hall conductiv-
ity, although this is limited to the spin-conserving case17.
Moreover, calculating the Hall conductivity in the pres-
ence of interactions can itself be difficult. Recently, a gen-
eralised topological invariant, termed as spin-Chern num-
ber has been proposed using the many-body state to ex-
plore disorder and spin-mixing perturbations18,19. More-
over it has also been discussed for the non-interacting
Kane-Mele19 and Hofstadter model9. Although this pro-
vides a general method to calculate the Z2 invariant, its
numerical evaluation can be technically infeasible in the
context of numerical methods like quantum Monte Carlo
(QMC). Another very important development in the cal-
culation of the Chern number or Z2 invariant was to rep-
resent them in terms of the full interacting single-particle
Green’s function20–22. This relation provides insight into
the bulk-boundary correspondence and interaction effects
by analysing the Green’s function only. However, car-
rying out the required multiple integrals of derivatives
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2of the Green’s function can be numerically challenging.
A further simplification has therefore been proposed23
which is termed “topological Hamiltonian”. In this ap-
proach, assuming an adiabatic connection to the non-
interacting state, the Green’s function at zero frequency
is sufficient to determine the topological invariant. For
practical purposes, the topological Hamiltonian can be
used for calculating the Chern number or the Z2 invari-
ant with methods that are applicable to non-interacting
systems. In this work, we use the topological Hamilto-
nian approach combined with a local self-energy within
Hartree-Fock (HF) and DMFT to calculate the effec-
tive non-interacting Hamiltonian. Further we employ the
method by Fukui and Hatsugai24 to calculate the Z2 in-
variant using this effective Hamiltonian and evaluate the
effect of the dynamical contribution of the many-body
interaction on the QSH state. The topological Hamil-
tonian combined with DMFT has been used in several
recent works in the context of correlation-induced topo-
logical phases7,12,25,26.
The TRI HH model studied here is also related to
the 2D ionic Hubbard model on a square lattice, where
phases such as band insulator (BI), metal and Mott in-
sulator (MI) were reported27,28. Moreover in previous
work10,16 magnetic quantum phase transitions from Nee`l-
to spiral and collinear ordered states have been reported
for the TRI HH model. Here we specifically choose zero
spin-orbit coupling (where spin is conserved) where the
magnetic order is Nee`l type and explore the nature of the
magnetic transition with an applied staggering potential.
The paper is structured as follows. We first introduce
the TRI HH model, followed by the formalism of the
topological Hamiltonian with local self-energy approxi-
mation, which is used to incorporate the effects of corre-
lations. In section III A, we present the phase diagram
in the presence of interactions which is the central result
of this work. In sections III B and III C, we discuss the
behavior of the self-energy and the resulting magnetic
transitions respectively. In sections III D, we compare
predictions for topological bands based on the topological
Hamiltonian and on the bulk-boundary correspondence.
In section III E, we present the phase diagram for zero
spin-orbit coupling. In section III F, we demonstrate the
magnetic transition for finite staggering field. In the fi-
nal section III G, we show the staggered occupancy and
double occupancy for finite staggering field and comment
on related aspects of the 2D ionic Hubbard model.
II. MODEL AND FORMALISM
A. Time-reversal-invariant Hofstadter-Hubbard
model
We explore interaction effects in the TRI HH
model9,10. The Hamiltonian for the Hofstadter-Hubbard
model is expressed in standard second-quantization no-
tation as
H =−
∑
j
[
txc
†
j+xˆe
−i2piγσxcj + tyc
†
j+yˆe
i2piαxσzcj + h.c.
]
(1)
+
∑
j
[
(−1)xλx c†jcj − µ c†jcj + Unj↑nj↓
]
,
where c†j = (c
†
j↑, c
†
j↓) is the creation operator at lattice
site j = (x, y), σx(z) are Pauli matrices and xˆ = (1, 0),
yˆ = (0, 1) are unit vectors. The first term is a Rashba-
type spin-orbit coupling term of strength γ, which de-
termines the coupling between the two spin species via
ei2piγσ
x
= cos(2piγ)1+ iσx sin(2piγ). In the second term,
the value of α determines the dimensionless strength of
the artificial flux. The third term is a staggered poten-
tial λx in x-direction, which defines a sub-lattice struc-
ture. µ is the chemical potential and the last term is the
on-site Hubbard interaction of strength U . We consider
isotropic hopping where tx = ty = t. It is well known that
the TRI Hofstadter model with U = 0 has a rich phase
diagram including semi-metal (SM), quantum spin Hall
(QSH) state and band insulator (BI)9.
In order to explore the effect of interactions on topolog-
ical states, we use the topological Hamiltonian approach
and combine it with local self-energy approximations, for
both the static and the full dynamical self-energy eval-
uated using DMFT. In this work, we study the system
in the homogeneous case, i.e. periodic in both x- and
y-directions. To evaluate the edge states, we study the
system in the stripe geometry with open-periodic bound-
ary condition, i.e. open in x-direction and periodic in y-
direction. In the following, we present the details of our
method.
B. Topological Hamiltonian and dynamical mean
field theory
In the presence of interactions, the Chern number
or the Z2 invariant can be formulated in terms of
the single particle Green’s function20–22. The accu-
rate numerical determination of the topological invari-
ant is demanding due to multiple integrals containing
Green’s functions and their derivatives. It is an equally
formidable task to accurately determine the frequency-
and momentum-resolved Green’s function for interact-
ing systems13. Therefore, in order to calculate the topo-
logical invariant in the presence of interactions, we em-
ploy the recently proposed topological Hamiltonian ap-
proach23. The topological Hamiltonian in the presence
of interactions can be written as
hˆt = −Gˆ−1ij (iωn = 0) = hˆij + Σˆij(iωn → 0), (2)
where hˆij is the non-interacting part of the Hamiltonian
and Σˆij(iωn) is the self-energy. Further, we combine
3the topological Hamiltonian approach with the local self-
energy approximation, i.e. Σˆij(iω) ≡ Σˆii(iωn)δij , which
leads to
hˆt = −Gˆ−1ij (iωn = 0) = hˆij + Σˆii(iωn → 0)δij . (3)
In the Fermi-liquid regime, where the self-energy is an-
alytical, its imaginary part has a linear dependence at
small frequencies, i.e. ImΣii(iωn) ∼ iωn, and thus tends
to zero for iωn → 0. Therefore the above equation can
be written as
hˆt = −Gˆ−1ij (iωn = 0) = hˆij + Σˆii;R(iωn → 0)δij , (4)
where Σˆii;R(iωn) is the real part of the local self-energy.
The general form of the local self-energy can be written
as29
Σˆ(iωn) =
Un
2
1− Um
2
σz +
ˆ˜Σ(iωn), (5)
where the first two terms are the HF contribution, with
n = n↑ + n↓ and m = n↑ − n↓, and local density
nσ = 〈c†σcσ〉 while the last term is the dynamical con-
tribution of the local self-energy. We employ real-space
dynamical mean-field theory (R-DMFT)30 to calculate
the local self-energy, combined with a continuous-time
quantum Monte Carlo solver (CT-AUX)31.
We use the above effective non-interacting Hamilto-
nian hˆt to calculate the Z2 invariant using the numerical
method proposed by Fukui et al24, which uses twisted
boundary conditions19 and discretization of momentum.
In the following, we briefly review their methodology.
C. Numerical calculation of the Z2 invariant using
the effective topological Hamiltonian
The method by Fukui et al24 has similarities with the
one proposed by Resta32 to numerically calculate the po-
larisation of crystalline dielectrics, which is defined as
the Berry phase of the electronic wave-function. We im-
pose spin-dependent twisted boundary conditions along
the x-direction, i.e. cx+Np,y = e
ikpσ
z
cx,y , and periodic
boundary conditions along the y-direction, i.e. cx,y+Nq =
cx,y. We define the discretized quasi-momentum kl ≡
(kp, kq) where kp = 2pip/Np and kq = 2piq/Nq with
p ∈ {0, ...., Np − 1} and q ∈ {0, ..., Nq − 1}. Fur-
ther, we define the U(1) link variable in the two quasi-
momentum directions using the multiplet of the occupied
states φ = (|a〉, |b〉, ...) below the Fermi-level EF , as
U1(2)(kl) =
detg1(2)(kl)
|detg1(2)(kl)| . (6)
Here g1(2) are matrices with dimension equal to the
number of states below the Fermi-level and the differ-
ent matrix elements can be given in terms of eigenstates
|a〉, |b〉 ∈ φ as
[g1(kl)]ab = 〈a(kl)|b(kl + pˆ)〉, (7)
[g2(kl)]ab = 〈a(kl)|b(kl + qˆ)〉, (8)
where pˆ and qˆ are unit vectors in the respective direc-
tions. Using the above link variable, one can define the
Berry connection as
A1(2)(kl) = logU1(2)(kl), (9)
and define the field strength as
F12(kl) = ∆1A2(kl)−∆2A1(kl), (10)
where ∆1(2) is the forward difference operator on the lat-
tice given as ∆1(2) = f(kl + pˆ(qˆ))− f(kl). Using Eq.(9)
and Eq.(10), the expression for Berry field strength can
be written as
F12(kl) = log
[
U1(kl)U2(kl + pˆ)U1(kl + qˆ)
−1U2(kl)−1
]
.
(11)
Finally, summing over all discrete kl, the Chern num-
ber is given as
ν ≡ 1
4pii
∑
l
F12(kl). (12)
In the context of the QSH insulator, the topological
invariant ν is equivalent to the Z2 invariant or spin-
Chern number. The topological invariant obtained by
this method correctly produces the continuum results
even for a coarsely discretized Brillouin zone. It should
be stressed that the above calculations can be performed
in any gauge. We do not need a specific gauge-fixing
method to make the gauge connection smooth as done in
the work by Fu and Kane33. The eigenvectors calculated
using any numerical library can be employed to compute
the topological invariant. Additionally, the method can
naturally be used for inversion symmetry-broken cases,
for example the TRI HH model with staggered field. The
following is our algorithm for computing the topological
invariant in the presence of interactions.
1. Calculate the self-energy for the TRI HH model
using DMFT for a set of model parameters.
2. Extract the self-energy at zero frequency after in-
terpolating it to zero frequency and the self-energy
at large frequency where it becomes constant (this
is the HF part of the self-energy).
3. Define the effective topological Hamiltonian ac-
cording to Eq.(3).
4. Diagonalize the effective Hamiltonian to obtain
eigenvalues and eigenvectors. This is carried out
using discretized momentum with twisted bound-
ary conditions in x-direction.
4FIG. 1. Schematic representation of the possible electronic
configurations in the absence of spin-orbit coupling. For large
interactions (U >> λx), a magnetically ordered phase is en-
ergetically favoured while, in the presence of large staggering
U << λx a band insulating phase with double occupation on
alternating sites will be stable.
5. For given filling (chemical potential), we calculate
the spin Chern number ν (the Z2 topological in-
variant) using the scheme mentioned above. It is
obtained from the eigenvectors of the effective non-
interacting topological Hamiltonian.
6. We analyse the quantity |ΣR(iωn → 0) − ΣHF | to
comment on the role of dynamical contributions of
the interaction when determining the QSH state.
A large difference will signify that the topological
state is mainly governed by dynamical effects of
two-body interactions.
D. Relation to ionic Hubbard model
The TRI HH model is related to the ionic Hubbard
model in two dimensions which has been studied pre-
viously28. The model Hamiltonian presented here in-
cludes complex hopping (staggering is present only in
x-direction). The schematic representation of the elec-
tronic configurations in the absence of spin-orbit coupling
for the two limiting cases, i.e. (i) an on-site Coulomb in-
teraction larger than the the staggering potential and (ii)
the staggering potential dominating the on-site Coulomb
interaction, is shown in Fig. 1. We define the staggered
magnetization as
ms = |mA −mB |, (13)
where mA/B = nA/B↑ − nA/B↓ with A ≡ λx and B ≡
−λx. Similarly the staggered filling can be defined as
ns = |nA − nB |, (14)
where nA/B = nA/B↑ + nA/B↓. We also calculate the
double occupancy D = 〈n↑n↓〉 to identify the transition
from singly occupied magnetically ordered phase to dou-
bly occupied band insulating phase.
III. RESULTS AND DISCUSSION
As mentioned in the introduction, our main objective
in this work is to elucidate the emergence and stability
of the QSH state in the presence of two-body interac-
tions. We present the complete phase diagram with and
without spin-mixing. Throughout this article, we con-
sider the half-filled case, i.e. the average number of par-
ticles per site is one. The inverse temperature has been
chosen as β = 1/T = 20. We present the self-energy
for different regions of the phase diagram and comment
on the dynamical contribution of the self-energy on the
QSH state. We show that in some parameter regimes the
emergence of the QSH state is mainly governed by many-
body interactions and can not be captured by a constant
shift of model parameters in the non-interacting Hamil-
tonian. The QSH state is destroyed due to emergence of
magnetic ordering (broken SU(2) symmetry). We com-
ment on the nature of the insulating state in the magnet-
ically ordered region. We also compare our results with
previous work10,16, which classified topological states by
counting of edge states in the bulk gap. Further, relating
the present model to the ionic Hubbard model, we dis-
cuss staggered magnetization ms, staggered occupancy
ns and double occupancy D = 〈n↑n↓〉 as a function of
the staggering potential λx for given interaction strength
U .
A. Interaction-driven QSH state for finite
spin-mixing
Without interactions, i.e. for U = 0, the TRI HH
model shows a transition from QSH state to the trivial
BI10 with increasing staggering field λx for fixed spin-
mixing γ = 0.25. We choose specifically γ = 0.25 for our
calculations, since here the QSH state persists in a wide
region of the phase diagram when U = 0. We calculate
the phase diagram as shown in Fig. 2 for different values
of interaction U and staggering field λx. It is clear that
for λx > 1.25, the system traverses three different phases
as the interaction strength is increased: 1) In the weakly
interacting regime, the system is in the topologically triv-
ial BI regime (green dots). 2) At intermediate values of
the interaction strength U , the system is in the QSH
state (red dots). 3) For further increasing U the system
undergoes a transition to a magnetically ordered Slater
insulating (MOSI) state (blue dots). The magnetic state
has collinear ordering as reported previously10,16. The
solid line is obtained from the full DMFT self-energy
at zero frequency (Σ(iωn → 0)) and the dashed line
is the phase boundary between QSH and BI extracted
from the HF self-energy (Σ(iωn →∞)). The HF part of
the self-energy, for m = 0 as mentioned before, is Un/2
(n = n↑+n↓) where the local density nσ can be extracted
from the local Green’s function i.e. nσ = Gσ(τ → 0−).
For large values of interaction and staggering, the topo-
logical QSH region of the phase diagram gets narrow and
5FIG. 2. Phase diagram of the TRI HH model for U , λx, γ =
0.25 and α = 1/6 obtained using the topological Hamiltonian
combined with DMFT for half-filling and inverse temperature
β = 1/T = 20. Solid lines are obtained using the full DMFT
local self-energy while the dashed line is the phase boundary
between BI and QSH state extracted using the HF (static)
part of the self-energy (Σ(iωn →∞)). For the non-interacting
case (U = 0), the system is a trivial BI for λx > 1.25 and
non-trivial QSH for λx < 1.25. For large U , the system is a
magnetically ordered Slater insulator (MOSI). The QSH state
can be induced by tuning the interaction strength U from
small to moderate values for finite λx. The encircled points
are evaluated by counting the number of Kramers-pairs of
helical edge modes in the gap.
there will be a phase transition directly from BI to the
magnetically ordered phase. Here, it is important to note
that the gap closes along the transition line from topo-
logically trivial BI to QSH state. Also, for λx = 0 the
system is SM below the critical U above which m gets
finite. The phase diagram is the result of competition
of the band-insulator gap due to applied staggering po-
tential with the local interaction U34–36. As mentioned
in the introduction, we additionally evaluate the phase
boundary between the QSH and BI by determining the
topological index by counting the number of Kramers-
pairs of helical edge modes crossing the bulk gap10,16.
An even number of pairs (including zero) of helical edge
modes corresponds to the trivial band insulator, while
an odd number of pairs corresponds to the QSH state.
The result is represented by the encircled points in the
phase diagram. In order to elucidate the method, in
Fig. 3 we show the intensity plot of the spectral func-
tion for particular values of U and λx in the QSH and
BI phases. For this purpose, real space DMFT calcula-
tions were carried out to calculate the spectral function
A(x, ky, ω) where A(x, ky, ω) = − 1pi ImG(x, ky, ω). We
use open boundary conditions in x-direction and periodic
boundary conditions in y-direction. We have used the
maximum entropy method to extract the real-frequency
Green’s function37,38. In the upper panel of Fig. 3, we
show the intensity plot of the single-particle spectral
FIG. 3. Upper panel: Intensity plot of the single-particle
spectral function A(ky, ω) for λx = 2 and U = 1. Lower
panel: Intensity plot of the single-particle spectral function
for λx = 2 and U = 4; the presence of a single pair of edge
modes crossing the bulk gap and connecting the two bulk
bands confirms the QSH state. The spin mixing parameter is
γ = 0.25.
function A(ky, ω) =
∑
xA(x, ky, ω) for a set of param-
eters in the band insulating regime of the phase diagram
in Fig. 2. We observe that for these parameters (λx = 2,
U = 1 and γ = 0.25), there is no edge state present in the
bulk gap and hence the system is a topologically trivial
BI. In the lower panel of Fig. 2 we choose parameters
(λx = 2, U = 4 and γ = 0.25) from the QSH region of
the phase diagram of Fig. 2. There is now a single pair of
helical edge modes traversing the bulk gap and thus the
system is in the QSH state. This analysis gives an ex-
ample of the equivalence of the topological Hamiltonian
and the bulk-boundary correspondence for the topolog-
ical index. It is important to note here that the choice
of parameters is such that the dynamical contribution
of the many-body interaction gets significant. In accor-
dance with the previous literature13, we also find that up
to moderate values of interaction (U ≈ 3) both methods
give same quantitative results. The two methods deviate
further for large U . The deviation could be due to finite
size of the stripe geometry. Additionally, the extraction
of the self-energy at zero frequency is carried out after
numerical interpolation. This could lead to further nu-
merical error. To understand the dynamical contribution
of the self-energy, we show ΣR(iωn) for λx = 2.25 and
λx = 1 for different U values in Fig. 4 in the upper and
lower panel respectively.
6B. Local self-energy
As discussed in section II B, the effective topological
Hamiltonian depends upon the zero frequency interpo-
lated self-energy. We choose two values of the stagger-
ing field, λx = 2.25 (upper panel) and λx = 1 (lower
panel), and show the self-energies for different values of
U in Fig. 4. In the upper panel, the real part of the self-
energy, i.e ΣR(iωn), is constant versus frequency for small
values of U (in the BI regime) and thus ∆Σ = |ΣR(iωn →
0) − ΣHF | ' 0 where ΣHF = Σ(iωn → ±∞). For inter-
mediate values of U (in the QSH state) we have ∆Σ > 0
and thus the dynamical contribution of the self-energy
becomes significant. Further, with increasing value of U ,
the quantity ∆Σ gets more prominent but still remains
finite in the magnetically ordered regime. In the lower
100 50 0 50 100
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0.0
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1.5
Σ
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ω
n
)−
µ
ν=1
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U=2.5
U=4.5
U=5.5
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0.5
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Σ
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(i
ω
n
)−
µ
ν=1
U=0.5
U=2.5
U=4.0
FIG. 4. Upper panel: Real part of the self-energy for λx =
2.25 for different U . If the value of ΣR(iωn) − µ is between
the solid lines at all ωn, we find the system to be a trivial
insulator; otherwise it is in the QSH state. Lower panel: Real
part of the self-energy for λx = 1. The system is in a QSH
state with finite topological Z2 invariant i.e. ν = 1. The
dotted lines correspond to staggering field λx while the dashed
lines are for staggering field −λx.
panel, we perform a similar analysis for λx = 1, when
the system goes through a transition from the QSH state
(for moderate values of U) to the MOSI state (for large
U), and the quantity ∆Σ ' 0 for different interaction
strengths. From the above analysis of the self-energy in
various regions of the phase diagram, we can conclude
that for moderate values of the staggering field, HF the-
ory captures the essential details of the topological QSH
insulator in the presence of finite interactions. For large
staggering field and large interaction strength, when the
dynamical part of the self-energy gets prominent, it is
necessary to carry out calculations beyond static HF the-
ory, for example by DMFT, to capture the dynamical
effect of many-body interactions.
C. Magnetic phase boundary
In the phase diagram shown in Fig. 2, with increasing
interaction strength U , there emerges a finite local mag-
netization (m = n↑ − n↓) and thus the SU(2) symmetry
breaks down and the QSH state is destroyed. In the main
panel of Fig. 5, we show the local magnetization m ver-
sus U for λx = 2.25 and λx = 1. For a given value of λx
there is a threshold value Uc above which the local mag-
netization assumes a finite value. With increase of the
staggered potential, the critical value Uc also increases.
Magnetic phases for large interaction strength have been
0 2 4 6
U/t
0
0.2
0.4
0.6
0.8
1
m
λ
x
=2.25
λ
x
=1.00
-20 -10 0 10 20
-0.5
0
0.5
Im
Σ(
iω
n
) U=5.0
U=6.0
-20 -10 0 10 20
ω
n
-1
-0.5
0
0.5
1
Im
Σ(
iω
n
)
U=6.5
U=7.0
U
c U
c
λ
x
=1.00
λ
x
=2.25
(a)
(b)
FIG. 5. Local magnetization for different values of U for λx =
1 and 2.25. Uc is the critical value of U above which the local
magnetization is finite and SU(2) symmetry broken. Circles
(squares) are the actual data points and solid lines are a guide
to the eye. We show the imaginary part of the self-energy, for
λx = 1 in the inset (a) and for λx = 2.25 in the inset (b), for
interaction strengths U for which m > 0.
obtained in previous work10,16, but the insulating nature
of these magnetically ordered states has not been dis-
cussed in detail. In order to understand the nature of
the gap in the magnetically ordered region, we present
7the imaginary part of the local self-energy in the inset
of Fig. 5 for different interaction strengths when m > 0,
for (a) λx = 1 and (b) λx = 2.25. The imaginary part
of self-energy has a linear dependence for small frequen-
cies, i.e. ImΣ(iωn) ∝ iωn, and thus the band picture
still holds true. With increasing value of U , ImΣ(iωn)
increases in the vicinity of zero frequency39. The band
insulating magnetism shown in Fig. 4 has been termed
Slater insulator (SI) and has been explored previously
in the context of the Hubbard model40 using DMFT. In
0 1 2 3 4 5 6 7
U/t
0.7
0.8
0.9
1
Z λx=2.00λ
x
=1.50
λ
x
=1.00
λ
x
=0.50
FIG. 6. Quasi-particle weight Z =
(
1− ∂ImΣ(iω))
∂ωn
|ωn→0
)−1
for varying interaction strengths and different values of the
staggering potential λx.
Fig. 6, we show the quasi-particle weight versus the in-
teraction strength U for different values of the staggering
potential λx. The quasi-particle weight decreases with
increasing U , but has a well-defined finite contribution
even in the magnetically ordered regime, which signifies
that the system has BI behaviour. It is important to note
that the change of quasi-particle weight as a function U
is slower in the magnetically ordered phase than in the
non-magnetic region.
D. Phase diagram for zero spin-mixing
We also employ the topological Hamiltonian for zero
spin-mixing, i.e. γ = 0, and present the phase diagram
for varying interaction U and staggering field λx in Fig. 7.
For staggering potential λx > 1.25, the system traverses
three different phases as the interaction strength is in-
creased: 1) In the weakly interacting regime, the system
is in the topologically trivial BI regime (region shown
with green dots). 2) At intermediate values of the interac-
tion strength U , the system is a gapless SM (region shown
with black dots). 3) With further increasing U the system
undergoes a first order transition to the MOSI state. The
magnetically ordered state has anti-ferromagnetic (AF)
Ne´el ordering and is different from the finite spin-mixed
case, i.e γ = 0.25, which shows collinear magnetic order-
ing10,16. It is important to note that there is no QSH
state present without spin-mixing, similar to the case of
U = 010.
FIG. 7. Phase diagram of the TRI Hofstadter Hubbard model
for α = 1/6 and γ = 0 obtained by the topological Hamil-
tonian in combination with DMFT. For moderate values of
interaction strength and staggering, the system is in the semi-
metallic phase. No QSH state emerges here.
E. Staggered magnetization
The magnetic ground state for different values of the
spin-mixing has been discussed in previous work10,16.
The system goes from an AF Ne`el ordered state at γ = 0
through spiral ordering at intermediate values of the spin-
mixing to collinear magnetic ordering at γ = 0.25. The
effect of staggering λx on these magnetically ordered
states has not been explored yet. The staggered mag-
netization ms, defined in section II D, will always van-
ish for collinear magnetic ordering with ferromagnetic
ordering in x-direction and anti-ferromagnetic ordering
in y-direction for γ = 0.2510,16. We choose γ = 0 to
explore the nature of the magnetic transition with stag-
gered potential. In the main panel of Fig. 8, we show
the staggered magnetization ms for varying staggering
λx at different interaction strengths U . For a given value
of U there exists a critical value of the staggering λcx,
at which the magnetization vanishes with a first order
transition. The magnetic instability does not occur at
arbitrarily small values of U for λx = 0, instead a critical
value U c is required to induce staggered magnetization.
Both ms at λx = 0 and the critical value of the stagger-
ing potential, λcx, are approximately proportional to the
interaction strength U . In the inset the susceptibility,
defined as χs = −dms/dλx is shown versus the stagger-
ing potential. It has a sharply peaked behavior with a
discontinuity at the transition point.
F. Occupancy
In this section, we discuss the effect of the staggered
potential λx on the staggered occupancy ns and the
double occupancy D = 〈n↑n↓〉 for different interaction
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FIG. 8. Staggered magnetization ms as a function of stag-
gering λx for different interaction strengths U . The staggered
magnetization is always zero below a critical Uc. There is a
first order transition with λx for U > Uc. In the inset, we show
the susceptibility χs = −dms/dλx which is sharply peaked
and discontinuous at a critical staggering λcx for U > Uc. The
schematic and idealized representations of magnetic and par-
ticle density ordering are shown for finite and zero staggered
magnetization.
strengths. In the main panel of upper panel of Fig. 9,
we show the staggered occupancy ns, as defined in
section II D. For λx = 0, ns vanishes and increases
monotonically with λx. With increasing interaction
strength, ns decreases at fixed λx. A discontinuity
appears exactly at the critical value λx/λ
c
x ≈ 1, for
U > Uc shown in the inset. In the main panel of lower
Fig. 9, we show the double occupancy D at two sites
with staggered potential λx and −λx. In the absence
of staggering, the double occupancy at both sites is
equal and decreases with increasing U (for large U
in the Mott regime D goes to zero). With increasing
λx a potential difference 2λx between the two sites
arises and thus one site prefers double occupancy while
the other site is empty. The Hubbard interaction U
competes with the staggering λx in order to suppress
the double occupancy. Also in this case a discontinuity
appears at λcx as shown in the inset. Such a discontinu-
ous transition visible in the order parameters has been
reported for ionic Hubbard model with similar method41.
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FIG. 9. Upper panel: We show the staggered occupancy ns
as a function of staggered potential λx for different interac-
tion strengths U . There is a first order transition at λcx for
U > Uc (shown by arrows). In the inset, ns versus scaled stag-
gering potential with corresponding λcx for U > Uc is shown.
The discontinuity is clearly visible. Lower panel: We show
the double occupancy D versus staggering field for different
interaction strengths U (transition points shown by arrows).
The solid (dashed) line denotes sites with onsite potential λx
(−λx). In the inset, the discontinuity for U > Uc is apparent.
Color code is according to figure 8.
IV. SUMMARY AND OUTLOOK
We have applied the effective topological Hamiltonian
approach in combination with HF and DMFT to capture
interaction effects on topological bands. We have ex-
plored the TRI HH model and shown the presence of the
QSH state, which is in selected parameter regimes gov-
erned by the dynamical contribution of the two-body in-
teractions. We have discussed the effect of the static and
dynamical parts of the self-energy on the emergence of
the QSH state. The magnetic phase observed is a SI and
9this has been argued clearly based on the nature of the
self-energy. The magnetically ordered region has a well-
defined finite quasi-particle weight, thus ensuring that
the nature of the gap is BI. We have compared our find-
ings with the edge mode spectrum and have confirmed
the bulk-boundary correspondence. The TRI HH model
explored here is similar to a 2D ionic Hubbard model with
complex hopping. The staggered magnetization shows a
first order transition versus staggered potential at finite
interaction. We also discuss the behaviour of staggered
occupancy and double occupancy. Recent experimental
findings for the ionic Hubbard model42 on the honeycomb
lattice supports the idea of extending it to a square lat-
tice in combination with complex hopping. In the present
work, we only consider the local self-energy approxima-
tion, spatial fluctuations are ignored. Methods such as
cellular DMFT43 combined with the topological Hamil-
tonian can be used to explore the effect of these spatial
fluctuations on the QSH state and will be the subject of
future investigation.
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