Hybrid dynamical systems consist of piecewise defined continuous time evolution processes interfaced with some logical or decision making process. These switches between different evolutions are triggered if the continuous state of the system reaches thresholds in state space. In the present work we investigate hybrid systems forming a special type of dynamical systems, so-called strange billiards. They show a rich variety of dynamical behavior including some unusual bifurcations and chaos, even if the continuous part of the system evolution is just linear. By means of Poincaré map techniques we discuss different dynamical behaviors. Applications to the simulation of manufacturing systems and consequences for their dynamical behavior are outlined.
Introduction
Dynamical systems consisting of piecewise defined continuous time evolution processes interfaced with some logical or decision making process are used in several disciplines of science and occur regularly in the modeling of technical systems. Such systems which are described by continuous as well as discrete state variables are called hybrid systems.
In the present work we investigate a certain class of hybrid systems consisting of basic units, called tanks in the following, interacting by discrete events. These tanks i = 1, . . . , n have maximum capacities b i , i = 1, 2, . . . , n and can be continuously filled with fluid at rates λ i and exhausted with rates µ i . The fluid content x i of each tank is controlled by switching the inflow or outflow according to switching rules if a tank is full (x i = b i ) or empty. The full state in state space for connected systems of the described type contains both, continuous variables x i and a discrete (symbolic) variable q labeling the discrete state of the system (i.e. the on or off state of inflows or outflows). At the discrete event times t m the full state of the system changes [x(t m ), q(t m )] → [x(t m ), q(t + m )] (with x = (x 1 , x 2 , . . . , x n )).
Generally the dynamics of such systems can be understood as a strange billiard in the continuous part of the state space. As usual billiards such systems can be studied by means of Poincaré mappings. Chaos can be induced or avoided through different shapes of the boundary. First models of the described type have been analyzed by Chase et al. [1993] . The work of Chase et al. was extended by Schürmann and Hoffmann [1995] who derived the invariant measure for the ntank switched arrival system with unrestricted tank capacities.
Due to the ability to produce complex dynamics despite the simplicity of their construction "strange" billiard systems are of interest in their own right. But they also serve as basic models for certain aspects of manufacturing systems [Chase et al., 1993; Katzorke & Pikovsky, 2000] . Here the description can be phrased in terms of work, work systems, buffers and their capacity. In the context of manufacturing systems our investigations lead to the conclusion that for a given layout the dynamics may be affected significantly (i.e. driven from an equilibrium state to chaotic behavior, for instance) by restricted buffer sizes. This feature, on the other hand, gives the ability to optimize production cost by suitable adjustment of buffer capacities or chaos control methods.
Since a tank acts as an integrator, the examples can also be thought of as design principles for simple electronic circuits that generate complex time series, for instance for communication purposes.
The paper is organized as follows. In Sec. 2 we introduce two standard examples of switched flow systems, derive the framework of strange billiards and summarize some previously known results for limit cases of these examples. In Sec. 3 the dynamics of the examples is investigated and in Sec. 4 related models are briefly discussed. In Sec. 5 applications to manufacturing systems are discussed, including chaos control for optimizing cost functions. Finally, in Sec. 6 we summarize the paper.
Models

Switched flow systems
Consider a system consisting of n parallel tanks, and one server as shown in Fig. 1 . At a time, the server can be attached to one tank, only. This server has to either exhaust all tanks [ Fig. 1(a) ], in which case they are assumed to fill themselves continuously. Or the tanks, which are all exhausted continuously, will be filled by a single switching server [ Fig. 1(b) ]. We call, according to [Chase et al., 1993] , the first situation a switched server system, and the second, where the input to parallel tanks is delivered by a single server, a switched arrival system.
The discrete (symbolic) variable q labels the discrete state of the system (i.e. the position of the switching server).
The switching policies under consideration are the following. For the switched server system:
• If a tank is filled to its maximum the server instantaneously starts to serve this tank.
However if the currently served tank becomes empty before the first rule applies, a deterministic function of the current state should be used to determine the next tank that goes in service. We point out one possible rule:
• Serve the next tank in cyclic order.
For the switched arrival system the policy is inverse: A tank will be instantaneously served if it becomes empty, and the second switching rule has to be applied if a tank is full before another becomes empty. If more than one tank is empty or filled at the same time, we require that the system stops.
To avoid overflow or complete draining of all tanks a balance condition is necessary. That means for the switched server system i λ i = Υ and for the switched arrival system i µ i = Λ. Furthermore, the balance condition implies (here) that the total content of the system is constant (fixed by the initial conditions). Without loss of generality we normalize therefore Υ = 1 = i λ i and Λ = 1 = i µ i and i x i = 1, respectively. For simplicity we choose here the same maximum capacity b for all tanks, b i = b. As long as the system stays in the discrete state q (i.e. the server is attached to tank q) the equation of motion for x is simply:ẋ
where v q = λ − e q for the switched server system, and v q = e q − µ for the switched arrival system. Here x = (x 1 , x 2 , . . . , x n ) is the continuous state vector, {v q |q = 1, . . . , n} is the set of velocity vec-
. . , µ n ) are constant vectors and e q is the qth canonical unit vector in R n .
Strange billiards
The evolution of the system inside R n reveals the structure of a strange billiard. The current state moves uniformly and linearly inside the bounded This can be interpreted as a strange reflection at the boundary. The balance condition implies that the allowed v q span a hyperplane of R n .
But in contrast to ordinary physical billiards, which are invertible Hamiltonian systems, these systems are not invertible. Furthermore, the angle of incidence in general does not equal the angle of reflection.
As usual billiards the systems can be studied by means of Poincaré mappings of the boundary onto itself.
Consider the Poincaré map G : δS * n → δS * n . For the switched arrival as well as for the switched server system two successive hits of the boundary (at t m and t m+1 ) are determined uniquely by x(t m ) and we can formally write
where
x 1 = 0 Fig. 2 . Illustration of the continuous part of the state space embedded in R 3 . (a) The two three-simplexesS 3 (green) and S 3 (red) that correspond to the limit cases b = 1 and b = 1/2, respectively. (b) Contracting and expanding properties of one and the same velocity vector insideS 3 andS 3 , respectively. The green edge ofS 3 (corresponding tos x2=0, 3 ) is mapped under v 3 to a shorter segment at the bottom ofS 3 , whereas the red segment of the top edge ofS 3 (subset ofs x3=1/2,3 ) is expanded by the same flow.
For the normalized switched systems (with n > 2) two limit cases with respect to the shape of S * n exist. For b = 1, S * n is the usual n-simplex em-
n is a geometrically similar regular n-simplex which is now smaller and inverted, given Figure 2 shows an illustration of these two limit cases for n = 3. Now we shall examine the properties of G on the boundaries δS n and δS n . For the switched server system onS n it was shown [Chase et al., 1993] that G is everywhere contracting. In contrast, for the switched arrival system onS n the Poincaré map G is chaotic and the invariant measure can be derived by constructing the Frobenius-Perron operator. The piecewise constant probability measure invariant under G is given by [Schürmann & Hoffmann, 1995] . Moreover, the generating partition of the Poincaré map is given by sub-simplexes exactly corresponding to the discrete states of the hybrid system.
ForS n choose the transformations
This constitutes a complete orthonormal system (with mirrored handedness) where the equation of motion and the Poincaré map G for the switched server system onS n are (up to the scaling factor 1/(n − 1)) just the ones of the switched arrival system onS n and vice versa.
For b < 1/(n − 1) the system dynamics is the same as for b = 1/(n−1), restricted to a smaller and smaller n-simplex up to b = 1/n where the simplex vanishes.
Dynamics and Bifurcations
The dynamics of strange billiards depends, besides the configuration and the λ and µ parameters, also on the shape of the boundary determined by b. In the following we shall discuss the dynamics with respect to b as bifurcation parameter. We restrict our analysis to n = 3 and consider the switched server system. Applying the results of Sec. 2.2 the transfer to the switched arrival system is straightforward. For three tanks the dynamics is restricted to S * 3 which lies on a two-dimensional manifold, and is generally a six-simplex [ Fig. 3(d) ]. The boundary δS * 3 is one-dimensional.
Properties of Poincaré maps
After suitable changes of coordinates (T : δS * 3 → [0, 1]; x → X) and rescaling of the parameters the resulting Poincaré maps are piecewise linear maps of the unit interval onto itself (Fig. 4) . By definition all branches of the Poincaré map are right-continuous and q is a function of X.
For b = 1 (where S * 3 =S 3 is a triangle, see Fig. 2 (a)) we obtain an everywhere contracting piecewise linear map with three different branches and three discontinuity points [ Fig. 4(a) ]. For b = 1/2 a Bernoulli type map with six segments of constant slope and two discontinuities arises [Fig. 4(d) ]. The branches are given by the transformed coordinates of the vertices ofS 3 and their preimages on δS 3 . For the switched server systems in between the limit cases b = 1 and b = 1/2 we obtain a parameter dependent morphing between an everywhere contracting map and a Bernoulli type map [Figs. 4(b) and 4(c)]. The mechanism, typical for strange billiards, is the expansion of linear branches and the creation of new branches of the map with decreasing b.
In general, the maps have six main segments, associated with the six faces of S * 3 , denoted as s
Each of the six segments possesses a number of subsegments g (up to three subsegments for s x i =b and up to two for s x i =0 ), where the slope of the Poincaré map is constant. Whereas the exact slope (a(g) with a < 0 everywhere) is defined by {λ i |i = 1, 2, 3}, some general properties depend only on the main segments (faces of S * 3 ) to which the subsegment maps. We denote the possibilities for the segments: A segment belonging to g(s
the slope is given by a = −(λ i /λ j ) and the associated branches are contracting, neutrally or expanding depending on {λ i }. Thus, for the strange billiard expanding properties are closely related to faces where
The discontinuities of the map are given by the vertices s x 1 =0 /s x 3 =b , s x 2 =0 /s x 1 =b and s x 3 =0 /s x 2 =b . By construction a further discontinuity at the preimage of the point where we sliced δS * 3 (i.e. the vertex s x 2 =b /s x 1 =0 , and s x 2 =b /s x 3 =b for b = 0.5) is obtained. It is obvious that not all branches are present for all b. Moreover, the properties of some branches depend on {λ i }. Therefore different types of maps, connected with different admissible orbits specify the dynamics for different b. This is crucial for the occurrence of chaotic behavior. A chaotic attractor is governed by more local expansion than contraction during its evolution. Therefore chaotic behavior is only possible if branches with expanding properties exist and are visited sufficiently often. A simple example for the creation of expanding branches and the associated change of the dynamics is depicted in Fig. 5(a) . Here with λ i = 1/3 the only expanding segments g(s x i =b → s x j =b ) appear simultaneously for b < 2/3 (which can be derived from simple geometrical arguments) and in this parameter region also chaotic behavior is obtained.
In a parameter region where neither new segments appear nor existing segments vanish, the slope and (dis-) continuity of the branches are invariant for changing b but their start point and extension are altered. In this case a bifurcation can occur, if a point of a periodic orbit of the map hits the border of a segment. At this border the map is either continuous or has a discontinuity. In the billiard picture the hit of a segment border corresponds to a reflection point at the boundary that hits a vertex. In view of the different numbers of segments for different b, the number of critical points in the maps and the fact that the segments are relatively small, it is clear that the entire structure of the dynamics of strange billiards can be quite complicated. Figure 5 provides some examples of bifurcation diagrams. For some areas in the parameter space orbits with marginal stability may occur due to the fact that expansion and contraction for the orbit cancel each other. This typically requires a certain symmetry for the velocity vectors v q . Usually coexisting attractors touching different subsets of δS * 3 are possible.
Border collision bifurcations
If a periodic point moves from one segment (slope a L ) on a continuous branch to another with slope a R border collision bifurcations [Nusse et al., 1994] can occur. Because all slopes in the Poincaré map are smaller than zero, either both slopes of the segments (in an n-fold Poincaré map for a periodic orbit) are greater than zero (even period) or smaller than zero (odd period). Therefore, as pointed out by [Banerjee & Grebogi, 1999] An example of a border collision bifurcation is depicted in Fig. 6. For decreasing b a period-3 orbit exists up to the moment where the face of x 1 = b hits the periodic point on s x 3 =0 (↑ in Figs. 6(a) and 6(c)). There the fixed point in the three-fold Poincaré map [ Fig. 6(b) ] crosses from the segment with slope (−1 < a < 0) to the segment with slope (−2 > a) and a period-6 attractor is born. With decreasing b the reflection points of this attractor move along δS * 3 as shown in Fig. 6(c) . The next border crossing occurs when the reflection point of the period-6 attractor crosses the vertex s x 2 =b /s x 1 =0 (↑ * in Figs. 6(a) and 6(d)) but no bifurcation takes place (0 < a L,R < 1 in the six-fold Poincaré map) only the path with respect to b is altered. A second border collision bifurcation (not depicted in Fig. 6 ) will follow when a reflection point of the orbit hits the vertex s x 2 =0 /s x 3 =b . As the example shows, it is typical for strange billiards that bifurcations occur on different branches in a rapid sequence if the orbit contains reflection points on faces with x i = b.
Scenarios caused by discontinuities
Whereas the role of border collision bifurcations in the entire scenario is limited, the discontinuities are in some sense essential for the dynamics of the systems. When due to varying b a periodic point hits a point of discontinuity, it is mapped to a completely distinct site. It is well known that critical points caused by a discontinuity can induce a rich variety of dynamical behavior in maps on the unit interval. This includes period adding scenarios [Coombes & Osbaldestin, 2000] , special types of intermittency [Qu et al., 1998 ] and unusual transitions to chaos.
For a detailed investigation it is often useful to consider return maps for a subset of X, preferably of a main segment or face of the 6-simplex onto itself instead of the full Poincaré map. Such reduced return maps contain a number of segments, typically associated with topologically different paths which map (usually within different numbers of iterations) points located on the choosen subset back to this subset. Figure 7 gives an example of a bifurcation scenario involving a discontinuity. The only relevant discontinuity for the considered family of attractors is the one located at the vertex s x 2 =0 /s x 1 =b (marked by ↑ in Figs. 7(a) , 7(d) and 7(e)). We obtain the reduced return map H for the face s x 2 =0 [Figs. 7(b) and 7(c)] . Here, the discontinuity in the reduced return map for s x 2 =0 separates branches where the orbits return to s x 2 =0 within the fifth iteration and those where the orbit returns within the third iteration. For b = 0.7 a stable period-5 orbit is obtained, indicated by a stable fixed point on the leftmost segment of the reduced return map [Figs. 7(b) and 7(d)]. After border collision bifurcations for decreasing b all segments of H become involved in the attractor formation.
Complexity of symbolic dynamics
For hybrid systems of the discussed type two types of symbolic dynamics can be considered. The first type is the usual symbolic dynamics of the Poincaré maps. Once a generating partition for the Poincaré map is found the symbolic dynamics is a useful tool for analytical studies. On the other hand we have the symbolic dynamics induced by the discrete states of the hybrid system. If we label different states of the hybrid system with symbols, the temporal evolution of the system produces a symbol sequence. Each segment g of the Poincaré map, or section of the faces of δS * 3 , is uniquely associated with a symbol that equals q for the time interval until the next hit of the boundary in the hybrid system. Obviously in general this hybrid system related partition of the map is neither generic nor generating. Only for special cases, as for b = 1/2 in the switched server system, both types of partitions are equivalent and the entropy of the symbol sequence of hybrid system states can be derived directly from the invariant probability measure of the Poincaré map.
Dynamics of switching times
To describe the full dynamics of the hybrid system not only the filling levels of the tanks (x) or their transformed equivalents X (given by iteration of the Poincaré map) at the switching times are required but also the switching times t m or the intervals ∆t m . The interval ∆t m is uniquely determined by x(t m ) or X(t m ) and is given by a piecewise linear function M : [0, 1] → R, X(t m ) → ∆t m . We remark that M (X) has segments located in the same manner as with G(X). The segments of M (X) are of constant slope, determined by {λ i } and for segments m(s 
Further Models
Modified switching rules
As we pointed out above, the switching rules for the switched server system and for the switched arrival system (at the lower and upper threshold, respectively) are not predetermined by system requirements. Two further possible choices for the switched server rule at the lower threshold are:
• (SR2b) Serve the tank that needs the most time to become empty.
• (SR2c) Apply SR2b unless tank 3 is empty. In that case serve the tank that needs the shortest time to become empty.
The main impact of such modified switching rules is an increasing number of critical points (discontinuities) in the Poincaré map. This essentially changes the admissible orbits and makes coexisting orbits more likely. On the other hand the fundamental bifurcation mechanisms are not changed. Figure 8 shows two bifurcation diagrams that are computed with the modified switching rules SR2b and SR2c. Figure 8(b) provides an example where in a certain parameter region (around b = 0.67) coexisting with a stable period-3 orbit another family of attractors undergoes a period adding scenario which was recently analyzed by [Avrutin et al., 1999] and [Coombes & Osbaldestin, 2000] .
An asymmetric billiard
This subsection provides an example of a threetank switched server system, where only to the first tank an upper threshold b is assigned (Fig. 9) . The balance condition is applied and all variables are normalized as in Sec. 2.1.
Every possible orbit has to strike one point at the face s x 1 =0 within the second or third iteration. Therefore by simple geometrical arguments one may conclude, that there are three ways leading to a mapping of the face s x 1 =0 onto itself. The dynamics of the system can be studied by a family of three-segment piecewise linear continuous maps constituting the reduced return map H : s x 1 =0 → s x 1 =0 . We denote the paths and give the slope a of the associated branches of the reduced return map H:
The full equation of the reduced return map on the unit interval is: with: a 1 , a 2 , a 3 given above,
The branches g 1 and g 2 exist only if c 1 > 0, c 2 > 0, respectively. Thus existence and expansion of branches depend on b again.
The only expanding segment in the full Poincaré map is g(s x 2 =0 → s x 1 =b ) provided that λ 2 > λ 1 . For the dynamics this expansion is effective in a 2 of segment g 2 in the reduced return map. For λ 2 < 0.5, a stable fixed point on g 3 or g 2 in the reduced return map is obtained, which corresponds to a stable period-3 orbit in the full system. For λ 2 = 0.5, a stable period-3 orbit exists as long as b ≥ (1 − λ 1 )/(0.5 + 1.5λ 3 ). For smaller b a number of marginally stable orbits exist and for some parameter regions also stable higher periodic orbits (involving periodic points on g 3 in the reduced return map). If λ 2 > 0.5 the first bifurcation at b = (1 − λ 1 )/(λ 2 + λ 3 + λ 2 λ 3 ) is a period doubling border collision bifurcation. For smaller b in this case further bifurcations and chaotic orbits occur. For small b, where segment g 3 is not admissible from g 1 or g 2 the dynamics is that of the skewed and shifted tent map consisting of g 1 and g 2 . Thus for the asymmetrically assigned threshold the possibility of the system to behave chaotically is determined by the value of λ 2 . Figure 10 provides two examples of bifurcation diagrams for this system.
Applications to Manufacturing Systems
The basic unit of most manufacturing systems is a work station containing a server (e.g. a machine) to perform some processing and a buffer, queueing the material before it can be processed. The tank can be seen as a continuous approximation of such a buffer system. Practically the capacity of buffers is limited, therefore rules have to be established to prevent overfilling or a vacancy. A common problem is the connection of work systems, i.e. one unit has to load several subsequent work units or one work unit has to serve some foregoing work units. This situation is studied with the switched arrival and server system.
Optimization and chaos control
In the context of manufacturing two types of cost functions have to be considered. Usually the setup of buffer capacities causes costs. For simplicity we assume that these costs are proportional to the maximal buffer capacity and call them buffer cost:
where c is a constant. On the other hand consider the switching cost function:
where N T is the number of switches in the time interval T . Here we assume that every switching of the server causes fixed costs. The dependence of the cost functions on the maximal buffer content b for switched server systems is depicted in Fig. 11 . Every attractor of the system has its own switching costs, therefore discontinuities in the switching cost function are typical if the system changes the attractor. The switching costs become high if the attractor comes close to vertices, because there the time interval to the next switching is short. It is common to reduce buffer costs by lowering b. In the switched arrival system this can also prevent chaotic behavior but it induces chaos connected with high switching costs in the switched server system. To optimize both cost functions for the switched server system the maximal buffer content b can be reduced, and then chaos control methods can be applied in the chaotic region to reduce the switching costs. To apply this strategy one of the unstable periodic orbits, which minimizes the switching cost and is embedded in the chaotic attractor, has to be stabilized using the OGY control method for instance. With the given Poincaré map it is straightforward to find periodic orbits and to calculate their costs. The control scheme is quite simple. If a trajectory near the target orbit comes close to the boundary δS * where the switching takes place, we have to evaluate the virtual intersection point of the current trajectory and the reflected target trajectory. If this intersection point lies before the boundary we have to switch a little bit earlier and if the intersection point is behind the boundary switching is delayed to bring the trajectory closer to the target orbit. The earlier or later switching can also be seen as an appropriate small shift of the boundary. This kind of control is only possible if both directions are reachable, i.e. no tank runs completely empty due to the delayed switching.
Optimization may alternatively consider appropriately chosen switching rules for the lower threshold. As we have seen the dynamics is influenced strongly by the switching rule and another rule may lead to stable orbits with lower costs.
Switched discrete time deterministic systems
To meet manufacturing reality we have to consider a discrete material flow instead of the fluid modeling presented in the previous sections.
In the case of discrete material flow the dynamics changes, and no longer chaotic states can exist, due to the doubly discrete nature of the state space. But what we obtain in numerical simulations is a correspondence between the dynamics of strange billiard systems and their associated discrete deterministic queuing models. Especially restricted buffer sizes affect the dynamics substantially. The meaning of bifurcations in the discretized systems still remains to be explored.
Conclusion
We have analyzed some examples of dynamical systems belonging to a certain class of switched flow hybrid systems. Due to the continuity of the trajectory at the switching points in the continuous part of the state space their behavior can be characterized as a strange billiard. In Sec. 2.2 we have shown that with the introduction of upper thresholds switched arrival and switched server systems are limit cases of one and the same class of switched flow systems. For systems with three tanks these limit cases show chaotic and periodic dynamics both in switched server and switched arrival systems.
By sampling the dynamics at the switching points piecewise linear Poincaré maps were obtained. When the bifurcation parameter b is varied linear segments of the Poincaré map appear, disappear and change their extension whereas the slope of the segments is constant. We have demonstrated that the change in extensions leads to bifurcations in the strange billiard. But these bifurcation scenarios are different from usual scenarios, obtained for maps on the unit interval where the slope of linear segments changes. The dynamics is governed by an interplay of expanding and contracting properties in connection with discontinuities of the Poincaré maps. Maps with similar features are investigated in the field of modulated relaxation oscillators [Yagisawa et al., 1996; Coombes & Osbaldestin, 2000] and buck converters [Banerjee & Grebogi, 1999] .
So far we have not completed the systematic investigation of the occurring piecewise linear maps with discontinuities. Only typical bifurcation mechanisms are discussed and illustrated with bifurcation diagrams. For a detailed study of bifurcations in certain intervals we used reduced return maps which are often simpler than the full Poincaré map.
The concept of strange billiards is far more general than studies of specific switched flow systems.
In the context of manufacturing systems a number of further models, even those involving more than one switched server, are of interest. For more complicated systems the successive hits may not be determined uniquely from a section of the boundary in the continuous part of the state space but may depend on the foregoing discrete state q too. In this case we have to use Poincaré maps with different leaves. The work presented here provides guidance to such studies. The transition from a continuous flow to a discrete part flow, which we briefly discussed in Sec. 5.2 still remains an open fundamental question. The systems we have introduced here might serve as model systems for the study of such transitions.
