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Kurzfassung
In dieser Arbeit wird die Leistungsflussregelung bei hybridelektrischen Antriebssy-
stemen mit dem Schwerpunkt der Mehrkriterienoptimierung diskutiert. Hierbei wer-
den geeignete Algorithmen, basierend auf verschiedenen Stellgro¨ßenoptimierungsme-
thoden, entwickelt und in Simulationen sowie in experimentellem Umfeld angewen-
det. Aufbauend auf die Grundzusammenha¨nge hybrider Antriebssysteme wird eine
weiterentwickelte experimentelle Umgebung zur Untersuchung und Bewertung vor-
gestellt und der entsprechende Hardware-in-the-Loop (HiL)-Versuchsstand zur Emu-
lation entsprechender Systeme demonstriert. Diese Emulationstechnik erlaubt eine
generalisierte Betrachtung von Antriebssystemstrukturen (Betrachtung der Kompo-
nenten als Quellen, Senken, U¨bertragungselemente, Speicher etc.) und der entspre-
chenden Leistungsflussregelung. Den Hauptteil dieser Arbeit bildet die Diskussion
sowie die Entwicklung, Anwendung und Bewertung von Algorithmen zur Optimie-
rung der Leistungsflussregelung hybridelektrischer Antriebssysteme. In diesem Zu-
sammenhang erfolgt eine mehrkriterielle Betrachtung und Bewertung des Antriebs-
systems in Hinblick auf die Dynamik, die Kraftstoffo¨konomie und die Komponen-
tenlebensdauer. Das hieraus resultierende mehrkriterielle Optimierungsproblem der
Stellgro¨ßenfolge kann hierbei als U¨berlagerung von Leistungs-, Energie- und Lebens-
dauermanagement aufgefasst werden. Basierend auf den Haupteinflu¨ssen der Lei-
stungsflussregelungen auf verschiedene Systemeigenschaften erfolgt die Entwicklung,
Anwendung, Bewertung und Diskussion verschiedener Stellgro¨ßenoptimierungsme-
thoden und -algorithmen. Diese werden am Beispiel eines Brennstoffzellen/Supercap-
basierten hybridelektrischen Antriebssystems mit Bremsenergierekuperation demon-
striert. Zur Optimierung der Leistungsflussregelung werden als erstes Parameteropti-
mierungstechniken vorgestellt, wobei eine Embedded-online-Optimierung basierend
auf der Methode des Goldenen Schnitts sowie eine Offline-Optimierung unter Ver-
wendung von globalen Optimierungsalgorithmen diskutiert und angewendet werden.
Nachfolgend werden direkte Stellgro¨ßenoptimierungstechniken vorgestellt, wobei die
Verfahren der Dynamischen Programmierung und des Modelpra¨diktiven Reglers rea-
lisiert werden. Abschließend wird die Entwicklung und Anwendung eines Algorith-
mus basierend auf der momentanen Optimalita¨t (Instantaneous Optimality) dis-
kutiert, welcher aus einem kombinierten Geschwindigkeits-Pra¨diktionsalgorithmus
und vordefinierten Kennfeldern fu¨r die Regelung besteht. Die verwendeten Metho-
den werden vergleichend gegenu¨bergestellt und gema¨ß ihrer Sta¨rken und Schwa¨chen
bewertet.
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Abstract
In this thesis, the power flow control of hybrid electric power train systems is dis-
cussed using the focus of multiobjective optimization goals and related algorithms,
based on different control optimization methods, are developed and applied within
simulation and experimental environments. Based on the basic relations of hybrid
power train systems, an improved technique for the experimental realization and eva-
luation of these systems is developed and the related Hardware-in-the-Loop (HiL)
hybrid electric power train emulation system is demonstrated. Hereby, it is shown
that this emulation system technique is suitable to be applied for a more generali-
zed view of the power train structures (consideration of the components as power
sources, sinks, transmission elements, storage elements etc.) and its power flow con-
trol. The principal applicability of the system is demonstrated using the example of
a hybrid electric vehicle as well as other system technologies such as hybrid hydrau-
lic power trains and wind energy conversion systems. The core of the thesis is the
discussion, development, application, and evaluation of power flow control optimiza-
tion algorithms. Hereby, the considered power flow control techniques of the power
train are realized with respect to a multiobjective framework using the example
of drivability, fuel economy, and component life time as system requirements to be
optimized during the operation. From this requirements, a multiobjective control op-
timization problem results consisting of a suitable combination of the known control
goals power management, energy management, and lifetime management is realized.
After a discussion about the principal influences of the power flow control on the
different performance properties, the application of different control optimization
techniques is discussed. Hereby, the example of a fuel cell/supercapacitor-based hy-
brid electric power train system including braking energy recovery is used. As control
optimization methods, parameter optimization techniques are applied at first. Here-
by, an embedded-online optimization based on a Golden Section search and an offline
optimization based on Global Optimation methods are discussed and applied. Fur-
thermore, direct optimization techniques based on Dynamic Programming (DP) and
Model Predictive Control (MPC) are realized. Subsequently, an Instantaneous Opti-
mality (IO)-based technique, which consists of a lookup table-based Time-Invariant
Feedback Controller technique, is developed. It becomes clear that all methods leads
to suitable results and significant improvement of the control performance. A con-
cluding overview of the methods and its strengths and weaknesses dependent on the
application is provided.
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11 Introduction
In the context of the United Nations Conference on Environment and Develop-
ment (UNCED), held in Rio de Janeiro/Brazil in 1992, the United Nations Fra-
mework Convention on Climate Change (UNFCCC) was established with the ob-
jective of stabilizing the greenhouse gas concentration in the atmoshere [UN92].
Based on this framework, in December 1997, in the context of the Kyoto Protocol,
a treaty for the legal binding of the limitation/reduction of greenhouse gases was
signed by 192 parties (191 states and the European Union) [UN98]. In 1993, the 5th
Environmental Action Program [Com93] was established, where the EU-15 states1
established long-term objectives for the air quality in Europe, which also included
greenhouse gases. In the context of the Kyoto Protocol these states agreed to reduce
their greenhouse gases by 2012 to 8% below the level of 1990.
As reported in [Age13], carbon dioxide is by far the most important greenhouse
gas with 82.5% of total EU-15 emmisions and 82.3 % of EU-27 emmisions in 2011.
Hereby, the road transportation sector (including light-duty vehicles such as passen-
ger cars, heavy-duty vehicles, and three-wheelers) is the second largest source with
20.4% of total greenhouse gases emissions. Between 1990 and 2011, the emissions
of carbon dioxide from road transportations increased by 16% for the EU-15 states,
and except of Germany (-2%) all states increased the emissions in this sector.
Another problem the automotive industry is confronted with are the rising oil pri-
ces. As shown e.g. in [Bun12], crude oil prices have continously been rising since the
1980s.
Motivated by these discussions and the related governmental regulations, the re-
search and development efforts on energy-efficient systems have become a growing
issue within industrial development and scientific research. An important aspect in
this context is the reduction of fossile fuels (basically gasoline and diesel) for vehic-
les. For this reason, their power train systems are increasingly equipped with electric
power train components, which are either integrated in a hybrid power train struc-
ture or completely replace the combustion engines within fuel cell-based hybrid or
pure electric power trains.
In this context, a large number of new challenges has to be faced. The electrification
and hybridization in recent years’ power train development projects makes changes
on systems and components necessary. One typical task is the increase of the power
train system’s efficiency, power availability, and reliability. Hereby, approaches ba-
sed on design optimization and optimal arrangement of the system components are
commonly used.
In automotive context, as main topologies for combustion engine-based hybrid ve-
hicles are according to e.g. [Cha07, ERWL05,GS07] parallel, serial, and combined
hybrid power train structures are used. Hereby, for parallel hybrid electric vehicles
1The EU-15 states include Austria, Belgium, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden, and United Kingdom
2 Chapter 1. Introduction
the mechanical drive trains (prime movers) are used to operate either individually
or simultaneously the same drive shaft. For the series hybrid architecture of vehicle
power trains, the mechanical power of the combustion engine is converted to electric
power, which, in combination with a storage element, supplies an electric motor to
propulse the vehicle. Further drive train topologies are combinations of these con-
cepts such as series-parallel HEVs or complex HEVs. The principal setup of these
topologies is illustrated in Figure 1.1.
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Figure 1.1: Typical topologies of hybrid vehicle power trains [ERWL05].
Additionally, there exist different types of fuel cell vehicles. As discussed in e.g. [Cha07],
the principal structure of these vehicles can be considered as series-type hybrid ve-
hicles. Hereby, the engine in combination with the generator is replace by a fuel
cell system to deliver the required primary electrical energy. Details and a further
classification will be given in chapter 2.
For each hybrid vehicle topology, the electric motor can be used as a generator to
recover kinetic energy, e.g. during braking, which is an important point to increase
the fuel efficiency of the power train system.
For the development of hybrid power train systems, one typical task is the design and
dimensioning of its structure. This includes the choice of the system components and
its sizing and the decision about its operation structure as discussed e.g. in [LP08].
In this context, there also exist methods for the evaluation and optimization of the
power train system in literature, as described e.g. in [GS07]. Hereby, especially for
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series hybrid vehicles, an important task is the design of the electric power train
architecture with multi-storage and multi-sources topologies and, related to this,
the interaction and operation of these components within complex structures.
Aside from design issues, another important aspect is the development of the opera-
tion strategy of hybrid power trains. For the improvement of the performance of the
power train system and for a suitable combination of the different components of a
typically complex system topology (power sources, loads and storage elements) with
different properties, the electric power flow control between the individual power
train components plays an essential role. In this context, the development of power
and energy management approaches are central topics in recent year’s research ac-
tivities.
Typical research projects in this context aim at the minimization of fuel consumption
for a given driving behavior. Others include further aspects as e.g. comfort or dri-
vability constraints to their algorithms. But also the consideration of aging-related
operation is a field of increasing research activity.
1.1 Setup of the thesis
Within this thesis, a number of optimization approaches are investigated with re-
spect to the design and particularly the control of a hybrid electric power train
system structures.
Hereby, the focus of this thesis is the discussion of several aspects of the power
flow control within hybrid electric power train structures containing multiple ener-
gy sources, sinks, storage elements as well as power converters. Therefor, the main
foundations of hybrid electric power trains, its components, and typical topological
structures will be briefly described in section 2. This context is essential for the
design and optimization of power flow control algorithms, which is a central aspect
to be considered within this thesis.
Whereas most research projects focus on the optimization with respect to only one
target, e.g. the maximization of the system efficiency or the minimization of the fuel
consumption, the power flow control algorithms introduced within the context of
this thesis are designed within a multi-objective optimization frame work. For this
reason, the power flow control can be distinguished between power management,
energy management, and lifetime management of the power train, since the control
algorithms have different effects on the system behavior, which are typically also
related to different time ranges.
The algorithms are demonstrated within offline and experimental environments.
Hereby, for the offline algorithms dynamic models and their simulation during the
optimization procedure are typically applied methods. For the experimental evalua-
tion of hybrid electric power train structures, a concept of an emulation structure
is introduced, which allows a modular setup and thus the realization of different sy-
stem topologies. This emulation system is basically set up by electric power sources,
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sinks, and converter elements and can easily be completed by further electrical com-
ponents such as motors, supercapacitors, batteries etc.
The applicability of this emulation approach is demonstrated using the example of
different hybrid electric power train topologies including a wind energy conversion
system. The implementation of electric hydraulic analogy models even allows the
emulation of hybrid hydraulic power train systems within an electric environment.
For the optimization of the algorithms with respect to given load profiles and a pre-
viously defined control structure, the implementation of heuristic search algorithms
as well as Global Optimization (GO)-based approaches are applied within simulati-
on and experimental environments to optimize the power flow control of the hybrid
electric power train systems. Hereby, it can be shown that the control optimization
leads to a considerable improvement with feasible results. Furthermore, also the ap-
plicability of the approaches without a detailed knowledge of the dynamic behavior
of the power train or the load profile is shown.
The implemention of algorithms for the load profile prediction into the electric power
flow control allows the adaptation of the control to the expected driver behavior. In
addition to simulation results, this is also shown within experimental environments.
Similiarly, the optimization by Dynamic Programming (DP)-based approaches for
the direct optimization of the control is applied based on given system dynamics and
load profile. The implementation of a knowledge-base, based on optimal input tra-
jectories, which are offline optimized by a Dynamic Programming appoach, into the
power flow control of the power train allows the implementation of optimal control
inputs into an experimental environment, e.g. by the usage of lookup tables, and
may lead to a better performance than e.g. classical rule-based algorithms. To do
so, a combined identification and prediction algorithm is integrated to estimate the
instantaneous system states and the related load situation. For the identified mea-
surements, the control signals are generated with the predefined knowledge-base. In
the context of this thesis, this optimization approach will be called instantaneous
optimality (IO)-based power flow control.
The contents of this thesis are developed with respect to the results of the pre-
decessor research project shown in [O¨zb10], where the results of the predecessor
research project are described. Hereby, the principle relations about the dynamical
system behavior as well as the simulation of hybrid electric power train systems and
the principal relations for the experimental realization are demonstrated on a fuel
cell/supercapacitor-based hybrid electric power train and discussed.
In the following, the state of the art within the development of power flow control
algorithms, especially power and energy management, and the related optimization
approaches are stated and the related literature is provided. It will be shown that
a multiobjective consideration of the control approaches may lead to improved re-
sults. Further aspects to be discussed are aging mechanisms within hybrid electric
power train components and the usage of an emulation concept for the experimental
investigation. In chapter 2, the description of the general relations of hybrid elec-
tric powertrain systems, its components, and typical system topologies, especially
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those with respect to electric, fuel cell hybrid and series hybrid power trains, will
be given. Additionally, typical problems (component sizing, control design etc.) and
design conflicts (influencing drivability, fuel economy, aging etc.) in this field are
described and discussed. In chapter 3 the emulation technique, which is applied
for the experimental investigations, is described. The main principle relations are
demonstrated using the example of a fuel cell/supercapacitor-based hybrid electric
powertrain Hardware-in-the-Loop test rig, as introduced in [O¨zb10]. The usage of
an emulation concept applying controllable electric power sources, sinks, and trans-
mission elements allows a more generalized consideration of power train concepts
consisting of e.g. sources, sinks, transmission, storage elements etc. The applicabili-
ty of the emulation system is shown for the electric flows of a hybrid electric power
train and a wind energy conversion system (WECS). Additionally, also the princi-
pal applicability of this emulation technique for the emulation of a hybrid hydraulic
power train system is demonstrated using an electric hydraulic analogy model to
calculate equivalent electric signals for a hydraulic power train.
In chapter 4 general aspects of the power flow control in the context of hybrid electric
powertrain systems are described. Typical methods to be applied in this context such
as rule-based methods, the equivalent consumption minimization strategy (ECMS)
as well as the control using Model Predictive Control (MPC)-based approaches are
described and discussed. Additionally, typical system properties for the evaluation of
the control performance are introduced and related evaluation parameters are defi-
ned. Applying three simplified power flow control strategies within an experimental
investigation, the influence of the power flow control on fuel economy, drivability
is demonstrated. It becomes clear that there is an interdependency between the
performance parameters of the typically conflicting performance properties, which
depends on the chosen controller designs and parameters. This lead to the neces-
sity of the development and integration of control optimization approaches. Since
multiple performance properties are affected, the design of an optimization power
flow control leads to a multiobjective optimization problem including power mana-
gement, energy management, and lifetime management.
Typical optimization approaches within this context and their application are de-
scribed in chapter 5. This includes methods based on an embedded optimization-
based heuristic search algorithms, Global Optimization (GO) approaches such as
Genetic Algorithms (GA), Model Predictive Control (MPC), and Dynamic Pro-
gramming (DP). The chapter is completed by results of an instantaneous optimali-
ty (IO)-based control approach, which consists of an identification and load profile
prediction algorithm in combination with an offline-optimized database with opti-
mal input trajectories for different system states and previously defined load profile
trajectories.
It will be shown that all methods lead to feasible results but also that their appli-
cability depends on the tasks to be solved. The thesis is completed by a summary
of the main results and contriutions as well as discussions about future steps.
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1.2 State of the art
Due to the increasing importance of the energy efficiency consideration hybrid elec-
tric power trains are an essential part of the research and development of vehicle
power train systems but also further industrial applications as e.g. the aircraft in-
dustry [ZMB+10] include these concepts for the improvement of their products. For
the design and the operation of electric and hybrid electric power train systems se-
veral system properties have to be considered. Hereby, system modeling approaches
play a key role. There is a large amount of literature considering modeling aspects
of these kind of system. A broad overview about vehicle propulsion systems consi-
dering combustion engine, fuel cell, battery and supercapacitor-based hybrid power
trains is provided in [GS07]. Hereby, also topological aspects, power flow control
algorithms, and optimization methods are briefly presented.
An alternative approach to the classical state space and transfer function-based
methods is the Energetic Magnetic Representation (EMR), which is based on the
action-reaction principle according to the physical causality [CBL08]. Other me-
thods are based on Bond Graphs [KR75] or Causal Ordering Graphs [GDH00].
A central and often discussed property of hybrid power train systems is the energy
efficient operation of the individual system components and the fuel consumption
of the total system and, related to this, the task of the emissions minimization e.g.
for combustion engine applications. As summarized in [MOS14], the efficiency of
the powertrain system and the efficiency of its individual components should be
distinguished. The efficiency of the components can be influenced by the choice of a
suitable operation point (e.g. point of best efficiency) of the system. Therefor, a sui-
table arrangement and sizing of the components has to be chosen during the design
process. An important point in this context is that, in order to operate the system
at its optimal efficiency, it might be possible that some of its individual compontents
operate inefficiently. In this context, the load profile applied to the system, which
has the main influences on the dynamical behavior of the power train, has to be
considered in particular. Apart from the choice of the components size (related to
the predefined system requirements), the system efficiency also depends significantly
on the energy flow control and, if applicable, on the individual component control.
Here the interdependency between the energy flow and the load profile as well as
the component status respectively has to be taken into consideration.
Aside from structure, sizing, and control of the system, the operation state of the
powertrain system itself (including the energy storage components) combined with
the present and future load situation is an important aspect for the consideration of
the overall system efficiency. This becomes particularly clear by using the recovery
of kinetic energy during braking as an example. In this context in [DOW00] a si-
mulational study about the energy maximization based on a power train capable of
recovering braking energy is conducted regarding the control using electric circuits.
The power train is based on supercapacitors and Buck-Boost converters. In [HJ07]
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algorithms controlling the wheels are presented to maximize the energy recovery du-
ring braking. The storage elements’ capability of recovering electric energy is larger
if the state-of-charge is lower due to the fact that the amount of electric energy to be
stored is higher [AP02]. The concept of electric energy recovery is not only limited
to braking energy but also to other forms of mechanical energy, such as regenerative
damping within vibrating structures as described e.g. in [Scr07]. Another aspect to
be considered in this context is the power availability of a power train system for
the realization of a required load profile. In vehicle application this property is equi-
valent to the drivability of a vehicle. Considering this property of the powertrain
system (including the energy storage), two further important design aspects have
to be discussed. The first one is the capability of the energy source and storage
elements of the system of delivering a required peak power and the other one is the
maximization of the range of the system with respect to the stored energy. Typi-
cally, during the design process there are conflicts between the system’s availability
to realize the required power and energy on one side and to maintain the system
efficiency on the other side [SBDS05].
A further design aspect is defined by the requirements regarding the lifetime of spe-
cific system components. The lifetime can typically be determined by the evaluation
of time or trajectory-dependent load spectra as discussed e.g. in [Her10]. In recent
research studies several power train components are considered in detail whose lifeti-
me significantly depends on the electrical load, such as lithium-ion batteries, fuel-cell
systems, etc. In this field of research two main research questions are considered:
I: What kind of performance losses occur due to aging of components? In this con-
text in [HFNJ09, RHWP03] approaches based on pregiven aging models of Li-ion
batteries are shown. Similiar considerations for the evaluation of the system drivabi-
lity can be applied here. Additionally, the possibility of integrating a parametrized
aging model into the power train control structure has to be proven.
II: Which influence has the system operation on the aging mechanisms of the spe-
cific components and how can a control scheme be applied to prevent or at least
to minimize the aging? The task to prevent or to minimize these mechanisms by
an appropriate design or operation is an important issue in research. Aging mo-
dels [KPS07,Liu06,BBB+05] and methods for the identification of the current State-
of-Health (SoH) [TKT06] are commonly used in this field of research.
Since the properties of fuel economy, drivability, and lifetime of a hybrid power
train structure depend on completely different influences, there might be conflicts
between them during the operation of the system. One common method to overco-
me these design conflicts is the hybridization of the power train system components.
Hereby, the basic idea is to combine the strengths of the individual components by
setting them a within a suitable arrangement (topology). A typical and prevalent
example for this kind of hybrid power train systems is the combination of a combu-
stion engine and an electric motor as introduced e.g. in [SBS06]. Here the strengths
of the electric motor operating with high efficiency at slow speed and high torque
(e.g. during the run-up or strong acceleration phases) can be combined with the
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higher energy density and range of the fuel-based combustion engine. In the con-
text of hybrid vehicle power trains, a number of topologies such as serial hybrid
system, parallel hybrid system, range extender etc. are known, which are detailed
e.g. in [GS07,ERWL05,Jon02].
In [GK13], a range extender topology based on an ICE and a Li-ion battery is de-
monstrated for the propulsion of a 4-Wheel hub motor EV. Additionally, there exist
miscellaneous species of hybrid electric systems. A typical example application is
provided in [Ros07], where the integration of an electric intermediate system is a
central element to realize the supply of the required electric energy defined by a load
profile. Systems of this kind typically consist of an electric power source and at least
one electric energy storage [KPF+05] component. Typical examples of power sources
are fuel cells [VBR06,GA07], generators, which are propulsed either by a combustion
engine or by the kinetic energy of the vehicle (energy recovery during braking), and
solar modules [PBB06, IINP06]. Typical energy storage elements are accumulators
(e.g. based on lithium-ion, nickel metal hydride, lead acid etc.) and capacitors (e.g.
supercapacitors [SPA07,AM07], conventional double-layer-capacitors etc.). By the
application of the hybridization concept, it is possible to combine the strengths of
the individual power sources and storage elements. As illustrated in the Ragone plot,
shown in Figure 1.2, fuel cell systems have a comparatively high gravimetric energy
density, which makes them capable of supplying the electric energy for a long-term
time range with a near-stationary power flow, whereas supercapacitors are suitable
for the supply of peak power and for rapid and efficient storage of recovered elec-
tric energy (high gravimetric power density). However, for long range applications,
supercapacitors have only a limited applicability due to their small energy density
and thus their limited capacity.
Additionally, hybrid electric power train systems contain components for the conver-
sion of electric voltages and currents as e.g. DC/DC converters within DC circuits
or inverters and rectifiers for the conversion between DC and AC current flows and
vice versa. The integration of these elements allows the control of the electric power
flow within the power train system structure. This aspect has an essential relevance
for the realization of the power flow control algorithms of these power trains.
Using power flow control algorithms such as e.g. power and energy management, the
control of the power flows within the power train system can be actively influenced.
Depending on the system state, the distribution of the energy demand on the ener-
gy sources and storage elements can be controlled as well. Hereby the existence of
sufficient degrees-of-freedom of the system concerning the supply and the usage of
electric energy is a structural requirement, which implies that either suitable energy
sources are available or that the energy requirement can be influenced by the system
state itself [Wag04].
Principal relations of fuel cell-based hybrid electric power trains and, resulting
from this, significant effects caused by the application of powerflow control algo-
rithms are described e.g. in [O¨S08]. An overview about the relations between work
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gram) [Cha07]
load, component sizing, and the choice of the relating control parameters are given
in [O¨S09, O¨zb10].
Hereby the necessity for the usage of control optimization approaches of power trains
especially considering the expected work load of the system becomes obvious. Ty-
pical optimization approaches are designed to minimize the hydrogen consumption
of a fuel cell-based powertrain system [XHL+08, YKM11] or the fuel consumpti-
on [KP07] for an Internal Combustion Engine (ICE)-based system and, related to
this, to minimize the exhaust emission [KPB11].
In this context recent research works distinguish between offline optimization, which
regard to the system behavior for a complete time interval, and online optimization,
which are designed from the controller’s point of view, and are updated at each time
step of the system operation.
For offline control optimization using a previously known load profile Bellman’s Dy-
namic Programming approach [Bel12, RGB10] and Global Optimization methods
such as genetic algorithms [PIzGV01] are common methods and lead to feasible so-
lutions. Dynamic Programming methods are used to calculate the optimal control
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trajectory based on the complete information of the the system dynamics and load
profile for the total time interval. In [FQ06] the power split of a parallel hybrid vehicle
with a two-stage control is optimized with a Dynamic Programming algorithm. For
stochastically uncertain systems both methods can be adapted. Hereby, the Dynamic
Programming method can be enlarged to a so-called Stochastic Dynamic Program-
ming (SDP) algorithm. Online capable methods are typically based on the optimal
control principle [PG10,MFCS10], model-based [SG07] or rule-based [HSDS07], or
sub-optimal [vKdJS08] approaches.
The evaluation of the performance of these algorithms have to be considered in the
context of the underlying load profile. A number of methods for the determination
and the design of power and energy management algorithms are given in literature.
The simpliest methods for the realization of power and energy management of these
systems are rule-based methods [HSDS07]. Hereby, the control is realized by a set
of boolean or fuzzy rules, which are previously defined for different operation states
of the power train.
In [CWL+08], a rule-based power management of a series-parallel hybrid electric
vehicle is shown, switching between six operation modes, whereas in [HSDS07] five
operation modes are applied. The shown advantage of these approaches is the small
computational effort and thus the simple applicability within real-time applications.
On the other hand, these approaches only lead to sub-optimal results. Alternative
methods base upon neural networks or fuzzy-logic. In [LL09] and [JLK05], fuzzy
logic-based power flow control methods are applied on a fuel cell/battery-based se-
ries hybrid vehicle to manage the power split between the components. For the
application of fuzzy logic-based methods, membership functions are defined for each
system state to be considered. The resulting power flow control is determined by the
identified degrees of membership with the related controller rules. In [LXH+09] a
fuzzy logic power management for a hybrid bus, consisting of a fuel cell system and
nickel metal hydrate batteries is introduced. The key advantage of fuzzy logic-based
approaches is the simplicity, the easy adaptivity, and the low computational effort.
It is shown that, dependent on the driving cycle chosen, an improvement of the fuel
efficiency to up to 12.6% can be achieved. In [HJ04] a fuzzy logic-based control ap-
plying only control loops based on the identified operational state is compared to a
model-based approach, which includes knowledge of the power train system as well.
In further studies, algorithms are applied, which receive the control strategy from ef-
ficiency maps [FSR09] or system models of the power train [Boy06], to minimize the
fuel consumption of the system. Hereby, in [FSR09], the efficiency map of a fuel cell
system is applied to choose the operation point of a fuel cell system dependent on the
load power determined. In [Boy06], the control rules are stated for an ICE/battery-
based HEV by power loss calculations based on system models of the power train
system. Another widely usedmethod are different types of optimal controllers. In
this context in [KKJ+05] and [SBG04] fuel and electric energy minimization algo-
rithms are given for parallel hybrid electric vehicles based on a combustion engine
and a battery pack. An optimal control approach of a fuel cell/battery-based hybrid
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vehicle power train with an optimal state feedback is shown in [HYZG08]. Hereby,
the assumption of a linear system model is used and the knowledge of the driving
cycle is integrated to the optimization. For rule-based and optimal control-based
power flow control algorithms, a typically used approach is the usage of the ECMS
(equivalent consumption minimization strategy) to give an equivalent description
of the different energy sources and to convert the global optimization problem to a
local one and thus to receive a simplier online formulation [GS07].
In [RPSG05] and [MRS05] an online-ECMS-based power management is introduced
for a fuel cell/supercapacitor-powered VW Jetta model. In [KKJ+05] a simulation
study is presented, where a conventional algorithm is compared with a quadratic pro-
gramming and dynamic programming solution, whereas the approach of [SBG04]
is based on the equivalent consumption minimization strategy (ECMS). In a com-
parative study descibed in [BBA06], a vehicle power train system with an ICE and
a battery system is introduced, where the motor torque split is optimized with re-
spect to the minimal fuel consumption for a given driving cycle. This optimization
is realized with two optimal control methods, i.e. the adaptive equivalence strategy,
which is based on the ECMS method, and the mixed integer quadratically constrai-
ned linear program (MI-QCLP), where the optimal control policy is achieved by the
solution of a quadratic subproblem. It is shown that both methods are principally
applicable for real-time applications but also highly sensitive to prediction errors.
In [PR07], for a parallel hybrid power train consisting of an ICE an electric motor,
three approaches are compared to each other. Hereby, a rule-based control, an adap-
tive equivalent fuel consumption minimization strategy (A-ECMS) and a H∞-based
energy management are compared to each other.
Another possibility to realize the power flow control is the usage of an instantaneous
optimal controller. In [KR11], an instantaneous optimal control approach is applied
for a single-mode, power-split system of a hybrid electric vehicle power train, which
is based on an ICE and a battery. Hereby, a combined approach consisting of a tar-
get generation based on the Pontryagin’s minimum principle and a target tracking
based on a linear quadratic regulator is applied to realize the optimal power split
between the ICE and the battery. Other research projects focus on the optimization
of the individual component control. In [HSZM09] an optimal fuel cell control ap-
proach based on a Radial Basis Function (RBF) neural network approach combined
with an optimization based on nonlinear programming (NLP) is shown. Hereby, the
control goal of minimizing the stack current flow is used. In [Nie08] a control opti-
mization is realized by a model predictive controller. In [VSP06] a fuel cell system is
controlled by a MPC-based algorithm to avoid fuel cell oxygen starvation, to prevent
air compressor surge and choke, and to simultaneously match an arbitrary level of
current demand. The usage of MPC-based methods [GP11,BRP+10] in the context
of power flow control approaches can be seen as a compromise between offline and
online methods. For the application of these methods, the usage of a prediction al-
gorithm is typically required.
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The control performance of MPC-based approaches depend on the prediction per-
formance of those algorithms. Algorithms based on previous velocity measurements
are common methods to be applied for the prediction of the velocity trajectory in
combination with the control strategy within automotive applications. Hereby typi-
cally GPS-based methods [GMST07] or track-based prediction based on the recent
trajectory [CB11] are applied.
Considering these aspects, the implementation of prediction algorithms into model
predictive control algorithms as e.g. described in [BRP+10] and [RBC+10] appears
to be a suitable combination of the methods described.
Since the optimization methods described are typically based on given or known
load profiles. For powertrain systems, these load profiles are typically defined e.g. by
driving cycles described by time dependent trajectories of the velocity or the power
demand. For unknown driving cycles typically prediction algorithms are applied.
Aside from heuristic approaches [Wil09] typically online optimized strategies are
applied to realize predictive power flow control strategies. One promising prediction
strategy in this context is based on the knowledge of former velocity trajectories to
provide approximate information about the expected future load profile [CB11].
In the following chapters, based on the methods stated here, the power flow control
problem will be discussed and applied with respect to a multiobjective consideration
of the problem. Therefor, in chapter 2, fundamental information to hybrid electric
power trains as applied within this thesis are stated. Based on the experimental en-
vironment as described in chapter 3, the power flow control problem will be stated
in chapter 4 and different methods will be developed, discussed, and applied in
chapter 5 within simulation and experimental investigation.
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2 Hybrid electric power trains and power conver-
sion systems
A typical application field of hybrid electric powertrains are automotive systems.
But there are also other application fields for hybrid electric powertrains e.g. in
industrial applications or in aircraft components [ZMB+10].
2.1 Components and topologies of hybrid electric power-
train systems and related modeling approaches
Typically, hybrid electric powertrain systems consist of power sources (e.g. fuel cells,
generators), power sinks (e.g. motors, other electrical loads) and storage elements
(e.g. batteries, supercapacitors) [Cha07,GS07]. Especially for the realization of power
flow control strategies, electric power conversion components as e.g. DC/DC con-
verters [Gar02], rectifiers, inverters are required.
An important aspect for the design is the choice of the topological structure of
the components within the powertrain system. Typically, some topological structu-
res are more suitable for large ranges whereas others have a better suitability for
the realization of larger peak power during operation. The reasons usually result
from technical restrictions as e.g. the time constants of the dynamical behavior of a
DC/DC converter of the hybrid topology.
Details, especially regarding the modeling of the dynamical behavior of power train
systems and its components are described e.g. in [GS07].
An important aspect for the design of a power train is the topological structure of its
components. In [NPA06] different topological structures of fuel cell/battery-based
hybrid electric power trains are introduced and discussed for typical driving cycles.
Hereby, it becomes clear that the choice of the topology depends on the design tar-
gets and that no topology can completely fulfil all of these targets since the different
requirements are oftenly conflicting to each other. Typically, each topology has a
different efficiency and power availability. As a consequence, some topologies are
more suitable for e.g. long range driving cycles whereas others can better cope with
e.g. large acceleration phases. In this context, an experimental study is provided
in [OXL+06], where two topologies and the related energy management strategies of
fuel cell/battery hybrid busses are compared to each other. Hereby, bus A is equip-
ped with a fuel cell system, which is connected with a lead acid battery to an energy
hybrid (i.e. the Range Extender topology) structure. Bus B is propulsed by a power
hybrid topology (i.e. the Full Hybrid topology) consisting of a fuel cell system and
a nickel metal hydrate battery. The related topological structures are depicted in
Figure 2.1. The two busses are compared to each other in a bus cycle and a constant
speed testing. The related results are depicted in Figure 2.2.
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Figure 2.1: Topologies applied: Energy hybrid structure (top) and power hybrid
structure (bottom) [OXL+06]
In this example the strengths of each topology becomes clear. Whereas bus A can
achieve a better energy efficiency result of 55% in comparison of 46% of bus B, for
suddenly increasing power demand in acceleration phases, the topology of bus B
leads to better results and thus also has a better effect on the system’s drivability.
In the following, four typical topologies are introduced and compared. These topo-
logies are typically applied in hybrid electric power train systems and particularly
occur in serial hybrid vehicles, fuel cell hybrid vehicles, and purely electrically driven
vehicles.
The topologies are demonstrated using the example of a fuel cell/supercapacitor-
based power train system. But the principal relations can also be transfered to
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Figure 2.2: Energy flow diagram of: fuel cell bus A in cycles testing (a), fuel cell bus
A in 40 km/h constant speed testing (b), fuel cell bus B in cycles testing (c),fuel
cell bus B in 40 km/h constant speed testing (d) [OXL+06]
arbitrary other system components e.g. battery-based systems, combustion engines
etc.
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2.1.1 Topology A: Basic topology
The simplest topological conception is realized by the connection of all energy
sources and the drive motor to a system bus as illustrated in Figure 2.3.
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Supercaps
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Figure 2.3: Topology A: Basic topology of a hybrid electric system (without DC/DC
converter) [O¨zb10]
During the operation, the supercapacitors are charged by the primary energy source
(here: fuel cell system) or by the current flow of the brake energy recovery until their
voltage levels are equal. The fuel cell system and the supercapacitors are directly
connected to the motor to supply it.
The advantage of this structure is its simple setup, the low control effort and no loss
by DC/DC converters. The supercapacitors can be used in addition to the fuel cell
system to supply the motor. The recovered braking energy can directly be stored
into the supercaps without control delay.
On the other hand, the disadvantages of this structure are that, caused by the lack
of a DC/DC converters, the bus voltage can not be controlled. For this reason, the
motor voltage and the charging and discharging of the supercaps can only indirectly
be influenced, which limits the application of a power and energy management to
the control of the fuel cell and the motor. For the same reason, the operation of the
motor within a suitable operation point can not be guaranteed and the control of
the power split between the supply of the fuel cell system and supercapacitor can
not be realized.
2.1.2 Topology B: Range Extender (Energy Hybrid Topology)
The Range Extender topology is a widely used powertrain structure in series hybrid
electric vehicles. In this topology, the electric power flow of the primary energy source
(here: the fuel cell system) can be controlled by a monodirectional DC/DC-converter.
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The term Range Extender describes the capability of the system of enlarging the
range of a power source (here: supercaps) with the usage of a second one (here: the
fuel cell system). The related sketch is illustrated in Figure 2.4.
Fuel cell
Supercaps
Motor
Figure 2.4: Topology B: Range Extender topology with a fuel cell system, supercaps,
and a DC/DC converter [O¨zb10]
The charging and discharging of the supercapacitors can be defined with the ap-
plication of the control of the monodirectional DC/DC converter. Hereby, the fuel
cell power can be kept at a constant level dependent on the dimensioning of the
components and the load profile. In this topology the bus voltage is equal to the
supercap voltage and the motor voltage. The main advantage of this topology is that
the fuel cell sytem can be controlled to operate continuously in an energy-efficient
operation point. Due to the fact that only a single DC/DC converter is applied, the
typical energy losses are comparatively small. For this reason, this topology is often-
ly used to increase the power train system’s efficiency and thus the range (Energy
Management). The direct connection of the supercapacitors and the motor allows a
fast supply and braking energy recovery.
The disadvantage is that the bus voltage can only be influenced by the state of
charge of the supercapacitors. This also means that a variation of the motor volta-
ge, which can be necessary dependent on the load profile, can only be realized very
slowly. Additionally, this topology does not allow to control the power split between
fuel cell system and supercapacitors.
2.1.3 Topology C: Full Hybrid (Power Hybrid Topology)
A further topology is the Full Hybrid topology illustrated in Figure 2.5. Hereby, the
primary energy source (here: the fuel cell system) is connected directly to the bus.
By the application of a bi-directional DC/DC controller the charge/discharge of the
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supercaps can directly be influenced. By the control of the bus voltage the power
ratio of the fuel cell power on the system power can be influenced as well.
Fuel cell
Supercaps
Motor
Figure 2.5: Topology C: Full Hybrid Topology with bi-directional DC/DC Converter
for the charge/discharge of the supercaps [O¨zb10]
The bus voltage can be controlled directly with this topology, which can be an
advantage for the dynamic behavior of the drive motor. For this reason, this topology
is typically applied for power management tasks to improve the drivability of the
system. But on the other hand, a disadvantage is that the direct connection of the
motor power and the fuel cell power can cause large current gradients effecting an
accelarated aging of the fuel cell system.
2.1.4 Topology D: Extended Hybrid
For the Extended Hybrid Topology, as shown in Figure 2.6, two DC/DC converters
are applied, which allows a more flexible control of the current flows within the
power train structure and thus the power flow control can better be adapted to the
different driving situations [NPA06].
The large flexibility of this topology is possible since the usage of two DC/DC
controllers enables the system to control the bus voltage directly and almost inde-
pendently from the fuel cell size and the state of charge of the supercaps. However,
due to the complexity of the system and possible undesired effects caused by the
interaction between the directly linked DC/DC converters (e.g. current oscillation),
the controller design is a challenging task. A disadvantage of the Extended Hybrid
topology is that the usage of two DC/DC converters in this system topology causes
relatively large energy losses. Furthermore, the integration of a powertrain with this
structure especially for the usage in automotive applications causes larger volume,
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Fuel cell
Supercaps
Motor
Figure 2.6: Topology D: Extended Hybrid topology with DC/DC converters, fuel
cell system, and supercaps [O¨zb10]
weight, and purchase costs of the system.
In [TRD09] this topological principle is applied for hybrid system consisting of a
fuel cell with two storage elements, i.e. a super capacitor system and a battery
system. Heeby, as a control approach, a rule-based algorithm is integrated. For a
similiar power train system with fuel cell, battery and supercapacitor, in [ZPM+11]
a flatness-based and a fuzzy logic-based control approach are applied and compared
to each other.
2.1.5 Discussion
It can be concluded that the usage of DC/DC controllers allows a better control of
the power split and can be used to allow the operation of the fuel cell and the motor
in a more efficient operation point. Hereby, for the control of the charge and discharge
of storage elements, a bi-directional DC/DC converter is required, whereas for the
additional control of the fuel cell current flow, a simplier monodirectional DC/DC
controller is sufficient. On the other hand, the usage of DC/DC converters, especially
bi-directional ones, lead to larger energy losses since of their typically small efficiency.
A disadvantage of the usage of a bi-directional DC/DC converter might be a more
challenging control problem to manage the charge and the discharge of the storage
elements during boost and recovery operations. To sum up, the choice of a suitable
topological architecture is depend on the operation points of the components, which
is directly dependent on the load profile (driving cycle) applied to the power train
system. Detailed studies are provided e.g. in [O¨S08, O¨zb10].
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2.2 Performance properties of hybrid electric power train
systems
As stated in [GS07], the optimization of hybrid electric power train systems, which
includes both, the design and dimensioning as well as the control strategies, base
upon the optimization of a cost function J . In the simpliest case, this is the minimi-
zation of the fuel mass mf consumed during a time period t = [t0, tE] in dependency
of the system input u(t) with the resulting cost function
J =
tE∫
t0
m˙f (t, u(t))dt, J → Min. (2.1)
This cost function can also be applied for effects, which indirectly depend on the
fuel mass, such as the emmission of pollutant, so that Eq. 2.1 can be generalized as
J =
tE∫
t0
L(t, u(t))dt, J → Min. (2.2)
In hybrid electric power trains typically different types of energy are used. For the
integration of the SOC of the electric storage to the related cost function, a simple
way is to integrate a soft constraint by penalizing deviations between the initial
and the final energy stored. Applying a penalty term φ to Eq. 2.2, the so-called
charge-sustaining performance index
J = φ(∆SOC) +
tE∫
t0
L(t, u(t))dt (2.3)
can be obtained. The penalty parameter can typically be written in quadratic form
as
φquad(∆SOC) = α(SOC(t0)− SOC(te))2 (2.4)
or in linear form
φlin(∆SOC) = α(SOC(t0)− SOC(te)). (2.5)
The quadratic form penalizes the target SOC independent of the sign of the de-
viation, whereas for the linear expression, the charging and the discharging can be
considered in a different way. For the linear case, the charging and discharging can
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be integrated to the cost function considering the SOC rate during the time interval
as
J =
tE∫
t0
(L(t, u(t)) + α ˙SOC(t))dt. (2.6)
Hereby, the weighting parameter α can principally be chosen arbitrarily, according
to the regulatory standard SAE J1711, α = 38 kWh per gallon of gasoline is recom-
mended.
The usage of a piecewise-linear penalty function, distiguishing between dischar-
ging (αdis) and charging (αchg), as
φlin(∆SOC) =
{
αdis(SOC(t0)− SOC(te)), SOC(te) > SOC(t0)
αchg(SOC(t0)− SOC(te)), SOC(te) < SOC(t0) (2.7)
directly leads to the equivalent consumption minization strategy (ECMS) formula-
tion. Based upon these typically used expressions (as stated e.g. in [GS07]), in the
context of this thesis, further performance properties with respect to drivability and
aging are considered as well. Therefor, in section 4.1, the underlying relations and
especially the resulting requirement for the power flow control are discussed and,
resulting from this, a performance measurement and evaluation scheme is developed
in section 4.2. These schemes are used for the realization of the control optimization
schemes as described in chapter 5.
2.3 Component sizing and control design of hybrid electric
powertrain systems
For the design of these systems the planning of the system architecture as well as
the control design have to be considered. Hereby the application of optimization
approaches play an important role.
Classical approaches for the optimization of hybrid electric powertrain systems deal
with the component choice and its sizing. In [Gue05] some basic realization steps are
explained for a fuel cell-based hybrid electric vehicle. Hereby, typically, the design
is mainly based on static and quasi-static load demand assumptions. In [Hen08] the
sizing of a combined storage system consisting of a battery and a supercapacitor is
discussed. Hereby, the minimizion of the life-cycle costs of the battery is achieved
by the integration of the supercapacitors.
An generalized optimization strategy for the element sizing of hybrid electric power
trains is presented in [dRAB09]. Hereby, a formulation based on energy hubs is
used with three basic elements, i.e. direct connections, converters, and storages. The
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idea is to define the energy hubs as interfaces between producers, consumers, and
the transportation infrastructure. For the consideration of dynamic influences, the
system behavior in time and frequency domain and especially the transient beha-
vior of the system has to be considered. Hereby, especially control aspects are a
central point. For this reason, in recent years, the control optimization has become
an important research field. A combined consideration of sizing and control aspects
of hybrid electric power trains is shown in [KP07]. For the dynamical considerati-
ons, power flow control algorithms of hybrid electric powertrain systems, such as
e.g. power management, energy management, and lifetime management, are key
issues, which are discussed in the following.
2.4 Component aging within hybrid electric powertrain sy-
stems
Another aspect is the minimization of component aging effects of hybrid electric
powertrains by the usage of control algorithms.
The aging of components in the context of hybrid electric powertrain systems has
become a growing research area in recent years. In this field many publications deal
with the investigation of aging mechanisms especially occuring in fuel cell [HJRW09,
Zha08, Liu06] or battery systems [LSG+10,MFSF09,RHG+04,MOGR09]. The im-
plementation of aging effects within a battery management system is discussed e.g.
in [Kai07]. These aging processes of system components can be influenced by the
design of the system but they can also be considered in dependency on the operating
conditions. In [HJRW09] and [BBB+05] typical influences on aging-related perfor-
mance losses of fuel cell systems are experimentally identified and compared to each
other. Main aging effects within fuel cell systems during transient operation are sum-
marized in [O¨zb10]. Hereby, it becomes clear that the operation dependent lifetime
of fuel cell systems is mainly limited by its membrane [CWY+06], where mecha-
nical, thermal, and catalyst degradation occur. Hereby, for mechanical degradation
(cracks, tears, punctures, and pinholes), impulsion pressure by hydrogen, water, and
air are comparatively minor causes, whereas main contributions are humidity and
temperature cycles, since these cause large stress changes [HSZ+06]. Thermal degra-
dation is mainly caused by hot-spots in the membrane which leads to local water
evaporation and causes pinholes within the membrane. These pinholes lead to in-
creased hydrogen crossover, i.e. crossing of hydrogen atoms without reaction with
the oxygen atoms, which leads to smaller efficiency or may lead to further dama-
ge by the reaction of hydrogen (burning) [CZT+07]. Catalyst degradation occurs
by platinum dissolution, carbon-support corrosion, and platinum sintering [YY07].
Further details are provided in [YSMH09]. By these effects, a loss of electrochemical
surface area on the active layer of the membrane electrode assembly is caused. As
a consequence of these and further studies [MFF+08, SYG07], transient and cyclic
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fuel cell operation leads to a faster degradation compared to stationary operation.
Thus, stationary operation should be preferred for the fuel cell system. Additionally,
an increased deterioration also occurs by the operation of fuel cells for a long time
duration near their power limit, since this is also related to a large current flow
dynamics. It can be concluded that the usage of comparatatively small fuel cells
(i.e. with a small power range) has to be avoided. As a consequence, for the power
flow control of a hybridized power train system with respect to an increased fuel cell
lifetime, the fuel cell system should be applied for a supply of a stationary power
demand at its nominal operation point, whereas peak powers should be realized by
a secondary power source with a high power capability such as e.g. supercapacitors.
Related investigation results are provided e.g. in [O¨S08].
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3 Experimental emulation of hybrid electric po-
wertrains
The development of power trains and their power flow control is typically realized
by model-based considerations, simulation-based studies as well as experimental in-
vestigation. Hereby, modeling approaches are used to gain a detailed understanding
of the system structure and its dynamical behavior, whereas the experimental in-
vestigation is an important part for the validation of the dynamical models and
for the proof of the applicability of e.g. a chosen control approach especially within
systems with a complex structure, a nonlinear dynamical behavior, or uncertain sy-
stem parameters. The experimental investigation of power train system is typically
realized with usage of Hardware-in-the-Loop (HiL) test rigs. There is a large number
of Hardware-in-the-Loop concepts for the experimental evaluation of hybrid electric
and hybrid hydraulic power train systems. Disadvantages of classical setups are the
higher costs and the worse adaptability of hardware components. Another problem
is the deterioration and large energy and fuel consumption of the components espe-
cially during the testing process. For this reason, the experimental evaluation of
power trains by emulation systems is a promising method in order to overcome
these problems. Hereby a physical system is replaced with a surrogate dynamical
system based on realtime models.
As shown e.g. in [O¨zb10], [MOS09], and [MOS10], a fuel cell/supercapacitor-based
Hardware-in-the-Loop (HiL) test rig is build up at the Chair of Dynamics and Con-
trol at the University of Duisburg-Essen. The experimental environment is shown
in Figure 3.1.
3.1 Overview
In the context of electric and hybrid electric power train systems principally two
emulator concepts can be distinguished. Pseudo-emulators use actual electric com-
ponents of a different sizing. In [MPV+09] this scaling is realized based on the imple-
mentation of a buck converter, in [OIQ05] an amplification of the dynamical behavior
of a fuel cell is carried out by a Switching Mode Power Supply (SMPS). In [PB09] a
networked hybrid electric vehicle power train Hardware-in-the-Loop (HiL) system is
presented, where, among others, dissimilarly sized components of a fuel cell system
and a battery are included. Hereby the scaling effects of the components are mode-
led by dimensionless variables defined by Buckingham’s Pi Theorem as introduced
in [Buc14].
In constrast, the classical emulator concepts use controlled power supply systems
and power sinks based on dynamical models to replace the regarded electric com-
ponent. In the field of hybrid electric power trains especially emulator applications
of fuel cell systems are of special interest. In [GBBM11], a DSP-based electrical
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Figure 3.1: Fuel cell/supercapacitor-based Hardware-in-the-Loop (HiL)
test rig ( [O¨zb10], [MOS09], [MOS10] )
structure for the emulation of a fuel cell system is introduced, which focusses on the
complex dynamical behavior of the system and can also be adapted to the emula-
tion of supercapacitor systems. Further examples for fuel cell emulation are shown
in [PB11] and [SAY10].
Another typical example for the application of electrical emulation algorithms is the
consideration of battery systems as described e.g. in [PLC03].
Furthermore, the integration of the components into a power train structure is wide-
ly used. In [WSS11], a hybrid power train emulator based on a physical engine and
a hydrostatic dynamometer is introduced. The control of the engine speed and the
torque applied by the dynamometer are determined by a simultaneous simulation
of a power train structure. The disadvantage of the described electrical power train
emulation systems is that they mainly focus on the dynamic behavior of individual
components and neglect the interdependences between them.
The emulation of hydraulic power train system is also a commonly used method.
In [CA03] the load emulation of an Earthmoving Vehicle Powertrain is realized by
three hydraulic load units. Another example is the Augmented Earthmoving Vehicle
Powertrain Simulator (AEVPS) for the study of mobile electrohydraulic powertrains
as described e.g. in [DASM11]. The disadvantage of hydraulic test rig systems is the
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need of more effort to set up the experimental structure and its adaptation to chan-
ging requirements.
For this reason, the use of hydraulic electric analogy models is a suitable method
to investigate the dynamical behavior of systems by using surrogate models. Some
fundamental considerations in this context are provided by [Sch54] and analoguous
units are compared to each other. There are also research projects using this analogy
for modeling and diagnosis. In [RJ12], a hydraulic electric analogy model is used for
the modeling and simulation of a cardiovascular system. In [LH06] an electrical sur-
rogate model is applied for the fault location within a hydraulic powerline structure.
Using these considerations, the emulation of hybrid hydraulic power train systems
using electric power train topologies becomes obvious.
In the context of this thesis, this test rig is modified and generalized for the emulati-
on of general hybrid power train topologies and electric energy conversion systems.
Based on the principles stated before an emulator system of a range extender to-
pology is set up as a HiL environment. Its schematic setup is shown in Figure 3.2.
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Figure 3.2: Power train emulation structure of a hybrid power train topology
Its operation is based on a three-layer-structure. In the model layer the dynamic
behavior of the electric components is stated. During the operation a simultaneous
simulation is carried out and the results are sent via a DSP-based realtime hardware
system in the communication layer to the electrical hardware components of the
power train topology within the system emulation layer. The emulation layer consists
of four hardware emulation groups. The primary energy source emulation is realized
by a controlled electrical source, which emulates a primary electric source and a
combined voltage-current-controlled monodirectional DC/DC converter. The short-
time electric storage unit is realized by an ultracapacitor package. The topology can
be completed by further storage units, e.g. physical or emulated battery systems.
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The drive train, which is supplied by the electric components and whose dynamical
behavior is dependent on the influence of the driver behavior and the mechanical
properties of the vehicle, is emulated by a speed-controlled electric drive motor,
which is capable of recovering electric energy during braking maneuvers, and a load
motor. This torque-controlled load motor is coupled with the drive motor via a
common axle. It is supplied by an external grid and applies external torques to the
drive motor resulting from simultaneous simulation results of air and roll resistance
or braking maneuvers. The topology and the experimental environment are depicted
in Figure 3.2.
The emulation includes also the experimental investigation of the influence of power
flow control algorithms. The emulation is based on controlled elementary power
train components, which can be used as surrogate electric components. The mo-
dular structure of the system allows a good adaptability depending on the system
requirements.
The related HiL test rig environment is shown in Figure 3.3.
Figure 3.3: HiL test rig for power train emulation
In the following, the usage of emulation concepts for different hybrid power train
systems such as a hybrid electric, a hybrid hydraulic, and a Wind Energy Conversion
System are discussed and their results are presented.
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3.2 Emulation of a hybrid electric power train system
At first, a vehicle model with a hybrid electric power train system is considered.
This power train consists of a fuel cell system, applied as a primary energy source.
Additionally, a supercapacitor system is used as an intermediate storage. These
components are arranged in a range extender configuration and are connected to
a common bus. They supply an electric motor, which is capable of regenerating
electric energy during breaking. The system topology is shown in Figure 3.4.
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Figure 3.4: Topology of the hybrid electric power train system [O¨zb10]
For simplicity, the charging dynamics of the supercapacitors is assumed as linear
with
USC =
1
C
∫
ISC dt, (3.1)
with the capacity C, the current flow ISC , and the voltage USC assumed as propo-
tional to the SOC of the supercapacitors. The control of the electric power flows
within the topology is realized by a compound voltage/current-controlled DC/DC
converter as[
UBus
IBus
]
(k + 1) = f(UBus(k), IBus(k), sDCDC(k)), (3.2)
with UBus and IBus describing the voltage and current at the outflow of the DC/DC
converters and the control signal sDCDC .
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For the power flow control of the power train two control algorithms are included.
The first one controls the current flow of the monodirectional DC/DC converter
(Power converter I / DC/DC converter I as depicted in Figure 3.2). Hereby the
SOC of the supercapacitors are controlled to be constant. Secondly, a driver model
is included for the control of the vehicle speed depending on the reference speed,
given by a driving cycle. The related emulation structure is depicted in Figure 3.5.
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Figure 3.5: Emulation structure of the power train topology of the hybrid electric
vehicle
The experiments are conducted using the ECE driving cycle as a load profile. For the
hybrid electric power train the focus is on the control and emulation of the current
flow by using the power flow control algorithms mentioned.
The emulated current flows of the DC/DC converter and the charging current of
the supercapacitors, emulated by the electric power sink, are depicted in Figure 3.6.
In both cases a good coincidence between model behavior and emulation can be
achieved.
The electro-mechanic emulation of the vehicle motor is realized by the motor unit,
containing drive motor and load motor. Hereby the rotational speed of the electric
power train model relates to the rotational speed of the emulator motor, whereas
the electric current flow of the emulator motor, which depends on the load applied
is equivalent to the motor current of the electric model. For the motor, the related
current flow and the rotational speed of the model and the emulation are shown in
Figure 3.7.
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Figure 3.6: Current flows of the DC/DC converter (top) and charging current of the
supercapacitors (bottom)
It becomes clear that also for the requirements of this application example, a good
emulation performance can be achived.
3.3 Emulation of a hybrid hydraulic power train system
A second experimental application example is the emulation of a hybrid hydraulic
power train system, whose components are arranged in a series hybrid configura-
tion. This system consists of an combustion engine, which drives a pump unit of
a hydraulic manifold system. Included in this system is a hydro motor and a hy-
draulic accumulator, which is used as an intermediate storage system. Details and
a comparison further topological architectures are provided e.g. in [DCLC13].
A series hybrid hydraulic which is shown in Figure 3.8 is modelled for the emulation.
This topology contains an axial piston pump and motor, a bladder type accumula-
tor, a pressure relief valve, and an internal combustion engine. Since in this topology
there is no direct mechanical connection between engine and vehicle drive train, the
engine and the hydro motor can be controlled independently. The transmission ratio
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Figure 3.7: Motor current flows (top) and rotational speed motor (bottom)
between engine and vehicle is defined by multiplication of pump and motor displa-
cement ratio. By changing the displacement of both pump and motor continuously,
transmission ratio changes continuously and wide spread transmission ratio are rea-
lizable.
HP
LP
Figure 3.8: Topology of the hybrid hydraulic power train system (e.g. [PBF92a,
PBF92b,DCLC13])
The longitudinal vehicle dynamics is assumed as identical to the hybrid electric
power train. The fuel consumption is calculated using a quasi-stationary look-up
table of the engine and the brake, which is based on the engine torque and velocity
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used as inputs. High frequent power changes of the engine are neglected for these
considerations.
Additionally, a quasi-static model of the bent axis piston pump and motor are
applied in this topology. It contains their volumetric and mechanical efficiency in
relation to pressure, displacement, and velocity of the pump or the motor. The
relation between mechanical and fluidic characteristics is given by
T =
p Q
ω
ω =
Q
xD
.
(3.3)
Hereby, T denotes the motor torque, p the pressure difference between input and
output of the pump and motor, Q the hydraulic flow, ω the rotational velocity,
x the displacement ratio, and D the maximum volumetric displacement. Additio-
nally, ahe volumetric and mechanical efficiency of pump and motor are presented
e.g. in [PBF92a,PBF92b]. For simplicity, the real efficiency data map of pump and
motor are applied here. Generally, the efficiency has a direct relation with the pump
and motor displacement and reverse relation with the load.
The bladder type accumulator is used for two purposes. First, it damps the pressure
deviation in the system high pressure line and second, it is the temporary source
of energy in the system for braking energy recovery. Two accumulators namely
high and low pressure accumulators are connected to the high and low pressure
line respectively. There are two different accumulator models included. One model
considers energy losses, and the other one is an adiabatic model. Using the adibatic
model of the accumulator the power change P˙ is represented as
P˙ = −Qp
2
Cacc
, (3.4)
where Cacc is the accumulator constant depending on the initial gas volume. The
state of charge (SOC) as a normalized energy level in the accumulator is
SOC =
p− pmin
pmax − pmin , (3.5)
in which pmax and pmin are the maximum and minimum pressure within the accu-
mulator.
For the emulation of the hybrid hydraulic power train with the electric components
of the emulation system, the system outputs of the hybrid hydraulic power train
system are transformed among the relations of the electric hydraulic analogy model
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Table 3.1: Analogy between electric and hydraulic system properties [Sch54]
Electric Hydraulic
potential potential
current flow charge/discharge
resistance resistance
inductance inertance
capacitance capacitance
generator pump
series scheme series scheme
described in [Sch54]. Hereby, among others, the analogy of the electric and hydraulic
units listed in Table 3.1 are described.
For the emulation of the hybrid hydraulic power train the electric hydraulic analogy
model is used, as mentioned before. The related emulation structure is illustrated
in Figure 3.9.
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Figure 3.9: Emulation structure of the power train topology of the hybrid hydraulic
vehicle
This example is focussed on the hydraulic flows, which can be emulated by equivalent
electrical current flows of a proportional magnitude. The hydraulic flow rate of the
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pump is hereby emulated with the scaled electric current outflow of the DC/DC con-
verters of the emulator, whereas the emulation of the charging flow of the hydraulic
accumulator is realized with the electric power sink. The simulated hydraulic flows
of the pump and the accumulator and the related electric emulator current flows are
depicted in Figure 3.10. It becomes clear that a good coincidence between simulation
results and measurement can also be achieved.
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Figure 3.10: Current flows of the DC/DC converter (top) and charging current of
the supercapacitor (bottom)
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Accordingly, for the hydro-mechanical emulation of the hydromotor the rotational
speed is emulated with the rotational speed of the driving motor, whereas the emu-
lation of the hydraulic flowrate is realized by an equivalent electric current flow. The
related hydraulic flow and the rotationals speed of the motor is shown in Figure 3.11.
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Figure 3.11: Motor current flows (top) and rotational speed of the motor (bottom)
Also for the emulation of the signals required for this application example, a good
coincidence can be achieved. It can be concluded that the emulation of the inter-
action flows between the components of hybrid electric and hybrid hydraulic power
train topologies can be suitably realized by emulator systems based on electric
components. The same holds for the emulation of electro-mechanical and hydro-
mechanical relation by electro-mechanical motors. Nevertheless, it has to be taken
into consideration that the results demonstrated can only be seen as initial test
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3.4 Emulation of a wind energy conversion system
Wind energy as a clean and renewable energy has attracted a lot of attention.
However, some technical problems still remain, out of which, the most important one
is to increase the efficiency of energy generation. The classical strategy of operating
with variable wind speed is to control pitch angle and generator torque by different
classical or modern control strategies [SBG04, BBM06] in order to get the rated
power. This limits the power to the rated level by high wind speed and takes the
maximal low power generation during low wind speed. Therefore, the energy lost
at high wind speed is non-negligible. In the following, a control concept for wind
energy converter system combining the traditional wind turbine control with power
management is shown. The goal of the power management is to increase the efficiency
of wind turbine by taking the maximal power at every wind speed using generator
torque control and compensating the low energy generation at low wind speed with
the extra energy generated at high wind speed over the rated energy for rated output
power, if possible. There exist three sub controllers: the pitch control, the generator
torque control, and the energy flow control for the energy storage.
In addition to the wind turbine and its components, the usage of an electric grid
with electricity consumption as well as an intermediate storage element is assumed.
The storage element equalizes fluctuations of the flows by storing electric energy
for peak load case and delivering in low energy cases. The power flow within this
electrical network between generator, storage element, and grid is controlled by a
converter system. Further details as well as a suitable controller structure design
stabilizing the grid voltage are shown in [LMMS13]. The structure of the WECS is
depicted in Figure 3.12. For experimental evaluation, the models of the related Wind
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Figure 3.12: Structure of the considered hybrid WECS [LMMS13]
Energy Conversion System (WECS) as well as the intermediate storage system are
integrated into a power train emulation system. Hereby, the results of the electric
power flow control approach is emulated with the usage of a test rig environment.
The emulator system consists of two controllable power sources, refering to the
generator and storage energy delivered and two power sinks emulating the grid load
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as well as the energy stored in the storage elements. The components are connected
to each other in a suitable topology. The resulting emulator operation structure of
the WECS is illustrated in Figure 3.13.
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Figure 3.13: Power train emulation structure of a WECS [LMMS13]
The model layer contains the dynamic power train component models mentioned
before and is connected with a realtime hardware system of the communication
layer. In this layer the resulting electric powerflows to be realized within the system
emulation layer are calculated. The related signals are transmitted to the electric
hardware of the system emulation layer. In the context of this contribution this
system emulator layer is built up by three main parts. These elements are connected
to a common electric grid. For the electro-mechanical emulation part, two electric
motors are mechanically coupled via a common axle. Hereby, a speed-controlled drive
motor, being used as a generator, is applied to supply the components of the electric
topology. The other motor, the torque-controlled load motor, applies mechanical
torques to the drive motor. These are related to the mechanical loads of the WECS
caused by the wind loads. Secondly, a further emulation part uses a programmable
electrical source and a power sink to realize the electric flows of the electric converter
and the energy storage. The third emulation part realizes the electric load profile
being applied on the electric grid. For the operation a pre-defined load profile is
applied to the grid of the system. The operation of the WECS including the pitch
control is based on a predefined wind profile as shown in Figure 3.14.
The WECS and the storage topology are connected together and the electric grid
is assumed as an external electric load. The dynamics of the electric components
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Figure 3.14: Wind profile applied to the system [LMMS13]
including their control are obtained through a simultaneous simulation, whereas the
electric flows between them are emulated by controllable electric units.
For the electromechanical emulation the reference values of rotational speed of the
WECS and the resulting electric power are applied to the electric motors. The
expected demand is calculated from the simulation of the WECS model. For the
integration with the system emulation layer, a combined speed and torque control
is realized. The results obtained for the rotational speed emulation is shown in
Figure 3.15.
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Figure 3.15: Speed emulation of the WECS [LMMS13]
The related emulation of the electrical power generated by the WECS is depicted
in Figure 3.16.
It becomes clear that both the rotational speed and the measured motor power
(with diminished sensor noise) closely follow the reference signals resulting from the
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Figure 3.16: Power emulation of the WECS [LMMS13]
WECS model. Thus, the principle applicability of the emulation concept and the
test-rig becomes clear under the introduced conditions. However, for a more detailed
investigation and thus for the application of more complex structures it will be
necessary to add more detailed system models and further power train components.
3.5 Discussion
The emulation structure, which is set up by electric power sources, sinks, and power
conversion elements, allows a more generalized view to power train and electric
energy conversion structures regarding them as power sources, sinks and transmis-
sion elements. Additionally, as shown, the motor unit can be applied as an electro-
mechanical conversion system, applied both as a motor and a generator. The experi-
mental results of the initial tests show that using this emulation structure, different
topological structures can be integrated. Thus, it can be concluded that for the
system structures under the conditions introduced this is principally applicable for
the experimental investigation of the power flow control approaches, which will be
introduced in the following chapters. However, the applicability within real-time ap-
plications also depends on the complexity of the power train models and the related
computational effort required.
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4 Power flow control algorithms of hybrid electric
powertrains
As discussed, the sizing of the power train components and the power flow control
within the system structure are important aspects for the development of hybrid
electric power trains systems. In this context, in recent years, a large number of
optimization approaches of hybrid electric powertrains are published in the context
of related research projects. Typical design optimization approaches investigate the
influence of the component sizing on the fuel consumption. Other sources define
relations between geometrical sizes using scaling theorems.
The disadvantage of the methods optimizing only the sizing, is that it only considers
static and quasi-static influences regarding mainly the stationary behavior of the sy-
stem. For considering transient and cyclic effects, the influence of dynamic effects
have to be considered as well. This also includes the consideration of the influence
of control algorithms on the system, especially the power flow control of the power
train.
The task of power flow control algorithms is to control the electric powerflow within
the topology between the system components and thus the determination of the
electric or mechanic power split between different power sources or storages. This
can be realized by the usage of energy transmission elements as e.g. DC/DC control-
lers [Gar02]. Another possibility is the control of the system components directly.
In [OWMS13] and [O¨zb10], different fuel cell control appraches are compared to each
other. Hereby, the input mass flow is controlled sepatately to minimize the pressure
difference between anode and cathode. In the context of hybrid electric powertrain
systems the electric powerflow control of these systems is a central task and plays
an important role in recent years’ research work e.g. in automotive applications.
An overview about typical power flow control methods and strategies in the context
of automotive power train systems is given e.g. in [Mur08] and [Ott07].
In [GS07], the optimization problem for the fuel minimization of parallel hybrid
vehicles is detailed. According to the authors, power flow control strategies can be
classified to causal controllers, which are based on the measured or identified load
profile, and non-causal controllers, where additional information is required. Hereby,
non-causal controllers require detailed knowledge of the driving conditions e.g. by a
previously given driving cycle or a prediction algorithm, whereas causal controllers
can also be applied within non-predictable driving profiles.
Another classification of the authors is the distinction among heuristic, optimal, and
suboptimal controllers. Hereby, heuristic controllers are mostly based on Boolean or
fuzzy rules based e.g. on the driving speed, vehicle acceleration, required power etc.,
whereas optimal and suboptimal controllers are based on the formulation of a cost
function.
In the following, the influences of power flow control approaches on the dynami-
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cal behavior and thus the performance of power trains is considered and related
optimization approaches are discussed.
4.1 Basics of the power flow control within hybrid electric
power trains
Typical power flow control algorithms within hybrid electric power train systems are
power and energy management. A large number of research projects deal with power
and energy management problems. Hereby, energy management algorithms typically
relate to range or efficiency oriented control algorithms, whereas power management
algorithms are more related to the capability of the power train of providing peak
power or large accelerations.
In [Ros07] a modular tri-shell hierarchical structure is applied and a separate control
of the long-term energy management, the power management with fast decision
requirements, and the power electronics to control the power interfacing circuit is
distinguished. As discussed, the power flow control can also be applied with respect
to the maximization of the reliability and hence its the component lifetime.
As stated in [O¨zb10], the power flow control can be distinguished between power
management, energy management, and lifetime management, which can also be
distinguished by their time-horizon.
In the context of this thesis, power management is considered as the drivibility-
oriented control, energy management as the approaches aiming at the improvement
of the fuel economy and thus the minimization of the total energy consumption, and
lifetime management relates to the control maximizing the component’s life time.
Considering the time horizons of the related control approaches, power management
typically refers to a short-term, energy management to a middle-term, and life time
management to a long-term control strategy.
As shown in Figure 4.1 these methods can be realized as integral parts of the power
flow control of the power train system.
Taking the different control goals of the power flow control into consideration, in the
context of this thesis the control strategy of the electric flow can be considered as a
multiobjective problem. Based on this, an optimization approach has to be carried
out with respect to previously given topological structures.
4.1.1 Power Management
The objective of the power management is to maximize the capability of a system of
delivering a peak power for a short time interval. Therefore, typically the required
energy has to be delivered by a source or storage with large power capability such
as supercapacitors, lithium-ion batteries etc. Large power demands typically occur
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Figure 4.1: Scheme of a power train control structure
during strong acceleration maneuvers. A good indicator to evaluate the performance
of the power management is the tracking of the predefined load profile. This property
is comparable to the drivability in vehicle applications.
4.1.2 Energy Management
Energy management of hybrid electric power trains of vehicles aims at the maximi-
zation of the fuel economy, the energy efficiency of the system, or the minimization
of the fuel/energy consumption and hence contributes to the range of the system
with respect to time or distance. In hybrid electric power trains, this is typical-
ly related to the fuel consumption of an energy source such as e.g the hydrogen
consumption of a fuel cell system or the fuel consumption of a combustion engine.
Additionally, in the case of the usage of one or more storage elements (e.g. accumu-
lators, supercapacitors etc.), their discharge has to be considered as well. A typical
method to combine these energy consumption, is the ECMS method, as discussed
e.g. in [GS07]. Hereby, methods to provide an equivalent discription of the different
energy sources are provided. Aside from the operation of the power sources and sto-
rage element at the maximum efficiency, the total energy management performance
can also be improved by the maximization of the energy recovery e.g. during braking
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maneuvers. This aspect can lead to the necessity to operate the power train system
at a different operation point. Thus, if applied within an optimization framework,
the optimization goal of the energy management is to maximize the fuel economy
of the power train system.
4.1.3 Lifetime Management
In [RS96, SR97, SRMP98] the Safety and Reliability Control Engineering (SRCE)
concept is introduced. Hereby, the relation between operation and reliability charac-
teristics of a system is discussed. This concept is detailed and demonstrated using
the examples of electric supply systems [So¨f99a] and mechanical systems with vi-
bration [So¨f99b,So¨f99c]. The main idea of the concepts is to apply the influence of
system aging mechanisms for the development of a suitable control policy for the
maximization of the system reliability and hence also for the total component life-
time.
In the context of this thesis, this basic idea is applied in a simplified manner to inte-
grate the main component aging mechanisms during their operation into the power
flow control algorithms. Hereby, the application of lifetime management techniques
is demonstrated with respect to the aging of fuel cell systems. Therefore, main aging
mechanisms as discussed in section 2.4, are used and thus an aging-oriented control
of the electric power flows within the topological structure is realized using lifetime
management-based algorithms. In this context, the objective of the lifetime mana-
gement is to avoid operation states which causes large aging [O¨zb10]. In the context
of this thesis, the alternating power output, especially with large frequency, is con-
sidered as main aging aspect to be considered within the development of lifetime
management algorithms for the operation of fuel cell-based power trains.
4.2 Performance measurement and evaluation
As discussed before, in the context of this thesis, a multiobjective power flow control
approach, considering power management, energy management, and lifetime mana-
gement is developed. The central properties of the power train system related to
these objectives are the drivability of the system, the fuel economy in accordance to
the ECMS considerations, and the deterioration of individual system components
(here applied to the example of fuel cell aging).
The evaluation of the power flow control can be performed on the basis of several
performance criteria. In the following, the example of a fuel cell/supercapacitor-
based hybrid electric power train is used to demonstrate its performance properties
with respect to the drivability of the system, the fuel economy and the occurance of
faster deterioration of the fuel cell system during transient operation is presented.
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As described in [MOS14], the drivability of the power train system can be evaluated
considering the load profile as a demanded reference signal and the capability of the
system to fulfil it. Typical examples of reference signals are load profiles based on
the power demand or a speed reference as it is typically applied in driving cycles.
Hereby a poor drivability can be identified at a large difference between the reference
profile and the measured values as shown in Figure 4.2 using the example of a speed
reference.
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Figure 4.2: Reference and measured vehicle velocity [MOS14]
Taking this into consideration, an evaluation parameter denoting the power availa-
bility of the system and, thus the drivability, can be defined as a function of this
difference, e.g. using the IAE (integral absolute error) with
Pdriv = f1

∫
t
|vref − vmeas| dt

 . (4.1)
It becomes clear that a large value correlates with a poor drivability of the system
to fulfil a demanded load profile. In Figure 4.3 typical values of the IAE between
reference and actual velocity in dependency on the reference bus voltage are shown.
These deviations principally occur at low bus voltages since the capability of the
drive motor of providing large electric power strongly decreases at lower supply
voltages. As illustrated in Figure 4.4 a lower bus voltage limit can be defined where
this effect typically occurs if undershooted.
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Figure 4.3: Integral absolute error (IAE) of the measured velocity dependent on the
reference bus voltage [MOS14]
Secondly, the fuel economy of the system can be determined by measuring the hy-
drogen consumption of the fuel cell system and the discharge of the energy storage
(here: supercapitors) during the driving cycle. Herefrom the performance parameter
Pecon evaluating the system’s fuel economy can be determined by
Pecon = VH2 + f2(SOCinit, SOCfinal), (4.2)
where VH2 denotes the measured consumption of hydrogen and f(SOCinit, SOCfinal)
a function to calculate the amount of hydrogen to even up the difference between the
final state of charge SOCfinal and the initial state of charge SOCinit of the energy
storage.
Furthermore, deterioration mechanisms on the fuel cell system are evaluated by
the third parameter Pdet. It is based on the assumption that high frequent and
large magnitude changes in the fuel cell power increase the component’s aging as
described e.g. in [Zha08] and discussed in section 2.4. Thus, a highpass filter is
applied to determine the high frequent power changes and a suitable function f3 is
applied to quantify its magnitude. The resulting parameter is calculated by
Paging = f3((PFC,filt(t))), (4.3)
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Figure 4.4: Relative bus voltage during driving profile of Figure 4.2 [MOS14]
using the highpass-filtered fuel cell power PFC,filt(t).
Applying the evaluation parameters described before, the total system performance
Ptotal can be defined. Therefor the parameters Pdriv, Pecon, and Pdet are weighted by
Ptotal =
√
λ1 P 2driv + λ2 P
2
econ + λ3 P
2
det. (4.4)
Here λ1, λ2, and λ3 denote weighting coefficients predefined by the user.
4.3 Experimental comparison of power flow control algo-
rithms
The requirement for the realization of the power flow control algorithms as an inte-
grated power management, energy management, and lifetime management approach
leads to a multiobjective control approach. Hereby, a suitable method for the eva-
luation, and, based on this, an optimization with respect to the performance criteria
of Eq. 4.1-4.3 is required. Using the example of a hybrid electric powertrain system
this consideration leads to the problem to analyze the control performance with
respect to the performance properties in dependency of a given load profile (here:
the previously defined driving cycle). For principle consideration, the relations are
shown by the usage of simple control algorithms.
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4.3.1 Power flow control algorithms considered
In the following, three typical power flow control algorithms (denoted by PCA I,
PCA II, PCA III) and their influence on the system behavior are presented. The-
se algorithms can be denoted as modified rule-based algorithms. Hereby the first
approach describes a classical rule-based controller whereas the other ones consider
quantitative measurements of the system states as well. In contrast to classical ap-
proaches, known from the literature and mentioned before, the three control approa-
ches are designed to cope with multiple conflicting objectives and can be designed by
the related parameters. The usage of an additional system model for this adaption
is not required for the evaluation.
The methods demonstrated in the following are a two position controller (Bang-Bang
Control) of the primary energy source, a current rate limitation-based controller, and
controller which regulates the bus voltage to a constant value.
4.3.1.1 Power flow control algorithm PCA I: Maximal power of primary
energy source for low state-of-charge of the energy storage
The objective of the first power flow control algorithm is to control the primary
energy source in a way that it operates at maximal power if the state of charge of the
storage element has been fallen below a previously defined threshold. This algorithm
can be considered as a typical example of a rule-based controller. For its realization
the state-of-charge of the energy storage is identified using its nonlinear system
relations (system voltage dependent on the electric current inflows and outflows).
So a comparison to the predefined SOC limitation is performed and a two-level
control (maximal power or idle operation) of the primary energy source can be
realized. The static switching behavior is briefly illustrated in Figure 4.5. Hereby the
reference power of the primary energy source (here: the fuel cell system) is controlled
dependent on the identified SOC. This critical SOC is applied as a control parameter
of the power flow control and can be varied during the experiments.
The principal ideas hereby are to provide a fast reaction of the system to critical
discharges of the storage element and on the other hand to save the primary source
if not necessarily needed. Thus the goal is to improve the power availability of the
system, also in case of comparatatively high required loads. The advantage of this
approach is that critically low states-of-charge of the energy storage can be overcome
comparibly fast, so that the capability of the motors to deliver larger electric power
is improved. On the other hand, this approach has two disadvantages. In many
cases, operating at maximal power is related to a non-optimal efficiency, which
increases the fuel consumption of the system. Another important aspect is that the
fast switching between maximal power an stand-by operation causes high power
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Figure 4.5: Switching strategy in PCA I [MOS14]
slopes, which, in many power sources (especially fuel cell systems) leads to a faster
aging and deterioration process [Zha08], as discussed before.
4.3.1.2 Power flow control algorithm PCA: Power management guided
by a reference voltage level
In the second power management approach the energy flow is controlled by a refe-
rence voltage level of the electric intermediate system. This is typically realized by
the application of controllable converters. For the control the system voltage (bus
voltage) level is monitored and compared to the reference voltage. In contrast to
the rule-based algorithm PCA I the numerical values of the control error and its
proportional, integral and differential relations are considered for the determination
of the control input as well. A typical example showing the effect of the control is
illustrated in Figure 4.6. For this algorithm the reference voltage level can be varied
and thus be applied as a control parameter.
This power management is applied using the reference voltage level defined for a
typical load profile. The measured voltages of the intermediate system during the
operation is considered in comparison. Compared to the PCA I algorithm, the power
rates of the primary energy source are typically smaller for this algorithm since the
control leads to a smoother trajectory and fewer switching of the electric current.
As a result, a smaller effect on the component aging is expected. Dependent on
the electric power demand on the system, it has to be defined, which aspect has a
positive influence. The reduction of a generator voltage can have a positive effect on
the capability of the system of recovering electric energy, whereas an increase of the
motor voltage can improve the drivability concerning the supply of peak power.
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Figure 4.6: Principle of PCA II [MOS14]
4.3.1.3 Power flow control algorithm PCA: Principle/Goals Power ma-
nagement guided by current control
The third power management method deals with the control of the electric current
flow [LD04]. Based on the monitored voltages and current flows of the primary
energy source and the system bus respectively, the operation and thus the power
flow of the primary energy source is influenced in the way that its current rate is
limited to a maximal rate Pratelim,i. Hereby a direct influence on the power trajectory
of the energy source and the charging/discharging of the storage elements becomes
clear. In Figure 4.7 the effect of current rate limitation on the fuel cell operation is
illustrated.
The advantage of this method is that the direct influence of the algorithm on the
current flow can increase the system safety and can especially reduce the aging
mechanisms on the individual components (here: the fuel cell system) by the mini-
mization of the specific current-related influence.
4.3.2 Experimental evaluation
The algorithms are evaluated with respect to drivability, fuel economy, and compo-
nent lifetime. For the system evaluation, the performance parameters, as stated in
Eqs. 4.1-4.3, are applied.
The experimental evaluation is realized on a fuel cell/supercapacitor-based hybrid
electric powertrain system, which is mentioned in chapter 3. Details of this power
train test-rig are described e.g. in [O¨zb10], [MOS09], and [MOS10]. Hereby, the fuel
cell system is applied as a primary electric energy source and the supercapacitors as
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an intermediate electric storage element. The system components are arranged in a
Range Extender topology as shown in Figure 4.8
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Figure 4.8: Topology of the powertrain system [MOS09,MOS10]
These components supply an electric drive motor. This motor is speed-controlled and
capable of regenerating electric energy while operating as a generator. The control
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is realized by the drive motor signal sd. The current flow of the fuel cell system to
the supercapacitors and the drive motor is controlled by a monodirectional DC/DC
converter, which is controlled by the signal sDC,DC . To apply external forces on the
system as they occur e.g. by air and roll resistance of a vehicle or during braking
maneuvers, a torque-controlled load motor is mechanically coupled via a common
axle to the drive motor, which is controlled by the signal sl. The control of the com-
ponents of this power train and thus the power flow control algorithms are realized
by a DSP-based realtime hardware system. Hereby, the measurement of the bus
voltage uBus, the motor current imot, and the rotational speed of the motor nmot are
essential measurements.
The algorithms are demonstrated for the EUDC and the ECE cycle, as shown in
Figure 4.9.
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Figure 4.9: Driving cycles applied: EUDC (left plot), ECE (right plot)
For the realization of driving cycles at the test rig, a motor control system has been
applied. Hereby, for the drive motor speed control is used. The speed control is
realized by the implementation of a driver model determining the reference speed.
The load motor is controlled by torque control. Therefore, a vehicle model is used
to determine the resistance torque applied to the drive motor using the current
measurement as illustrated in Figure 4.10.
The related results of the three power management approaches in dependency on
the control parameter chosen are shown in Figs. 4.11 and 4.12 for each driving
cycle. Hereby, for each figure, in the upper plot the tracking error for the evaluation
of the drivability and the energy consumption (combined hydrogen coonsumption
and supercapacitor discharge) are depicted, whereas the lower bar plot denotes the
aging-related parameter.
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Figure 4.10: Scheme of the control of the motors [MOS09,MOS10]
For the ECE (Figure 4.11) there are only small tracking errors for all approaches.
The reasons are that there are only small acceleration phases during the operation
and a smaller energy amount required so that the discharge of the supercapacitors
is small and hence the motor performance losses are only small. For the PCA I
approach, the largest energy consumption (hydrogen comsumtion and discharge of
the supercapacitors) is observed at a control parameter of 0.75. The largest aging
parameter value occur for 0.79. In both cases, the reason is that in this operation
range a comparably frequent change of the fuel cell operation between idle and full
power operation occurs, which leads to transient operation and hence to both larger
energy consumption an aging. For PCA I and PCA II, the fuel economy becomes
better for larger values. Additionally, only small aging is observed for small control
values since the fuel cell mainly operates in idle mode. From the results of PCA III
(rate limitation) only a small influence on drivability and fuel economy can be seen,
but, as expected, there is a clear relation for the aging parameter.
For the EUDC, a similiar behavior for large values can be observed for the fuel
economy. Since this driving cycle is a faster track with larger acceleration phases, the
total energy amount is much higher and hence the discharge of the supercapacitors
is larger. As mentioned, this has a negative influence on the performance of the drive
motor. For this reason, for smaller control values of PCA I and PCA II, the tracking
error significantly increases. Directly related to the tracking error is also the smaller
energy consumption, which is related to the smaller speed and acceleration during
the driving cycle. For the aging parameter, also maximum values are achieved for
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Figure 4.11: Results for driving cycle ECE [MOS09,MOS10]
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Figure 4.12: Results for driving cycle EUDC [MOS09,MOS10]
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medium control values. The influence of the rate limit of PCA III on the aging can
also be observed for this driving cycle, but its relative influence is smaller.
From the results it becomes clear that there are many influences on the operation
performance of the power train. Additionally, this performance is strongly dependent
on the driving cycle applied. So, independent on the details of the results, it becomes
clear that the usage of optimization algorithms for the power, energy, and lifetime
management algorithms becomes obvious. Related algorithms and their application
within offline and experimental applications will be introduced and discussed in the
following chapters.
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5 Optimization of power flow control algorithms
As shown by the results of section 4.3, there are complex nonlinear relations and
interdependencies between the different components of the power train system. It
becomes clear that different control strategies have multiple influences on different
system performance properties. Another aspect is that the results also significantly
depend on the driving cycle used. Taking this into consideration, the application
of optimization algorithms becomes obvious. For the improvement of the perfor-
mance of the power flow control within hybrid electric power train systems, the
usage of optimization algorithms is a typical suitable technique. As described in
chapter 4, there is a large number of methods in literature dicussing optimization
methods in the context of power flow control algorithms. Hereby, it is distinguished
between offline and online methods. The usage of offline optimization methods is a
common methodology to achieve suitable benchmark solutions for the evaluation of
power flow control algorithms. Hereby, the optimized trajectories are based on given
system dynamics and load profiles. Online methods are designed for the implemen-
tation within an experimental environment. Hereby, for real-time applications, an
important aspect is the computatial effort required. For this reason, in this context,
suboptimal results are typically accepted as sufficient.
In the following, three types of control optimization methods are applied. Since dif-
ferent system performance properties as well as the consequences to the different
power flow control levels, i.e. power management, energy management, and lifetime
management, are considered, a multiobjective problem formulation becomes neces-
sary also for the optimization algorithms.
At first, parameter optimization techniques are applied for the control optimization,
which include searching algorithms. These methods are implemented and applied
within an embedded experimental power train emulation environment and within
an optimization loop including simulation, evaluation and search algorithm. Here-
by, for the embedded online optimization approach, with the Golden Section search
method, a simplified method is used, whereas the offline optimization approach app-
lies a more sophisticated Genetic Algorithm (GA)-based searching algorithm. After
that, the power flow control optimization based on Dynamic Programming (DP) and
Model Predictive Control (MPC) is applied, which are both for the direct optimiza-
tion of the control input. Hereby, the DP-based optimization is realized completely
offline assuming the driving cycle to be previously known, whereas the MPC-based
approach is realized using a preceeding horizon. Hereby, the approach is combined
with a prediction algorithm of the load profile. Finally, an Instantaneous Optimali-
ty (IO)-based power flow control approach is applied, which consists of a combined
identification and prediction algorithm and a lookup-table set up by a database of
different offline-optimized solutions. According to [GS07] this method can be consi-
dered as time-invariant feedback controller.
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5.1 Power flow control optimization based on parameter op-
timization
For the power flow control of a power train system with a given or repeated load
profile and a previously known system structure, i.e. in parametrized form, the op-
timization algorithm is typically realized by the usage of searching algorithms. This
searching algorithm is based on an intermediate system evaluation, which is realized
by the cost function defined in Eq. 4.4. Based on the results of section 4.3, this can
be achived by an iterative process during the experimental process. For experimen-
tal applications with a repeated load profile, an embedded optimization method of
the system can be realized by this method. Dependent on the complexity of the
system, it is suitable to use suitable searching methods. The related results are ba-
sed on [MS11b,SOM10,MOS14]. A typical simple searching algorithm to achieve an
optimal solution iteratively, is the Golden Section method. For simplicity reasons,
the cost function is assumed to be convex here.
For offline parameter optimization and with the knowledge of the dynamical beha-
vior of the system (in parameterized form) as well as the load profile, the usage of
evolutionary algorithms as e.g. Genetic Algorithms (GA) is a widely used method.
The related optimization structure can be realized by the combination of the system
simulation process with an evaluation, and, based on this, a searching strategy to
find the optimal parameters of the system structure (e.g. system parameters, control
parameters etc.). These results are based on [MSS11,MWS11,MS11a]. Due to their
comparatively complex structure, these methods are more time consuming than the
embedded-online methods stated before, but due to their sophisticated searching
strategies in combination with the more detailed information of the system beha-
vior, principally a better performance and a better avoidance of e.g. local extrema
can be expected.
In the following, the application of the embedded online and the offline optimiza-
tion method are demonstrated using the example of the fuel cell/supercapacitor-
based hybrid electric power train as introduced before. For the demonstration of the
embedded-online optimization, an experimental approach with an iterative sear-
ching algorithm is used. The offline optimization is demonstrated in section 5.1.2,
and the Genetic Algorithm (GA)-based optimization approach of the parametrized
control and sizing structure is applied. For both cases, the cost function of the un-
derlying optimization problem is achieved by the evaluation parameters as stated in
Eq. 4.1-4.3.
5.1.1 Embedded-online power flow control optimization using Golden
Section search
Nonlinear parameter optimization methods are typically realized by iterative sear-
ching processes. For the usage within experimental applications, the computational
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effort plays an essential role. A rather simple method with a small computational
effort is a searching algorithm based on Golden Section. A detailed description of
this method and its aspect within multiobjective optimization problems is given
e.g. in [VTS12]. This method is used in the following for the iterative optimization
of the control parameters of the power flow control algorithms.
5.1.1.1 Golden Section Search
As described in [MOS14], the Golden Section Search algorithm is applied within an
embedded optimization process and thus within an iterative process based on the
intermediate evaluation of the power flow control algorithm. Hereby, the goal is to
determine during an experiment the optimal control parameters with respect to the
total system performance.
a b
c
x1,i x2,i x3,i x4,i
f(x1,i)
f(x2,i)
f(x3,i)
f(x4,i)
Figure 5.1: Scheme of the Golden Section Search algorithm (according to [VTS12])
For every iteration step i, four values x1,i, x2,i, x3,i, x4,i are defined within a predefined
interval as shown in Figure 5.1. For a,b, and c the relation
c
a
=
a
b
= ϕ =
2
1 +
√
5
≈ 0.618 (5.1)
is given, where ϕ is the so called golden ratio.
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Determining the minimal value
mini = min(f(x1,i), f(x2,i), f(x3,i), f(x4,i)) (5.2)
the values x1,i+1, x2,i+1, x3,i+1, x4,i+1 of the following iteration step i+1 are calculated
by
case 1 : (mini = x2,i) case 2 : (mini = x3,i)
x1,i+1 = x1,i x1,i+1 = x2,i
x2,i+1 = x1,i + ϕ a x2,i+1 = x3,i
x3,i+1 = x2,i x3,i+1 = x2,i + ϕ b
x4,i+1 = x3,i x4,i+1 = x4,i
(5.3)
and the relating minimal value by
mini+1 = min(f(x1,i+1), . . . , f(x4,i+1)). (5.4)
The algorithm is implemented to the experimental setup and the power flow control
approaches PCA I-III are applied. Based on the related control parameters x1..4,i
the related function values f(x1..4,i are calculated by an evaluation according to
Eqs. 4.1-4.4. Based on these results, an iterative optimization is realized based on
the Golden Section approach.
5.1.1.2 Optimization results
The experimental realization as well as the evaluation of the power flow control
algorithms are performed at the HiL test rig of the fuel cell/supercap-based hybrid
electric power train introduced before. Results comparing the different power flow
control strategies show that the control parameters mainly effect the relating eva-
luation criteria [MOS09]. In extension to these previous investigations the results of
an online-optimization introduced in section 5.3 are given in the sequel. The reali-
zation of the method is performed using the golden section search algorithm for the
optimization of the control parameters of each of the power flow control algorithms.
PCA I For the first experimental series, the PCA I strategy is applied. This
strategy is determined by the usage of the reference state of charge SOCRef of the
energy storage as a control parameter as illustrated in Figure 4.5. Hereby, a SOC
value of 1 refers to a fully charged storage. The iteration steps of the optimization
process are shown in Figure 5.2 on the left side. As described before, each iteration
step i consists of 4 experimental cycles j.
After each iteration step, the performance parameter Ptotal of the values xj,i, j =
1, 2, 3, 4 is calculated and new values xj,i+1, j = 1, 2, 3, 4 are set using the approach
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Figure 5.2: Optimization steps applying PCA I. Left: Iteration steps of the con-
trol parameters, Right: Evaluation results (small values refer to better performan-
ce) [MOS14]
described before. From the performance parameter Ptotal, after each iteration step,
the cycle with the best performance, i.e. the lowest cost function value, is monitored.
As shown on the right side of Figure 5.2, it becomes clear that after few iteration
steps the algorithm converges. The resulting control value of 0.79 is comparible to
results of comparatative investigations [MOS09].
PCA II For the same experimental conditions and using the same initial values
as before, the optimization algorithm is applied on the PCA II strategy. Therefore,
the ratio between the reference bus voltage UBus,Ref and the maximal bus voltage
UBus,Max (related to a fully charged storage) is used as a control value. In Figure 5.3
the results of the optimization steps are shown.
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ce) [MOS14]
It becomes clear that despite of the different power flow control algorithm and the
energy flows, an optimum is achived at 0.78, which is also located near to the value
determined in comparative studies [MOS09].
PCA III The third power flow control algorithm, conducted under the same ex-
perimental conditions described, applies the ratio of the rate limitation parameter
Pratelim,i and the maximal rate limitation Pratelim,i,max of the current flow as control
variable. The usage of a rate limitation leads on the one hand to a smoother power
trajectory of the fuel cell system, which has a positive influence on the component
aging and the fuel economy. On the other hand it prolongates the reaction of the
system to low SOC of the supercapacitor system and thus worsens the capability of
the motors to fulfil a given load profile and, related to this, the power availability
of the system. The results of the optimization of this power management parameter
achieved after a few iteration steps is shown in Fig 5.4. The resulting final parameter
of 0.25 is comparable to the optimal result of comparable experiments [MOS09].
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5.1.1.3 Discussion
For each power flow control approach, it can be shown that the optimization leads
to a feasible result after a few iteration steps. In these experiment, the results are
received without a detailed knowledge of the chosen driving cycle.
For a final evaluation of the method it has to be stated that the approach is sensitive
to the chosen weighting factors. Another set of weighting parameters may lead to
different results.
The results show that the approach is applicable for the power management op-
timization and the shown specific results can be applied for a principal introduc-
tion to the systematic consideration and evaluation of typical design conflicts and
their numerical optimization applying multidimensional parameter arrays. As shown
in [Zen13], this approach can easily be enlarged to an arbitrary number of optimiza-
tion variables by the usage of an multidimensional search space. Comparable results
from simulation studies show the applicability in other driving cycles e.g. with a
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repeating start-stop character [O¨S08]. Further aspects and details in this context
are stated in [MS11b,SOM10,MOS14] and [O¨zb10]. A disadvantage of this method,
though is the limited applicability if the cost function can not be assumed as convex.
In this case, more sophisticated searching algorithms are required.
5.1.2 Offline power flow control optimization with Global Optimization
methods
As shown before, embedded online optimization methods are suitable to be applied
within an experimental environment. But due to their typically simple structure,
it is only suitable for simple optimization problems. A better optimization perfor-
mance can be achieved with more sophisticated searching algorithms and a more
detailed knowledge of the system behavior. For such optimization problems, Global
Optimization (GO) methods are commonly applied. Since these methods are more
time consuming, they are typically applied for offline optimization problems. In the
context of this thesis, the concept of the offline power flow control optimization is
realized by the integration of the dynamic simulation of the power train dynamics
into the Global Optimization framework using a loop structure containing the sy-
stem model, the evaluation, and the searching algorithm, which is exemplified with
a Genetic Algorithm (GA)-based algorithm. The modular structure allows a bet-
ter adaptability of the approach to other system models or searching algorithms.
The results presented in this section are based on [MWS11] and [MS11a]. Hereby,
in [MWS11], it is additionally shown on the example of a magnetic bearing system
that the combination of a Genetic Algorithm (GA)-based optimization loop and an
unscented H∞-Controller leads to suitable optimization results also for systems with
uncertain parameters.
5.1.2.1 Optimization loop
Classical parameter optimization approaches as described e.g. in [RSM08] are ty-
pically realized integrating the system models into the optimization structure. The
disadvantage hereby is that detailed and precise models of the typically nonlinear
behavior are explicitly required. Dependent on the grade and character of nonlinea-
rity, the complexity of the system topology, the constraint conditions of the physical
parameters as well as the actuating signals of the system, and coupling effects caused
by the interaction between the system components, the complexity of the system
models can be increased significantly.
To overcome these problems, in this thesis, for the optimization algorithm, a loop
structure is applied. Therefore, a parameterized system and control structure is as-
sumed and some key properties of the system are analyzed based on the dynamic
behavior during the operation to set up the optimization algorithm. Hereby, the
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load profile is assumed to be known. A typical structure of such a loop is shown in
Figure 5.5.
Load profile and
system inputs System outputs
System dynamics
System
parameters
Evaluation
Optimization targets
Figure 5.5: Scheme of the optimization loop [MWS11,MS11a]
Hereby, the input-output behavior of the system is evaluated in dependency of the
optimization targets and the load profile. For the evaluation process, the system
dynamics is analyzed and certain properties are described by the definition of per-
formance parameters. The performance parameters generated in this way are used
to update the system and the control parameters in order to optimize the system
properties with respect to the previously defined targets.
Hereby, dependent on the dynamical behavior of the regarded system, the evaluation
of the system performance during the operation has to be realized with respect to
predefined conditions. Based on the system performance, the optimization is realized
iteratively by the application of suitable search algorithms. Searching algorithm are
a central aspect in global optimization problems as e.g. genetic algorithms for the
determination of the optimal solution. The advantage of the methods of the global
optimization compared to classical optimization methods is that they are, firstly, al-
most independent from the initial conditions of the parameters and, secondly, that
they are less sensitive to local extrema.
The search algorithms are based on typical methods of the global optimization me-
thods as described e. g. in [HB10, Sol98]. A similiar method applied in the context
of a process control optimization in described in [EVAB07].
The evaluation of the dynamical behavior of the hybrid electric powertrain system
is realized by the usage of the performance parameters of Eq. 4.1-4.3 evaluating the
5.1 Power flow control optimization based on parameter optimization 67
discussed properties of the dynamic behavior of the system. To achieve the evalua-
tion of the global system performance, these parameters have to be weighted in a
suitable way. Depending on the values achieved, the parameters of the systems and
thus the operation point of the system have to be adapted iteratively to get the
optimal operation point.
5.1.2.2 Modeling of the hybrid electric power train
For the application of the optimization loop, a dynamical model of the power train
system has to be integrated. As power train system, the fuel cell/supercapacitor-
based hybrid electric power train in range extender topology, shown in Figure 3.4 is
used. Hereby, the modeling of the system dynamics is based on a modified system
model of [O¨zb10] .
The dynamic behavior of the system, which contains the two motors, a fuel cell
system, the supercapacitors, and a DC/DC converter, is described by a discrete-
time nonlinear state space model. Hereby, the two motors are modeled as a unit
with the motor input umot, which contains the control signals sd, sl of the drive
motor and the load motor. The system structure of the motors is assumed as a
Hammerstein system containing a static nonlinearity and a LTI system connected
in series. The state vector is built up by the motor current imot and the motor speed
nmot.
Hence, the resulting dynamic behavior of the motor unit is described by
xmot(k + 1) =
[
imot
nmot
]
(k+1)
= f1(umot(k), xmot(k)), umot(k) =
[
sd
sl
]
(k)
. (5.5)
The supercapacitors of the power train system can approximately be described by
a LTI discrete-time state space model as
xSC(k + 1) = ASC xSC(k) + BSC uSC(k). (5.6)
Hereby, the bus voltage UBus is defined as the state of the supercap model (xSC =
UBus) and the supercap current isc as system input (uSC = isc). In the range extender
topology, for the DC/DC converter current flow, the relation
isc = iDC,DC(sDC,DC)− imot , (5.7)
with the output current of the DC/DC converter iDC,DC(sDC,DC), the motor current
imot, and the control signal of the DC/DC converter sDC,DC holds.
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Figure 5.6: Fuel cell efficiency dependent on the power [MSS12]
Hereby, a nonlinear relation between iDC,DC and the control signal sDC,DC of the
DC/DC converter can be defined.
The fuel consumption of the fuel cell system can be defined considering the fuel cell
voltage and current. In this context, the typical relations between fuel cell power
and efficiency as shown in Figure 5.6 are of specific interest.
The model relations of the fuel cell system are defined based on the principal relations
described in [PSP04]. Taking this into consideration, the fuel consumption can be
determined by
V˙H2 = f2(uFC , iFC , t). (5.8)
For simplicity reasons, additional power losses e.g. for the cooling of the system are
neglected in this context.
For the validation of the models, the behavior of the power train system models
is compared with experimental measurements at the power train test rig. Hereby,
as load profile, the EUDC driving cycle is applied. The measured signal inputs of
the DC/DC converter sDC,DC , the drive motor sD, and the load motor sL during
the cycle are used as inputs of the models as well as the test rig components. The
resulting outputs of the system model, containing the motor speed nmot, the motor
current imot and the bus voltage UBus have been compared to the measured data.
As it is shown in Figure 5.7, there is a good coincidence between simulation and
measured signals of the system.
Since its applicability is shown, in the following, the power train model is integrated
into the optimization loop.
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Figure 5.7: Validation of the system applying an EUDC driving cycle
5.1.2.3 Sizing and power flow control parameter optimization of a fuel
cell/supercapacitor-based hybrid electric power train
For the power train system mentioned, the parameter optimization with global op-
timization methods is discussed. Therefore, in the following, the optimization with
respect to the fuel performance, the drivability, and the fuel cell aging with respect
to the design parameters is shown. For simplicity reasons and to allow a better
visualization, this problem is demonstrated with two design parameters, i.e. the su-
percap sizing (denoted by its capacity C) and the reference bus voltage UBus,ref . But
the functional principle is also valid for an arbitrary number of design parameters,
dependent on the complexity and the related computational effort. The influences
of these parameters on the system performance properties is received by simulation
using the EUDC as a load profile. For the visualization of the relations, the parame-
ter space is equidistantly discretized by an 30-by-30-sized grid. Hereby, all system
performance properties are regarded seperately.
For the evaluation of the fuel economy of the power train, the hydrogen consumpti-
on as well as the supercap discharge during the operation have to be considered, in
accordance to the ECMS formulation, as mentioned. The relations with respect to
the parameters mentioned are shown in Figure 5.8.
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For the fuel consumption, it is shown that a larger reference voltage UBus,ref leads to
a smaller discharge of the supercapacitors since the bus voltage is directly related to
its SOC. Thus, this control setting leads to a larger electric current inflow into the
supercapacitors. Additionally, it can be seen, that smaller values leads to a smaller
total energy consumption. But as it will be shown in the following, the different
properties are typically conflicting each other.
For the drivability evaluation, the deviation (IAE) between reference velocity and
actual velocity of the vehicle is considered. The relations on the operation parameters
are depicted in Figure 5.9.
For this property, it is shown that larger deviations and hence worse drivability occur
in the case of small and large values of the reference bus voltage (URef/URef,max < 0,4
and URef/URef,max > 0,8) and small supercapacitor’s sizing (C/CMax < 0,5). The
reason is that a power train with a small storage is not capable of delivering large
power amount (e.g. for strong acceleration maneuvers) since the supercapacitors
will be discharged faster. The large deviations for large reference control values and
small component size is caused by the need of a fast switching between mechanical
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Figure 5.9: Speed deviation for drivability consideration
brake and braking energy recovery since the energy recovery is not possible in the
case of fully charged supercapacitors. For the evaluation of the fuel cell aging, which
is dependent of the high frequent power changing, the relations are depicted in
Figure 5.10.
0 0.2
0.4 0.6
0.8 1
0
0.5
1
0
0.5
1
Fuel cell aging
A
gi
n
g
p
ar
am
et
er
C/Cmax
Ubus,ref/Ubus,max
Figure 5.10: Fuel cell aging
Hereby, especially for middle-sized values of the reference bus voltage, an accelerated
aging bahavior can be expected. This is caused by the frequently occuring change of
the current flow of the fuel cell system whereas for small or large parameter settings
it mainly operates in idle or steady-state operation, which are both more component
saving operation modes. The resulting total performance of the system is determined
by a weighted sum as described in Eq. 4.4.
As mentioned, the optimization of the parameters is realized by an optimization
loop using Genetic Algorithms. The results, demonstrated with the initial and final
parameters, are shown in Figure 5.11.
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Figure 5.11: Genetic Algorithm (GA)-based optimization: Initial and final perfor-
mance of the individual properties (top) and the total performance (bottom)
For this parameter settings, the chosen weighting factors, and the applied driving
cycle, the optimization leads to a strong improvement of the drivability Figure 5.11,
top left, with a slight increase of the energy consumption and aging. As shown in
the lower plot the total performance is significantly improved.
In Figure 5.12, the relations between the parameter setting and the total cost func-
tion is shown.
The parameter settings for the initial and final parameter setting of the optimization
algorithm are shown and the feasiblity of the result becomes clear.
5.1.2.4 Discussion
As it is shown, the Genetic Algorithm (GA)-based approach is applicable for the
offline optimization of parametrized system and control structures for given load
profiles. The advantage of this approach is that it can easily be adapted to different
power train models, cost functions, and searching algorithms, since the searching
algorithms only depend on the cost function values and not on the details of the
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models applied. A comparable method, applying a NSGA II-based optimization for
a hybrid electric and a hybrid hydraulic power train, is introduced in [KMMS13].
Also the number of design variables, including the required constraints, can easily
be adapted. A disadvantage of this method is the large computational effort and
thus the large time required for the optimization. Furthermore, this method has
only a limited suitability to influence the control trajectory directly. The related
integration of such an algorithm is possible, but requires a large number of variables
and thus increases the computational efforts intensively. For the direct optimization
of the control trajectory, approaches based on Dynamic Programming (DP) and
Model Predictive Control (MPC) as introduced in the following section, are more
suitable.
5.2 Control optimization based on Dynamic Programming (DP)
and Model Predictive Control (MPC)
In the preceding sections, the system and control parameter operation within an
simulation and experimental environment are discussed. Hereby, a given system
structure in parameterized form is assumed and the optimization procedure is only
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related to the quantaties of the parameter values and thus the the controller signals
are only influenced indirectly.
Another possibility is the direct optimization of the control trajectory. Typical direct
optimization methods are Dynamic Programming (DP) and Model Predictive Con-
trol (MPC) [GS07]. Hereby, the Dynamic Programming (DP) method is suitable for
the model-based offline optimization of the power flow control trajectory with pre-
viously known driving cycles. In [PBMG06], a typical Dynamic Programming (DP)-
based algorithm for a generalized series hybrid electric vehicle is introduced, which
optimizes the power split between the combustion engine and the storage system.
The dynamic programming method is particularly used to obtain a reference trajec-
tory for the performance evaluation of e.g. suboptimal online control algorithms as
stated before. As a typical offline optimization method, the Dynamic Programming
algorithm, comparable to the previously discussed Global Optimization (GO)-based
optimization, requires the model of the system dynamics and the data on the driving
cycle of the complete operation time interval.
The Model Predictive Control (MPC) method uses a comparable optimization al-
gorithm (direct optimization) but in this case the optimization is carried out for a
preceeding prediction horizon with a predefined length. Thus, this control method
can be considered as a compromise solution between pure online methods, which con-
sider the instantaneous measurements, and offline optimization algorithms, which
are based on the knowledge of the complete time interval. For the usage of a Model
Predictive Controller, the integration of a prediction algorithm is required to receive
a suitable estimation of the load profile.
From this consideration, a system conception as shown in Figure 5.13 results.
In the following, two methods for a load profile prediction are discussed. Based
on the prediction, a Model Predictive Control Algorithm is applied on the fuel
cell/supercapacitor-based hybrid electric power train system mentioned. Therefor,
the power train model of section 5.1.2.2 is integrated into the algorithm and the cost
function of Eq. 4.4 is used.
5.2.1 Load profile prediction
The performance of a Model Predictive Controller strongly depends on the load
profile prediction. In literature, the prediction of vehicle speed is a widely discussed
topic as e.g. in [KDG+12,CB11]. In the context of this thesis it is assumed that the
vehicle speed is continous with small local changes in the acceleration. Thus, it is
assumed for the upcoming workload load profile that it can approximately be pre-
dicted by the inclusion of the recent load profile (here: velocity) measurements. This
can be realized by a horizon length defining the number of preceeding measurements
for the prediction. Hereby, as described in [MSS12,MS12b,MS12a], a short horizon
can better include recent changes but is also more sensitive to measurement noise.
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Figure 5.13: Conception of the MPC-based power flow control
In the following, two approaches are introduced for the prediction based on this as-
sumption. The first one is an algorithm based on an Artificial Neural Network (ANN)
as applied in [MSS12] and the other one is based on a polynomial approach as in-
troduced in [MS12b,MS12a], which is based on an adaptive number of preceeding
measurements included to the prediction algorithm.
5.2.1.1 Load profile prediction by ANN
As shown in [MSS12], with the knowledge and identification of the load profile of
the former time periods a prediction of the trajectory for the following time steps
can be realized.
Therefor, an algorithm based on an artificial neural network (ANN) is applied. Here-
by, the information about the measured trajectory of inherent system states is ap-
plied to identify the velocity profile of the near past and thus a prediction for the
expected load profile for the future time steps is realized.
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Due to its advantages concerning memory requirement RNN has been chosen as the
identifier in the module perception and interpretation here.
As summerized in [MSS12], the training of ANN can be realized by the usage of dif-
ferent learning algorithms like backpropagation (BP) through time, recurrent BP,
dynamic BP, and real-time recurrent learning (RTRL) etc. [CF98]. Due to the fact
that the synaptic weights of the fully connected recurrent network can be adjusted
with RTRL in real time [Hay99], RTRL is selected as the learning algorithm which
can make the realization the online identification achievable. In order to improve the
identification and prediction abilities, dynamic recurrent neural networks (DRNN)
based on the RNN with RTRL, is applied for multi-step-ahead prediction [PRA00].
In the following, the detailed algorithm and the application examples will be demon-
strated for a discrete-time system description. Hereby, the previous measurements
of the load profile are used as an input of the DRNN, and, based on this, the pre-
diction of the future load profile is calculated as an output. The layout of DRNN is
illustrated in Figure 5.14. The network applied consists of three layers, i.e. an input
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Figure 5.14: Dynamic recurrent neural network architecture utilized as p-step-ahead
predictor [MSS12], see [PRA00]
layer, a nonlinear hidden layer, and a linear output layer [PRA00]. The recursive
relation between the input vector and the prediction vector of DRNN is calculated
by
yˆ(k + p) = f(yˆ(k + p− 1), yˆ(k + p− 2), . . . ,
y(k), . . . , y(k − n),
u(k), . . . , u(k −m)). (5.9)
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Hereby, yˆ(·) denote the estimated outputs of the DRNN, whereas u(·) and y(·)
are the measured inputs and outputs. The parameter k is the current time step,
p the multi-step prediction horizon and n and m denote the number of the past
steps including the influences of the system inputs and outputs. The p-step-ahead
predictor is proposed in vector form as


x(k + p) = F (W22z(k + p− 1)
+W12Uˆ(k + p− 1) + b2),
yˆ(k + p) = W23z(k + p) + b3,
(5.10)
where x(k+p) denotes the state vector, F (·) a squashing function,Wij the weighting
matrices between the ith and jth layer, and bj are the bias vector of the j
th layer.
For the learning algorithm of DRNN, a gradient descent procedure is applied to
compute the weight changes [PRA00]. The related gradients are calculated by
∆Wij = −η
t+ws∑
k=t+1
(
∂E(k)
∂Wij
)
,
∆bj = −η
t+ws∑
k=t+1
(
∂E(k)
∂bj
)
,
(5.11)
where η is the learning rate, ws a possibly moving window for the prediction horizon,
t is the first time step of the moving window, and E(k) is the error given by
E(k) = (yˆ(k)− y(k))2 (5.12)
with the output vector of the real system y(k). A more detailed description of the
used approach can be found in [PRA00].
The prediction algorithm is applied to the second stage of the US06 driving cycle
as illustrated in Figure 5.15.
The ANN-based algorithm as described, is applied to predict the load profile, i.e.
the velocity demand of the system. Hereby, the passed velocity measurements are
used as inputs and the predicted next step as an output of the net. For the training
of the prediction algorithm the load profile is repeated several times. Dependent on
the number of past information of the velocity a prediction trajectory is determined.
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Figure 5.16: Prediction error dependent on past load profile information [MSS12]
The performance of the prediction depends on the number of former load profile
information. Thus, the integral prediction error depends on the number of the past
steps included, as shown in Figure 5.16.
It becomes clear that the choice of the number of information included has a si-
gnificant influence on the prediction performance. Further details are described
in [MSS12].
5.2.1.2 Online polynomial-based load profile prediction with variable
horizon
The usage of ANN for the prediction of driving cycles as described in section 5.2.1.1
leads to suitable results in offline simulations but a disadvantage with respect to
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experimental applicability is the large computational effort for the training of the
network. Another problem is its fixed structure, which doesn’t allow to adapt the
prediction parameters as e.g. the backsight horizon length. To realize a good com-
promize between a good prediction accuracy and robustness against measurement
noise, the application of a polynomial-based prediction approach with an adaptive
backsight horizon length is introduced in [MS12b] and [MS12a].
The usage of the measurements of past trajectories is a common method for the
prediction of the velocity trajectory in automotive applications [CB11]. The predic-
tion algorithm applied in the following, uses specific features of the past trajectory
measured over predefined time horizons. Dependent on the prediction performance
determined, for each time step the length of the horizon, i.e. the number of past
measurements included for the prediction, is adapted. The new suggested point in
this context is that, for the prediction of the load profile of a time horizon tp, a shor-
ter horizon (here denoted by t1) can better include recent changes of the load profile,
whereas a longer horizon (denoted by t2) is less sensitive to small disturbances or
small high frequent changes of the velocity required. In Figure 5.17 the prediction
approach is demonstrated using the example of two predicted velocity trajectories
v1 and v2 dependent on the number of past measurements included.
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Figure 5.17: Driving cycle prediction dependent on horizon length [MS12b,MS12a]
As illustrated, the prediction of the load profile velocity can significantly vary de-
pendent on the length of the horizon, i.e. the number of past measurement data
included. Due to the advantages and disadvantages of the horizon lengths on the
prediction performance the usage of an adaptive time horizon dependent on the
performance determined for the previously determined prediction is applied. Hereby
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the coincidence of the previous prediction with the actual velocity as well as a com-
parison between the velocity prediction algorithms with another prediction (e.g. t1
etc.) are applied to adapt the horizon length for the next time step.
Thus, the resulting horizon length ti is determined by the relation
ti(t) = h(vmeas(t), vi(t+ tp), t1(t+ tp), v1(t+ tp), . . . ), (5.13)
with the predicted velocity vi(t+ tp) and the measured actual velocity vmeas, which
is necessary to determine the prediction error of the algorithm.
In Figure 5.18, the application of this prediction algorithm on the second stage of
the US06 driving cyle is shown. Additionally, the prediction error of the algorithm
and the varying horizon length ti are illustrated for this cycle.
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Figure 5.18: Prediction algorithm applied to the US06 driving cycle (second stage)
It becomes clear that the horizon length ti will be increased if there is a small
prediction error and thus good coincidence between predicted and measured velocity
for a time period and it will be decreased in the case of large deviations.
5.2.2 MPC-based power flow optimization
Based on the prediction algorithms described, a model predictive algorithm is app-
lied for the realization of the control optimization. Model predictive controllers are
optimization-based methods for the feedback control.
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The general optimal control problem of a Model Predictive Control (MPC)-based
approach with a given prediction horizon length N can be stated as
min
u(0),...,u(N−1)
J(x, u) =
N−1∑
k=0
y(x(k), u(k)), (5.14)
with the cost function J , the system state x, the control input u, and the system
output y. Further details and algorithms are described e.g. in [GP11,Wan09].
As described in [GS07], two typical methods for the integration of the system dy-
namics into the optimization problem are:
1. Stating the system dynamics in a time-discrete state description as
x˙(t) = f(t, x(t), u(t)) (5.15)
with the resulting optimization problem for each time step ∆t
u(t, x(t)) = arg min
u
J(t+∆t, x(t) + x˙(t, x(t), u(t))) ∆t. (5.16)
2. Introduction of a Hamiltonian function
H(x, λ, u, t) = J(x, u, t) + λT F (x, u, t) (5.17)
to be minimized at each time interval. Hereby, J(x, u, t) denotes the cost function
of the system with respect to the system properties and F (x, u, t) the constraint
function, which contains the system differential equations.
In both cases, the cost function J considering the weighted system properties (driva-
bility, fuel performance, component aging) is stated by the introduced performance
parameters of Eq. 4.1-4.3.
In this context, two important aspects for the performance and applicability of an
MPC approach are the prediction performance and the computational effort of the
algorithm.
In the following, the MPC-based optimization is demonstrated applying the Hamil-
tonian-based optimization approach, which is introduced in [MS12a]. As load profile
prediction algorithm, the online polynomial-based approach is used here. But as it
is shown in [MSS12] and [MS12b], the MPC approach based on the state description
leads to comparable results and computational effort.
Based on Eq. 5.17, the equations of the system costates (also called adjoint states)
are determined by
λ˙i = −∂H
∂xi
. (5.18)
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Additionally, for the input trajectory the necessary optimality condition given by
u = arg min
u
H(x, λ, u, t) (5.19)
has to be fulfilled.
The problem introduced can be considered as a boundary value problem. Hereby,
for each state and costate variable, either an initial or a final value has to be defined
as
x1(t0) = x0,1 ∨ x1(tf ) = xf,1
...
...
xi(t0) = x0,i ∨ xi(tf ) = xf,i
λ1(t0) = λ0,1, ∨ λ1(tf ) = λf,1
...
...
λj(t0) = λ0,j, ∨ λj(tf ) = λf,j.
(5.20)
For the implementation of the input constraints the usage of a smoothing function,
as proposed in [AK12], is included. Hereby, a saturation function SAT (s) with
SAT (s) =


smax, s > smax
s, smin ≤ s ≤ smax
smin, s < smin
(5.21)
is included with respect to a parameter s to be limited by its maximum smax and its
minimum smin. The saturation function is approximated by a smoothing function
SAT (s, ν) = 0.5
(√
ν + (s− smin)2 −
√
ν + (s− smax)2
)
+ mean(smin, smax), (5.22)
which depends on the smoothing parameter ν. The dependency of the smoothing
function with respect to the parameter ν, is depicted in Figure 5.19.
The results of the MPC are compared with a conventional controller and also with
a globally optimal solution determined by dynamic programming for a known load
profile. For the conventional control approach, the velocity is determined by a driver
model and the current flow through the DC/DC converter is controlled by a PI-
controller regarding the bus voltage Ubus of the system.
In Figure 5.20 the three approaches, i.e. the conventional controller, the MPC-based
controller, and the solution based on Dynamic Programming are compared to each
other showing the behavior of the hydrogen consumption (upper plot), the energy
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Figure 5.19: Approximation of the input constraints by a smoothing function (Here:
smax=1 and smin=-1) [MS12a]
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Figure 5.20: Energy consumption of the system dependent on the controller app-
lied [MS12a]
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delivered by the supercaps (middle plot), and the resulting total energy consumption.
It can be seen that the MPC-based solution leads to better results for the total
energy consumption in comparison to the conventional approach. By using the sug-
gested method, the hydrogen consumption is decreased and instead of this more
power is delivered by the supercaps. The reason hereby is that the optimization
is only realized for a comparably short time horizon. The better efficiency of the
conventional controller during acceleration phases (5 s-25 s, 40 s-50 s) is caused by
the fact that the driver model causes time delays for the velocity tracking which on
the other hand also causes a worse performance during braking/regeneration phases
(20 s-35 s, 50 s-75 s).
For the velocity tracking errors used to determine the drivability of the system the
related results are depicted in Figure 5.21.
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Figure 5.21: Velocity tracking errors of the system dependent on the controller ap-
plied
It should be noted that the MPC-based approach realizes control optimization only
for a predefined prediction horizon. Hereby optimal results within a local time ho-
rizon possibly leads to a worse global performance of the system (if considered for
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the total time interval). Besides, the MPC-based algorithm strongly depends on the
performance of the prediction algorithm, i.e. a worse performance of the load profile
prediction also leads to a worse control performance. The Dynamic Programming
approach realizes the control optimization for the complete time interval so that
these local effects are avoided.
In Figure 5.22 the related results are illustrated using the performance parameters
introduced before. Hereby, small radii denote better system performances. It is shown
that the introduced MPC-based method leads to an improvement for drivability and
fuel economy with a slight worsening for the fuel cell aging.
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Figure 5.22: System properties for the approaches regarded
Hereby the worse drivability (described by Pdriv) of the MPC-based approach mainly
results from the prediction error of the related algorithm. The conventional controller
uses a driver model-based velocity control, which leads to a comparibly large time
delay between the reference and the actual velocity of the system. The large fuel
consumption (described by Pfuel) is due to the load profile independent control
of the fuel cell system and the fact that there are intervals in which the fuel cell
has to be operated in full power operation, which causes a worse score for the fuel
cell economy. The increase of the fuel consumption of the MPC-based approach in
comparison to the Dynamic Programming (DP)-based solution is caused by the fact
that the fuel economy is only optimized for a rather short time interval which leads
to the problem that an unexpected increase of the load profile afterwards requires
a larger energy amount and thus an operation of the fuel cell within a less efficient
working point. The comparibly good influence of the conventional controller on the
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component aging (Paging) is caused by the fact that the time delay of the controller
(which has a negative influence on the drivability) also causes a smooth trajectory
of fuel cell current iFC and thus less high frequenz oscillations.
For the total performance of the system as shown in Figure 5.23, which is determined
by the weighting of the three parameters according to Eq. 4.4, it can be shown
that the MPC-based method leads to an improvement compared to conventional
approaches and gives results in vicinity of the Dynamic Programming (DP)-based
global optimal solution.
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Figure 5.23: Total system performance parameters of the approaches
The embedding of driver behavior models as e.g. shown in [SWSF13] is a helpful
method to receive results. Hereby, the coupling of a power train test rig with a driver
simulator is an obvious technical solution.
5.3 Instantaneous optimality-based power flow control
With the considerations taken before a prediction and an evaluation algorithm are
integrated into the control structure. By this, the algorithm can be applied for a
shorter time inteval. As shown, the usage of Model Predictive Controllers leads to
suitable results. Model Predictive Controllers are principally real-time applicable,
but their performance strongly depends on the complexity of the model and the
optimization algorithm included. Typically, for systems with a complex nonlinear
structure and time-comsuming numerical optimization algorithms, they have only a
limited applicabilty for experimental applications.
To overcome this problem, in the context of hybrid electric vehicles, online-based
power flow control methods are commonly applied. In this context, rule-based me-
thods based on Boolean or fuzzy rules involving various system variables are com-
monly used power flow control methods [GS07]. Most of these methods are designed
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to minimize the fuel consumption of a vehicle in order to increase the system’s effi-
ciency or to minimize the exhaust emmission of e.g. combustion engines. In [BAC09],
a rule-based energy management of a Toyota Prius model is introduced with the goal
is to increase the range of the vehicle. This approach covers 4 engine operation modes
and 5 energy management rules. Also based on a Toyota Prius model, in [KR11],
a rule-based power split algorithm is compared to an instantaneous optimization
approach. The instantaneous optimization approach consists hereby of a target ge-
neration algorithm based on Pontryagin’s minimum principle and a target tracking
algorithm based on a Linear Quadratic Regulator (LQR). In [SRA11], a rule-based
algorithm for a Hybrid Solar Vehicle (HSV) is introduced and compared to an op-
timal electric generator scheduling, which is realized by Genetic Algorithms and
Dynamic Programming.
A disadvantage of these methods is the limited applicability for multiobjective op-
timization problems. Additionally, predictional information can only be integrated
to a small grade. For this reason, the integration of a database containing offline
optimized trajectories is an obvious solution. In this context, at least two important
aspects have to be considered. At first, a sufficiently accurate identification of the
system state is needed and secondly, a suitable prediction algorithm, especially for
the load profile is required. Based on the results of these algorithms, a data base
containing optimal solutions of standardized load profile sections with respect to
different system states can be included.
In this section, these principles will be shown using the example of a fuel cell/su-
percapacitor-based hybrid electric vehicle power train. Based on the optimal control
trajectories of standardized driving cycle segments within different system states,
a power flow control is realized and the results are stored in a multidimensional
database. In comparison to the instantaneous optimal control shown in [KR11], the
maps for the target generation are also based on the instant velocity and accelera-
tion of the vehicle, in adddition to the SOC of the energy storage. This allows the
avoidance of an extra target tracking approach.
Two algorithms for the identification of the system state as well as the prediction of
the expected load profile are used to realize this concept. For experimental validati-
on, the control concept is integrated into a power train emulation system. Hereby,
the data of the database are integrated to the power flow control system by the
usage of a lookup table.
To realize the optimization, the performance parameters evaluating drivability, fuel
economy, and lifetime, which are stated in Eqs. 4.1-4.3, are used. For safety rea-
sons, an overcharge of the supercapacitors has to be avoided. On the other hand,
the operation with low SOC of the supercapacitors leads to a worse power suppy
and thus to a worse performance of the motor and also may lead to a failure of
auxiliary systems. For this reason, SOC values in vicinity of the upper and lower
boundary have to be avoided. In the context of this application, this is realized by
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the integration of a soft constraint defining a penalty term Ppen, which is added to
the cost function. This term is defined by
Ppen =


β1(SOCSC − SOCupper) if SOCSC > SOCupper,
β2(SOClower − SOCSC), if SOCSC < SOClower
. (5.23)
Hereby, SOCupper denotes the predefined upper and SOClower the lower threshold
for the supercapacitor’s SOC during the operation.
The applicability of this approach is demonstrated in Figure 5.24.
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Figure 5.24: Power train operation at low supercap’s SOC
Hereby, the power train system is operated at low supercap’s SOC. In the case of
the SOC dropping below the threshold SOClower, the penalty parameter Ppen is ad-
ded to the cost function. As shown in the lower plots, this leads to a reduction of
the vehicle velocity (bottom, left) to reduce the further energy consumption and an
immediate increase of the current outflow of the DC/DC-Converter (bottom, right)
to charge the supercapacitors. A comparible result is also achieved for SOC values
near the upper threshold. These operation results are achieved in accordance to the
optimal solution, which is demonstrated in the following.
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Taking these aspects and the performance properties of Eqs. 4.1-4.3 into considera-
tion, the total system performance and hence the cost function J of the optimization
problem results to
J = λ1 Pdriv + λ2 Peff + λ3 Paging + Ppen, (5.24)
with the weighting parameters λ1, λ2, and λ3.
Based on the relations stated, a database for the optimal control trajectory at dif-
ferent operation points is calculated with an offline optimization algorithm. Hereby,
a set of standardized driving cycle segments is defined. Hereby, for each load pro-
file, a constant acceleration a1 . . . an1 is assumed within a time interval t = [t1, t2].
Each acceleration value is combined with an initial vehicle velocity v0,1 . . . v0,n2 and a
given initial supercap’s SOC SOC0,1 . . . SOC0,n3. Thus, for this application, a three-
dimensional array, dependent on the three parameters, results. For each parameter
combination, an optimal Dynamic Programming solution is determined for the time
interval. These solutions are arranged to a database of optimal input trajectories for
the usage within the control system. The idea here is to provide an optimal control
input for a load situation, which is defined by the instantaneous velocity, accelera-
tion, and SOC. The functional principle is illustrated in Fig 5.25.
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Figure 5.25: Data base of optimal control trajectories
As mentioned, this multidimensional data base is suitable to realize an instantaneous
optimal control without a target tracking approach.
5.3.1 Integration of the power flow control algorithms into the power
train emulation system
Based on the model relations, the prediction algorithm, and the DP-based control
map, the operation of the system under the influence of a defined load profile is
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simulated and the electric flows are determined.
Based on the aforementioned considerations, the structure of the resulting total
system structure is shown in Fig 5.26.
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Figure 5.26: Control structure of the hybrid electric power train system
The approach is experimentally evaluated using the modified New European Driving
Cycle (NEDC) (Figure 5.27) as a load profile.
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Figure 5.27: Load profile (normalized NEDC)
The approach is compared to a classical PI-controller, regulating the supercap vol-
tage to a constant reference SOC. As a reference, a Dynamic Programming solution
over the total time interval is applied. This solution is based on a detailed previous
knowledge of the system behavior and the load profile.
In the following, first, the applicability within the test rig environment is shown and
a performance evaluation will be given.
5.3.2 Emulation results
As mentioned, an electromechanical emulation is performed by the motors, and
the emulation of the electric current flows is realized by the usage of the electric
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components (power supply system, electric loads, DC/DC converter).
To evaluate the electromechanical emulation performance, the related measurements
of the motors are monitored and compared to the model behavior. Hereby, the
measured rotational speed of the motors of the emulation test rig is compared with
the simulated angular velocity of the related models. In Figure 5.28, the comparison
of the two outputs is shown.
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Figure 5.28: Mechanical emulation of the motors
A good coincidence between the simulation signals and measurement signals from
the emulation is achieved.
For the current emulation of the electric supply structur of the hybrid electric power
train, the simulated components are replaced by controllable electric surrogate com-
ponents such as a power source for the emulation of the fuel cell system, a combined
power source and load to emulate the supercapacitors, and a controlled monodirec-
tional DC/DC converter.
The related power train emulation structure resulting from the considerations of
chapter 3 is depicted in Figure 5.29.
Hereby, the motor current is based on the related model behavior whereas the cur-
rent flow of the DC/DC converter is emulated by a physical DC/DC converter.
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Figure 5.29: Power train emulation structure
The behavior of the supercapacitor system is emulated by two components. Her-
eby, the supercap current inflows during the charging process are emulated by an
electric power sink, whereas the supercap current outflows during discharging are
experimentally realized by an electric power supply device. The related results are
depicted in Figure 5.30.
It becomes clear that all current flow measurements closely follow to their reference
behavior achieved by the power train component models.
5.3.3 Performance comparison
For the instantaneous optimality (IO)-based power flow control approach mentio-
ned, the system performance with respect to drivability, fuel economy and compo-
nent aging of the fuel cell system is evaluated and compared to a classical controller,
whose functional principle is set to regulate the supercap voltage to a constant desi-
red SOC with a PI controller and an additional second PI controller regulating the
vehicle speed dependent on the measurement and its deviations from the driving
cycle. These approaches are compared to a reference approach, applying a Dynamic
Programming solution with respect to the complete time interval. Hereby, the DP
solution is based on a previous knowledge of the system dynamics and the driving
cycle.
In Figure 5.31, the results for the drivability considerations of the three control
approaches is shown. Hereby, for each approach, the absolute velocity deviation
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Figure 5.30: Current flow emulation of the components
between reference and actual velocity is determined (middle plot) and the accumu-
lated deviation is calculated (bottom plot). It becomes clear that the instantaneous
optimal controller is closely related to the Dynamic Programming solution.
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Figure 5.31: Drivability considerations
The fuel economy results are despicted in Figure 5.32. They focus to hydrogen
consumption and supercap discharge and the resulting total performance according
to the ECMS formulation.
It can be seen that the hydrogen consumption achieved by the PI controller-based
power flow control algorithm is slightly smaller then the other ones. This result
is directly related to the worse drivabilty of the system, i.e. the capability of the
algorithm of fulfilling the acceleration peaks of the load profile. Hereby, it becomes
clear that the drivability and the fuel economy are conflicting properties.
For the determination of the fuel cell aging, the measured fuel cell power is high-
pass-filtered and the resulting measurement signal is accumulated. As shown in
Figure 5.33 the new approach can (in comparison to the PI controller) significantly
reduce the aging behavior of the fuel cell system close to the Dynamic Programming
solution.
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Figure 5.32: Fuel economy considerations
In Figure 5.34, the three evaluation parameters considering the drivability, the fuel
economy, and the fuel cell aging, as described in Eqs. 4.1, 4.2, and 4.3, are compared
to each other. It becomes clear that the instantaneous optimality (IO)-based power
flow control algorithm leads to a significant improvement. The results are close to
those of the Dynamic Programming solution.
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Figure 5.34: Performance parameters of the approaches
For the consideration of the total performance, the weighted sum of the performan-
ce parameters, i.e. the cost function value (including the penalty parameter Ppen),
as stated in Eq. 5.24, is used. As it can be seen from Figure 5.35, a good result
close to the Dynamic Programming solution can be obtained for the Instantaneous
Optimality (IO)-based power flow control algorithm.
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Figure 5.35: Total performance (cost function values) of the approaches
5.3.4 Discussion
The results of the instantaneous optimality (IO)-based power flow control algorithm
show a good applicability within real-time applications and an improved perfor-
mance compared to classical rule-based power flow control algorithms especially for
multiobjective control problems. However, the applicability of this approach depends
depends on two aspects. First, the size of the database and the related lookup tables
considerably influences the computational effort required. This effect can be redu-
ced by a sophisticated access to the database, but especially large multi-dimensional
matrices leads to an significant increase of the computational time. A second point is
the structure of the data within the database. Since the implementation to the power
train cntrol system is realized by lookup tables, which also require the interpolation
between previously defined operation points, a sufficiently smooth distribution of
the control values within the database is required. Especially for multidimensional
databases, this has to be proven in advance.
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6 Summary and Outlook
6.1 Conclusion
In this thesis, the power flow control and its optimization is discussed and applied wi-
thin simulation and experimental environments . For experimental application and
validation, a methodology for the emulation of the operation and the power flow
control of hybrid electric power trains is introduced. For the control, the aspects of
drivability, fuel performance, and component aging are considered seperately, and
a multiobjective optimization and hence an integrated approach containing power
management, energy management, and limetime management is developed and ap-
plied.
Dependent on the system structure and requirements, different optimization me-
thods for the power flow control optimization are introduced and the related results
are presented. From the results, the strengths and weaknesses of the methods con-
sidered, as depicted in Table 6.1, become clear.
Parametri- Applicable Optimi- Multi- Independent
zation/ for realtime/ zation objective on previous
dimen- experimental of control applica- load profil
sioning applications trajectories bility knowledge
Global
++ – o ++ -Optimi-
zation (GO)
DP-based
o - ++ + -optimi-
zation
Heuristic
+ o o + ooptimi-
zation
MPC-based
o o + + +optimi-
zation
IO-based
o + + + +optimi-
zation
Classical
o ++ o o +rule-based
approaches
Table 6.1: Comparison of the control optimization methods
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Hereby, the sophisticated searching algorithms of the Global Optimization (GO)-
based approaches make them suitable for parameter optimization within dimensio-
ning problems within parameterized given system or controller structures. These
algorithms oftenly also include methodes for the solution of multiobjective opti-
mization problems. The large computational effort, however, does not allow the
application within experimental application with a fast changing dynamics or for
a fast reaction. The optimization of the control trajectory is possible, but this re-
quires the definition of a comparibly large chromosome structure, which might lead
to a long computational time. Since it consideres a complete time interval for the
optimization, it has only limited applicability without a previous knowledge of the
load profile. For this reason, this method is a good method for the application wi-
thin offline-optimization problems with a given parameterized system and controller
structure.
For the optimization of control trajectories for a given system dynamics and load
profile, a Dynamic Programming (DP)-based solution leads to the best performance
and can thus be considered as a suitable method for the generation of reference
solutions. As shown, for this method, also the implementation of multiobjective ap-
proaches is possible by a suitable definition of its cost function. The disadvantage of
this methos is that the large computational effort and thus the required computa-
tional time do not allow the application within most experiment environments. Also
the implementation of real-time identification algorithms is rarely possible using this
method since it typically consideres a complete time interval as well. The application
within parametrization problem is possible but requires a comparibly large effort.
For this reason, this method are suitable for offline optimization problems of control
trajectories within given system structures and load profiles.
Heuristic methods such as the Golden Section Search method introduced can be used
within experimental environments. Its comparably simple search algorithms allows
a shorter computational time but does not necessarily guarantee a convergence of
the optimization process. It can be considered as a compromize solution between
the fast but unflexible classical rule-based methods and the Global Optimization
methods with comparible large optimization performance but long computational
time and effort. As shown, the heuristic optimization methods is suitable for the
application within environments without a detailed system knowledge, if a repeated
load profile can be assumed. In this environment, it can be applied for an iterative
adaption of the control parameters.
Approaches based on the Model Predictive Controller (MPC) can also be seen as
compromize solutions between online and offline methods since this method requires
less computational time than the offline optimization methods but has a more detai-
led view on the system properties than the online methodes. Its control structure is
designed for the optimization of the control trajectory and the inclusion of predicti-
on algorithms make it independent of a previous knowledge of a load profile. Due to
the preceding horizon, this method can also be applied within online applications.
The integration within experimental applications depends on the complexity of the
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system and thus from the required computational effort. On the other hand, for the
solution and optimization of parametrization problems the MPC is not a suitable
method.
For real-time applications, the classical rule-based methods and the Instantaneous
Optimality (IO)-based power flow control method can be applied. Whereas the IO-
based method uses look-up-tables with pre-optimized trajectories as well as a pre-
diction algorithm, classical rule-based approaches typically use a small number of
system states where the operation rules are defined. The information of the IO-based
method are based on a Dynamic Programming (DP)-based optimization, whereas
those of the classical rule-based methods are typically set up by experience. This
aspect makes the total performance and the multiobjective applicability of the IO-
based optimization better, whereas classical rule-based methods require less compu-
tational effort and are thus easier to be implemented within real-time applications.
6.2 Contributions
Within this thesis, a number of optimization approaches are investigated with re-
spect to the power flow control of hybrid electric power train systems.
Hereby, a contribution to a conceptual development of a multiobjective optimal
power flow control algorithms within hybrid electric power trains is presented. The
idea of this multi-objective focus is to distinguish between power management, ener-
gy management, and lifetime management of the power train, which depend on the
system properties to be considered and the time scale regarded. In the context of
this thesis the focus is to include the evaluation results based on simulations and
experimental applications.
The implementation of heuristic search algorithms as well as genetic algorithms
within simulation and experimental environments is realized to optimize the multi-
objective power flow control algorithms of the hybrid electric power train systems.
The advantage of this method is to realize these systems without a detailed know-
ledge of their dynamical behavior. As shown, in the case of a repeated load profile,
this optimization can also be applied without its consideration.
For the experimental evaluation of hybrid electric power train structures, a concept
of an emulation structure is introduced, developed, and experimentally realized.
This structure allows a modular setup and thus the realization of different system
topologies for both hybrid electric power train system and the related electric energy
conversion systems. Since the electric components are used as sources, sinks, and
power converters, their application allows the emulation of arbitrary electric power
train components as well as a general power train consideration. The implementation
of electric hydraulic analogy models even allows the emulation of hybrid hydraulic
power train systems. As shown, this can be realized with an accurate emulation
performance.
The implemention of predictional algorithms into the power flow control algorithms
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allows the adaptation to the expected load profile and hence to a related driver
behavior. Aside from the model-based algorithms especially the experimental algo-
rithms lead to additional options. By the usage of these kind of algorithms it is also
possible to connect the power train system to a driving simulator for the inclusion
of human drivers.
The implementation of a knowledge-base, based on optimal input trajectories deter-
mined by the Dynamic Programming approach, into the power flow control of the
power train allows the implementation of offline-optimized control inputs into an
experimental environment and guarantees a better performance than e.g. classical
rule-based algorithms.
6.3 Outlook
Future work in this field could be the application of the methods demonstrated for
other power train systems e.g. those based on combustion engines or Lithium-Ion
batteries. In this context the emulation test rig developed in the context of this
thesis can be applied for the further topologies.
Robust control algorithms can be developed to deal with prediction errors and mo-
del parameter uncertainties. In this context, in [MWS11], the application of a Glo-
bal Optimization-based optimization loop in combination with an unscented H∞-
Controller is demonstrated for a magnetic bearing system.
The implementation of more sophisticated search algorithms for the Global Opti-
mization-based optimization and the Embedded-Online Optimization may lead to
faster results and to a better applicability also for non-convex cost functions.
Further steps in future will be the implementation of more detailed aging models
into the lifetime management. Hereby, especially online-capable methods for the de-
termination of the State-of-Health (SOH) of different system components will be a
challenging task.
In future, the implementation of improved prediction algorithms will lead to a better
performance. Hereby learning algorithms and models including the driver behavior
can be applied as well. The implementation of detailed driver models can help to
adapt the methods for individual driver behavior especially if the system is coupled
with a driving simulator. In the same context, the implementation into real driver
situation, i.e. steering a vehicle on a road, can be considered as well. To do so, more
information about the driving situation is required to realize a suitable power flow
control.
Another field is the consideration of multiple power trains and driving simulators
in a competitive or cooperative environment as e.g. multiple vehicles on the road,
overtaking maneuvers etc. Hereby, further information, e.g. received by car-to-car-
communication devices or GPS-based data, can be included as well.
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