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Abstract. Consider a p-dimensional population x ∈ Rp with iid coordinates in the domain
of attraction of a stable distribution with index α ∈ (0, 2). Since the variance of x is infi-
nite, the sample covariance matrix Sn = n
−1∑n
i=1 xix
′
i based on a sample x1, . . . ,xn from the
population is not well behaved and it is of interest to use instead the sample correlation ma-
trix Rn = {diag(Sn)}−1/2 Sn{diag(Sn)}−1/2. This paper finds the limiting distributions of the
eigenvalues of Rn when both the dimension p and the sample size n grow to infinity such that
p/n → γ ∈ (0,∞). The family of limiting distributions {Hα,γ} is new and depends on the two
parameters α and γ. The moments of Hα,γ are fully identified as sum of two contributions: the
first from the classical Marcˇenko–Pastur law and a second due to heavy tails. Moreover, the family
{Hα,γ} has continuous extensions at the boundaries α = 2 and α = 0 leading to the Marcˇenko–
Pastur law and a modified Poisson distribution, respectively.
Our proofs use the method of moments, the path-shortening algorithm developed in [18] and
some novel graph counting combinatorics. As a consequence, the moments of Hα,γ are expressed in
terms of combinatorial objects such as Stirling numbers of the second kind. A simulation study on
these limiting distributions Hα,γ is also provided for comparison with the Marcˇenko–Pastur law.
1. Introduction
Consider a p-dimensional population x = (X1, . . . , Xp) ∈ Rp where the coordinates Xi are
independent non-degenerated random variables and identically distributed as a centered random
variable ξ. For a sample x1, . . . ,xn from the population we construct the data matrix X = Xn =
(x1, . . . ,xn) = (Xij)1≤i≤p;1≤j≤n, the sample covariance matrix S and the sample correlation matrix
R as follows:
S = Sn =
1
n
n∑
i=1
xix
′
i =
1
n
XX′ ,
R = Rn = {diag(Sn)}−1/2 Sn{diag(Sn)}−1/2 = YY′ .
Here the standardized matrix Y = Yn = (Yij)1≤i≤p;1≤j≤n for the correlation matrix has entries
Yij = Y
(n)
ij =
Xij√
X2i1 + · · ·+X2in
, (1.1)
which depend on n. Throughout the paper, we often suppress the dependence on n in our notation.
Both the sample covariance matrix S and the sample correlation matrix R are fundamental
tools in multivariate statistical analysis such as PCA, canonical correlation analysis, classification
or hypothesis testing on population covariance matrix [2]. A large amount of recent literature is
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2 J. HEINY AND J. YAO
devoted to their study in a high-dimensional scenario where p and n are of comparable magnitude.
We consider the asymptotic regime
p = pn →∞ and p
n
→ γ ∈ (0,∞) , as n→∞ . (Cγ)
Random matrix theory (RMT) has provided relevant tools in this perspective, see [34] for a recent
synthesis.
Recall that if A is a matrix with p real eigenvalues λ1(A) ≥ · · · ≥ λp(A), its empirical spec-
tral distribution (ESD) is the normalized counting measure of the eigenvalues, that is FA =
p−1
∑p
i=1 δλi(A). In the finite variance case with Eξ
2 < ∞, the spectral properties of the sam-
ple covariance matrix S have been well studied in RMT since the pioneering work [25] where it
is shown that FS converges weakly to the celebrated Marcˇenko–Pastur (MP) law σMP,γ . Subse-
quent developments include several ground-breaking results such as the convergence of the largest
eigenvalue λ1(S) and the smallest eigenvalue λp(S) to the edges of the MP law [6, 33], asymptotic
normality of linear spectral statistics of S [5], or its edge universality towards the Tracy-Widom law
[24, 27, 29]. Apart from the convergence of λp(S) all those results require a finite fourth moment
Eξ4.
If Eξ4 =∞, the theory for the eigenvalues and eigenvectors of S is quite different from the classical
Marcˇenko–Pastur theory which applies in the light-tailed case. For example, if the distribution of
ξ belongs to the domain of attraction of a stable distribution with index α ∈ (0, 4), the properly
normalized largest eigenvalue of S converges to a Fre´chet distribution with parameter α/2. A
detailed account on the developments in the heavy-tailed case can be found in [3, 9, 13, 17, 19,
20, 31, 32]. The limiting spectral distribution in the infinite variance case Eξ2 = ∞ was found in
[10, Theorem 1.10] and [11, Theorem 1.6]. Under (Cγ) and assuming ξ belongs to the domain of
attraction of a stable distribution with index α ∈ (0, 2), they proved that the empirical spectral
distribution of the suitably normalized S converges weakly to a probability measure with infinite
support that depends on the parameters α and γ.
In contrast, the study of the high-dimensional sample correlation matrix R is more recent and
more limited. A fundamental reason is that compared to the original data matrix X, the entries
Yij of the standardized matrix Y are no longer independent within the same row (the different
rows remain iid). This makes the correlation matrix more challenging to study. Jiang [23] first
established that if E[ξ2] < ∞, the ESD FR also converges weakly to the MP law. Jiang [22] also
analyzed the asymptotic distribution of the largest off-diagonal entry of R and proved that (suitable
standardized) maxi<j |Rij | tends to a Gumbel distributed random variable. Later [36] found the
necessary assumption E|ξ|6−ε <∞ for the Gumbel limit and [21] studied the point process of all off-
diagonal entries. When ξ has a subexponential tail (which implies the existence of moments of all
orders), edge universality towards the Tracy-Widom law was established for the sample correlation
matrix R in [8, 28]. Among recent developments, a central limit theorem for linear spectral statistics
of R was established in [15] under the finite forth moment condition E[ξ4] < ∞, and [35] proved
asymptotic normality of a series of test statistics for one-, two- or multiple sample hypotheses on
population correlation matrices.
One common feature shared by these recent developments on sample correlation matrix R is
that under the finite second moment condition θ = E[ξ2] < ∞, the normalizing denominator
Sii = {X2i1 + · · · + X2in}/n in the definition (1.1) of Yij almost surely converges to θ by the law of
large numbers. By Lemma 2 in [7], the “uniform approximation” maxi |Sii−θ| a.s.→ 0 is equivalent to
Eξ4 <∞. Then Weyl’s eigenvalue perturbation inequality yields that maxi |λi(R)−θ−1λi(S)| a.s.→ 0.
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As a consequence, the spectral properties of R and S are asymptotically equivalent. This has been
generalized to population correlation matrices with uniformly bounded spectrum in [14, Theorem 1].
Therefore, a main step in the above references on the correlation matrix R relies on a precise
estimate of the error in the above approximation. For example, in [8, 23, 28], this approximation
error is shown to be negligible and the results obtained for R are the same as those known for S. In
this paper, we study the infinite variance case with θ = E[ξ2] =∞. This approximation argument
breaks down. Indeed it will be shown that the various limits of R are not anymore related to their
counterparts for S.
Particularly, a refinement of the result of [23] is proposed in [18]. Assume for a moment that ξ
is symmetrically distributed, that is, ξ
d
= −ξ. Theorem 3.1 in [18] shows that if
lim
n→∞nE[Y
4
11] = 0 , (1.2)
then FR converges weakly almost surely to σMP,γ . Conversely, if condition (1.2) does not hold, i.e.,
lim infn→∞ nE[Y 411] > 0, then lim infn→∞ E
[ ∫
xkdFRn(x)
]
>
∫
xkdσMP,γ(x) for k ≥ 4. Therefore
(1.2) is a necessary and sufficient condition for the convergence of FRn to the MP law.
In [16] it was proved that condition (1.2) holds if the distribution of ξ is in the domain of
attraction of the normal law, which is equivalent to the function f(x) = E[ξ21{|ξ|≤x}] being slowly
varying. They also derive the formula
E[Y 411] =
∫ ∞
0
t(E[e−tξ
2
])n−2E[ξ4 e−tξ
2
] dt .
Our focus is on the case where condition (1.2) is violated (which in particular implies Eξ2 =∞).
Proposition 1 in [26] asserts that the distribution of ξ2 is in the domain of attraction of an α/2-stable
distribution with 0 < α < 2 if and only if
lim
n→∞nE[Y
4
11] = 1−
α
2
. (1.3)
Hence, (1.2) does not hold if |ξ| has a regularly varying tail with index 0 < α < 2, that is
P(|ξ| > x) = L(x)x−α , x > 0 , (1.4)
for a function L that is slowly varying at infinity. Note that (1.4) is equivalent to ξ2 being in the
domain of attraction of a stable law with parameter α/2.
About this paper. As seen in the above discussion, the sample correlation matrix R has mainly
been studied under the finite fourth moment assumption. In the intermediate regime, where Eξ4 =
∞ and Eξ2 < ∞, the limiting spectral distribution is known to be the MP law and [18] studied
the extreme eigenvalues. Under infinite variance, the limiting spectral distribution of S has been
characterized, whereas no results on the sample correlation matrix R seem to be available in the
literature.
By assuming that the distribution of ξ is symmetric and belongs to the domain of attraction
of a stable law with index α ∈ (0, 2), we establish in this paper that the sequence of ESDs FR
converges weakly to a new distribution Hα,γ termed as α-heavy MP law with parameter γ. This
result is introduced in Section 2 (Theorem 2.1) where comparison with the MP law σMP,γ is also
proposed. Theorem 2.2 shows that the class of distributions Hα,γ can be extended continuously at
the boundaries α = 2 and α = 0, yielding the MP law σMP,γ and a modified Poisson distribution,
respectively.
The remaining sections of the paper are devoted to the proofs of Theorems 2.1 and 2.2. Our
main tool is a moment method that required a specific and careful counting of relevant graphs to
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cope with exploding second moments of the matrix entries {Xij}. Section 3 presents the main steps
of this moment method based on a path-shortening algorithm that was developed in [18]. Section 4
establishes the combinatorics on associated graph counting for the moment method by using set
partitions. The proof of our main result Theorem 2.1 is then completed in Section 5, which also
contains the formula for the moments of the α-heavy MP laws Hα,γ . Finally, Section 6 proves
Theorem 2.2.
2. Main results
Recall that for γ > 0 the Marcˇenko–Pastur law σMP,γ is
σMP,γ( dx) = fγ(x) dx+ (1− γ−1)1(1,∞)(γ)δ0( dx), (2.1)
where the density of the absolutely continuous part is
fγ(x) =
√
(bγ − x)(x− aγ)
2piγx
1[aγ ,bγ ](x) , x ∈ R,
with aγ = (1−√γ)2 and bγ = (1 +√γ)2. Its moments are
βk(γ) =
∫ bγ
aγ
xkdσMP,γ(x) =
k∑
r=1
1
r
(
k
r − 1
)(
k − 1
r − 1
)
γr−1 , k ≥ 1 . (2.2)
.
In this paper we find a family of new distributions {Hα,γ} for parameters α ∈ (0, 2) and γ > 0.
We call Hα,γ the α-heavy MP law with parameter γ. Each Hα,γ is entirely determined by its moment
sequence µk(α, γ) =
∫
xk dHα,γ(x), k ≥ 1. The exact expression for µk(α, γ) requires a considerable
amount of additional notation: it is given in (5.1). Roughly speaking, µk(α, γ) can be decomposed
into a Marcˇenko–Pastur part and a heavy tail part as follows
µk(α, γ) =
{
βk(γ) , if k = 1, 2, 3,
βk(γ) + dk(α, γ) , if k ≥ 4, (2.3)
where dk(α, γ) > 0 is given in (5.1). Formula (5.1) is explicit and requires some counting that can
be implemented using computing software. For small values of k, dk(α, γ) can be evaluated directly.
In Section 5.1 we derive that
d4(α, γ) = (1− α/2)2γ and d5(α, γ) = (1− α/2)2(5γ + 5γ2) .
The following theorem is the main result of the paper.
Theorem 2.1. Assume (Cγ) and that the distribution of ξ is symmetric and belongs to the domain
of attraction of a stable law with index α ∈ (0, 2). Then, as n→∞, the ESDs FRn converge weakly
in probability to Hα,γ, the α-heavy MP law with parameter γ.
The symmetry requirement on the distribution of ξ is technical. It allows to neglect all expecta-
tions of odd powers of matrix entries in our moment method. Since the moment formula (3.2) which
is a key ingredient of the proof only depends on the distribution of ξ2 (and not ξ), the symmetry
restriction can likely be removed and Theorem 2.1 also holds for non-symmetrically distributed ξ;
see Remark 3.6 for details.
We now give some illustrations of the theorem and compare the limiting α-heavy MP laws Hα,γ
with the classical MP laws. Figure 1 shows the shape of Hα,γ for different values of α, p = 1000, n =
5000 and γ = p/n. The entries Xij were drawn from a t-distribution with α ∈ {1.5, 1, 0.5, 0.1}
degrees of freedom. We compare the (normalized) histogram of the eigenvalues (λi(R)) with the
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Figure 1. Histograms of the α-heavy MP law with parameter p/n. The data
are simulated from a t-distribution with α degrees of freedom. The dimension is
p = 1000 and the sample size n = 5000.
Marcˇenko–Pastur density fp/n(x). The parameter γ = p/n = 0.2 is the same in the four plots
in Figure 1 as well as the four MP densities despite their visual difference due to different scales
used in the plots. Observe that for α = 1.5 (top left panel) the histogram resembles fp/n at first
sight. At closer inspection one notices that the α-heavy MP law has a larger support than the MP
law. Moreover, more mass is concentrated around the mean 1. These two effects become more
pronounced if the tail heaviness of ξ increases, i.e. α decreases. The plots show that most mass is
concentrated around 1 if α is small.
Theorem 2.1 also yields the limits of the empirical moments mk(R) := p
−1∑p
i=1(λi(R))
k for
k ≥ 1. More precisely, in the course of its proof we will show that mk(R) converges in probability
to µk(α, γ). Note that the case k = 1 is trivial since mk(R) = 1. In Figure 2, we place ourselves
in the setting of the top right panel of Figure 1 (α = 1). That is, we pick p = 1000, n = 5000
and simulate the iid entries of X(j) from a t(1) distribution. Then we compute the eigenvalues
λ1(R
(j)), . . . , λp(R
(j)). This procedure is repeated until we have L = 1000 samples
(λ1(R
(j)), . . . , λp(R
(j))) , 1 ≤ j ≤ L ,
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Figure 2. Histograms of empirical moments of m2, . . . ,m5 from p×n data matrices
with t(1)-distributed entries (top row) and N(0, 1)-distributed entries (bottom row);
p = 1000, n = 5000 and using L = 1000 independent replicates.
from which we calculate mk(R
(j)), 1 ≤ j ≤ L for k ∈ {2, 3, 4, 5}. The first row in Figure 2 shows
the (normalized) histograms of mk(R
(j)), (1 ≤ j ≤ L). By Theorem 2.1, the limits (in probability)
of mk(R
(j)) are
(µ2, µ3, µ4, µ5) = (1.2, 1.64, 2.4980, 4.1816) ,
where µk is a shorthand notation for µk(1, 0.2). Vertical lines at values µk were added to the
histograms in the first row. The averaged empirical moments
1
L
( L∑
j=1
mk(R
(j)); k = 2, . . . , 5
)
= (1.1996, 1.6389, 2.4956, 4.1774),
are very close to their limits (µ2, µ3, µ4, µ5).
To obtain the second row in Figure 2, we simulated from a standard normal distribution instead
of the t(1) distribution. In this case the theoretical limiting moments are the Marcˇenko–Pastur
moments βk := βk(0.2),
(β2, β3, β4, β5) = (1.2, 1.64, 2.448, 3.8816)
and the averaged empirical moments are (1.1998, 1.6393, 2.4462, 3.8776). It is interesting to note
the different scaling on the x-axis when comparing the first and the second row of plots in Figure 2.
In case of normal data, the spread is much smaller than for the heavy-tailed t-distribution. For
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k ∈ {4, 5} the mk fluctuate around different means since dk(1, 0.2) > 0; see (2.3).
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Figure 3. Histograms of the α-heavy MP law with parameter p/n. The data are
simulated from a t-distribution with α = 0.05 degrees of freedom.
Our next result shows that the family of α-heavy MP laws {Hα,γ} can be continuously extended
at its boundaries α ∈ {0, 2}.
Theorem 2.2. (1) The limit limα→0+ Hα,γ is a modified Poisson distribution with probability
mass function qγ
qγ(0) = 1− 1
γ
+
1
γ
e−γ and qγ(k) =
1
γ
e−γ
γk
k!
, k ≥ 1 . (2.4)
(2) The limit limα→2− Hα,γ is the Marcˇenko–Pastur law σMP,γ.
The proof of Theorem 2.2 is given in Section 6. Theorem 2.2 shows that Hα,γ interpolates
between the (modified) Poisson and the Marcˇenko–Pastur distribution which are the boundary
cases for α→ 0+ and α→ 2−.
Note that 1− 1γ + 1γ e−γ > 0 for γ > 0. Compared with the Poisson distribution with parameter
γ, the modified Poisson distribution qγ has the masses at k ≥ 1 scaled by the factor 1/γ, a
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magnification when γ < 1 and a shrinkage otherwise. It has mean 1 which is very natural. Indeed,
the Hα,γ distributions all have mean 1. In particular when γ → 0, qγ degenerates to the Dirac mass
at 1.
Figure 3 shows normalized histograms of the spectrum of R for various values of p, n and α = 0.05.
The plots nicely illustrate the convergence to the modified Poisson distribution. In the top left
panel, the bars at 0 and 1 are of about the same height. This is in perfect agreement with the point
masses of the Poisson(1) distribution which both are e−1. We also see that the smaller the ratio
p/n, higher the concentration of the eigenvalues around the mean 1.
3. Method of moments for R
So far the method of moments which is one of the main techniques in random matrix theory has
not been applied to sample correlation matrices (up to our best knowledge). The reason might be
that the standard truncation techniques cease to work for the self-normalized sample correlation
matrices.
In the following sections, we are interested in the k-th moment of the ESD FR of the sample
correlation matrix R given by
mk =
∫
xkdFR(x) =
1
p
tr Rk =
1
p
p∑
i1,...,ik=1
n∑
t1,...,tk=1
Yi1t1Yi2t1Yi2t2Yi3t2 · · ·YiktkYik+1tk . (3.1)
(Here the convention ik+1 = i1 is used.) Throughout (Xit) are iid symmetric, which implies that
the Yit are symmetric as well.
Self-normalized moments. To compute the expectation of mk, we need to understand the even
moments of products of self-normalized Yij ’s. Assuming that ξ belongs to the domain of attraction
of a stable law with index α < 2, Albrecher and Teugels [1, p. 4] derived the following formula for
the moments of the self-normalized random variables(
n
r
)
E[Y 2k111 Y
2k2
12 · · ·Y 2kr1r ] ∼
(
α
2
)r−1∏r
j=1 Γ(kj − α/2)
r
(
Γ(1− α/2)
)r
Γ(k)
, n→∞, (3.2)
where k ≥ 1, 1 ≤ r ≤ k, ki ≥ 1 and k1 + · · · + kr = k; and Γ(·) denoting the gamma function. In
particular, we have
nE[Y 2k11 ] ∼
Γ(k − α/2)
Γ(1− α/2)Γ(k) , n→∞. (3.3)
Remark 3.1. To be precise, formula (3.2) was stated in [1, p. 4] for k ≥ 2, r ≥ 1, ki ≥ 2, ki even,
and k1 + · · ·+ kr = k. The same proof shows that our more general formulation is valid.
It is interesting to compare the values in (1.3) and (3.2) with their counterparts from a Gaussian
random variable ξ ∼ N(0, 1). In this case the vector (Y11, . . . , Y1n) has the Haar distribution on the
unit sphere Sn−1. It is well-known that E[Y 411] = 3/(n(n+2)); thus limn→∞ nE[Y 411] = 0. Moreover,
by [18, Example 2.1] we have
E[Y 2k111 Y
2k2
12 · · ·Y 2kr1r ] =
Γ(n/2)
2k1+···+krΓ(n/2 + k1 + · · ·+ kr)
r∏
j=1
(2kj − 1)!! .
Note that E[Y 2k111 Y
2k2
12 · · ·Y 2kr1r ] is of order n−(k1+···+kr). Unless all ki’s are 1, this is much smaller
than what we obtained in (3.2) for ξ in the domain of attraction of a stable law with index α < 2,
where the same expectation was of order n−r.
EIGENVALUE DISTRIBUTIONS OF HEAVY-TAILED CORRELATION MATRICES 9
3.1. Empirical spectral moments of R. In this subsection, we will revisit the path-shortening
algorithm developed in [18]. Some terminology from graph theory and notation is useful. The set
of the first m positive integers is denoted by [[1,m]]. A tuple I = (i1, i2, . . . , ik) ∈ [[1, p]]k of positive
integers is a path with vertices i` ∈ [[1, p]]. Its length is k = |I|. The set of distinct elements in I is
denoted by {I}. For any set A, we denote its cardinality by #A. If r = #{I}, I is called an r-path.
For example, I = (1, 1, 2, 2) has length 4; it is a 2-path since {I} = {1, 2}. A path is canonical if
i1 = 1 and il ≤ max{i1, . . . , il−1}+ 1, l ≥ 2. A canonical r-path I satisfies {I} = [[1, r]].
Two paths are isomorphic if one becomes the other by a suitable permutation on [[1, p]]. For ex-
ample, (9, 6, 9, 6) and (1, 2, 1, 2) are isomorphic, but only the latter is canonical. Each isomorphism
class contains exactly one canonical path. Given a canonical path with vertices [[1, r]] (a r-path),
its isomorphic class of paths in [[1, p]]k has exactly p(p − 1) · · · (p − r + 1) distinct elements: this
corresponds to the number of injective maps from [[1, p]] to [[1, r]]. Let Jr,k(p) denote the set of all
r-paths I ∈ [[1, p]]k. We then have the disjoint union
[[1, p]]k =
k⋃
r=1
Jr,k(p) . (3.4)
For the reason just explained, it holds that
#Jr,k(p) = p(p− 1) · · · (p− r + 1)#Cr,k ,
where
Cr,k = {canonical r-paths of length k}, 1 ≤ r ≤ k . (3.5)
For more details and examples of these path notions consult Section 2.1.2 in [4].
Each summand in (3.1) corresponds to a path I = (i1, i2, . . . , ik) with vertices in [[1, p]] and a
path T = (t1, i2, . . . , tk) with vertices in [[1, n]]. Let
f(I, T ) = fn(I, T ) = E
[
Yi1t1Yi2t1Yi2t2Yi3t2Yi3t3 · · ·YiktkYik+1tk
]
, (3.6)
F (I) = Fn(I) =
∑
T∈[[1,n]]|I|
f(I, T ) , (3.7)
where the dependence on n is suppressed in our notation. Note that on the right-hand side of (3.7)
we have |I| = k; but we prefer to write |I| to indicate that F can be applied to paths of any length.
By convention, ∅ denotes the empty path and we set F (∅) = n.
By (3.1), we have then
E[mk] =
1
p
∑
I∈[[1,p]]k
∑
T∈[[1,n]]k
f(I, T ) =
1
p
∑
I∈[[1,p]]k
F (I) .
We rewrite E[mk] by sorting according to the number of distinct components in the path I. Note
that F (I1) = F (I2) if I1 and I2 are isomorphic. In view of (3.4), we see that
E[mk] = p−1
k∑
r=1
∑
I∈Jr,k(p)
F (I) = p−1
k∑
r=1
p(p− 1) · · · (p− r + 1)
∑
I∈Cr,k
F (I)
∼
k∑
r=1
∑
I∈Cr,k
pr−1F (I) , n→∞ .
(3.8)
Therefore, the main task is to determine the function F (I) for I ∈ Cr,k. Assume that the symmet-
rically distributed ξ is in the domain of attraction of a stable law with index α ∈ (0, 2). Using the
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moment formula (3.2) it is easy to see that every I ∈ Cr,k has a non-negligible contribution to the
limit of E[mk]. Indeed, since p and n are proportional, we have for I ∈ Cr,k,
pr−1F (I) =
∑
T∈[[1,n]]k
pr−1f(I, T ) ≥ npr−1f(I, (1, . . . , 1)) = npr−1
r∏
i=1
E
[
Y 2Nii1
]
= O(1) , (3.9)
where Ni ≥ 1 counts the number of occurrences of the integer i in I; compare also (3.11) later on.
Different paths I1, I2 ∈ Cr,k will in general lead to different limits of pr−1F (I1) and pr−1F (I2).
Remark 3.2. If the symmetrically distributed ξ is more light-tailed in the sense that nE[Y 411]→ 0,
then the values of F can be calculated more easily. It follows from [18] or our path-shortening
arguments in Section 3.2 that
F (I) =
{
n1−r , if I ∈ C0r,k,
n1−rO(nE[Y 411]) , otherwise,
I ∈ Cr,k . (3.10)
Moreover, the cardinality of C0r,k (defined in (3.15)) is well known (see (3.16)) which immediately
yields that limn→∞ E[mk] = βk(γ).
In what follows, we will present several simplifications that can be applied in the calculation of
F (I).
• In Section 3.2, we introduce a function S which transforms a path I into a certain path
S(I) of shorter length. A simple relation between F (I) and F (S(I)) is derived.
• In Section 3.3, this relation is applied to simplify the computation of E[mk].
3.2. Preliminary reduction by path-shortening. In this paper we will heavily consider a class
of so-called ∆-graphs defined as follows [4, Section 2.1.2]. Let (I, T ) be a pair of paths of length
k with vertices in [[1, p]] and [[1, n]], respectively. Plot the i` vertices and t` vertices on two parallel
lines. For each 1 ≤ ` ≤ k, draw a down-edge from i` to t`, and an up-edge from t` to i`+1. This is
the ∆-graph associated to the pair (I, T ), denoted as ∆(I, T ). An example of such a graph with
k = 3 is given in Figure 4.
i =i         i           i     
t =t t
      1        3                           2
I
T
1 4 2 3
Figure 4. Graph ∆(I, T ) with I = (i1, i2, i3) and T = (t1, t2, t1).
Furthermore, we remove the orientation of edges: an edge e = (i, t) ∈ ∆(I, T ) means either a
down-edge i↘t or an up-edge t↗i. Recall that the rows of Y = (Yit) are independent. Using
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∆-graphs, the product in (3.6) can be expressed as
f(I, T ) = E
 ∏
e=(i,t)∈∆(I,T )
Yit
 = ∏
i∈{I}
E
[ ∏
t∈{T}:e=(i,t)∈∆(I,T )
Y
mit(I,T )
it
]
, (3.11)
where mit(I, T ) is the degree of the edge (i, t) in the graph ∆(I, T ).
For future considerations we define the so-called skeleton ∆0(I, T ) of the graph ∆(I, T ), which is
constructed from ∆(I, T ) by setting all degrees mit equal to 1. In other words, all multiple edges in
∆(I, T ) are glued together. By construction, ∆0(I, T ) is a connected graph with the same vertices
as ∆(I, T ). Finally, we write Ne(I, T ) for the number of edges of ∆
0(I, T ).
The matrix Y = (Yit) possesses the following properties:
(1) By symmetry of the entry distribution we have for s ≤ n that E[Y m1i1 · · ·Y msis ] = 0 if at least
one exponent mj ∈ N is odd.
(2) Y has independent rows.
(3) By definition,
∑n
t=1 Y
2
it = 1 for each row i.
Assume that in a ∆(I, T ) graph, there is an edge (i, t) with odd degree, say 2sit+1. By (3.11) and
property (1), f(I, T ) = 0 and this graph will not contribute to F (I). Therefore, in the remaining
discussions, we may assume that all degrees mit = 2sit are even. It follows by (3.2) that
f(I, T ) ∼ θ(I, T )n−Ne(I,T ) , n→∞ , (3.12)
for some positive constant θ(I, T ). Therefore, f(I, T ) > 0 will be of highest order if Ne(I, T ) is
minimal.
The other two properties (2) and (3) will allow useful simplifications in the calculations of F (I).
Typically, a path I will be reduced to a shorter path S(I).
Type-I reduction: elimination of runs. We say that a run is formed in I when two consecutive
vertices are equal, that is i` = i`+1 for some ` ∈ [[1, k]]. For example, both I = (1, 1, 2, 2) and
I ′ = (1, 1, 1, 2) contain two runs. Such a run corresponds to a product of the form
Yi1t1Yi2t1 · · ·Yi`−1t`−1Yi`t`−1 · Yi`t`Yi`+1t` · Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
= Yi1t1Yi2t1 · · ·Yi`−1t`−1Yi`t`−1 · Y 2i`t` · Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
Therefore, we can isolate the sum over t` of the squares in the box, and as
n∑
t`=1
Y 2i`t` = 1,
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we obtain
F (I) =
∑
T∈[[1,n]]k
f(I, T )
=
∑
T∈[[1,n]]k
E
[
Yi1t1Yi2t1 · · ·Yi`−1t`−1Yi`t`−1 · Yi`t`Yi`+1t` · Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
]
=
∑
(t1,...,t`−1,t`+1,...,tk)∈[[1,n]]k−1
E
[
Yi1t1Yi2t1 · · ·Yi`−1t`−1Yi`t`−1 · 1 · Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
]
=
∑
(t1,...,t`−1,t`+1,...,tk)∈[[1,n]]k−1
E
[
Yi1t1Yi2t1 · · ·Yi`−1t`−1Yi`+1t`−1 · Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
]
= F (I˜),
where the new path I˜ = (i1, . . . , i`−1, i`+1, . . . , ik) has one vertex less. Naturally, the process can
be repeated if the new path includes further runs.
Type-II reduction: elimination of simple i-vertices. Assume that an index i` appears in I
exactly once. We say that i` is simple. The above product reads as
Yi1t1Yi2t1 · · ·Yi`−1t`−1Yi`t`−1 · Yi`t`Yi`+1t` · Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
= Yi1t1Yi2t1 · · ·Yi`−1t`−1 · Yi`t`−1Yi`t` · Yi`+1t`Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk .
The boxed terms are the only terms with index i`; they are independent of the rest, and their
expectation factorizes out with value
E[Yi`t`−1Yi`t` ] = n
−11{t`−1=t`} .
Therefore we have
F (I) =
∑
T∈[[1,n]]k
f(I, T )
=
∑
T∈[[1,n]]k
E
[
Yi1t1Yi2t1 · · ·Yi`−1t`−1Yi`t`−1 · Yi`t`Yi`+1t` · Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
]
=
∑
T∈[[1,n]]k
E
[
Yi1t1Yi2t1 · · ·Yi`−1t`−1 · n−11{t`−1=t`} · Yi`+1t`Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
]
= n−1
∑
(t1,...,t`−1,t`+1,...,tk)∈[[1,n]]k−1
E
[
Yi1t1Yi2t1 · · ·Yi`−1t`−1 · Yi`+1t`−1Yi`+1t`+1Yi`+2t`+1 · · ·YiktkYik+1tk
]
= n−1F (I˜),
where again, the new path I˜ = (i1, . . . , i`−1, i`+1, . . . , ik) has one vertex less. Hence, the Type-II
reduction removes simple vertices. One can repeat Type-II reductions if the new path includes
further simple vertices. Because each reduction generates an n−1 factor, it is important to keep
track of the number of Type-II reductions.
Definition 3.3. The process of iterating, whenever possible, the previous two types of reductions
on a given path I is referred to as the Path-Shortening Algorithm (PSA).
The path-shortening function PS applied to a path I is the output (S(I), runs(I), simples(I)) of
the algorithm where S(I) is the resulting shortened path, runs(I) is the total number of vertices that
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were removed by Type-I reductions and simples(I) is the total number of vertices that were removed
by Type-II reductions. We write
PS(I) = (S(I), runs(I), simples(I)) .
Finally, a path I is irreducible if S(I) = I.
PS(I) is the output of the following algorithm.
Path-Shortening Algorithm PS(I).
Input: Path I = (i1, . . . , ik). Set J = I and simples = 0, runs = 0.
Step 0: Set l = |I|. Go to Step 1.
Step 1: Erase runs.
– If ij = ij+1 for some 1 ≤ j ≤ l, where we interpret il+1 as i1, erase element ij from the
path. Set I = (i1, . . . , ij−1, ij+1, . . . , il), runs = runs +1 and return to Step 0.
– Otherwise proceed with Step 2.
Step 2: Let s be the number of elements of the path I which appear exactly once. Set simples :=
simples +s. Then define I to be the resulting (possibly shorter) path which is obtained by
deleting those s elements from the path I. Go to Step 3.
Step 3: – If J = I, then return (I, runs, simples) as output.
– If J 6= I, set J := I and return to Step 0.
Some simple properties of PS(I) are as follows.
• For any path I, we have the identity
|I| = |S(I)|+ runs(I) + simples(I) .
• For I = (1, . . . , r), S(I) = ∅, which shows that S(I) can have length zero.
• By construction, a shortened path S(I) cannot be shortened further: it is irreducible.
• All elements in S(I) appear at least twice.
• |S(I)| takes values in the set {0, 4}∪{6, 7, . . . , |I|}. The shortest canonical irreducible path
of positive length is (1, 2, 1, 2).
• If I is an r-path then simples(I) = r − 1 is impossible.
• simples(I) counts the number of total Type-II reductions until no more reduction steps
(of Type-I or -II) are possible. Since every simple vertex of I can be removed at the very
beginning of the reduction procedure, it is easy to see that simples(I) is larger or equal
to the number of simple vertices in I. Indeed, a Type-I reduction might create some new
simple vertex in a reduced path, thus increasing the number simples(I).
Example 3.4. Consider I = (1, 1, 2, 2). Then we have
F (1, 1, 2, 2)
Type I
= F (1, 2, 2)
Type I
= F (1, 2)
Type II
= n−1F (1) Type II= n−2F (∅) = n−2 × n = n−1.
In this case we get PS(I) = (∅, 2, 2) and the reduction steps directly yield the value of F .
Next we consider I = (1, 2, 1, 2, 3, 3). Then we have
F (1, 2, 1, 2, 3, 3)
Type I
= F (1, 2, 1, 2, 3)
Type II
= n−1F (1, 2, 1, 2).
Thus the output of the path-shortening algorithm is PS(I) = ((1, 2, 1, 2), 1, 1). The problem of
calculating F (I) has been simplified to finding F (1, 2, 1, 2) which contains much fewer terms; see
also (3.7).
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The next lemma summarizes the key advantage of path-shortening for finding values of F (·) (see
also [18, Lemma 4.4]).
Lemma 3.5. Assume that the distribution of ξ is symmetric. For any path I ∈ [[1, p]]|I| of finite
length, we have
F (I) = F (S(I))n− simples(I) . (3.13)
Remark 3.6. The symmetry requirement on the distribution of ξ is needed for the equality in
(3.13). It allows to neglect all expectations of odd powers of matrix entries in our moment method.
Without symmetry the right-hand side in (3.13) needs to be multiplied with (1 + o(1)) as n→∞.
It is possible to modifiy the other arguments of the proof of Theorem 2.1 accordingly. Therefore
the symmetry assumption can likely be removed and Theorem 2.1 also holds for non-symmetrically
distributed ξ. Indeed, this is natural since the moment formula (3.2) which is a key ingredient of
the proof only depends on the distribution of ξ2 (and not ξ). However, since the current arguments
are already involved enough we do not pursue the extension to non-symmetric ξ in this paper.
3.3. Application of path-shortening. This subsection explains how path-shortening is used to
calculate the k-th moment E[mk]. From (3.8) and Lemma 3.5 we get
E[mk] ∼
k∑
r=1
∑
I∈Cr,k
pr−1F (I) =
k∑
r=1
∑
I∈Cr,k
pr−1n− simples(I) F (S(I))
=
k∑
r=1
( ∑
I∈C0r,k
+
∑
I∈C1r,k
+
∑
I∈C2r,k
)
pr−1n− simples(I) F (S(I))
=: Sk0 + Sk1 + Sk2 .
(3.14)
Here Cr,k is decomposed into the disjoint union C0r,k ∪ C1r,k ∪ C2r,k, where
C0r,k = {I ∈ Cr,k : S(I) = ∅};
C1r,k = {I ∈ Cr,k : S(I) = I};
C2r,k = {I ∈ Cr,k : 4 ≤ |S(I)| ≤ k − 1};
completely reducible paths,
irreducible paths,
partially reducible paths.
(3.15)
First, we shall calculate Sk0. Lemma 3.4 in [4] determines the cardinality of C0r,k: for k ∈ N and
1 ≤ r ≤ k,
#C0r,k =
1
r
(
k
r − 1
)(
k − 1
r − 1
)
. (3.16)
For I ∈ C0r,k we have simples(I) = r and therefore
F (S(I))n− simples(I) = n1−r .
In view of limn→∞ p/n = γ, this implies
Sk0 =
k∑
r=1
( p
n
)r−1
#C0r,k ∼
k∑
r=1
1
r
(
k
r − 1
)(
k − 1
r − 1
)
γr−1 = βk(γ)
the k-th moment of the Marcˇenko–Pastur law.
Regarding Sk2, we consider a path I ∈ C2r,k. The quantity simples(I) is easily obtained from the
path-shortening algorithm. The shortened path S(I) satisfies S(S(I)) = S(I). In words, S(I) is
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irreducible and hence its canonical representative must be in the set C1r−simples(I),|S(I)|. Therefore it
suffices to evaluate F (J) for paths J ∈ C1
r˜,k˜
with r˜ = 2, . . . , r; k˜ = 4, . . . , k − 1.
Remark 3.7. In general, S(I) is not canonical. We prefer to work with canonical paths which
can be nicely described via partitions. In order to replace S(I) with its canonical representative a
simple relabeling of the vertices is thus required.
What is left is to compute F (I) for paths I ∈ C1r,k, r ≤ k. This is the content of Section 4 where
we also determine the exact size of C1r,k which will turn out to be much smaller than Cr,k.
4. Calculation of F (I)
In this section, we present a method to efficiently calculate (3.7) by identifying those T for which
f(I, T ) contributes in a non-negligible way. The main theoretical goal is to prove Proposition 4.13.
As a start, we characterize the sets of possible shortened paths S(I).
4.1. Precise counting via set partitions. Let k ∈ N. For 1 ≤ r ≤ k an r-partition of [[1, k]]
is a partition of [[1, k]] into exactly r (non empty) sets. The sets Cr,k and C1r,k can be counted via
partition numbers. We need the following lemma.
Lemma 4.1. There is a 1-to-1 correspondence between the r-partitions of [[1, k]] and the canonical
r-paths of length k.
Proof. Assume that I = (i1, i2, . . . , ik) ∈ Cr,k. Define the sets
A` = {j : ij = `} , ` = 1, . . . , r . (4.1)
The collection of the sets A` forms an r-partition of [[1, k]].
Conversely, let {B1, . . . , Br} be an r-partition of [[1, k]]. Define the sets A` = Bv(`), where v(1) is
such that 1 ∈ Bv(1) and
v(`) such that min
{
[[1, k]]\
( ⋃
a∈[[1,`−1]]
Aa
)}
∈ Bv(`) , ` = 2, . . . , r .
Obviously, the sets (A`) and (B`) constitute the same partition. Now we obtain a path (i1, i2, . . . , ik)
via
ij = arg`(j ∈ A`) , j = 1, . . . , k .
It follows easily from this construction that (i1, i2, . . . , ik) is a canonical r-path of length k. The
proof is complete. 
In what follows, we will assume without loss of generality that any sets B1, . . . , Br constituting an
r-partition of [[1, k]] are listed in the unique order such that v(`) = `, 1 ≤ ` ≤ r, with the function
` 7→ v(`) introduced in the above proof. Under this convention, the set A` in the r-partition
constituted by A1, . . . , Ar contains the locations of the integer ` in the path I. Conversely, the sets
A1, . . . , Ar can be recovered from I via (4.1).
The next result is classical in combinatorics [12, Chapter V].
Lemma 4.2. The number of r-partitions of [[1, k]] is the Stirling number of the second kind given
by
B(k, r) =
1
r!
r∑
j=1
(−1)r−j
(
r
j
)
jk. (4.2)
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The number of partitions of [[1, k]] is the k-th Bell number B(k),
B(k) =
k∑
r=1
B(k, r) .
The Bell numbers satisfy the recursion
B(k + 1) =
k∑
j=0
(
k
j
)
B(j).
A combination of Lemmas 4.1 and 4.2 yields:
Lemma 4.3. The number of canonical r-paths of length k is B(k, r), i.e.,
#Cr,k = B(k, r).
Next, we count the canonical r-paths of length k that remain unchanged by either a Type-I or
Type-II reduction. We start with Type II, i.e. elimination of simple vertices.
A 2-associated Stirling number of the second kind is the number of ways to partition a set of k
objects into r subsets, with each subset containing at least 2 elements [12, page 222]. It is denoted
by B2(k, r) and obeys the recurrence relation
B2(k + 1, r) = r B2(k, r) + kB2(k − 1, r − 1) .
Its generating function is ∑
k,r≥0
B2(k, r)u
r t
k
k!
= exp
{
u
(
t2
2!
+
t3
3!
+ · · ·
)}
.
This leads to the closed-form formula
B2(k, r) =
k!
r!
∑
j1+···+jr=k
j`≥2
1
j1! · · · jr! . (4.3)
Lemma 4.4. There are exactly B2(k, r) canonical r-paths of length k without any simple vertex;
they are thus invariant under Type-II reductions.
Proof. The r-partitions of [[1, k]] with each set A` having at least 2 elements are counted by B2(k, r).
The observation that the existence of a simple vertex in a path is equivalent to some set A` having
just one element finishes the proof. 
Now we count the paths which are invariant under Type-I reductions, i.e. have no runs.
Define the reduced Stirling numbers of the second kind, denoted Bd(k, r), to be the number of
ways to partition the integers [[1, k]] into r nonempty subsets such that all elements in each subset
have pairwise distance at least d. That is, for any integers i and j in a given subset, it is required
that |i− j| ≥ d. It has been shown that these numbers satisfy
Bd(k, r) = B(k − d+ 1, r − d+ 1) , k ≥ r ≥ d .
We will apply this fact with d = 2.
Lemma 4.5. There are
∑k−r
j=0(−1)jB2(k− j, r) =
∑k−r
j=0(−1)jB(k− j − 1, r− 1) canonical r-paths
of length k which are invariant under Type-I reductions.
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Proof. Distance 2 excludes almost all runs. By our convention i1 and ik can form a run if they are
equal, so we have to take care of them. Hence, there are B2(k, r) − D(k, r) canonical r-paths of
length k which are invariant under Type-I reductions. Here D(k, r) denotes the number of ways
to partition the integers [[1, k]] into r nonempty subsets such that all elements in each subset have
pairwise distance at least 2 and the elements 1 and k lie in the same set.
It remains to determine D(k, r). In what follows, Pk = {A1, . . . , Ar} denotes a partition of the
integers [[1, k]] into r nonempty subsets such that all elements in each subset have pairwise distance
at least 2. We use the convention 1 ∈ A1. For clarification of the notation we remark that the set
A1 depends on the partition at hand and might be different from line to line.
We can obtain each of the D(k, r) partitions above by adding the element k to the set A1 of some
Pk−1. This works for all B2(k−1, r) partitions Pk−1, except those with k−1 ∈ A1 (because adding
k to this set would violate the distance 2 requirement). We can create such an exceptional Pk−1 by
adding k − 1 to A1 of a partition Pk−2. Again this procedure works for all B2(k − 2, r) partitions
Pk−2, except those with k−2 ∈ A1. We continue until there are no exceptional partitions, i.e. until
we reach the partitions Pr because then r ∈ A1 is impossible since Pr = {{1}, {2}, . . . , {r}}. This
shows that
D(k, r) = B2(k − 1, r)−B2(k − 2, r) +B2(k − 2, r) + . . .+ (−1)k−r+1B2(r, r)
and therefore
B2(k, r)−D(k, r) =
k−r∑
j=0
(−1)jB2(k − j, r) .

Our goal is to find the number of canonical r-paths of length k which are invariant under both
types of reduction.
Proposition 4.6. The number of irreducible canonical r-paths of length k is
#C1r,k = M(k, r) ,
where M(k, r) is the number of r-partitions {A1, . . . , Ar} of [[1, k]] such that:
(1) Each A` has at least two entries.
(2) For any integers i and j in a given subset A`, one has |i− j| ≥ 2. Additionally, 1 and k lie
in different sets.
Proof. The result follows directly from Lemmas 4.4 and 4.5 and their respective proofs. Conditions
(1) and (2) are necessary and sufficient for irreducibility. 
Remark 4.7. Proposition 4.6 characterizes the elements in C1r,k. In Lemmas 4.4 and 4.5, we have
seen how to deal with conditions (1) and (2) separately, which gives explicit upper bounds on
M(k, r).
4.2. Some technical lemmas. In Lemma 4.1, we have seen that every path I ∈ Cr,k corresponds
to a unique r-partition of [[1, k]] and vice versa. For simplicity, we will write partition(I) for this
partition. Similarly, we define path(P) as the path that corresponds to the partition P.
Next, we need the notion of refined partitions. Assume P = {A1, . . . , Ar} is an r-partition of
[[1, k]]. A partition {B1, . . . , Br+s} of [[1, k]] is called an s-refinement of P if each set in P is the
union of some Bi’s. Clearly, every s-refinement of an r-partition is an (r + s)-partition.
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Recall the definition of a ∆(I, T ) graph, its skeleton ∆0(I, T ) and Ne(I, T ) the number of edges
of the skeleton.
We present some lemmas that help determine which f(I, T ) contribute most to F (I).
Lemma 4.8. Fix I ∈ Cr,k and 1 ≤ s ≤ k − 1. Assume T1 ∈ Cs+1,k is such that f(I, T1) > 0 and
∆0(I, T1) is a tree. Then there exists a T2 ∈ Cs,k such that f(I, T2) > 0 and ∆0(I, T2) is a tree.
Moreover, T2 can be chosen so that partition(T1) is a 1-refinement of partition(T2).
Proof. Let I ∈ Cr,k and 1 ≤ s ≤ k − 1. Assume T1 ∈ Cs+1,k is such that f(I, T1) > 0 and ∆0(I, T1)
is a tree. We shall construct a T2 with the desired properties.
The tree ∆0(I, T1) has the Ne(I, T1) = r+ s edges (i, t), t ∈ [[1, s+ 1]], i ∈ Qt for appropriate sets
Qt ⊂ [[1, r]] satisfying #Q1 + · · ·+ #Qs+1 = r+ s. Since ∆0(I, T1) is connected, we can find for any
T1-vertex t ∈ [[1, s+ 1]] a vertex u 6= t such that Qt ∩Qu 6= ∅.
Moreover, for any t 6= u the intersection of Qt ∩Qu contains at most 1 element. We prove this
fact by contradiction. Assume that Qt ∩ Qu contained at least two elements i and j. Then the
graph with the four edges (i, u), (i, t), (j, u), (j, t) is a cycle and a subgraph of ∆0(I, T1). Hence,
∆0(I, T1) could not be a tree.
Choose t 6= u ∈ [[1, s+ 1]] such that #(Qt ∩ Qu) = 1. We construct T2 from partition(T1) =
{A1, . . . , As+1}. Consider the s-partition of [[1, k]],
P = {Ai : i ∈ [[1, s+ 1]]\{t, u}, At ∪Au} .
By construction, partition(T1) is a 1-refinement of P. Now set T2 = path(P) ∈ Cs,k. ∆0(I, T2) is a
connected graph with
#Q1 + · · ·+ #Qs+1 − 1 = r + s− 1
edges and thus a tree. Since the edge degrees of ∆(I, T2) are either the same or a sum of edge
degrees of ∆(I, T1), we conclude that f(I, T2) > 0. 
The path T2 in the above construction is not necessarily unique.
The following result was proven in [18] with considerable technical effort. We provide a simple
proof using graph theory.
Lemma 4.9. Let I ∈ Cr,k. For any T ∈ [[1, n]]k such that f(I, T ) > 0 we have #{T} ≤ k − r + 1.
Proof. Let I be a canonical r-path of length k. f(I, T ) > 0 implies that each edge of the ∆(I, T )
needs to appear at least twice which in turn implies that Ne(I, T ), the number of edges of the
skeleton ∆0(I, T ), is at most k. Because ∆0(I, T ) is connected with r + #{T} vertices, we have
r + #{T} ≤ Ne(I, T ) + 1 ≤ k + 1.

Remark 4.10. We note that by Lemma 3.4 in [4] there exist such ∆(I, T ) graphs with f(I, T ) > 0
and Ne(I, T ) = k. In fact, for every I ∈ C0r,k, there exists a unique T ∈ Ck−r+1,k with this property;
see the construction in [4] for details. Hence, the inequality #{T} ≤ k − r + 1 is sharp. Moreover,
Lemma 4.8 then implies that for 1 ≤ s ≤ k−r we can find at least one T ∈ Cs,k such that f(I, T ) > 0
and ∆0(I, T ) is a tree.
Define a function g by g(∅) = 1 and
g(I) = max
T∈[[1,n]]k
{#{T} : f(I, T ) > 0} , I ∈ [[1, p]]k . (4.4)
Lemma 4.9 can be formulated in terms of the function g as follows.
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Lemma 4.11. For any I ∈ Cr,k it holds g(I) ≤ k − r + 1 with equality if and only if I ∈ C0r,k.
4.3. Finding F (I). Throughout this subsection, let I ∈ Cr,k with 1 ≤ r ≤ k and assume the
conditions of Theorem 2.1.
Since f(I, T1) = f(I, T2) if T1 and T2 are isomorphic we may sort, analogously to (3.8), also
according to the number of distinct elements in T . An application of Lemma 4.11 then shows as
n→∞,
pr−1F (I) =
k∑
s=1
∑
T∈Cs,k
pr−1n(n− 1) · · · (n− s+ 1)f(I, T )
∼
g(I)∑
s=1
∑
T∈Cs,k
pr−1nsf(I, T ) .
(4.5)
It turns out that the quantity Ne(I, T ) is crucial for the order of f(I, T ). Recall that by (3.12),
f(I, T ) > 0 will be of highest order if Ne(I, T ) is minimal. We have seen in the proof of Lemma 4.9
that for T ∈ Cs,k, Ne(I, T ) attains its minimum if and only if ∆0(I, T ) is a tree. Because Ne(I, T ) ≥
r + s− 1, we obtain
pr−1nsf(I, T ) = O(nr+s−1−Ne(I,T ))
=
{
O(1) , if ∆0(I, T ) is a tree and f(I, T ) > 0 ,
O(n−1) , otherwise .
(4.6)
For I ∈ Ck set
Cs,k(I) = {T ∈ Cs,k : ∆0(I, T ) is a tree and all edges of ∆(I, T ) possess even degrees} . (4.7)
Note that C1,k(I) = {(1, . . . , 1)}, while for s ≥ 2 the set Cs,k(I) might be empty. Thanks to (4.6),
(4.5) simplifies to
pr−1F (I) ∼
g(I)∑
s=1
∑
T∈Cs,k(I)
pr−1nsf(I, T ) .
By virtue of Lemma 4.8 we know that
Cs,k(I) = ∅ implies Cs+1,k(I) = ∅ , s ≥ 2 . (4.8)
This means that the upper summation bound g(I) can be further reduced. Property (4.8) is particu-
larly useful in computations because many sets Cs,k(I) do not have to be constructed from their defi-
nition (4.7) to know that they are empty. Also one can start by building the sets C2,k(I), C3,k(I), . . .,
i.e., the ones with the fewest number of vertices, first.
Remark 4.12. In fact, by exhaustive enumeration we know that C2,k(I) = ∅ for all irreducible
I ∈ C1r,k with length |I| ≤ 8. This combined with the path-shortening algorithm leads to such
tremendous simplifications (compared with a brute force computation), that E[mk] can be calcu-
lated by hand in reasonable time for small k. If the reader wants to try, we recommend to focus
on the cases k = 4, 5 when there exists only one irreducible path.
Assume we have already constructed Cs,k(I) and that it is nonempty. As long as s < g(I), it
is possible that the next set Cs+1,k(I) is nonempty. Fortunately, the proof of Lemma 4.8 provides
an explicit construction of potential paths in Cs+1,k(I) as paths corresponding to 1-refinements of
partitions of paths in Cs,k(I). In other words, any T1 ∈ Cs+1,k(I) is the path generated by some
1-refinement of partition(T2) for some T2 ∈ Cs,k(I).
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As regards to the task of determining the sets Cs,k(I), the worst possible scenario happens when
g(I) = k − r + 1, or equivalently I ∈ C0r,k. In this situation, Ck−r+1,k(I) 6= ∅ and hence all other
sets too are nonempty. Fortunately, in this situation Lemma 3.5 gives F (I) = n1−r so that (4.5) is
superfluous.
We summarize the preliminary results of this subsection in the following statement. For any
I ∈ Cr,k one has as n→∞,
pr−1F (I) ∼
t?(I)∑
s=1
∑
T∈Cs,k(I)
pr−1nsf(I, T ) (4.9)
with t?(I) = min{1 ≤ s ≤ g(I) : Cs+1,k(I) = ∅}. All the terms in the sum on the right-hand side of
(4.9) are of order O(1).
It remains to provide an explicit formula for the limit of pr−1nsf(I, T ). From (3.11) we get
f(I, T ) =
r∏
i=1
E
[ ∏
t∈Ti(I,T )
Y
mit(I,T )
it
]
, (4.10)
where mit(I, T ) is the degree of edge (i, t) ∈ ∆(I, T ) and Ti(I, T ) denotes the set of neighbours of
an I-vertex i, i.e., Ti(I, T ) = {t ∈ {T} : (i, t) ∈ ∆(I, T )}. Let di(I, T ) = #Ti(I, T ) be the degree of
i (in ∆(I, T )). By (3.2) we have as n→∞,
E
[ ∏
t∈Ti(I,T )
Y
mit(I,T )
it
]
∼ Γ(di)
ndi
(
α
2
)di−1∏
t∈Ti Γ(
mit−α
2 )(
Γ(1− α/2)
)di
Γ(Ni)
, (4.11)
where Ni = Ni(I) counts the number of appearances of the integer i in the path I. Here and below
the dependence on (I, T ) is sometimes removed in the notations for the sake of clarity when no
ambiguity is possible. Since ∆0(I, T ) is a tree, it follows that
r∑
i=1
di(I, T ) = Ne(I, T ) = r + s− 1 . (4.12)
Thanks to (4.10), (4.11) and (4.12), one sees that
pr−1nsf(I, T ) ∼
( p
n
)r−1(α
2
)s−1(
Γ(1− α/2)
)−(r+s−1)
r∏
i=1
Γ(di)
Γ(Ni)
∏
(i,t)∈∆(I,T )
Γ
(mit − α
2
)
.
(4.13)
A combination of (4.9) and (4.13) proves the following result.
Proposition 4.13. Assume the conditions of Theorem 2.1. For any I ∈ Cr,k one has
lim
n→∞ p
r−1F (I) =
( γ
Γ(1− α/2)
)r−1 2
α
t?(I)∑
s=1
( α/2
Γ(1− α/2)
)s
∑
T∈Cs,k(I)
(
r∏
i=1
Γ(di)
Γ(Ni)
) ∏
(i,t)∈∆(I,T )
Γ
(mit − α
2
)
,
(4.14)
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where
Cs,k(I) = {T ∈ Cs,k : ∆0(I, T ) has #{I}+ s− 1 edges (i, t) with even degrees mit(I, T )},
t?(I) = min{1 ≤ s ≤ g(I) : Cs+1,k(I) = ∅}.
4.4. Some examples. To better understand Proposition 4.13 and its notation, we provide some
examples.
Example 4.14. Consider the path I = (1, 2, 1, 2). We discuss various ways of calculating pF (I).
First, a direct calculation using the symmetry of Yit shows that
F (1, 2, 1, 2) =
n∑
t1,...,t4=1
E[Y1t1Y1t2Y1t3Y1t4Y2t1Y2t2Y2t3Y2t4 ]
=
n∑
t1,...,t4=1
(E[Y1t1Y1t2Y1t3Y1t4 ])2
=
n∑
t1=1
(E[Y 41t1 ])
2 + 3
n∑
t1 6=t2=1
(E[Y 21t1Y
2
1t2 ])
2
∼ 1
n
(nE[Y 411])2 ∼
1
n
(1− α/2)2 .
Hence, limn→∞ pF (I) = γ(1− α/2)2.
Next, we are going to apply Proposition 4.13. By construction, C1,4(I) = {(1, 1, 1, 1)}. It is
easily checked that C2,k(I) = ∅ which implies t?(I) = 1. The edges of ∆(I, (1, 1, 1, 1)) have degree
4. Therefore we have
lim
n→∞ p
r−1F (I) =
γ
Γ(1− α/2)
2
α
α/2
Γ(1− α/2)
(Γ(1)
Γ(2)
)2(
Γ
(
4−α
2
))2
= γ(1− α/2)2 .
For longer paths a combination of path-shortening and Proposition 4.13 is useful.
Example 4.15. Consider the path I = (1, 1, 2, 1, 3, 3, 4, 5, 4, 6, 7, 7, 3, 8, 9, 8, 6, 1) ∈ C9,18. A direct
calculation as in Example 4.14 would be quite tedious. Using the path-shortening Lemma 3.5 we
obtain
p8F (I) = p8F (S(I))n− simples(I) = p8F (3, 6, 3, 6)n−7
=
( p
n
)7
pF (1, 2, 1, 2)→ γ8(1− α/2)2 .
Finally, we want to provide nontrivial examples of the sets Cs,k(I). By nontrivial we mean
C2,k(I) 6= ∅ for which k is required to be at least 9. The defining properties are checked by counting
the number of edges of the ∆(I, T ) graphs and their degrees.
Example 4.16. Our goal is to find C2,9(I) for the irreducible path I = (1, 2, 1, 2, 3, 4, 3, 4, 3). We
set T = (t1, t2, . . . , t9) and list the edges of the ∆(I, T ) graph as follows. In the left column we list
the I-vertices, and the right column lists respective neighbours (T -vertices).
I-vertex i edges (i, ·) edge degrees even? ∆0(I, T ) tree?
1 t1, t2, t3, t9 no no
2 t1, t2, t3, t4 no
3 t5, t6, t7, t8, t4, t9 no
4 t5, t6, t7, t8 no
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1      2       3     4
t=t t=t t=t t=t
1      2        3      4      5      6     7      8  
=t9
1      2       3     4
t=t=t=t t=t=t=t
1      2      3     4       5     6      7      8  
=t9
Figure 5. Graphs ∆0(I, T2) and ∆
0(I, T3) for I = (1, 2, 1, 2, 3, 4, 3, 4, 3).
From the first two rows we deduce that t4 = t9 is necessary to generate even edge degrees. Setting
T1 = (t1, . . . , t8, t4) and drawing a box around the edges with even degrees we obtain the table
I-vertex i edges (i, ·) edge degrees even? ∆0(I, T1) tree?
1 t1, t2, t3, t4 no no
2 t1, t2, t3, t4 no
3 t5, t6, t7, t8, t4 no
4 t5, t6, t7, t8 no
To ensure edge degrees 2, we need to form two pairs in the quadruples (t1, t2, t3, t4) and (t5, t6, t7, t8),
respectively. There are 9 possibilities. We show the characteristics of the graph for t1 = t2, t3 = t4
and t5 = t6, t7 = t8, so T2 = (t1, t1, t3, t3, t5, t5, t7, t7, t8, t4), in the next table:
I-vertex i edges (i, ·) edge degrees even? ∆0(I, T2) tree?
1 t1 , t3 yes no
2 t1 , t3 yes
3 t5 , t7 , t3 yes
4 t5 , t7 yes
From this table or the top panel of Figure 5 it is obvious that ∆0(I, T2) contains 2 cycles. The only
way to remove them and fulfil the tree requirement is to choose t1 = t3 and t5 = t7; see Figure 5
bottom. The other 8 possibilities of building pairs ultimately lead to the same path structure.
Hence, the canonical representative of T3 = (t1, t1, t1, t1, t5, t5, t5, t5, t1) is the only element of C2,9(I),
i.e.,
C2,9(I) = {(1, 1, 1, 1, 2, 2, 2, 2, 1)} .
4.5. Variance bound. Assume the conditions of Theorem 2.1. We derive an upper bound for the
variance of mk. For a path I = (i1, i2, . . . , ik) with vertices in [[1, p]] and a path T = (t1, i2, . . . , tk)
EIGENVALUE DISTRIBUTIONS OF HEAVY-TAILED CORRELATION MATRICES 23
with vertices in [[1, n]], we define
f˜(I, T ) = f˜n(I, T ) = Yi1t1Yi2t1Yi2t2Yi3t2Yi3t3 · · ·YiktkYik+1tk . (4.15)
Then we have
mk =
1
p
∑
I∈[[1,p]]k
∑
T∈[[1,n]]k
f˜(I, T )
and consequently the variance of mk can be written as
Var(mk) =
1
p2
∑
I,J∈[[1,p]]k
∑
T1,T2∈[[1,n]]k
(
E
[
f˜(I, T1)f˜(J, T2)
]− E[f˜(I, T1)]E[f˜(J, T2)]) .
If {I}, i.e. the set of distinct elements of I, and {J} are disjoint, then f˜(I, T1) and f˜(J, T2) are
independent which implies that E
[
f˜(I, T1)f˜(J, T2)
] − E[f˜(I, T1)]E[f˜(J, T2)] = 0. Therefore we
obtain the bound
Var(mk) ≤ 1
p2
∑
I,J∈[[1,p]]k
{I}∩{J}6=∅
∑
T1,T2∈[[1,n]]k
E
[
f˜(I, T1)f˜(J, T2)
]
≤ 1
p2
2k∑
r=1
2k∑
s=1
prns
∑
(I,J)∈Cr,2k
{I}∩{J}6=∅
∑
(T1,T2)∈Cs,2k
E
[
f˜(I, T1)f˜(J, T2)
]
,
(4.16)
where we replaced each (I, J) and (T1, T2) by their canonical representatives in the last line. Anal-
ogously to (3.12), the asymptotic behaviour of E
[
f˜(I, T1)f˜(J, T2)
]
can be expressed in terms of
the graph ∆˜(I, J, T1, T2) which is is defined as the union of ∆(I, T1) and ∆(J, T2). That is, its
set of vertices and edges is the union of the sets of vertices and edges, respectively, of ∆(I, T1)
and ∆(J, T2). Since ∆(I, T1) and ∆(J, T2) are connected graphs we observe that ∆˜(I, J, T1, T2)
is a connected graph for all T1, T2 ∈ [[1, n]]k if and only if {I} ∩ {J} 6= ∅. Thus, all the graphs
∆˜(I, J, T1, T2) associated with E
[
f˜(I, T1)f˜(J, T2)
]
in (4.16) are connected. It suffices to consider
∆˜(I, J, T1, T2) with even edge degrees since otherwise E
[
f˜(I, T1)f˜(J, T2)
]
= 0.
By (3.2) (compare also with (3.12)), we get
E
[
f˜(I, T1)f˜(J, T2)
] ∼ θ(I, J, T1, T2)n−Ne(I,J,T1,T2) , n→∞ , (4.17)
for some positive constant θ(I, J, T1, T2). Here Ne(I, J, T1, T2) denotes the number of edges of
∆˜0(I, J, T1, T2), the skeleton of ∆˜(I, J, T1, T2).
Now, if (I, J) ∈ Cr,2k, {I} ∩ {J} 6= ∅ and (T1, T2) ∈ Cs,2k, then Ne(I, J, T1, T2) ≥ r + s− 1 since
∆˜0(I, J, T1, T2) is a connected graph. In combination with (4.16) and (4.17), this yields that
Var(mk) = O(n
−1) , n→∞ .
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5. Completion of the proof of Theorem 2.1
Recall a few important notations that were introduced in Sections 1-4:
βk(γ) = k-th Marcˇenko–Pastur moment (see (2.2)) ;
Cr,k = {canonical r-paths of length k} ;
Cs,k(I) = {T ∈ Cs,k : ∆0(I, T ) has #{I}+ s− 1 edges (i, t) with even degrees mit(I, T )};
t?(I) = min{1 ≤ s ≤ k −#{I} : Cs+1,k(I) = ∅};
Ni(I) = number of appearances of the vertex i in the path I ;
di(I, T ) = number of neighbours (T -vertices) of an I-vertex i in ∆(I, T ).
To shorten notation, we will write I˜ for the canonical representative of S(I). Finally, we define the
sets
C(q)r,k = {I ∈ Cr,k : 0 ≤ simples(I) = q ≤ r − 2} , 0 ≤ q ≤ r − 2 .
Now we complete the proof of Theorem 2.1 with the following formula for the k-th moments of
the limiting α-heavy MP law Hα,γ :
µk(α, γ) = βk(γ) +
2
α
k−2∑
r=2
γr−1
r−2∑
q=0
(Γ(1− α/2))−r+q+1
∑
I∈C(q)r,k
t?(I˜)∑
s=1
( α/2
Γ(1− α/2)
)s ∑
T∈C
s,|I˜|(I˜)
(
r−q∏
i=1
Γ(di(I˜ , T ))
Γ(Ni(I˜))
)
∏
(i,t)∈∆(I˜,T )
Γ
(mit(I˜ , T )− α
2
)
.
(5.1)
In the course of deduction we will also see that every path I˜ in (5.1) lies in the set
bk/2c⋃
s=2
k⋃
`=4
C1s,` . (5.2)
To proceed, note that weak convergence in probability follows from
(i) For all k ≥ 1, limn→∞ E[mk] = µk(α, γ), and
(ii) limn→∞Var(mk) = 0 ,
where mk =
∫
xkdFR(x). In Section 4.5 we proved that Var(mk) = O(n
−1) as n → ∞ which
implies (ii).
Starting in (3.14), we have shown over the course of Sections 3 and 4 that
lim
n→∞E[mk] = βk(γ) + limn→∞
k∑
r=1
∑
I∈Cr,k:S(I)6=∅
pr−1n− simples(I) F (S(I)). (5.3)
Observe that the condition 0 ≤ simples(I) ≤ r − 2 is equivalent to S(I) 6= ∅. Using the notation
I˜ = S(I) and the definition of C(q)r,k , we have
k∑
r=1
∑
I∈Cr,k:S(I) 6=∅
pr−1n− simples(I) F (S(I)) =
k−2∑
r=2
r−2∑
q=0
( p
n
)q ∑
I∈C(q)r,k
pr−q−1 F (I˜) . (5.4)
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The limit of pr−q−1 F (I˜) is then calculated via Proposition 4.13. This implies claim (i).
Next, for I ∈ Cr,k we have I˜ ∈ C1r−simples(I),|S(I)| and therefore every path I˜ in (5.4) lies in the set⋃bk/2c
s=2
⋃k
`=4 C1s,`, which is relatively small; see Section 4.1 for details.
Finally, to ensure that the sequence of moments (µk(α, γ))k≥1 in (5.1) uniquely determines a
probability distribution, we check the Carleman condition, that is∑
k≥1
(µ2k(α, γ))
− 1
2k =∞ . (5.5)
From (5.3) we have
βk(γ) ≤ µk(α, γ) ≤
k∑
r=1
γr−1#Cr,k.
By Lemma 4.3 and for 1 ≤ r ≤ k,
#Cr,k = B(k, r) ≤ 1
2
(
k
r
)
rk−r ≤ 1
2
(
k
r
)
kk−r,
where the first upper bound for B(k, r) is well-known (see [30]). Therefore,
µk(α, γ) ≤
k∑
r=1
γr−1
1
2
(
k
r
)
kk−r ≤ (2γ)−1(γ + k)k,
and
(µ2k(α, γ))
− 1
2k ≥ (2γ) 12k (γ + 2k)−1 ∼ 1
γ + 2k
, k →∞ .
The Carleman condition (5.5) is satisfied. The proof of Theorem 2.1 is complete.
5.1. Computation of the limiting moments µk(α, γ). Formula (5.1) is explicit and requires
some counting that can be implemented in mathematical software. For small values of k, it is
feasible to evaluate (5.1) without computing support. We find the first 5 moments µk(α, γ). If
k = 1, 2, 3, we immediately get µk(α, γ) = βk(γ). Let us turn to k ∈ {4, 5}. By (5.2), we have
I˜ ∈
bk/2c⋃
s=2
k⋃
`=4
C1s,` = C12,4 = {(1, 2, 1, 2)} .
From Example 4.14 we know that t?(1, 2, 1, 2) = 1. Since C
1,|I˜|(I˜) = {(1, 1, 1, 1)} it suffices to study
the graph ∆(I˜ , T ) with T = (1, . . . , 1). From Figure 6 one can see that,
∑
T∈C
1,|I˜|(I˜)
( r−q∏
i=1
Γ(di(I˜ , T ))
Γ(Ni(I˜))︸ ︷︷ ︸
Γ(1)/Γ(2)
) ∏
(i,t)∈∆(I˜,T )
Γ
(mit(I˜ , T )− α
2
)
︸ ︷︷ ︸
Γ(1−α/2)
= (1− α/2)2(Γ(1− α/2))2 .
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i =i =1         i =i =2     
t =t =t =t =1
      1        2        3        4        
      1       3                             2       4
Figure 6. Graph ∆(I˜ , T ) with I˜ = (1, 2, 1, 2) and T = (1, 1, 1, 1).
Hence, (5.1) reads as
µk(α, γ) = βk(γ) +
2
α
k−2∑
r=2
γr−1
r−2∑
q=0
(Γ(1− α/2))−r+q+1
∑
I∈C(q)r,k
α/2
Γ(1− α/2)(1− α/2)
2(Γ(1− α/2))2
= βk(γ) + (1− α/2)2
k−2∑
r=2
γr−1
r−2∑
q=0
(Γ(1− α/2))−r+q+2 #C(q)r,k .
In view of C(0)2,4 = {(1, 2, 1, 2)}, this gives
µ4(α, γ) = β4(γ) + (1− α/2)2γ .
In order to find µ5, we need to construct the sets
C(0)2,5 =

(1, 1, 2, 1, 2),
(1, 2, 1, 1, 2),
(1, 2, 1, 2, 1),
(1, 2, 2, 1, 2),
(1, 2, 1, 2, 2)

, C(0)3,5 = ∅ , and C(1)3,5 =

(1, 2, 3, 1, 2),
(1, 2, 1, 3, 2),
(1, 2, 1, 2, 3),
(1, 2, 3, 1, 3),
(1, 2, 3, 2, 3)

.
This shows that
µ5(α, γ) = β5(γ) + (1− α/2)2(5γ + 5γ2) ,
where we used that I˜ = (1, 2, 1, 2) for I ∈ C(0)2,5 ∪ C(1)3,5 .
6. Proof of Theorem 2.2 for the boundary cases
The proof of Theorem 2.2 is decomposed into two lemmas.
Lemma 6.1. Let µk(α, γ) be defined in (5.1). For k ≥ 1 it holds
lim
α→0+
µk(α, γ) =
1
γ
k∑
r=1
γrB(k, r) and lim
α→2−
µk(α, γ) = βk(γ) ,
where B(k, r) is the Stirling number of the second kind defined in (4.2) and βk(γ) is the k-th
Marcˇenko–Pastur moment.
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Proof. For α ∈ (0, 2) and k ≥ 1, we use the decomposition µk(α, γ) = βk(γ) + dk(α, γ). For
k ∈ {1, 2, 3} we have µk(α, γ) = βk(γ) = 1γ
∑k
r=1 γ
rB(k, r) by (4.2).
Hence, it suffices to assume k ≥ 4. We have
lim
α→0+
dk(α, γ) = lim
α→0+
k−2∑
r=2
γr−1
r−2∑
q=0
∑
I∈C(q)r,k
t?(I˜)∑
s=1
(α/2)s−1
∑
T∈C
s,|I˜|(I˜)
(
r−q∏
i=1
Γ(di(I˜ , T ))
Γ(Ni(I˜))
)
∏
(i,t)∈∆(I˜,T )
Γ
(mit(I˜ , T )
2
)
=
k−2∑
r=2
γr−1
r−2∑
q=0
∑
I∈C(q)r,k
∑
T∈C
1,|I˜|(I˜)
(
r−q∏
i=1
Γ(di(I˜ , T ))
Γ(Ni(I˜))
) ∏
(i,t)∈∆(I˜,T )
Γ
(mit(I˜ , T )
2
)
=
k−2∑
r=2
γr−1
r−2∑
q=0
∑
I∈C(q)r,k
(
r−q∏
i=1
Γ(1)
Γ(Ni(I˜))
)(
r−q∏
i=1
Γ(Ni(I˜))
)
=
k−2∑
r=2
γr−1(#Cr,k −#C0r,k)
=
k−2∑
r=2
γr−1
[
B(k, r)− 1
r
(
k
r − 1
)(
k − 1
r − 1
)]
,
where Lemma 4.3 and (3.16) were used for the last two equalities, respectively. Since βk(γ) =∑k
r=1 γ
r−1#C0r,k this implies that
lim
α→0+
µk(α, γ) = 1 +
(
k
2
)
γk−2 + γk−1 +
k−2∑
r=2
γr−1B(k, r)
=
1
γ
k∑
r=1
γrB(k, r)
since B(k, k) = 1, B(k, k − 1) = (k2) and B(k, 1) = 1.
Next, we turn to the limit α→ 2− and observe that limα→2− Γ(1− α/2)) =∞. We have
lim
α→2−
dk(α, γ) = lim
α→2−
k−2∑
r=2
γr−1
r−2∑
q=0
∑
I∈C(q)r,k
t?(I˜)∑
s=1
(Γ(1− α/2))−r+q+1−s
∑
T∈C
s,|I˜|(I˜)
(
r−q∏
i=1
Γ(di(I˜ , T ))
Γ(Ni(I˜))
) ∏
(i,t)∈∆(I˜,T )
Γ
(mit(I˜ , T )− α
2
)
.
For r − q ≥ 2 let I˜ ∈ C
r−q,|I˜| and T ∈ Cs,|I˜|(I˜). By definition of the set Cs,|I˜|(I˜), the number of
distinct edges of ∆(I˜ , T ) is Ne(I˜ , T ) = r − q + s − 1. Since I˜ is not totally reducible we have
mit(I˜ , T ) ≥ 4 for at least one (i, t) ∈ ∆(I˜ , T ). Using these two facts we see for α < 2 sufficiently
close to 2 that ∏
(i,t)∈∆(I˜,T )
Γ
(mit(I˜ , T )− α
2
)
≤ c|I˜| (Γ(1− α/2))r−q+s−2 , (6.1)
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where c|I˜| > 0 is a constant only depending on |I˜|. Therefore we have
0 ≤ lim
α→2−
dk(α, γ) ≤ lim
α→2−
ck
Γ(1− α/2)
k−2∑
r=2
γr−1
r−2∑
q=0
∑
I∈C(q)r,k
t?(I˜)∑
s=1
∑
T∈C
s,|I˜|(I˜)
(
r−q∏
i=1
Γ(di(I˜ , T ))
Γ(Ni(I˜))
)
= 0 .

Lemma 6.2. Let Z be a random variable with moments
E[Zk] =
1
γ
k∑
r=1
γrB(k, r) , k ≥ 1 .
Then Z follows a modified Poisson(γ) distribution defined by
P(Z = 0) = 1− 1
γ
+
1
γ
e−γ and P(Z = k) = e−γ
γk−1
k!
, k ≥ 1 .
Proof. We compute the moment generating function of Z. Note that B(k, 0) = 0 for k ≥ 1 and
B(0, 0) = 1. Since E[Z0] = 1 we have
E[etZ ] =
∞∑
k=0
tk
k!
E[Zk] = 1 +
∞∑
k=1
tk
k!
1
γ
k∑
r=1
γrB(k, r)
= 1− 1
γ
+
1
γ
∞∑
k=0
tk
k!
k∑
r=0
γrB(k, r)
= 1− 1
γ
+
1
γ
∞∑
k=0
tk
k!
Tk(γ)
where Tk(γ) :=
∑k
r=0 γ
rB(k, r) is the k-th Touchard polynomial which satisfy the identity
∞∑
k=0
tk
k!
Tk(γ) = e
γ(et−1) .
This is the moment generating function of a Poisson(γ) distributed random variable W . Therefore,
E[etZ ] = 1− 1
γ
+
1
γ
eγ(e
t−1) = 1− 1
γ
+
1
γ
E[etW ].
In particular for γ = 1, Z is Poisson(γ) distributed. In general, Z follows the distribution,
P(Z = 0) = 1− 1
γ
+
1
γ
e−γ and P(Z = k) = e−γ
γk−1
k!
, k ≥ 1 .
Note that 1− 1γ + 1γ e−γ ≥ 0 for all γ > 0. The proof is complete. 
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