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Explicit universal sampling sets in finite vector spaces
Lucia Morotti
Abstract
In this paper we construct explicit sampling sets and present re-
construction algorithms for Fourier signals on finite vector spaces G,
with |G| = pr for a suitable prime p. The two sampling sets have
sizes of order O(pt2r2) and O(pt2r3 log(p)) respectively, where t is the
number of large coefficients in the Fourier transform. The algorithms
approximate the function up to a small constant of the best possible
approximation with t non-zero Fourier coefficients. The fastest of the
algorithms has complexity O(p2t2r3 log(p)).
1 Introduction
The problem of compressive sensing originated in the context of Fourier se-
ries [3]. The aim is to reconstruct a linear combination of a small number of
complex exponentials from as few samples as possible, when only the number
of the exponentials entering the linear combination is known. The additional
challenge was to come up with practical and efficient methods for the re-
construction (which by its combinatorial nature is NP-hard, unless extra
information is available).
Later on, the compressed sensing problem evolved to include a more gen-
eral setup. The overall problems and main challenges, however, remained the
same; and they concerned mostly the construction of sampling schemes that
would allow (and guarantee) efficient reconstruction from as few measure-
ments as possible, and the design of efficient reconstruction algorithms. For
the latter, ℓ1-minimization turned out to be a popular choice, and the chief
technical condition to guarantee success for the reconstruction method was
the restricted isometry condition (see [4] for the first introduction of these
ideas, and [6] for an in-depth study). However, there still remained the prob-
lem of constructing measurement matrices (or, in the Fourier case, sampling
sets) for which the RIP was actually provably fulfilled. An important (some-
what partial) answer to this problem was provided by random methods; e.g.,
in the case of random sampling of Fourier matrices the RIP assumption turns
out to be true under rather weak assumptions on the number of samples [12],
at least with high probability.
However, the case of deterministic sampling sets with provably guaranteed
reconstruction poses altogether different challenges. Firstly, the verification
of properties like RIP is a very complex problem by itself [13], hence special
care must be taken to allow such estimates. A first successful example for a
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deterministic construction with the RIP property was presented by DeVore
[5]. For the Fourier setting, in [1, 8] sampling sets and inversion algorithms
were constructed for cyclic groups; an alternative construction of determin-
istic sampling sets guaranteeing RIP for the cyclic case was developed in
[7]. All these construction have a common restriction, commonly known as
quadratic bottleneck: In order to reconstruct linear combinations of t basis
vectors, they need O(t2) samples. A more recent paper by Bourgain and
collaborators [2] managed to improve this to O(t2−ǫ), for a very small ǫ > 0,
using rather involved arguments from additive combinatorics.
This paper considers efficiently sampling Fourier-sparse vectors on finite
abelian groups. It can be seen as complementary to [1, 7, 8], with the main
difference being that this paper focuses on finite vector spaces rather than
cyclic groups. We develop a general, simple scheme for the design of sampling
sets, together with algorithms that allow reconstruction.
Hence the new methods provide an alternative means of explicitly de-
signing universal sampling sets in a specific family of finite abelian groups G,
i.e., sampling sets Ω ⊂ G that allow the reconstruction of any given linear
combination of t characters of G from its restriction on Ω, together with
explicit inversion algorithms, both for the noisy and noise free cases. The
groups G we consider are finite vector spaces, and the sampling sets will be
written as unions of suitable affine subspaces. The sampling sets actually ful-
fill the RIP property, which allows one to use the standard methods such as
ℓ1-minimization. However, the special structure of the sampling set makes
the inversion algorithm particularly amenable to the use of a more struc-
tured (and potentially faster) reconstruction algorithm, using FFT methods.
It should be stressed, though, that our construction is not able to beat the
quadratic bottleneck.
2 Notation
Let p be a prime and r a positive integer. When considering their additive
groups structure we have that (Z/pZ)r ∼= Frp. The vector space structure
of Frp will enable us to construct the sampling sets needed in the algorithms
described in this paper. We will write Frp also when considering only its
additive group structure. Also in order to avoid complicated notations we
will identify, where needed, elements of Z with their images in Fp, so that
for example 1 could be viewed as either an element of Z or of Fp.
We will write H ≤ G for a subgroup H of G. Subsets of Frp are subgroups
if and only if they are vector spaces (since Fp is a field of prime order). So
when looking at Frp as a vector space we will write H ≤ Frp for a subspace
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H . For any subgroup H ≤ G we will also write Rep(G/H) for a set of
representatives of cosets of H in G.
In Section 4 we will also be working with both Fp and Fq, where q is a
power of p. Since vector spaces over Fq can be viewed also as vector spaces
over Fp, we will write dimFp(V ) and dimFq(V ) for the dimension of V as a
vector space over Fp or Fq respectively. Similarly we will write spanFp(A)
and spanFq(A) for the span of A as vector space over Fp or Fq respectively.
Let F̂rp consist of all group homomorphisms F
r
p → C. We have that
F̂rp = {χ(y1,...,yr) : yi ∈ Fp} = {χy : y ∈ Frp},
where, if ωp = e
2πi/p, we define χ(y1,...,yr)(x1, . . . , xr) := ω
x1y1+...+xryr
p for
(x1, . . . , xr) ∈ Frp. This is well defined since ωpp = 1. Also it is easy to
check that χyχz = χy+z for y, z ∈ Frp.
For any function f : (Z/pZ)r → C let f̂ : F̂rp → C be its Fourier transform,
so that
f =
∑
χy∈F̂rp
f̂(χy)χy.
Formulas for the Fourier transform for Frp are given by
f̂(χy) =
1
pr
∑
x∈Frp
f(x)χy(x)
−1.
Under the bijection χy ↔ y this corresponds (up to a scalar multiple) to
the usual discrete Fourier transform on the grid {0, 1, . . . , p− 1}r (under the
identification of this grid with Frp).
For any function h : X → Y and any subset Z ⊆ X let h|Z : Z → Y be
the restriction of h to Z.
Let now t be a positive integer and assume that f̂ = ĝ + ǫ with ĝ having
support consisting of at most t elements and with ‖ǫ‖1 “small”. We will
present in this paper two algorithms which approximate f̂ by a function f̂ ′
which, like ĝ, also has support consisting of at most t elements. Further f̂ ′
satisfies
‖f̂ − f̂ ′‖1 ≤ (1 + 3
√
2)‖ǫ‖1,
that is f̂ ′ is close to the best possible such approximation of f̂ . In particular
if ‖ǫ‖1 = 0 then f̂ ′ = f̂ , so that the algorithms reconstruct f̂ (and then also
f) in this case.
The algorithms presented here are based on similar algorithms presented
in [1, 8] for the group of unit length elements of C. As in [1, 8] sampling sets
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will be obtained by taking unions of cosets of subgroups. In [1, 8] subgroups
of distinct prime orders are considered. This cannot be applied here since
Frp is a p-group. However, using the vector space structure of F
r
p, we can
construct many small subgroups with certain “orthogonality” properties (as
will be seen in the next section), which will be used to construct the sampling
sets presented here.
3 Complexities of sets and algorithms
Before describing the sampling sets and the corresponding algorithms, we
present their size/running time complexities and compare them to those pre-
sented in other papers.
(Size of) group Sampling set Time complexity
Theorem 10 Frp O(pt
2r2) O(prt2r2)
Theorem 12 Frp O(pt
2r3 log(p)) O(p2t2r3 log(p))
Algorithm 1 of [1] Z/nZ O( t
2 log(n)2
log(t log(n))
) O( t
2 log(n)3
log(t log(n))
)
Section 2 of [2] Z/pZ O(t2−ǫ) O(pt2−ǫ)
Section 3 of [5] n O( t
2 log(n/t)2
log(t)2
) O(n t
2 log(n/t)2
log(t)2
)
Section 2 of [7] Z/pZ Ω(t2) Ω(pt2)
Algorithm 1 of [8] Z/nZ O(t2 log(n)2) O(nt log(n)2)
Algorithm 2 of [8] Z/nZ O(t2 log(n)4) O(t2 log(n)4)
As can be seen from the table, the second algorithm presented here needs
more sampling points then the first one (it needs about r log(p) = log(|Frp|)
times as many sampling points). However the first algorithm has a factor
pr = |Frp| in its running time, while the second algorithm is much faster.
The complexities for the construction of the sampling sets used in Theo-
rem 10 and 12 are given as follows.
Time complexity for the construction of the sampling set
Theorem 10 O(pt2r5 log(p)2)
Theorem 12 O(pt2r6 log(p)3)
4 Construction of the sampling sets
The sets constructed here are unions of (shifted) subspaces of Frp. We begin
with a lemma that will allow us to find certain families of subspaces which
will be of basic importance for the construction of our sampling sets.
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Lemma 1. Let p be a prime. Also let 1 ≤ h ≤ r be integer and define
q := ph and s := ⌈r/h⌉. Let π : Fsq → Frp be a surjective homomorphism and
fix a1, . . . , an ∈ Fsq. For 1 ≤ i ≤ n integer choose Hi ≤ Frp of dimension h
containing π(spanFq{ai}). Fix a positive integer m ≤ n. If
spanFq{ai1, . . . , aim} = Fsq
for every 1 ≤ i1 < . . . < im ≤ n then
spanFp{Hi1, . . . , Him} = Frp
for every 1 ≤ i1 < . . . < im ≤ n.
In the lemma {ai1 , . . . , aim} is a subset of {a1, . . . , an} with m elements.
Also, if z is a primitive element of Fq, so that elements of Fq can be written
as b0 + b1z + . . .+ bh−1z
h−1 with bi ∈ Fp, we can take π : Fsq → Frp to be the
composition of π1 : F
s
q → Fhsp and π2 : Fhsp → Frp given as follows
π1(
∑
b
(1)
i z
i, . . . ,
∑
b
(s)
i z
i) := (b
(1)
0 , . . . , b
(1)
h−1, . . . , b
(s)
0 , . . . , b
(s)
h−1),
π2(c1, . . . , chs) := (c1, . . . , cr).
If π(spanFq{ai}) has dimension h as vector space over Fp, then we have to take
Hi = π(spanFq{ai}). If π(spanFq{ai}) has dimension less than h as vector
space over Fp, then we can choose Hi = spanFp{π(spanFq{ai}), e1, . . . , ej} for
a certain 1 ≤ j ≤ r (here ek is the k-th standard basis element of Frp).
Proof. Notice that a surjective homomorphism π : Fsq → Frp always exists
since, as Fp-vector spaces,
Frp ≤ Fh×⌈r/h⌉p ∼= Fsq.
In particular dimFp(F
r
p) ≤ dimFp(Fsq). Also we can construct Hi, as
dimFp(π(spanFq{ai})) ≤ dimFp(spanFq{ai}) = h dimFq(spanFq{ai}) ≤ h.
If spanFq{ai1 , . . . , aim} = Fsq then
Frp ≥ spanFp{Hi1, . . . , Him} ≥ π(spanFq{ai1 , . . . , aim}) = π(Fsq) = Frp
and so the lemma follows.
If some subspaces H1, . . . , Hn of F
r
p satisfy spanFp{Hi1, . . . , Him} = Frp for
every 1 ≤ i1 < . . . < im ≤ n, we say that H1, . . . , Hn are m-generating.
Similarly, if a1, . . . , an ∈ Fsq satisfy spanFq{ai1 , . . . , aim} = Fsq for every 1 ≤
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i1 < . . . < im ≤ n, we say that {a1, . . . , an} is m-generating. For m = s we
have that {a1, . . . , an} ⊆ Fsq is s-generating if and only if any s of its elements
are linearly independent. So a subset of Fsq is s-generating if and only if it
has full spark.
It is not always possible to construct am-generating subset of Fsq of size n,
for any n. We will in the next lemma show though that Fsq has a s-generating
multiset for Fsq of size q + 1 (we will consider multisets and not sets in order
to cover also the case s = 1) and construct one such multiset explicitly.
Lemma 2. Let
A := {(1, x, . . . , xs−1) : x ∈ Fq} ∪ {(0, . . . , 0, 1) ∈ Fsq}.
Then A ⊆ Fsq is s-generating and |A| = q + 1.
Proof. It’s clear that |A| = q + 1. For the proof of A being s-generating see
the beginning of Chapter 11 §5 of [9]. This can also be seen by noticing that
the matrices obtained from any s distinct elements of A all have one of the
following forms (up to exchanging rows):

 1 x1 · · · x
s−1
1
...
...
...
1 xs · · · xs−1s

 or


1 x1 · · · xs−21 xs−11
...
...
...
1 xs−1 · · · xs−2s−1 xs−1s−1
0 0 · · · 0 1


with distinct xj and so such matrices are invertible.
In order to construct one of the two sampling sets needed in the algo-
rithms, we still need a stable sampling set for 1-sparse Fourier signals on
Fp. We will show in the next lemma how such a set can be found. In the
same lemma we will also give an algorithm which, applied to the function
f(x) =
∑p−1
y=0 ayω
yx
p , under certain assumptions on f , returns y
′ with |ay′ |
maximal. In order to state the theorem we need the following definition.
Definition 3. For d > 0 and x ∈ R let |x|d := dist(x, dZ) be the minimum
distance of x from an integer multiple of d.
Lemma 4. Let K := {0} ∪ {2i : 0 ≤ i ≤ k and i ∈ Z} ⊆ Fp, where k ∈ Z
is minimal such that 2k ≥ p/3. Let f(x) = ∑p−1y=0 ayχy(x). If there exists y′
such that |ay′ | > 2
∑
y 6=y′ |ay|, then the following algorithm returns y′.
Set b(2l) := arg(f(2l)/f(0)), for 0 ≤ l ≤ k (if f(2l) or f(0) are zero set
b(2l) := 0).
Set e := (0, . . . , 0) (Length(e) = p).
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for l from 0 to k do
for j from 0 to p− 1 do
if e(j + 1) = 0 and |p b(2l)/(2π)− 2lj|p ≥ p/6 then
e(j + 1) := 1
end if
end for
end for
return the index j such that e(j + 1) = 0. If such a j does not exist,
return 0.
Proof. If no y′ exists then there is nothing to prove, so we will now assume
that there exists y′ with |ay′| > 2
∑
y 6=y′ |ay|. Then, for x ∈ Fp, we have that∣∣∣∣∣
∑
y 6=y′
ayχy(x)
∣∣∣∣∣ =
∣∣∣∣∣
∑
y 6=y′
ayω
xy
p
∣∣∣∣∣ ≤
∑
y 6=y′
∣∣ayωxyp ∣∣ =∑
y 6=y′
|ay| < |ay′ |/2
and so
|f(x)| =
∣∣∣∣∣
p−1∑
y=0
ayχy(x)
∣∣∣∣∣ =
∣∣∣∣∣
p−1∑
y=0
ayω
xy
p
∣∣∣∣∣ ≥
∣∣∣ay′ωxy′p ∣∣∣−
∣∣∣∣∣
∑
y 6=y′
ayω
xy
p
∣∣∣∣∣ > |ay′ |/2 ≥ 0.
So f(x) 6= 0 for every x ∈ Fp. In particular b(2i) = arg(f(2l)/f(0)).
For z ∈ C with |z| < 1/2 we have that | arg(1 + z)|2π < π/6. It then
follows that
| arg(f(x))− arg(ay′ωxy′p )|2π = | arg(f(x)/(ay′ωxy
′
p ))|2π < π/6
and so
| arg(f(x)/f(0))− arg(ωxy′p )|2π = | arg(f(x))− arg(f(0))
− arg(ay′ωxy′p ) + arg(ay′)|2π
≤ | arg(f(x))− arg(ay′ωxy′p )|2π
+ | arg(f(0))− arg(ay′)|2π
< π/3
for every x ∈ Fp. Then
|p b(2l)/(2π)− 2ly′|p = |p/(2π)(arg(f(2l)/f(0))− arg(ω2ly′p ))|p
= p/(2π)| arg(f(2l)/f(0))− arg(ω2ly′p )|2π
< p/6
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for 0 ≤ l ≤ k, in particular e(y′ + 1) = 0.
We will now show that if y 6= y′ then e(y + 1) = 1, which will then prove
the lemma. In order to do this we will show that if j 6= 0 then there exists l
such that 0 ≤ l ≤ k and |2lj|p ≥ p/3, which also proves that if y 6= y′ then
there exists l, 0 ≤ l ≤ k, with |2l(y′ − y)|p ≥ p/3. Hence, for the same l we
have that
|p b(2l)/(2π)− 2ly|p ≥ |2l(y′− y)|p− |p b(2l)/(2π)− 2ly′|p ≥ p/3− p/6 = p/6.
Assume that j 6≡ 0 mod p and that |2lj|p < p/3 for all 0 ≤ l ≤ k.
Then, up to a multiple of p, we also have that j ∈ ±{1, . . . , ⌈p/3⌉ − 1}
(by considering the case l = 0). As |2lj|p = |2l(−j)|p we can assume that
j ∈ {1, . . . , ⌈p/3⌉−1}. Let l be minimal such that 2lj ≥ p/3. As 1 ≤ j < p/3
we have that 1 ≤ l ≤ k by definition of k. As 1 ≤ 2(l−1)j < p/3 it follows
that p/3 ≤ 2lj < 2p/3 and so |2lj|p ≥ p/3. Since 1 ≤ l ≤ k this gives a
contradiction and so the lemma is proved.
We will now construct the sampling sets which will be used in the algo-
rithms presented in the next section.
Definition 5. Let m ≥ 1 and n := 4t(m − 1) + 1 and let H1, . . . , Hn ≤ Frp
be m-generating and all of dimension h with 1 ≤ h ≤ r. Also let K ⊆ Fp
be as in Lemma 4. For 1 ≤ i ≤ n choose x1,i, . . . , xr−h,i ∈ Frp such that
spanFp{Hi, x1,i, . . . , xr−h,i} = Frp. The wanted sets are
Γ1 := ∪i Hi,
Γ2 := ∪i (Hi + {kxi,j : k ∈ K, 1 ≤ j ≤ r − h}),
where for sets A and B we define A+B := {a + b : a ∈ A, b ∈ B}.
Remarks 6. From Lemmas 1 and 2, m-generating H1, . . . , Hn exist if m =
⌈r/h⌉ and 4t(⌈r/h⌉−1) ≤ ph. Also x1,i, . . . , xr−h,i exists for 1 ≤ i ≤ n as Hi
is of dimension h.
It can be easily checked from the definitions that
|Γ1| ≤ nph,
|Γ2| ≤ nph|K|(r − h).
We will now bound nph and |K|.
Theorem 7. Let h ∈ Z be minimal such that h ≥ 1 and 4t(⌈r/h⌉ − 1) ≤ ph
and let K as in Lemma 4. Also let n := 4t(⌈r/h⌉−1)+1. Then nph < 16pt2r2
and |K| ≤ 2 + log2(p).
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Proof. Notice that h ≤ r, since 4t(⌈r/r⌉ − 1) = 0 ≤ pr
If h = 1 we have that nph ≤ (4t(r − 1) + 1)p ≤ 4ptr < 16pt2r2.
If h > 1 then ph−1 < 4t(⌈r/(h− 1)⌉ − 1) < 4tr and so
nph ≤ pph−1
(
4t
(⌈ r
h
⌉
− 1
)
+ 1
)
< p · 4tr ·
(
4tr
h
+ 1
)
≤ 16pt2r2.
When looking at |K|, we have that |K| = 2 + k, where k ∈ Z is minimal
such that 2k ≥ p/3. So 2k < 2p/3 and then k < log2(2p/3) < log2(p).
From Remark 6 and Theorem 7 we obtain bounds on |Γ1| and |Γ2|.
Remarks 8. From Remark 6 and Theorem 7 we obtain that Γ1 and Γ2 can
be chosen with
|Γ1| ≤ 16pt2r2,
|Γ2| ≤ 16pt2r3(2 + log2(p)).
We still need to prove that the sampling sets constructed in Definition 5
are actually sampling sets. This will be done in the next section by prov-
ing that the reconstruction algorithms which will be presented work. Since
the reconstruction algorithms need values f(x) with x ∈ Γ1 or x ∈ Γ2 re-
spectively, this will also prove that the given sets are sampling sets. An
alternative way would be to prove that Γ1 and Γ2 satisfy the RIP property
(see Section 8 for remarks about it).
5 Preliminaries to the reconstruction algo-
rithms
We will now prove a lemma which will play a crucial role in the two re-
construction algorithms we will present in Section 6. For any H ≤ Frp and
L ≤ F̂rp let H⊥ := {χy ∈ F̂rp : χy(h) = 1 ∀h ∈ H} and L⊥ := {x ∈ Frp :
χy(x) = 1 ∀χy ∈ L} be the annihilators of H and L respectively.
Lemma 9. Let H1, . . . , Hn be m-generating with n = 4t(m − 1) + 1, f =∑
χy∈F̂rp
aχyχy be a t-sparse Fourier function. Write f̂ = ĝ+ǫ with the support
of ĝ having at most t elements. Then for every χz ∈ F̂rp we have that∣∣∣∣∣∣

1 ≤ i ≤ n :
∑
χy∈χzH⊥i \{χz}
|aχy | ≤
‖ǫ‖1
t


∣∣∣∣∣∣ ≥ 2t(m− 1) + 1.
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Proof. First we will show that the matrix M is (n,m−1)-coherent, and then
we will apply (a variant of) Lemma 2 of [1] to conclude the proof of the
lemma.
Let M be the matrix with rows labeled by
A := {χyH⊥i : 1 ≤ i ≤ n, χy ∈ Rep(F̂rp/H⊥i )},
columns labeled by elements of F̂rp and MχyH⊥i ,χz = 1 if χz ∈ χyH⊥i or
MχyH⊥i ,χz = 0 otherwise. Then each column of M contains exactly n entries
equal to 1 and
∑
a∈A
Ma,χzMa,χw =
n∑
i=1
MχzH⊥i ,χw = |{1 ≤ i ≤ n : (χz)
−1χw ∈ H⊥i }|
for χz, χw ∈ F̂rp. Let 〈χx〉 ⊆ F̂rp be the subgroup generated by χx. Since the
Hi are m-generating, so that no more than m− 1 of them can be contained
in a fixed proper subspace of Frp, and since 〈χx〉⊥  Frp for 1 6= χx ∈ F̂rp (that
is x 6= 0 ∈ Frp), we have that∑
a∈A
Ma,χzMa,χw = |{1 ≤ i ≤ n : (χz)−1χw ∈ H⊥i }|
= |{1 ≤ i ≤ n : χw−z ∈ H⊥i }|
= |{1 ≤ i ≤ n : 〈χw−z〉 ≤ H⊥i }|
= |{1 ≤ i ≤ n : Hi ≤ 〈χw−z〉⊥}|
≤ m− 1
for χz 6= χw (that is x 6= w as elements of Frp).
Assume first that ǫ 6= 0. If h < r the lemma then follows from Lemma
2 of [1] with (using the notation of Lemma 2 of [1]) k = t (we have that
t < n by assumption), ǫ′ = 1 and c = 4. If h = r then H⊥i = {1} for every
1 ≤ i ≤ n and so ∑
χy∈χzH⊥i \{χz}
|aχy | = 0 ≤
‖ǫ‖1
t
for every χz ∈ F̂rp and 1 ≤ i ≤ n. In particular the lemma holds also in this
case.
Assume now that ǫ = 0. Then
f =
t∑
j=1
aχyjχyj
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for some χyj ∈ F̂ rp . In particular∑
χy∈χzH⊥i \{χz}
|aχy | =
∑
1≤j≤t:χyj
6=χz,
χyj
∈χzH
⊥
i
|aχyj |.
Since χyj ∈ χzH⊥i if and only if (χz)−1χyj ∈ H⊥i and, for each χyj 6= χz,
there exists at most m− 1 such i, we have that∑
χy∈χzH⊥i \{χz}
|aχy | = 0
for at least n − t(m − 1) ≥ 2t(m − 1) + 1 distinct values of i. In particular
the lemma holds also in this case.
Let H be any subgroup of Frp. Then F̂
r
p/H
⊥ ∼= Ĥ through χyH⊥ 7→ (h 7→
χy(h)). For any function f =
∑
χy∈F̂rp
aχyχy on F
r
p we have that
f̂ |H(χyH⊥) =
∑
χz∈χyH⊥
aχz =
∑
χz∈χyH⊥
f̂(χz) (1)
since
f |H =
∑
χy∈F̂rp
aχyχy|H =
∑
χyH⊥∈F̂rp/H
⊥
χy|H
∑
χz∈χyH⊥
aχz .
This identification will be used in the proof of the algorithms which we will
present in the next section.
6 Reconstruction algorithms
We are now ready to present the reconstruction algorithms. Through all of
this section let f , g and ǫ be as in Section 2 and Γj , H1, . . . , Hn, K, m, n,
h and xl,i as in Definition 5. The first algorithm we present reconstructs or
approximates f̂ from f |Γ1.
Theorem 10. For 1 ≤ j ≤ n let Fj be the Fourier transform for Hj
and define cj := Fj(f |Hj). Then the following algorithm returns f̂ ′ with
|supp(f̂ ′)| ≤ t and ‖f̂ − f̂ ′‖1 ≤ (1 + 3
√
2)‖ǫ‖1.
Set f̂ ′ := (0, . . . , 0), f̂ ′′ := (0, . . . , 0) and Y := (0, . . . , 0)
for j from 1 to n do
for 2t− 1 values of χyH⊥j such that |cj(χyH⊥j )| is largest do
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for χz ∈ χyH⊥j do
Y (χz) := Y (χz) + 1
end for
end for
end for
for χy ∈ F̂rp do
if Y (χy) > 2t(m− 1) then
X := ()
for j from 1 to n do
Append cj(χyH
⊥
j ) to X
end for
f̂ ′′(χy) := Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X})
end if
end for
for t values of χy for which |f̂ ′′(χy)| is largest do
f̂ ′(χy) := f̂
′′(χy)
end for
return f̂ ′.
In the algorithm f̂ ′, f̂ ′′ and Y are labeled by elements of F̂rp. The Fourier
transform for Hj can be defined similarly to that of F
r
p (notice that Hj
∼= Fhp
by definition). Under the identification at the end of Section 5 giving Ĥj ∼=
F̂ rp /H
⊥ we can also define Fj as a function Fj : F̂ rp /H
⊥ → C.
Proof. We will first show that if |aχz | > 2‖ǫ‖1/t then Y (χz) > 2t(m− 1) and
next prove that if Y (χw) > 2t(m−1) then |f̂ ′′(χw)−aχw | ≤
√
2‖ǫ‖1/t. Using
these results we will then prove the theorem.
By definition of ǫ, for 1 ≤ j ≤ n we have that
|{χyH⊥j ∈ F̂rp/H⊥j : |cj(χyH⊥j )| > ‖ǫ‖1/t}| ≤ 2t− 1, (2)
since, if g =
∑t
l=1 aχylχyl (where some of the coefficients might be 0) and
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{χylH⊥j } := {χy1H⊥j , . . . , χytH⊥j }, then, from Equation (1),
∑
χyH⊥j ∈(F̂
r
p/H
⊥)\{χylH
⊥
j }
|cj(χyH⊥j )| =
∑
χyH⊥j ∈(F̂
r
p/H
⊥
j )\{χylH
⊥
j }
∣∣∣∣∣∣
∑
χb∈χyH
⊥
j
aχb
∣∣∣∣∣∣
≤
∑
χyH⊥j ∈(F̂
r
p/H
⊥
j )\{χylH
⊥
j }
∑
χb∈χyH
⊥
j
|aχb|
≤
∑
χy∈F̂rp\{χy1 ,...,χyt}
|aχy |
≤ ‖ǫ‖1
and then in particular there are less than t elements χyH
⊥
j ∈ (F̂rp/H⊥j ) \
{χylH⊥j } such that |cj(χyH⊥j )| > ‖ǫ‖1/t. In particular there are at most
2t− 1 elements χyH⊥j ∈ (F̂rp/H⊥j ) with |cj(χyH⊥j )| > ‖ǫ‖1/t.
If |aχz | > 2‖ǫ‖1/t then
|{j : |cj(χzH⊥)| > ‖ǫ‖1/t}| > 2t(m− 1)
by Lemma 9 and Equation (1) as then for at least 2t(m−1) values j we have
|cj(χzH⊥j )| =
∣∣∣∣∣∣
∑
χy∈χzH⊥j
aχy
∣∣∣∣∣∣ ≥ |aχz | −
∣∣∣∣∣∣
∑
χy∈χzH⊥j \{χz}
aχy
∣∣∣∣∣∣ > ‖ǫ‖1/t.
So Y (χz) > 2t(m− 1) in this case.
Again by Lemma 9 and Equation (1), we have that whenever Y (χw) >
2t(m − 1) then |f̂ ′′(χw) − aχ′′ | ≤
√
2‖ǫ‖1/t, since in this case f̂ ′′(χw) =
Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X}) and
|Median({Re(x) : x ∈ X})− Re(aχw)| ≤ ‖ǫ‖1/t,
|Median({Im(x) : x ∈ X})− Im(aχw)| ≤ ‖ǫ‖1/t.
We will now prove that ‖f̂ − f̂ ′‖1 ≤ (1 + 3
√
2)‖ǫ‖1, which will prove the
theorem, since by definition |supp(f̂ ′)| ≤ t. To do this let T := {χy1 , . . . , χyt}
and T ′ := supp(f̂ ′). We can write T \ T ′ = T1 ∪ T2, where
T1 = {χy ∈ T \ T ′ : |aχy | ≤ 2‖ǫ‖1/t},
T2 = {χy ∈ T \ T ′ : |aχy | > 2‖ǫ‖1/t}.
Notice that T ′, T2 ⊆ supp(f̂ ′′). For χb ∈ T2 and χc ∈ T ′ \ T we have
|aχc|+
√
2‖ǫ‖1/t ≥ |f̂ ′′(χc)| ≥ |f̂ ′′(χb)| ≥ |aχb| −
√
2‖ǫ‖1/t
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and so |aχb| ≤ |aχc|+ 2
√
2‖ǫ‖1/t.
Also for χb ∈ T2 we have by the previous part that f̂ ′′(χb) 6= 0. From the
definition of f̂ ′ if |T2| > 0 then |T ′| = t. In this last case, from T2 ⊆ T \ T ′
and |T | = |T ′|, it follows that |T ′ \ T | ≥ |T2| (this last inequality holds also
if |T2| = 0).
In particular∑
χb∈T\T ′
|aχb| =
∑
χb∈T1
|aχb|+
∑
χb∈T2
|aχb|
≤ |T1|2‖ǫ‖1
t
+ |T2|2
√
2
‖ǫ‖1
t
+
∑
χc∈T ′\T
|aχc|
≤ 2
√
2ǫ+
∑
χc∈T ′\T
|aχc|
and then∥∥∥f̂ − f̂ ′∥∥∥
1
=
∥∥∥f̂ |T ′ − f̂ ′|T ′∥∥∥
1
+
∥∥∥f̂ |T\T ′ − f̂ ′|T\T ′∥∥∥
1
+
∥∥∥f̂ |F̂rp\(T∪T ′) − f̂ ′|F̂rp\(T∪T ′)
∥∥∥
1
=
∥∥∥f̂ |T ′ − f̂ ′′|T ′∥∥∥
1
+
∑
χb∈T\T ′
|aχb|+
∑
χy∈F̂rp\(T∪T
′)
|aχy |
≤|T ′|
√
2
‖ǫ‖1
t
+ 2
√
2‖ǫ‖1 +
∑
χc∈T ′\T
|aχc|+
∑
χy∈F̂rp\(T∪T
′)
|aχy |
≤3
√
2‖ǫ‖1 +
∑
χy 6∈T
|aχy |
≤(1 + 3
√
2)‖ǫ‖1
and so the theorem is proved.
Before presenting the second algorithm we need the following lemma.
Lemma 11. Let H be any subgroup of Frp, x ∈ Frp and f =
∑
χw∈F̂rp
aχwχw.
If f is a function of H with f(y) := f(x+ y), y ∈ H, then
f̂(χwH
⊥) =
∑
χz∈χwH⊥
aχzχz(x).
14
Proof. We have that
f(y) =
∑
χw∈F̂rp
aχwχw(x+ y)
=
∑
χw∈F̂rp
aχwχw(x)χw(y)
=
∑
χwH⊥∈F̂rp/H
⊥
∑
χz∈χwH⊥
aχzχz(x)χz(y)
=
∑
χwH⊥∈F̂rp/H
⊥
χw(y)
∑
χz∈χwH⊥
aχzχz(x)
from which the lemma follows.
We will now present the second reconstruction theorem. Here we use f |Γ2
in order to construct f̂ ′.
Theorem 12. For 1 ≤ j ≤ n and x ∈ Frp let gj,x(y) = f(x + y), y ∈ Hj,
and cj,x = Fj(gj,x), where Fj is the Fourier transform for Hj. The following
algorithm returns f̂ ′ such that |supp(f̂ ′)| ≤ t and ‖f̂ − f̂ ′‖1 ≤ (1+3
√
2)‖ǫ‖1.
Set f̂ ′ := (0, . . . , 0), f̂ ′′ := (0, . . . , 0), Y := (0, . . . , 0) and Z := ()
for j from 1 to n do
for 2t− 1 values of χwH⊥j for which |cj,0(χwH⊥j )| is largest do
χw := ()
for 1 ≤ l ≤ r − h do
Append χwl(spanFp{xl,j})⊥ obtained from the algorithm in
Lemma 4 for f(a) = cj,axl,j(χwH
⊥
j ), a ∈ H to χw
end for
Reconstruct χw from χwH
⊥
j and χw
Y (χw) := Y (χw) + 1
if Y (χw) = 2t(⌈r/h⌉ − 1) + 1 then
Append χw to Z
end if
end for
end for
for χw ∈ Z do
X := ()
for j from 1 to n do
Append cj,0(χwH
⊥
j ) to X
end for
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f̂ ′′(χw) := Median({Re(x) : x ∈ X}) + iMedian({Im(x) : x ∈ X})
end for
for t values of χw for which |f̂ ′′(χw)| is largest do
f̂ ′(χw) := f̂
′′(χw)
end for
return f̂ ′.
In the algorithm f̂ ′, f̂ ′′ and Y are vectors indexed by elements of F̂rp. To
see how χw can be reconstructed from χwH
⊥
j and χw see the proof of the
theorem.
Proof. Since cj,0 = Fj(f |Hj) it is enough, from the proof of Theorem 10,
to prove that that if |aχw | > 2‖ǫ‖1/t then χw ∈ Z, that is in this case
Y (χw) > 2t(m− 1).
We will first show how χw can be reconstructed from χwH
⊥
j and χw.
We will assume that Hj = {(0, . . . , 0, ar−h+1, . . . , ar) ∈ Frp} and that xl,j =
(0, . . . , 0, 1, 0, . . . , 0) with l-th coefficient 1 and all other coefficients 0 for
1 ≤ l ≤ r − h (this can always be assumed, up to changing the basis of Frp).
We easily have that
H⊥j = {χ(z1,...,zr−h,0,...,0) : zi ∈ Fp},
(spanFp{xl,j})⊥ = {χ(z1,...,zl−1,0,zl+1,...,zr) : zi ∈ Fp}.
So, using that F̂rp/H
⊥ ∼= Ĥ for any subgroup H ≤ Frp,
Ĥj ∼= F̂rp/H⊥j = {χ(0,...,0,yr−h+1,...,yr)H⊥j : yi ∈ Fp},
̂spanFp{xl,j}∼= F̂rp/(spanFp{xl,j})⊥={χ(0,...,0,yl,0,...,0)(spanFp{xl,j})⊥ : yl ∈ Fp}.
If χwH
⊥
j = χ(0,...,0,yr−h+1,...,yr)H
⊥
j and (χw)l = χ(0,...,0,yl,0,...,0)(spanFp{xl,j})⊥
for 1 ≤ l ≤ r − h then χw = χ(y1,...,yr). Notice that in this case
(χw)1 = {χz : z1 = y1 },
...
. . .
(χw)r−h = {χz : zr−h = yr−h },
χwH
⊥
j = {χz : zr−h+1 = yr−h+1, . . . , zr = yr},
In particular χw is the only element contained in χwH
⊥
j and in all of the
(χw)l.
For χw ∈ F̂rp we have by Lemma 9 that if
J = {1 ≤ j ≤ n :
∑
χz∈χwHj\{χw}
|aχz | ≤ ‖ǫ‖1/t}
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then |J | > 2t(m − 1). Assume now that |aχw | > 2‖ǫ‖1/t and j ∈ J .
Then |cj,0(χwH⊥j )| > ‖ǫ‖1/t and so it is between the 2t − 1 largest values
of |cj,0(χbH⊥j )| from Equation (2) from the proof of Theorem 10. We will
now show that we reconstruct χw from χwH
⊥
j and χw. This will prove the
theorem, since then Y (χw) > 2t(m− 1).
Clearly χw ∈ χwH⊥j . So it is enough to prove for 1 ≤ l ≤ r − h that
χw ∈ (χw)l(spanFp{xl,j})⊥. Using Lemma 11 we have that
f(a) = cj,axl,j(χwH
⊥
j ) =
∑
χz∈χwH⊥
χz(axl,j)aχz
As spanFp{xl,j} ∼= Fp we can define φb(a) := χb(axl,j) for a ∈ Fp and χb ∈ F̂rp.
Notice that if χb(spanFp{xl,j})⊥ = χk(spanFp{xl,j})⊥ if and only if φb = φk.
So
f =
∑
χb(spanFp{xl,j})
⊥∈F̂rp/(spanFp{xl,j})
⊥
dφbφb
where the coefficients dφb are given by
dφb =
∑
χk∈(χwH
⊥
j )∩(χb(spanFp{xl,j})
⊥)
aχk .
Let
c :=
∑
χw 6=χk∈(χwH
⊥
j )∩(χw(spanFp{xl,j})
⊥)
|aχb |.
Since j ∈ J we have that∑χw 6=χb∈χwH⊥j |aχb| ≤ ‖ǫ‖1/t (in particular c = v‖ǫ‖1
for some 0 ≤ v ≤ 1) and |aχw | > 2‖ǫ‖1. So
|dφw | ≥ |aχw | − c > (2− v)‖ǫ‖1
and ∑
φb 6=φw
|dφb| ≤
∑
χb∈χwH
⊥
j \{χw}
|aχb| − c ≤ (1− v)‖ǫ‖1.
Since (2 − v) ≥ 2(1 − v) for 0 ≤ v ≤ 1, in this case the algorithm in
Lemma 4 returns φw, which corresponds to χw(spanFp{xl,j})⊥ under the iso-
morphism F̂rp/(spanFp{xl,j})⊥ → F̂p sending χb(spanFp{xl,j})⊥ 7→ φb. So
χw ∈ (χw)l(spanFp{xl,j})⊥, which concludes the proof of the theorem.
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7 Remarks to the extension to groups of the
form (Z/paZ)r
One can extend the algorithms to work also on groups of the form (Z/paZ)r
with a ≥ 1. This can be done as follows:
1. Construct m-generating subspaces H1, . . . , Hn ⊆ Frp of dimension h and
find a basis {z1,i, . . . , zh,i} for each subspace Hi.
Assuming coefficients of the vectors zj,i are integers, define Hi :=
〈z1,i, . . . , zh,i〉 ⊆ (Z/paZ)r (the subgroup generated by z1,i, . . . , zh,i) for
1 ≤ i ≤ n.
2. Extend Lemma 4 to work for Z/paZ instead of only for Fp by taking k
maximal with 2k ≥ pa/3 and changing p to pa.
3. Take xj,i ∈ Z/paZ with 〈Hi, x1,i, . . . , xr−h,i〉 = (Z/paZ)r.
4. Define Γ1 and Γ2 similarly to Γ1 and Γ2.
5. In the algorithms substitute Frp with (Z/p
aZ)r and F̂rp with
̂(Z/paZ)r.
It can be proved that the set Hi are m-generating for (Z/p
aZ)r. This de-
pend on square matrices with integer coefficients being singular when reduced
to Z/paZ exactly when the determinant is divisible by p, independently of
the value of a. Also one can prove that
(Z/paZ)r ∼= Hi × 〈x1,i〉 × · · · × 〈xr−h,i〉,
which is needed in order to adapt the proof of the theorems. However from
|Hi| = pah and ph ≥ 4t (if h < r) we have
|Γ1| ≥ |H1| = pah ≥ 4ata.
So |Γ1| cannot be quadratic in t (unless possibly for a ≤ 2). Looking at upper
bound on |Γ1| we obtain
|Γ1| ≤ npah < 16pt2r2p(a−1)h.
Again as ph ≥ 4t for h < r,
16pt2r2p(a−1)h ≥ 16pt2r2(4t)a−1 = 4a+1pta+1r2.
So, also for a = 2, the given upper bound is not quadratic in t. For this
reason we did not extend the paper to groups of the form (Z/paZ)r.
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8 Further remarks
From
∣∣∣1̂H(χy)∣∣∣ =
∣∣∣∣∣p−r
∑
x∈H
χy(x)
∣∣∣∣∣ = p−r|H|1H⊥(χy) = ph−r1H⊥(χy)
for any subspace H of Frp of dimension h, it can be checked that, if H1, . . . , Hn
are m-generating, then
∑
i
∣∣∣1̂Hi(χy)∣∣∣ ≤ (m − 1)ph−r for every 1 6= χy ∈ F̂rp
and
∑
i
∣∣∣1̂Hi(1)∣∣∣ = nph−r := C. In particular it can be proved that the
matrix with columns labeled by the elements of ∪j∈IHj (taking the union
as a multiset, so that some columns may be repeated), rows labeled by the
elements of F̂rp and coefficients χy(g)/
√
C satisfies the RIP property of rank
t and constant (t − 1)(m − 1)/n. In particular if n > 2(t − 1)(m − 1)
and the subspaces Hi are m-generating then we could approximate any t-
sparse Fourier signal also using reconstruction algorithms based on the RIP
property.
Some slight variation of the algorithms presented in Theorem 10 and 12
(based on similar algorithms from [8]) can also be constructed taking n to
be 2t(m− 1), which however returns functions with
‖(f̂ + ǫ)− f̂ ′‖1 ≤ (1 + 2t)‖ǫ‖1.
If ‖ǫ‖1 > 0 these algorithms give worse approximations than the ones de-
scribed here. However if ‖ǫ‖1 = 0 then also these algorithms reconstruct f
and they work on smaller (about half the size) sets. Since sizes of sampling
sets and complexities of the algorithms are about the same (they differ only
by a small multiplicative constant), these algorithms have not been presented
here.
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