Introduction
The ability to predict the instantaneous power and annual energy output of photovoltaic ͑PV͒ solar panels is an integral part of system sizing, economic analysis, and electric power grid management. Several models already exist for predicting maximum power and current-voltage ͑I-V͒ relationships, but improvements may be possible by utilizing additional data recently provided by manufacturers. This paper reports on alternative formulations of the "five-parameter" equivalent circuit model using these additional manufacturer data. The five-parameter model provides accurate predictions for monocrystalline and polycrystalline cell technologies ͓1͔, but its ability to predict amorphous, multijunction, and other thin-film cell performance has not yet been established. This paper documents the performance of the fiveparameter model for these PV technologies.
The electrical circuit models, such as the five-parameter model, represent solar cells as an equivalent electrical circuit with radiation and temperature-dependent components. The simplest of these equivalent circuits include only a radiation-dependent current source in parallel with a temperature-dependent diode, while more complex circuits include multiple diodes as well as series and parallel resistances. These equivalent circuit models are capable of predicting the electrical output at all points along the I-V curve.
Model parameters vary with the number of circuit components and their respective dependencies. As its name implies, the fiveparameter model has five model parameters that are determined using only data available on PV manufacturer datasheets. Parameters in more complex models that have more circuit components can be determined using a nonlinear regression analysis ͓2-4͔ or a successive approximation ͓5͔ of multiple measured I-V curves. The necessary inputs for electrical circuit models are the absorbed irradiance and cell temperature. The absorbed irradiance can be modeled by a number of radiation and cover models ͓6͔, while the cell temperature is either assumed equal to the backside panel temperature, which is measured, or approximated using empirical ͓7͔, semi-empirical ͓8,9͔, or theoretical ͓10,11͔ heat transfer models.
Measured Data
The PV module characterization data needed for the fiveparameter model are measured at standard test conditions ͑STC͒ and provided on manufacturer datasheets; a description of these data is shown in Table 1 .
The STCs for module performance are 1000 W / m 2 incident normal irradiance, 25°C cell temperature, and a standard spectral distribution characteristic of a 1.5 air mass ͑AM͒. PV manufacturers report cell and module performance data at STC and oftentimes at other operating conditions on their datasheets; however, the characterization data used here were independently measured at the National Institute of Standards and Technology ͑NIST͒ in an effort to remove any measurement bias ͓12͔. Characterization data measured at NIST for the six PV modules referenced in this research are provided in Table 2 . The cell technologies of these modules include monocrystalline silicon ͑mono-Si͒, polycrystal-line silicon ͑poly-Si͒, tandem-junction amorphous silicon ͑2-a-Si͒, and copper indium diselenide ͑CIS͒. Table 2 also includes module characterization data for two of the modules at 200 W / m 2 and 25°C determined using linear regression of approximately 20 operating points nearest to these conditions.
Test Bed.
Module, solar, and environmental data were measured by NIST in Gaithersburg, MD ͑39.17°N and 77.17°W͒. All modules were oriented vertically and south-facing, installed flush with the exterior building envelope within third floor modified window frames. The backsides of the six referenced modules were insulated with 100 mm of extruded polystyrene. Each module junction box was installed on the interior wall next to the module instead of on the backside of the module. This alternative placement was intended to reduce temperature gradients and allow for uniform insulation installation.
Module Measurements.
All modules had one or more thermocouples centrally installed on their backside, with redundant thermocouples connected to a redundant data acquisition system; no spatial temperature measurements on the backsides of the modules were made. The mono-Si and poly-Si modules were custom made and had embedded thermocouples to more accurately measure the cell temperature. These cell temperature data show that the externally measured backside panel temperature was within Ϯ1°C of the cell temperature at all operating conditions ͓12͔.
Module power leads were connected to a multi-tracer that regulated the voltage and kept the modules operating at maximum power. The multi-tracer sampled module current, voltage, power, and temperature at 5 s intervals and recorded the averages every 5 min. I-V curves were traced and logged every 5 min from short circuit ͑V =0͒ to open circuit ͑I =0͒. Module temperature, ambient temperature, and plane-of-array ͑POA͒ irradiance data measured by a thermopile-based pyranometer were recorded immediately before and after each I-V trace.
Meteorological Measurements.
In addition to the POA measurements-which included wind speed and wind directiondata were also recorded at a meteorological station located on the rooftop of the same building as the installed PV modules. A summary of the solar irradiance measurements and the corresponding The following uncertainty values represent the expanded uncertainty using a coverage value of 2: I sc = Ϯ 1.7%, V oc = Ϯ 1.1%, I mp = Ϯ 1.6%, V mp = Ϯ 1.4%, and P mp = Ϯ 2.1%. instruments is given in Table 3 . Of the available field data, only the instantaneous meteorological measurements recorded at 5 min intervals were used for this PV model evaluation effort.
Compiled Data Sets.
Two data sets were compiled from the entire database for use in validating the equivalent circuit PV performance models. One data set, named "clear days 9:30-4 EST," contains data from 36 of the clearest days dispersed throughout the year-long data acquisition period, with the number of days included from each month shown in Fig. 1 . No days were selected from April because diffuse data measurements were not available during that month. Clear, irradiance-stable days were chosen to minimize any transient effects in the modules and measurement instruments. These clear day data span from 09:30 to 16:00 EST to avoid periods of time when one or more of the building-integrated PV modules would experience shading.
The second compiled data set, named "January-unshaded periods," contains data from January at times of no module shading. These data result in lower uncertainty in the calculation of absorbed irradiance because they occur at lower incidence angles on a vertical surface based on the sun's location in January. This data set also contains much more diffuse and low irradiance data, as shown by the histograms of incident POA irradiance in Fig. 2. 3 Radiation Model 3.1 HDKR Model. Radiation models calculate absorbed irradiance using some or all beam, diffuse, and ground reflected irradiance components, associated incidence angles, and glazing optical properties. Examples of such models are the Liu and Jordan isotropic sky, HDKR, 1 and Perez models ͓6͔. A study of these radiation models ͓13͔ comparing modeled to measured irradiance showed that the Perez model was the most accurate, with the HDKR model following by about 1% root-mean-square error ͑RMSE͒ and 0.3% mean bias error ͑MBE͒. The HDKR model is used for this research because it has a much simpler implementation compared to the Perez model. The HDKR model for absorbed irradiance is shown in Eqs. ͑1͒-͑6͒, where the subscripts b, d, and g stand for beam, diffuse, and ground reflected, respectively. The ground reflectivity ͑ g ͒ is assumed to be 0.1 ͓14͔ because much of the ground in the module's field of view is asphalt.
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3.2 Transmittance-Absorptance Product. The multiple layers of PV module glazings have been shown to be well represented by a single air-glazing interface ͓6͔. The optical effects of this interface are characterized by the transmittance-absorptance ͑␣͒ product, which represents the fraction of the irradiance transmitted through the glazing and absorbed by the semiconductor. The ͑␣͒ for a photovoltaic cell glazing is given in Eq. ͑7͒, with Snell's law ͑Eq. ͑8͒͒ used to calculate the angle of refraction.
The ͑␣͒ product is a function of the incidence angle ͑͒, the refractive index of the air ͑n air ͒, the glazing thickness ͑L͒, the extinction coefficient ͑K͒, and the refractive index ͑n glaz ͒. The module glazings present in this analysis and their respective material property values are given in Table 4 . Glass glazings are used on all the modules except for two of the three poly-Si modules; one has an ethylene tetrafluoroethylene ͑ETFE͒ and the other has 1 Named after the collective work of Hay, Davies, Klucher, and Reindl. The extinction coefficient, K, quantifies the absorption losses of the glazing. Glass has an extinction coefficient ranging from 4 m −1 for "water white" glass to 32 m −1 for high iron oxide glass ͓6͔. It is assumed that the glass glazings are water white and that the polymer ͑ETFE and PVDF͒ glazings have extinction coefficient values in between the values for water white and high iron oxide glass. In this range of extinction coefficients, using the manufacturer provided glazing thickness of 50 m and refractive index of approximately 1.4 ͓15,16͔, ͑␣͒ changes by only Ϫ0.23% ͓17͔. Therefore, an extinction coefficient of 4 is used for both the polymer glazings as specific measured values for the as-installed glazings are not known.
POA Correction
Factor. The measured POA data are not directly used because all three irradiance components needed to estimate transmittance effects cannot be separated from this single measured POA value. The POA data were instead used to correct the HDKR radiation model estimates. The total irradiance on the vertical surface estimated using the HDKR model should equal the POA irradiance measurement when transmittance and absorptance effects are omitted. A correction factor, R, is defined to be the ratio of the measured POA irradiance to the modeled POA irradiance as defined in Eq. ͑9͒. This correction factor is then used to modify the calculated irradiance absorbed by the module, as indicated in Eq. ͑10͒. The effect of the correction factor is shown in Sec. 5.
R = G T,POA G T,HDKR ͑9͒

S T,HDKR,c = S T,HDKR · R ͑10͒
4 Five-Parameter Model 4.1 Equivalent Circuit. The five-parameter PV performance model is derived from an equivalent circuit of a solar cell, which consists of a current source, a diode, and two resistors, as shown in Fig. 3 .
The current source ͑I L ͒ represents charge carrier generation in the semiconductor layer of the PV cell caused by incident radiation. The shunt diode represents recombination of these charge carriers at a forward-bias voltage ͑V + I · R s ͒. The shunt resistor ͑R sh ͒ signifies high-current paths through the semiconductor along mechanical defects and material dislocations ͓18͔. The series resistor ͑R s ͒ embodies series resistance in the outer semiconductor regions, primarily at the interface of the semiconductor and the metal contacts ͓18͔.
A current balance at a point to the left of R s as shown in Fig. 3 results in Eq. ͑11͒. Substituting in Ohm's law and the Shockley diode equation for the currents through the resistors and diode, respectively, yields the model characteristic equation, given by Eq. ͑12͒. The variable I o is the reverse-bias saturation current and a is the modified ideality factor, defined by Eq. ͑13͒, where N s is the number of solar cells in series, n is the diode ideality factor, k is Boltzmann's constant, T is the cell temperature, and q is the charge of an electron.
4.2 Model Parameter Calculation. The characteristic equation of the equivalent circuit contains five independent parameters, hence the name five-parameter model. These parameters can be determined analytically using only the measurements at STC that are available on manufacturer datasheets: current at maximum power ͑I mp ͒, voltage at maximum power ͑V mp ͒, short-circuit current ͑I sc ͒, open-circuit voltage ͑V oc ͒, and temperature coefficients of short-circuit current ͑␣ I sc ͒ and open-circuit voltage ͑␤ V oc ͒. The methodology to determine the model parameters involves first constraining the characteristic equation at short-circuit, opencircuit, and maximum power conditions, as shown in Eqs. ͑14͒-͑16͒, respectively. This results in three equations and five unknowns.
The second step in the parameter solving methodology is to constrain the derivative of the product of the characteristic equation for the current and the voltage ͑which is the power͒ to zero at maximum power, as shown in Eq. ͑17͒. This equation along with the previous three result in four equations and five unknowns. Transactions of the ASME equations and six additional unknowns, yielding closure for a total of 11 equations and 11 unknowns.
There is no analytical solution to these highly nonlinear coupled equations, so they are solved numerically using the software program EES ͓20͔. The calculated parameters for the modules included in this research are provided in Table 5 .
Effect of Parameters on I-V Curve Shape.
The effect of each of the five parameters on the behavior of the I-V curve is shown in Fig. 4 . The model is calculated for a 2-a-Si module at an absorbed irradiance and cell temperature near the average of the corresponding yearly operating conditions for this location, 500 W / m 2 and 35°C. The effect of each parameter on the I-V curve is similar for all modules and operating conditions. The bold I-V curve in each of these plots is the result of using parameters calculated from STC data, while the other two are the result of adjusting one specified parameter above and below the original value. These figures show that both a and I o adjust the predicted voltage at all points on the I-V curve and I L adjusts the predicted current. R s and R sh have a more localized influence around the maximum power point; R s adjusts the maximum power voltage and R sh adjusts the maximum power current.
Model Validation
5.1 Error Statistics. The two compiled data sets measured at NIST are used to validate the five-parameter model and its variations. Although the data sets include entire I-V curves for comparison with the model, only the operating points at short-circuit ͑I sc ͒, open-circuit ͑V oc ͒, and maximum power ͑I mp , V mp , P mp ͒ were compared, which simplifies the data processing and results. Statistics employed to quantify the model's agreement to the measured data at these five operating points are the root-mean-square error ͑RMSE͒, mean bias error ͑MBE͒, and mean absolute error ͑MAE͒, normalized as shown in Eqs. ͑25͒-͑27͒, where y is the modeled value, x is the measured value, and n is the total number of measured values.
5.2 Effect of POA Correction Factor. The POA correction factor R, defined in Eq. ͑9͒, significantly reduces the modeling errors for all of the test modules. As one example, the differences between the five-parameter model and measured data for the mono-Si module are shown in Fig. 5 for the clear days 9:30-4 EST and January-unshaded periods data sets. The variables compared include short-circuit current, open-circuit voltage, maximum power, and current and voltage at maximum power. The POA correction factor is therefore used for all validations. 
Validation Using Model
Aging Effects of Amorphous Silicon.
Five different sets of STC data for the 2-a-Si modules were measured when the modules had progressively larger amounts of cumulative lifetime exposure to solar irradiance. Three sets of STC data were measured from identical control modules within 1 month of initial solar exposure. Approximately 20 months later, two additional sets of STC data were measured from one of the installed amorphous silicon modules. These five sets of STC data and the corresponding exposures are listed in Table 6 . The STC data values are all shown to decrease relative to the earliest measured set. The calculated model parameters for each of these five data sets are given in Table 7 .
The earliest 2-a-Si STC data, measured after 9 days of solar exposure, were used to determine the model parameters for the five-parameter modeling error results shown in Fig. 6 . These parameters, calculated from higher STC values, led the model to overestimate module performance after the degradation period. The 2-a-Si modeling errors for the clear days 9:30-4 EST data set using parameters calculated from each of the four additional STC data sets are shown in Fig. 7 . The modeling errors are shown to be significantly lower when using parameters calculated from data obtained from aged modules because they are more representative of the module performance following the degradation period. Subsequent model validations use STC data measured after the module has reached stable performance, in this case after 631 days of solar exposure.
Sensitivity Analysis
A sensitivity analysis of the five-parameter model enables the determination of acceptable tolerances for the model inputs and identifies which inputs most significantly affect model predictions. Fifteen constant model inputs expected to have significant uncer- Table 8 . This table lists the variable ranges that would result in less than a 1% change in maximum power ͑P mp ͒ RMS modeling errors. A discussion on how to interpret the results in Table 8 follows.
Summary of Results. A summary of the sensitivity analysis is given in
Analysis and Simplification of Model Inputs.
Ground reflectance ͑ g ͒ did not have a significant effect on model performance if the value was between 0 and 0.7 when the absorbed irradiance is corrected using the measured POA irradiance. The POA irradiance inherently includes the effect of ground reflected irradiance, so when it is used to correct the absorbed irradiance, it removes the model's dependence on g . If the absorbed irradiance is not corrected with the POA irradiance, then the value used for g would need to be accurately determined. The range of ground Fig. 6 Statistical modeling errors of the five-parameter model for the six backside insulated arrays using two different data sets ""a… mono-Si, "b… poly-Si "glass glazing…, "c… poly-Si "ETFE glazing…, "d… poly-Si "PVDF glazing…, "e… 2-a-Si, and "f… CIS… reflectance without a POA irradiance correction that results in less than a 1% change in P mp RMSE was found to be ͓0.02-0.14͔, where 0.1 is the average value for asphalt ͓14͔.
The glazing extinction coefficient ͑K͒ and the glazing thickness ͑L͒, which only occur in the product K · L in the transmittanceabsorptance ͑␣͒ equation, did not have a significant effect on the model performance. These model inputs therefore do not need to be determined to a high accuracy; setting K · L to 0 results in less than a 0.4% change in P mp RMSE.
Although the temperature coefficient of short-circuit current ͑␣ I sc ͒ is provided by the manufacturers, it has a small effect on model performance and could be set to a value characteristic of the module technology without a significant loss in accuracy. A survey of manufacturer datasheets showed that for a random sampling of four modules each from 17 manufacturers, the range of ␣ I sc for the mono-Si technologies is ͓0.0224-0.0900͔% /°C with an average of 0.0453% /°C. This range, along with the range found for the poly-Si modules, is within the range determined by the sensitivity analysis that results in less than a 1% change in P mp RMSE. The average of the surveyed mono-Si and poly-Si coefficients ͑0.049% /°C͒ would therefore be a good characteristic value for both module technologies.
The range of the glazing refractive indices ͑n glaz ͒ that resulted in less than a 1% change in P mp RMSE included values characteristic of multiple glazing materials. The range of n glaz , ͓1.11-3.19͔, includes the values for the glazing materials of this study's modules and many others. A fixed refractive index of 1.53 for glass is used for all these glazing materials, and the resulting change in P mp RMSE is less than 0.05%. 
Model Simplification.
Using the above characteristic values for g , K · L, ␣ I sc , n glaz , and E g,ref and setting C, the temperature dependence of the material band gap, to zero, the change in modeling errors for the four different panels is less than 0.5% RMSE for all four of the technologies. However, Fig. 8 shows results from a similar analysis but with ␣ I sc set to zero. It is evident from these results that removing the model's dependence on ␣ I sc by setting it to zero has a significant effect.
Seven-Parameter Model
The seven-parameter model is based on the one-diode equivalent circuit model of a PV cell and is conceptually similar to the five-parameter model. This model is an extension of the sixparameter model, which is currently used by the California Energy Commission ͑CEC͒ and is one of the models in the Solar Advisory Model ͑SAM͒ developed by NREL. The sevenparameter model uses the same reference parameter values as the five-parameter model but adds two additional parameters that provide temperature and radiation dependence for two of the original parameters ͓22͔.
Additional Model Parameters. The first new parameter
is the nonlinear series resistance temperature dependence, ␦, as given in Eq. ͑28͒. The five-parameter model assumes a constant series resistance ͑R s ͒.
The temperature coefficient of maximum power ͑␥͒ provides the additional information to solve for ␦. This temperature coefficient was measured at NIST, but it is also provided by nearly all manufacturers on the module datasheets. The series resistance affects the area of the I-V curve nearest to the maximum power point, as shown in Fig. 4͑d͒ . Both ␥ and ␦ provide temperature dependence in this operating region, and they are correlated with R s by Eqs. ͑29͒ and ͑30͒ in the seven-parameter model.
The second new parameter in the seven-parameter model is the diode reverse saturation current radiation dependence, m, as given in Eq. ͑31͒. The five-parameter model assumes only temperature dependence for the diode reverse saturation current ͑I o ͒.
The seven-parameter model adds radiation dependence to this parameter.
The maximum power current and voltage at 200 W / m 2 and 25°C provide additional information to solve for parameter m. Although the CEC now requires these data to be provided by manufacturers ͓23͔, it was determined in the present analysis by linear regression of approximately 20 operating points nearest to these conditions. The parameter m is determined by fitting the derivative ͑slope͒ of the maximum power characteristic equation to zero at 200 W / m 2 and 25°C. This fit is intended to provide better modeling at low irradiance. Model parameters for the mono-Si and 2-a-Si technologies are given in Table 9 .
Model Error.
Modeling errors are calculated for the seven-parameter model for the mono-Si and 2-a-Si arrays, which represent the best and worst modeled technologies, respectively, using the five-parameter model. The errors are given in Figs. 9 and 10 for the clear days 9:30-4 EST and January-unshaded pe- Table 8 Parameter sensitivity in descending order for the fiveparameter model using data measured from the mono-Si module in the clear days 9:30-4 EST data set showing the variable ranges that result in less than a 1% change in P mp modeling errors riods data sets, respectively. Figures 9 and 10 show that the primary differences in predictions between the five-and seven-parameter models are for V oc and V mp . The seven-parameter model exhibits higher V oc and lower V mp RMS modeling errors as a result of a negative shift in the predicted voltages, as shown by the bias errors. The much lower V mp modeling errors for the January-unshaded periods data set result in approximately 1% lower RMSE for P mp . Additional analysis of these errors is provided in Ref.
͓17͔.
The seven-parameter model can be reduced to a six-parameter model by setting either the ␦ or m parameters to zero because the original five parameters are not dependent on the additional data needed to solve for ␦ and m. The modeling errors of these two six parameter model variants are calculated for the 2-a-Si array using the January-unshaded periods data set and are given in Fig. 11 . These results show that the difference in behavior between the five-and seven-parameter models is caused almost entirely by the addition of the m parameter, with the ␦ parameter having minimal effect.
A possible explanation of the shift in predicted voltages from the five-to seven-parameter models is found by examining the effect of m on the model, as shown in Fig. 12 . Constraining the Transactions of the ASME model at maximum power using the 200 W / m 2 data translates V mp , lowering its respective bias error, but it also translates V oc , increasing its respective bias error. The effect of the second parameter, ␦, is shown in Fig. 13 , while the effects of the other five parameters are the same as in the five-parameter model, as previously shown in Fig. 4. 
Recombination Current Differentiation
Previous electrical circuit modeling efforts in this research have used the equivalent circuit shown in solid lines in Fig. 14. A proposed circuit ͓24͔ that includes an additional current sink, shown by the dotted lines in Fig. 14, seeks to differentiate the recombination currents in the middle intrinsic layer of an amorphous silicon cell from the currents in the outer semiconductor regions. This intrinsic layer is not present in crystalline silicon cells but is the site of intense recombination in amorphous cells ͓24͔. Recombination currents are modeled in the five-parameter model as a single lumped current through the diode ͓21͔ and by the radiation dependence of the shunt resistance and may not accurately capture their separate behaviors.
The additional proposed current sink is defined by Eq. ͑32͒; it is dependent on the light current ͑I L ͒, the bias voltage ͑V + IR s ͒, the built-in voltage ͑V bi ͒, the thickness of the intrinsic layer ͑d i ͒, and a new parameter, the eff product. The built-in voltage ͑V bi ͒ for a module is calculated in this research as the product of the built-in single junction cell voltage ͑V c ͒, the number of junctions per cell ͑N j ͒, and the number of cells in series ͑N s ͒, as given by Eq. ͑33͒. The built-in single junction cell voltage ͑V c ͒ is 0.9 V for amorphous silicon ͓25͔ and approximately 0.6 V for crystalline silicon ͓21͔, while N j is provided by the manufacturer and N s is either provided by the manufacturer or determined from a visual inspection of the module. The intrinsic layer thickness ͑d i ͒ terms and the eff product can be combined into a single new model parameter, designated as chi ͑͒ in future calculations.
8.1 Calculations. The new parameter ͑d i 2 / eff ͒ is simultaneously determined along with the original five parameters by constraining the characteristic equation of the new circuit with the maximum power temperature coefficient ͑␥͒ at maximum power and a non-reference temperature. The non-reference temperature used in this research is 10 K above the reference temperature, the same temperature difference used to solve for the parameters in the five-parameter model. The equations that relate ␥ to the model are similar to those in Eqs. ͑29͒ and ͑30͒ used to solve for ␦ in the seven-parameter model but use a characteristic equation for the circuit that includes the current sink. This new characteristic equation is defined by Eqs. ͑34͒-͑36͒. The derivative of the characteristic equation is still needed to constrain the model and is provided by Eq. ͑37͒. The original constraints for the five-parameter model are used with the maximum power constraint previously described to solve for the six parameters; no temperature or radiation dependence is assumed for . Model parameters for the mono-Si and 2-a-Si technologies are given in Table 10 . 
8.2 Model Error. Modeling errors are calculated for the sixparameter current sink model for the mono-Si and 2-a-Si arrays, the best and worst modeled technologies using the five-parameter model, and are given in Fig. 15 for the January-unshaded periods data set.
It is shown in the above figures that the primary difference in predictions between the five-and six-parameter current sink models occurs at maximum power, with the six-parameter model resulting in 1% higher RMS P mp modeling errors. This effect on the maximum power model predictions is consistent with the effect of on the individual I-V curves, as shown in Fig. 16 . A sensitivity analysis of the model to V bi was performed using data from the 2-a-Si array that also tested whether the calculated value of this lone new model input provides the best model predictions. The modeling errors were calculated using values for V bi Ϯ 15% of the baseline value; solutions to the model parameters do not converge at larger deviations. Results for the analysis show that the model is rather insensitive to V bi , with only a 0.09% change in P mp RMSE at V bi + 15% and only a 0.6% change in P mp RMSE at V bi − 15%. The V bi parameter had less of an influence on the other operating points. The higher modeling errors for the six-parameter current sink model relative to the five-parameter model can therefore not be attributed to an uncertainty in V bi and must either be caused by an uncertainty in ␥ or a deficiency in the model.
Conclusions
The five-parameter equivalent circuit model accurately predicts the performance of crystalline solar modules under varied operating conditions, but it does not perform as well for amorphous and thin-film technologies. The difference between model-predicted and measured maximum power values for the monocrystalline and polycrystalline silicon modules is approximately 3% and 6% RMS for the clear days and January data sets, respectively, while the differences are about twice as high for CIS ͑6% and 10%, respectively͒ and more than four times as high for tandem-junction amorphous ͑20% and 27%, respectively͒. The predictions for the amorphous technology can be improved to 5% for the clear days data set and 11% for the January data set if the model parameters are calculated directly from characterization data obtained after the module underwent an initial degradation in output due to aging, which is a characteristic behavior of amorphous silicon. The model predictions for the amorphous technologies are still not as accurate as those for the crystalline technologies, which may be due to unaccounted spectral effects. The spectral distribution of the irradiance has been shown to have a small effect on the performance of crystalline technologies, but it may have a greater effect on the performance of amorphous technologies ͓7,1͔. The model presented in this paper does not account for spectral dependence.
A sensitivity analysis of the five-parameter model shows that a single representative value can be used for all inputs that are difficult to determine or not provided by manufacturer datasheets such as the short-circuit current temperature coefficient, the glazing material properties, the semiconductor band gap energy, and the ground reflectance. The use of these values results in less than a 0.25% RMS change in modeling errors relative to using the accepted values.
Modifications to the five-parameter model evaluated in this paper did not appreciably improve overall model performance. The temperature and radiation dependence introduced by a sevenparameter model had less than a 1% RMS effect on maximum power predictions for the amorphous technology but increased the modeling errors for this array 4% RMS at open-circuit conditions. 
